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Abstract

The problem of multiple antenna spectrum sensing is addressed where the
receiver noise is allowed to be temporally colored with unknown power spectral
density, but must be spatially uncorrelated. The signal is received over a
possibly frequency-selective, unknown channel. A comprehensive overview of
spectrum sensing approaches under colored noise is presented. Both time-
domain and frequency-domain approaches exploiting stationarity are presented.
Cyclostationarity-based spectrum sensing methods are also reviewed.
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Introduction

Cognitive radio (CR) allows for usage of licensed frequency bands (rights held by
primary users) by unlicensed users (secondary or cognitive users) when the licensed
spectrum bands are unoccupied (a function of time and location). Therefore, one of
the first steps to be accomplished by a cognitive user is spectrum sensing: analysis of
the received electromagnetic transmissions to search for unoccupied spectrum bands
(spectrum holes). Based on the received signal x.t/, the cognitive user’s spectrum
sensing problem is to decide if the primary user (PU) is present or not. This may be
formulated as a binary hypothesis testing problem:

x.t/ D

�
n.t/ W H0

s.t/C n.t/ W H1

(1)

where H0 is the null hypothesis that cognitive user is receiving just noise n.t/ and
H1 is the alternative that PU signal s.t/ is also present. A popular approach is
that of energy detection; see [8, 15] and references therein. One designs a CFAR
(constant false alarm rate) test requiring prior knowledge of some of the signal
statistics under H0. For instance, n.t/ is taken to be thermal noise with known
variance.

Quite often, as a result of receive filters at the cognitive user’s receiver, the filtered
thermal noise will not be white. Most existing approaches assume white noise
sequences at the receiver. The goal of this chapter is to present a comprehensive
overview of spectrum sensing approaches when noise is colored. Emphasis is on
multiple antenna receivers which rely on the fact that noise is spatially (across
antennas) independent and PU signals are spatially dependent while temporal
properties of signal and noise become “irrelevant.”

Notation: Notations jDj and tr.D/ stand for the determinant and trace of square
matrix D, respectively, etr.D/ D exp.tr.D//, Dij is the ij th element of D, I
is the identity matrix and superscripts � and H denote the complex conjugate
and the conjugate transpose (Hermitian) operations, respectively. The notation
y D O.g.x// means that there exists some finite real number b > 0 such
that limx!1 jy=g.x/j � b. Given a column vector y, diagfyg denotes a square
matrix with elements of y along its main diagonal and zeros everywhere else.
Covariance cov.x; y�/ WD EfxyH g�EfxgEfyH gwhereE denotes expectation, and
let cum4.x1; x2; x3; x4/ denote the joint fourth cumulant of random variables xi (i D
1; 2; 3; 4). Note that cum4.x1; x2; x3; x4/ D Efx1x2x3x4g � Efx1x2gEfx3x4g �

Efx1x3gEfx2x4g � Efx1x4gEfx2x3g when all xi ’s are zero mean. The function
ıi;j denotes the Kronecker delta function, i.e., ıi;j D 1 if i D j , 0 otherwise. The
abbreviations i.i.d. and w.r.t. stand for “independent and identically distributed” and
“with respect to,” respectively.
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Colored Noise

An irreducible source of noise at the receiver is thermal noise which is zero-mean
white Gaussian and whose baseband-equivalent model is that of a zero-mean, white,
circularly symmetric complex Gaussian random process v.t/. Before processing
the (continuous-time) received noisy signal, at the receiver front-end, the noisy
(baseband-equivalent) signal is passed through a receive filter gr.t/. Let Qv.t/ denote
the filtered noise:

Qv.t/ D v.t/~ gr.t/ D

Z
v.t � �/gr.�/ d�

where ~ denotes convolution. The autocorrelation function of Qv.t/ is

RQv Qv.�/ D Ef Qv.t/ Qv
�.t � �/g D

N0

2

Z
gr.t/g

�
r .t � �/ dt

whereRvv.�/ D
N0
2
ı.�/. If gr.t/ is a square-root raised cosine filter with bandwidth

.1C ˛/=.2Ts/, 0 � ˛ � 1, where Ts is the symbol interval, then RQv Qv.nTs/ D 0 for
n D ˙1;˙2; � � � . That is, f Qv.t/

ˇ̌
tDnTs
gn is white Gaussian sample sequence when

Qv.t/ is sampled at the symbol rate. But if one oversamples (more than one sample
in Ts sec, called fractional sampling), then f Qv.t/

ˇ̌
tDnT
gn, T < Ts , is colored.

Thus, if the filters are not necessarily the ones that yield white noise at symbol
rate sampling, or the sampling rate exceeds the symbol rate, the sampled filtered
thermal noise will be a colored random sequence. For CR applications, active RC
filters with tunable cutoff frequencies have been proposed in the literature [23, 32].
Sampling of the filtered thermal noise using such RC filters will invariably result in
colored noise. The effect of noise correlation on spectrum sensing performance for
a class of spectrum sensing algorithms has been analyzed in [22].

Spectral Sensing Models

Assume that there are p antennas at the cognitive user. Then the hypothesis testing
problem (1) is reformulated as

x.t/ D

8̂̂
ˆ̂<
ˆ̂̂̂:

n.t/ W H0
LX
lD0

h.l/spu.t � l/

„ ƒ‚ …
Ds.t/

Cn.t/ W H1 (2)

where under H0, cognitive user is receiving just noise n.t/ (assumed to be zero-
mean, complex-valued, possibly colored, Gaussian, and spatially uncorrelated),
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and under H1, (scalar) PU signal spu.t/ is also present where p-column h.l/ is
the complex channel impulse response and spu.t/ is the scalar (non-Gaussian)
complex-valued proper i.i.d. information sequence with zero mean and variance
Efjspu.t/j

2g D �2s .
Spectrum sensing methods considered here include time-domain approaches that

exploit either stationarity or cyclostationarity properties of the received noisy signals
and also include frequency-domain approaches based on multivariate spectral
analysis that exploit stationarity properties of the received noisy signals. To this
end, first some of these properties are briefly reviewed.

Large Sample Statistics of Sample Correlation

In (2), n.t/ is complex (proper) possibly colored Gaussian with

Efn.t/nH.t C �/g D diag
˚
R11;n.�/; R22;n.�/; � � � ; Rpp;n.�/

�
: (3)

Given an observation length of N samples of x.t/ in (2), estimate the correlation
function Rxx.�/ D Efx.t/xH.t � �/g as

ORxx.�/ D
1

N

NX
tD1

x.t/xH.t � �/: (4)

It is easy to see thatEf ORxx.�/g D Rxx.�/. WithRij;xx.�/ denoting the ij th element
of matrix Rxx.�/, one has

Efxi .t1/x
�
j .t1 � �1/x

�
k .t2/xl .t2 � �2/g

D cum4

�
xi .t1/; x

�
j .t1 � �1/; x

�
k .t2/; xl .t2 � �2/

�
CRij;xx.�1/R

�
kl;xx.�2/

CRik;xx.t1 � t2/Rlj;xx.t2 � t1 � �2 C �1/: (5)

Hence,

cov
�
ORij;xx.�1/; OR

�
kl;xx.�2/

�

D
1

N 2

NX
t1D1

NX
t2D1

h
Rik;xx.t1 � t2/R

�
lj;xx.t1 � t2 C �2 � �1/C A2

i
(6)

where

A2 WD cum4

�
xi .t1/; x

�
j .t1 � �1/; x

�
k .t2/; xl .t2 � �2/

�
: (7)
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Denote the first double summation term in (6) by B1 and set t1 � t2 D m therein to
obtain

B1 D
1

N 2

NX
t1D1; t1�t2Dm

NX
t2D1

Rik;xx.m/R
�
lj;xx.mC �2 � �1/

D
1

N 2

N�1X
mD�.N�1/

.N � jmj/Rik;xx.m/R
�
lj;xx.mC �2 � �1/; (8)

leading to

lim
N!1

NB1 D

1X
mD�1

Rik;xx.m/R
�
lj;xx.mC �2 � �1/: (9)

It then follows that (�4s WD cum4.s.t/; s
�.t/; s.t/; s�.t//)

A2 D �4s

1X
mD�1

hi .mC�1/h
�
j .m/h

�
k .t2�t1CmC�1/hl .t2�t1CmC�1��2/: (10)

UsingR.s/ij;ss.�/ D EfŒxi .t/�ni .t/�Œxi .t��/�ni .t��/�
�g D �2s

P1
lD�1 hi .l/h

�
j .l�

�/ and mimicking (8) and (9), one obtains

lim
N!1

1

N

NX
t1D1

NX
t2D1

A2 D
�4s

�4s
Rij;ss.�1/R

�
kl;ss.�2/: (11)

From (6), (9), and (11), one has

lim
N!1

N cov
�
ORij;xx.�1/; OR

�
kl;xx.�2/

�

D
�4s

�4s
Rij;ss.�1/R

.�
kl;ss.�2/C

1X
mD�1

Rik;xx.m/R
�
lj;xx.mC �2 � �1/: (12)

Spatially Uncorrelated, Temporally Colored Noise
If x.t/ is Gaussian, then

lim
N!1

N cov
�
ORij;xx.�1/; OR

�
kl;xx.�2/

�
D

1X
mD�1

Rik;xx.m/R
�
lj;xx.mC �2 � �1/:

(13)
If x.t/ D n.t/, then

lim
N!1

N cov
�
ORij;nn.�1/; OR

�
kl;nn.�2/

�
D ıi;kıj;l

1X
mD�1

Rii;nn.m/R
�
jj;nn.mC�2��1/:

(14)
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In particular, with �1 D �2 D 0, one obtains

lim
N!1

N cov
�
ORij;nn.0/; OR

�
kl;nn.0/

�
D ıi;kıj;l

1X
mD�1

Rii;nn.m/R
�
jj;nn.m/ (15)

and

lim
N!1

N cov
�
ORij;nn.0/; ORkl;nn.0/

�
D lim

N!1
N cov

�
ORij;nn.0/; OR

�
lk;nn.0/

�

D ıi;l ıj;k

1X
mD�1

Rii;nn.m/R
�
jj;nn.m/ (16)

It is assumed that Rij;nn.�/ D 0 for j� j > Ln for some Ln (finite memory).
Invoking the central limit theorem, it is seen that for i ¤ j ,

lim
N!1

p
N ORij;nn.0/ � Nc

 
0;

1X
mD�1

Rii;nn.m/R
�
jj;nn.m/

!
(17)

where Nc.�; ˙/ denotes a complex (proper) Gaussian (vector) distribution with
mean � and covariance matrix ˙ . Furthermore, by the central limit theorem
and (14), (15), and (16), the upper (lower) triangular off-diagonal elements of
ORnn.0/ are asymptotically independent of the other upper (lower) triangular off-
diagonal elements.

Spectral Analysis Background

Suppose that x.t/, t D 0; 1; � � � ; N � 1, has zero mean and p � p power spectral
density (PSD) matrix S.f /. Numerous approaches are available [3, 19] to estimate
S.f / on a grid fn WD n=N , n D 0; 1; � � � ; N � 1. Consider the Daniell method
(unweighted frequency-domain averaging) to estimate PSD. Given p�1 time series
x.t/, t D 0; 1; � � � ; N � 1, first the periodogram estimator of the S.f / is calculated
as

OSp.f / D N�1I.f /IH.f /; I.f / WD
N�1X
tD0

x.t/e�j 2�f t : (18)

In the Daniell method, the periodogram is averaged over K D 2mt C 1 nonoverlap-
ping frequency bins:

OS.fn/ D
1

K

mtX
lD�mt

OSp.fnCl / (19)
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where fn WD n=N , n D 0; 1; � � � ; N � 1 and there are N data observation samples.
A key fact is that at any frequency f (on the appropriate FFT grid in the interval
.0; 2�/ � .0; 1:0/), the PSD estimator OS.f / of the true p � p PSD matrix S.f /
has the (asymptotic: N “large”) distribution

OS.f / � .1=K/WC .p;K;S.f // (20)

where WC .p;K;S.f // denotes the complex Wishart distribution of dimension p
and degrees of freedom K. These results follow from [3] (and others). It has
been shown in [19, Sec. 6.19] that for circularly symmetric complex-valued time
series, the spectral estimators are (asymptotically) statistically independent on an
appropriate discrete grid on .0; 2�/, in contrast to the case of real-valued time series
where this property holds true on just .0; �/.

If X � WC .p;K;S.f //, then by [3, Sec. 4.2], EfXg D KS.f /,
cov

˚
Xjk;Xlm

�
D KSjl .f /S�km.f /, and the probability density function (pdf)

of X is given by

fX.X/ D
1

�p.K/

1

jS.f /jK
jXjK�p etrf�S�1.f /Xg (21)

where (21) is defined for positive-definite Hermitian X and is otherwise zero, and

�p.K/ WD �
p.p�1/=2

pY
jD1

� .K � j C 1/

where � .n/ denotes the (complete) gamma function � .z/ WD
R1
0
t z�1e�t dt .

Applying [16, Thm. 3.2.5] to complex-valued random vectors, if
X � WC .p;K;S.f //, then AXAH � WC

�
m;K;AS.f /AH

�
for any m � p

matrix A of rank m. It then follows that Y D OS.fk/ D .1=K/X and the pdf of Y is
given by

fY.Y/ D
1

�p.K/

KpK

jS.fk/jK
jYjK�p etrf�K.S.fk//�1Yg: (22)

Cyclostationarity Background

First consider scalar signals to fix notation and concepts.

Scalar Processes
A discrete-time, zero-mean, scalar complex-valued cyclostationary signal x.t/
is characterized by a time-varying autocorrelation function Rxx.t; t C �/ WD

Efx.t/x�.t C �/g which has a Fourier series representation [4, 17]

Rxx.t; t C �/ D
X
˛2A

Rxx.˛I �/e
j2�˛t (23)
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where given x.t/ for t D 1; 2; � � � ;M , the cyclic autocorrelation function (CAF)
Rxx.˛I �/ at cycle frequency ˛ 2 A is given by

Rxx.˛I �/ D lim
M!1

1

M

MX
tD1

Rxx.t; t C �/e
�j 2�˛t (24)

and A is the set of cycle frequencies [4]

A WD f˛ j 0 � ˛ < 1; Rxx.˛I �/ 6� 0g : (25)

A conjugate CAF is defined as

Rxx.�/.˛I �/ D lim
M!1

1

M

MX
tD1

Rxx�.t; t C �/e�j 2�˛t (26)

whereRxx�.t; tC�/ WD Efx.t/x.tC�/g. Reference [4] considers conjugate CAFs
whereas [14, 17] consider both types of CAFs. For wide-sense stationary (WSS)
signals, Rxx.˛I �/ D 0 as well as Rxx.�/.˛I �/ D 0 for any ˛ ¤ 0.

OFDM Signals
As shown in [17] and [18], an OFDM signal exhibits nonconjugate cyclostationarity
with cycle frequencies ˛ D kFs , k D ˙1;˙2; � � � and lags � D ˙Tu where the
OFDM symbol duration is Ts D Tu C Tc D .1=Fs/, Tc is the duration of the cyclic
prefix, and Tu is the useful symbol duration. Consider a (continuous-time) baseband
OFDM signal with Nc subcarriers given by

s.t/ D

1X
nD�1

Nc�1X
iD0

dn;ig.t � nTs/e
�j 2�.i�Nc�1

2 /.t�nTs/=Tu (27)

where dn;i is the complex nth information symbol modulating the i th subcarrier,
T �1u is the subcarrier separation, and g.t/ is the rectangular pulse of duration Ts
centered at 0. If Efdn;idm;kg D 0 (as for M-PSK (M ¤ 2) or QAM modulation),
then the OFDM signal does not exhibit conjugate cyclostationarity. The continuous-
time nonconjugate CAF of (27) is given by [18]

Rss.˛I �/ D

(
�2d

sin.�Nc�=Tu/ sin.�kFs.Ts�j� j//
�k sin.��=Tu/

; ˛ D kFs; k D ˙1;˙2; � � � ; j� j < Ts

0; otherwise ;
(28)

where �2d D Efjdn;i j
2g. As noted in [17, 18], the CAF (28) exhibits discrete cyclic

autocorrelation surfaces for ˛ D kFs (k D ˙1;˙2; � � � ), which peak at � D ˙Tu. If
one samples s.t/ in (27) withN D NcCNcp samples every Ts sec withNc samples
in useful symbol duration Tu and Ncp samples in cyclic prefix duration Tc , then,
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Fig. 1 CAF magnitude for an OFDM signal with Nc D 32, Ncp D 8

in terms of normalized frequency and sampled signal, the discrete-time sampled
OFDM signal has normalized cyclic frequencies ˛ D k=N (k D ˙1;˙2; � � � ), and
the nonconjugate CAF peaks at � D ˙Nc . Thus the set A in (25) for sampled
OFDM signals is A D f k

N
; k D 0; 1; 2; � � � ; N � 1g.

Figure 1 shows the magnitude ofRss.˛I �/whenNc D 32,Ncp D 8, and �2d D 1.

GMSK signals
Using a linearization approximation, it has been shown in [17] and [18] that a
GMSK (Gaussian Minimum Shift Keying) signal with symbol rate Fs exhibits
conjugate cyclostationarity with cycle frequencies of ˛ D ˙kFs=2, k odd, and
the conjugate CAF for k D 1 peaks at � D 0. It is also shown in [18] that for
GMSK-based GSM signals, nonconjugate cyclostationarity can be quite weak. For
further details, one is referred to [17] and [18]. If there are N (even) samples
per GMSK symbols, then in terms of normalized frequency, A D f k

2N
; k D

1; 3; � � � ; 2N � 1g.

Multivariate Processes
One has a vector random process arising due to a multiple antenna receiver with
p 	 1 antennas. Therefore, consider a p � 1 discrete-time zero-mean complex-
valued cyclostationary signal x.t/ with time-varying autocorrelation function
Rxx.t; t C �/ WD Efx.t/xH.t C �/g which has a Fourier series representation
[4, 17]

Rxx.t; t C �/ D
X
˛2A

Rxx.˛I �/e
j2�˛t (29)
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where the nonconjugate cyclic autocorrelation function (CAF) Rxx.˛I �/ at cycle
frequency ˛ 2 A is given by

Rxx.˛I �/ D lim
M!1

1

M

MX
tD1

Rxx.t; t C �/e
�j 2�˛t : (30)

Similar comments apply to conjugate CAFs.

Tests Using Stationarity

The spectrum sensing tests considered here assume that the noisy signal is stationary
during the time interval over which the measurements are collected and processed
at the cognitive receiver.

Correlation-Based Approaches

Consider the binary hypothesis testing problem (2). The PU channel impulse
response and the noise correlation are unknown. It is known that noise is zero-mean
complex (proper) Gaussian, spatially uncorrelated and temporally possibly colored.
Assume further that correlation function of noise is “effectively” zero for lags > Ln
where Ln is known, i.e.,

Rnn.�/ D 0 for j� j > Ln: (31)

The binary hypothesis testing problem in this case is formulated as

H0 W Rij;xx.0/ D 0 for i ¤ j; i; j D 1; 2; � � � ; p
H1 W Rij;xx.0/ 6� 0 for some i ¤ j; i; j D 1; 2; � � � ; p

(32)

In view of the earlier results of section “Large Sample Statistics of Sample
Correlation”, consider the following ad hoc test statistic

T WD 2N

p�1X
iD1

pX
jDiC1

j ORij;xx.0/j
2PM

mD�M
ORii;xx.m/ OR

�
jj;xx.m/

(33)

where M 
 N is an upperbound on “effective” memory of the colored noise
sequence. Under H0, ORij;xx.0/ has zero mean for every i ¤ j , and under H1, it
has nonzero mean for some i ¤ j . This motivates the (ad hoc) CFAR (constant
false alarm rate) test
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T
H1

R
H0

	 (34)

where the threshold 	 is picked to achieve a specified probability of false alarm
Pfa D P fT 	 	 jH0g. By the results of section “Large Sample Statistics of
Sample Correlation”, asymptotic distribution of T under H0 can be found to enable
design of a CFAR test. Such CFAR tests are not optimal in any sense but do yield a
constant false alarm rate, a desirable property, under model parameter uncertainties.
CFAR tests have been used in radar and other problems under parameter uncertainty
[9, Sec. 8.1].

The threshold 	 is calculated based on asymptotic considerations as follows. It
follows from (17) that asymptotically (as N !1),

2N
j ORij;xx.0/j

2PM
mD�M Rii;xx.m/R

�
jj;xx.m/

H0
� 
22 (35)

where 
2n denotes the central chi-square distribution with n degrees of freedom
(dof). Equation (13) applied to finite-memory sequences also implies that as N !
1, ORii;xx.0/ converges in the mean-square sense, hence in probability (i.p.), to
Rii;xx.0/. Together with (35) this result implies that asymptotically

2N
j ORij;xx.0/j

2PM
mD�M

ORii;xx.m/ OR
�
jj;xx.m/

H0
� 
22: (36)

As noted earlier, the upper (lower) triangular off-diagonal elements of ORnn.0/

are asymptotically independent of the other upper (lower) triangular off-diagonal
elements; therefore, for distinct ij pairs with i ¤ j , the left side of (35) results in
mutually independent random variables for distinct ij pairs. Therefore, since there
are p.p � 1/=2 such terms in T , asymptotically

T
H0
� 
2p.p�1/: (37)

This allows one to pick the test threshold for a given Pfa.

PSD Based Approaches

Here the generalized likelihood ratio test (GLRT) proposed in [27] is summarized.
Denote the spectral estimator at the k-th frequency bin fk as Xk with its true value
denoted as S.fk/. Thus, Xk � .1=K/WC .p;K;S.fk//. Attention is confined
to the frequency points over which the spectral estimators are independent. If
one uses the Daniell method, then the frequencies over which the estimators are
(asymptotically) independent, given by fk D .kK C d.K=2/e/=N , k 2 Œ0; b
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.N � .K=2/ � 1/=Kc�. After reindexing the frequency subscripts to run from 1
through M , let M WD ffk W 1 � k � M g denote the set of M frequency bins
under consideration.

The binary hypothesis testing problem under consideration is

H0 W S.fk/ D diag
˚
S11.fk/; � � � ;Spp.fk/

�
8fk 2M

H1 W H
c
0 ; i.e., Slm.fk/ 6� 0 for some l ¤ m

(38)

given the “data” Xk . Under H0 noise is spatially uncorrelated, while under H1,
spatially correlated signal may also be present; no assumptions are made regarding
temporal correlations. Under H0, the joint pdf of Xk for k 2M is maximized w.r.t.
Si i .fk/ forbSi i .fk/ D .Xk/i i , i D 1; 2; � � � ; p. Under H1, the joint pdf of Xk for
k 2M is maximized w.r.t. the Hermitian matrix S.fk/ for OS.fk/ D Xk . Then one
gets the GLRT

L WD
f .Xk; 1 � k �M jH1; OS.fk/; /

f .Xk; 1 � k �M jH0;bSi i .fk/; i D 1; 2; � � � ; p; 1 � k �M/

D

MY
kD1

Qp
iD1 Œ.Xk/i i �

K

jXkjK

H1

R
H0

� (39)

where the threshold � is picked to achieve a prespecified probability of false alarm
Pfa D P fL 	 � jH0g. This requires pdf of L under H0. This problem is
addressed in [27] which is reviewed next after introducing some notation.

Let Br.n/ denote the Bernoulli polynomial of degree r and order unity. The first
five Bernoulli polynomials are (B0.n/ D 1) [1]:

B1.n/ D n �
1

2
; B2.n/ D n

2 � nC
1

6
;

B3.n/ D n
3 �

3

2
n2 C

1

2
n; B4.n/ D n

4 � 2n3 C n2 �
1

30
;

B5.n/ D n
5 �

5

2
n4 C

5

3
n3 �

1

6
n:

Let

� DMp2 �Mp; � D 1 �
1

�

�
Mp.p2 � 1/

3K

	
; (40)

and for r D 1; 2; � � �
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!r D
.�1/rC1M

r.r C 1/.�K/r

"(
pX
lD1

BrC1..1 � �/K C 1 � l/

)
� pBrC1..1 � �/K/

#
:

(41)

Theorem 1 ( [27]). The GLRT for the binary hypothesis testing problem (38) is
given by

2� ln.L /
H1

R
H0

� (42)

where � is given by (40) and

ln.L / D K

(
MX
kD1

 "
pX
iD1

ln .Xk/i i

#
� ln.jXkj/

!)
: (43)

The threshold � is picked to achieve a specified probability of false alarm Pfa D

P f2� ln.L / > � jH0g D 1 � P f2� ln.L / � � jH0g. The probability
P f2� ln.L / � � jH0g is given by

P f2� ln.L / � � jH0g D P f

2
� � �g C !2



P f
2�C4 � �g

� P f
2� � �g
�
C !3



P f
2�C6 � �g � P f


2
� � �g

�

C
n
!4


P f
2�C8 � �g � P f


2
� � �g

�

C
1

2
!22


P f
2�C8 � �g � 2P f


2
�C4 � �g C P f


2
� � �g

�o

C O.K�5/ (44)

where 
2n denotes a random variable with central chi-square distribution with
n degrees of freedom (as well as the distribution itself), and !r ’s are given
by (41).

Remark 1. Under some very general conditions, the following results hold ( [7]
and [6, Chapter 22]) asymptotically (as N ! 1 with K ! 1, M ! 1 and
M=K ! 0) for the problem under consideration

2 ln.L / �

(

2
M.p2�p/

W H0


2
M.p2�p/

.�/ W H1

(45)

for some � > 0 where 
2n.�/ denotes the noncentral chi-square distribution with
n degrees of freedom and non-centrality parameter �. As pointed out in [1, 2, 16],
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under H0, the distribution 
2
M.p2�p/

is often not accurate unless N is quite large,
hence the extra terms and the Bartlett scale factor � in Theorem 1. As N ! 1,
�! 1 and !r ! 0 for r D 2; 3; � � � . �

Performance: Probability of Detection
Under “local” alternatives, using [7] and [6, Chapter 22] (see also Remark 1), it
follows that asymptotically, under H1, 2 ln .L / � 
2

M.p2�p/
.�/. Typically (see,

for instance, [7], [6, Chapter 22] and [33]) one calculates first- and second-order
derivatives of the log-likelihood ratio and then takes their expectation (essentially
one needs the Fisher information matrix [33]) in order to compute �. Alternatively,
an indirect approach to compute � can be used. Under H1, one must have
Ef2 ln .L /g D M.p2 � p/ C �. In [29] an asymptotic expression (“large” K)
for the non-centrality parameter � via Ef2 ln .L /g has been derived as

� D 2K

MX
kD1

"
pX
iD1

ln.S.fk//i i � ln jS.fk/j

#
: (46)

Remark 2. As noted in Remark 1, under H0, the distribution 
2
M.p2�p/

is often not
accurate unlessN is “quite large,” hence the extra terms and the Bartlett scale factor
� in Theorem 1. Just as Theorem 1 accounts for “smaller” data sizes and modifies
the distribution 
2

M.p2�p/
under H0, one may follow (45) to modify the distribution


2
M.p2�p/

.�/ under H1 exploiting Theorem 1. That is, [29] proposes to use the
distributions

P f2� ln.L / � � jH0g is given by (44);

P f2� ln.L / � � jH1g D P f

2
�.�/ � �g

C !2


P f
2�C4.�/ � �g � P f


2
�.�/ � �g

�

C !3


P f
2�C6.�/ � �g � P f


2
�.�/ � �g

�

C
n
!4


P f
2�C8.�/ � �g � P f


2
�.�/ � �g

�

C
1

2
!22


P f
2�C8.�/ � �g � 2P f


2
�C4.�/ � �g

C P f
2�.�/ � �g
�o
C O.K�5/ (47)

where f DM.p2 � p/ and � is given by (46). Under H0, � D 0 and under H1, as
signal gets weaker, �! 0; under both these cases, (44) and (47) become the same.
Also, as N ! 1, we have � ! 1 and !r ! 0 for r D 2; 3; � � � , and we get (45).
Thus use of (47) is well justified. �
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Fig. 2 Actual Pfa versus design Pfa based on 10,000 runs, p D 4, N=256, K D 7, M D 36.

Analytical Threshold Calculation Verification Example
This example is taken from [27] where efficacy of Theorem 1 in analytically
computing the GLRT threshold for a given Pfa is investigated. There are four
antennas (p=4) with independent complex Gaussian noise. First generate i.i.d.
noise sequences at the antennas with variances �2n , 2�2n , 0:75�2n , and 0:25�2n with
�2n D 0:01, and then filter each of them through the same linear filter with impulse
response f0:3; 1:0; 0:3g. For N D 256, mt D 3 was picked in (19) for spectral
estimation, leading to K D 7 and M D 36. In Fig. 2 actual Pfa and design Pfa
based on 10,000 runs are compared for N=256. It is seen that calculation of the test
threshold via Theorem 1 is effective. In Fig. 2, “Wilks” refers to the test (42) with
� D 1 and 2 ln.L / � 
2� under H0, and “modified Wilks” (more generally known
as Bartlett’s correction [2]) refers to the test (42) with 2� ln.L / � 
2� . It is seen
that both Wilks approximation and Bartlett’s correction for threshold calculation are
ineffective.

Performance Analysis Verification Example
Here comparison of theoretical performance as predicted by the results of sec-
tion “Performance: Probability of Detection” (in particular Remark 2) with the
simulations-based performance for the proposed detector is presented when N D
256. Detection simulation results based on 5000 runs are shown. The noise
sequences are as in the previous example. The signal is scalar QPSK filtered through
impulse response f0:227;�0:460; 0:688;�0:460; 0:227g and then passed through a
flat-fading channel with random gain h (4 � 1) having mutually independent com-
ponents, zero-mean proper complex-Gaussian with unit variance. The information
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Fig. 3 Verification of theoretical performance analysis: N=256, p D 4, Pfa D 0:01

sequence variance �2s is scaled to achieve the desired SNR across antennas, defined
as ratio of the sum of signal powers at the antennas to the sum of noise powers.
Figure 3 shows the probability of detection (Pd D P f2� ln.L / > � jH1g

computed using (47)) versus average SNR results based on 5000 runs for Pfa D
0:01 and p D 4 for a randomly generated PU channel response which was then kept
fixed for all Monte Carlo runs, only the noise sequence realization varied from run
to run. It is seen from Fig. 3 that the theoretical- and simulation-based results are in
excellent agreement.

Other Approaches

Several time-domain approaches relying on the generalized likelihood ratio test
(GLRT) paradigm have been proposed for multiple antenna spectrum sensing in
cognitive radios [24, 33, 35]. These approaches are suitable for flat-fading signals
in white noise. They can obviate the need for the precise knowledge of the noise
variance, but they do assume that noise variance is the same at all antennas. In
sections “Correlation-Based Approaches” and “PSD Based Approaches”, noise is
allowed to be colored, and its variances can be different at different antennas
without requiring knowledge of their spectra. In [13] various approaches are
discussed to handle unequal noise variances across sensors. However, [13] (also
[12]) assumes that noise is white and the primary user’s signal is temporally
white Gaussian, whereas in sections “Correlation-Based Approaches” and “PSD
Based Approaches”, one only requires it to be ergodic (it can be non-Gaussian).
In [11] a spectral covariance sensing approach has been discussed where one
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first computes the spectrogram of downconverted baseband signal. For analysis
[11] also assumes both signal and noise samples to be temporally independent
and identically distributed, and only a single antenna has been considered. In
[26] an autocorrelation-based multiantenna spectrum sensing approach in white
Gaussian noise is presented, and an extension of this approach to colored Gaussian
noise is in [28]. There exist other non-GLRT approaches to the problem under
consideration; see, for instance, [34] and references therein. In [34] two sample
covariance-based test statistics have been proposed and analyzed for multi-antenna
real-valued colored signals in real-valued white noise. Colored (complex) signals
have been considered within the GLRT paradigm in [21] assuming multiple records
(snapshots) and Gaussian PU signals; the results of sections “Correlation-Based
Approaches” and “PSD Based Approaches” are based on a single observation record
(snapshot).

A PSD-based GLRT approach was recently proposed in [27]. Except for
[27] (and [28]), the PU signal is always assumed to be Gaussian in existing
approaches, and most often noise is assumed to be white, and when handling
colored noise/signal, both [20] and [21] (others consider white signal in white
noise) require multiple independent data realizations (measurements) whereas only
one data realization is needed in [27]. In [20] the test threshold is selected via
simulations whereas [27] provides an analytical formulation. In [20] a frequency-
domain test statistic (see (2) therein) similar to [27, Eqn. (6)] is derived via a
time-domain formulation under the Gaussian assumption and some asymptotic
considerations.

Tests Using Cyclostationarity

The problem under consideration is as in (2) except that now spu.t/ is a scalar
cyclostationary signal (emitted by a primary user) with at least one known cycle
frequency ˛ and at least one known lag � such that Rspuspu.˛I �/ ¤ 0. The approach
taken here is similar to section “Correlation-Based Approaches” except that one
uses estimated CAFs. To this end, first the large sample statistics of sample CAF are
discussed.

Large Sample Statistics of Sample CAF

We are interested only in nonzero cycle frequencies.

Nonconjugate CAF
These results are appropriate for OFDM signals.

Spatially White and Temporally Correlated Gaussian Noise
Consider a p � 1 WSS proper (circularly symmetric) complex-valued zero-mean
colored Gaussian sequence x.t/ D n.t/ with correlation function Rxx.t; t C �/ D
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Rnn.t; tC�/ D Rnn.�/ D diag fRii;n.�/; 1 � i � pg. Also,Efn.t/nT .tC�/g � 0
since n.t/ is proper. Given an observation length of M samples, one can estimate
the (nonconjugate) CAF Rxx.˛I �/ as

ORxx.˛I �/ D
1

M

MX
tD1

x.t/xH.t C �/e�j 2�˛t : (48)

It is easy to see that limM!1Ef ORxx.˛I �/g D Rxx.˛I �/. Let (xi is the i -th
component of x)

ORik;x.˛I �/ WD
1

M

MX
tD1

xi .t/x
�
k .t C �/e

�j 2�˛t : (49)

Then

Ef ORik;x.˛I �/g D Rik;x.�/

"
1

M

MX
tD1

e�j 2�˛t

#
(50)

where Rik;x.�/ WD Efxi .t/x�k .t C �/g. It follows that

Efxi .t1/x
�
j .t1 C �1/e

�j 2�˛t1x�k .t2/xl .t2 C �2/e
j2�ˇt2g

D cum4

�
xi .t1/; x

�
j .t1 C �1/; x

�
k .t2/; xl .t2 C �2/

�
e�j 2�.˛t1�ˇt2/

CRij;x.�1/R
�
kl;x.�2/e

�j 2�.˛t1�ˇt2/

CRik;x.t2 � t1/Rlj;x.t1 � t2 � �2 C �1/e
�j 2�.˛t1�ˇt2/: (51)

For Gaussian sequences, the fourth cumulants are identically zero. Hence,

cov
�
ORij;x.˛I �1/; OR

�
kl;x.ˇI �2/

�

D E
n
ORij;x.˛I �1/ OR

�
kl;x.ˇI �2/

o
�E

n
ORij;x.˛I �1/gEf OR

�
kl;x.ˇI �2/

o

D
1

M2

MX
t1D1

MX
t2D1



Rik;x.t2 � t1/Rlj;x.t1 � t2 � �2 C �1/e

�j 2�.˛t1�ˇt2/
�
DW A: (52)

Setting t1 � t2 D m in (52) and with x.t/ D n.t/, one obtains

A D
1

M2

M�1X
mD�.M�1/

e�j 2�ˇmRik;n.�m/Rlj;n.mC �1� �2/

2
4 MX
t1DjmjC1

e�j 2�.˛�ˇ/t1

3
5 :

(53)
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It follows that

1

M

MX
tD1

e�j 2�.˛�ˇ/t D

(
1 for ˛ D ˇ 2 A
e�j�.˛�ˇ/.MC1/

M

sin.�.˛�ˇ/M/

sin.�.˛�ˇ// for ˛ ¤ ˇ; ˛; ˇ 2 A :
(54)

It then follows that for any fixed m,

lim
M!1

1

M

MX
tDjmjC1

e�j 2�.˛�ˇ/t D lim
M!1

1

M

2
4 MX
tD1

e�j 2�.˛�ˇ/t �

jmjX
tD1

e�j 2�.˛�ˇ/t

3
5

D ı˛;ˇ: (55)

Using (52), (53), and (55) and the fact that n.t/ is spatially uncorrelated, one has

lim
M!1

M cov
�
ORij;n.˛I �1/; OR

�
kl;n.ˇI �2/

�
D Q�ij;n.˛I �1 � �2/ıi;kıj;l ı˛;ˇ (56)

where

Q�ij;n.˛I �1 � �2/ WD

1X
mD�1

Rii;n.�m/Rjj;n.mC �1 � �2/e
�j 2�˛m: (57)

Using (49) it follows that

OR�ik;x.˛I �/ D
ORki;x.�˛I ��/ D ORki;x.1 � ˛I ��/: (58)

Therefore, from (56) and (58), one obtains

lim
M!1

M cov
�
ORij;n.˛I �1/; ORkl;n.ˇI �2/

�

D lim
M!1

M cov
�
ORij;n.˛I �1/; OR

�
lk;n.�ˇI ��2/

�

D Q�ij;n.˛I �1 C �2/ıi;l ıj;kı˛;�ˇ: (59)

Finite-Memory Colored Gaussian Noise
It is analytically convenient to make a further assumption that correlation function
of noise is “effectively” zero for lags > Ln where Ln is known, i.e.,

Rnn.�/ D 0 for j� j > Ln: (60)

By (56), (59), and (60), for ˛; ˇ 2 A , we have

lim
M!1

M cov
�
ORij;n.˛I �1/; OR

�
kl;n.ˇI �2/

�

D Q�ij;n.˛I 0/ıi;kıj;l ı�1;�2ı˛;ˇ for j�1 � �2j > Ln; (61)
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lim
M!1

M cov
�
ORij;n.˛I �1/; ORkl;n.ˇI �2/

�
D 0: (62)

Also, by [4, 14, 17], asymptotically (as M ! 1), ORik;x.˛I �/ is a Gaussian
random variable (complex-valued but not necessarily circularly symmetric), and
“vectorized” matrix ORxx.˛I �/ is a Gaussian random vector for any ˛ and � , for
x.t/ under either H0 or H1 and whether x.t/ is finite memory or not. Invoking
asymptotic Gaussianity, it then follows that

lim
M!1

p
M ORij;n.˛I �/ � Nc

�
0; Q�ij;n.˛I 0/

�
8i; j (63)

where Nc.m; ˙/ denotes a circularly symmetric (proper) complex Gaussian (vec-
tor) distribution with mean m and covariance matrix ˙ . Furthermore, ORij;x.˛I �/ is
asymptotically independent of ORkl;x.˛I �/ if i ¤ k or j ¤ l . Moreover, ORij;x.˛I �1/
is asymptotically independent of ORkl;x.ˇI �2/ if ˛ ¤ ˇ (˛; ˇ 2 A ) or �1 ¤ �2, for
any i; j; k; l .

As discussed in section “OFDM Signals”, for OFDM signals, the nonconjugate
CAF peaks at � D ˙Nc (Nc D number of subcarriers). If �1 D Nc and �2 D �Nc ,
then one must have Ln < 2Nc for (61) to hold true.

Conjugate CAF
These results are appropriate for GMSK signals. Given an observation length of M
samples, one can estimate the conjugate CAF

Rxx.�/.˛I �/ WD lim
M!1

1

M

MX
tD1

Efx.t/xT .t C �/ge�j 2�˛t (64)

as

ORxx.�/.˛I �/ D
1

M

MX
tD1

x.t/xT .t C �/e�j 2�˛t : (65)

Spatially White and Temporally Correlated Gaussian Noise
When n.t/ is proper and x.t/ D n.t/, it follows easily that Ef ORnn.�/.˛I �/g D 0

and

cov
�
OR.�/ij;n.˛I �1/; OR.�/kl;n.ˇI �2/

�
D Ef OR.�/ij;n.˛I �1/ OR.�/kl;n.ˇI �2/g D 0

(66)
where R.�/ik;x.�/ WD Efxi .t/xk.t C �/g. Mimicking section “Spatially White and
Temporally Correlated Gaussian Noise” one has

cov
�
OR.�/ij;n.˛I �1/; OR

�
.�/kl;n.ˇI �2/

�
D Ef OR.�/ij;n.˛I �1/ OR

�
.�/kl;n.ˇI �2/g
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D
1

M2

MX
t1D1

MX
t2D1

h
Rik;n.t2 � t1/Rjl;n.t2 � t1 C �2 � �1/

CRil;n.t2 � t1 C �2/Rjk;n.t2 � t1 � �1/
i
e�j 2�.˛t1�ˇt2/

D
1

M2

M�1X
mD�.M�1/

ej2�˛m
h
Rik;n.m/Rjl;n.mC �2 � �1/

CRil;n.mC �2/Rjk;n.m � �1/
i24 MX

t2DjmjC1

e�j 2�.˛�ˇ/t2

3
5 : (67)

It then follows that

lim
M!1

M cov
�
OR.�/ij;n.˛I �1/; OR

�
.�/kl;n.ˇI �2/

�

D

1X
mD�1



Rik;n.m/Rjl;n.mC �2 � �1/CRil;n.mC �2/Rjk;n.m � �1/

�
ej2�˛mı˛;ˇ:

(68)

For GMSK signals, the nonconjugate CAF peaks at � D 0. Confining one’s
attention to �1 D �2 D 0, for finite-memory, spatially uncorrelated, colored
Gaussian noise, one obtains

lim
M!1

M cov
�
OR.�/ij;n.˛I 0/; OR

�
.�/kl;n.ˇI 0/

�

D

8̂̂
<
ˆ̂:

2
PLn

mD�Ln
R2i i .n/e

j2�˛mı˛;ˇ if i D k D l D jPLn
mD�Ln

Rii;n.m/Rjj;n.m/e
j2�˛mı˛;ˇ if .i; j / D .k; l/ but i ¤ j;

or .i; j / D .l; k/
0 otherwise:

(69)

Specializing (68) to white, spatially uncorrelated, Gaussian noise with �1 D �2 D � ,
it follows that

lim
M!1

M cov
�
OR.�/ij;n.˛I �/; OR

�

.�/kl;n.ˇI �/
�

D

8<
:
2Rii;n.0/Rjj;n.0/ı˛;ˇ if i D k D l D j and � D 0
Rii;n.0/Rjj;n.0/ı˛;ˇ if .i; j / D .k; l/ but i ¤ j; or .i; j / D .l; k/ and � D 0
0 otherwise:

(70)

Invoking asymptotic Gaussianity, it then follows that for finite-memory colored
Gaussian noise
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lim
M!1

p
M OR.�/ij;n.˛I 0/ � Nc

0
@0;

LnX
mD�Ln

.1C ıi;j /Rii;n.m/Rjj;n.m/e
j2�˛m

1
A 8i; j:

(71)
Similarly for white Gaussian noise, one has

lim
M!1

p
M OR.�/ij;n.˛I 0/ � Nc

�
0; .1C ı�;0ıi;j /Rii;n.0/Rjj;n.0/

�
8i; j: (72)

Noting that since limM!1
OR.�/ij;x.˛I �/ D limM!1

OR.�/j i;x.˛I �/ and OR.�/ij;x
.˛I 0/ D OR.�/j i;x.˛I 0/, unlike nonconjugate CAFs, in case of conjugate CAFs,
OR.�/ij;x.˛I �/ is asymptotically independent of OR.�/kl;x.˛I �/ for i ¤ k or j ¤ l if
i 	 j and k 	 l (or if i � j and k � l).

Test Statistics

Based on the large sample statistics of CAFs of colored Gaussian noise discussed
in section “Large Sample Statistics of Sample CAF”, one can devise ad hoc CFAR
(constant false alarm rate) detectors for detection of nonzero nonconjugate as well
as conjugate CAFs. They are ad hoc as they do not follow any optimality criterion.
Since no knowledge is assumed about the structure of the colored noise (its variance
or correlation function) or the underlying channel (flat or frequency selective), an
optimal detector based on the likelihood ratio or generalized likelihood ratio test
does not appear to be possible. It is assumed that the finite-memory assumption (60)
holds true. The desired PU signals are assumed to have nonzero CAF at certain
known nonzero cycle frequencies and lags, whereas CAF of colored noise is zero at
all lags and nonzero cycle frequencies. The considered tests exploit the large sample
statistics of the estimated CAF to yield CFAR detectors.

Nonconjugate CAF: OFDM Signals
Consider the binary hypothesis testing problem (2). The PU channel impulse
response and the noise correlation function are unknown. Also, spu.t/ is a scalar
cyclostationary signal (emitted by PUs) withK 	 1 known cycle frequency and lag
pairs (˛k; �k), k D 1; 2; � � � ; K, such that Rspuspu.˛k I �k/ ¤ 0 and j�1 � �2j > Ln
so that (61) holds true. The binary hypothesis testing problem in this case can be
formulated as

H0 W Rij;x.˛k I �k/ D 0 8 i; j; k

H1 W Rij;x.˛k I �k/ 6� 0 for some i; j; k:
(73)

Under both hypotheses, limM!1Ef OR.˛I �/g D R.˛I �/. Under H0, by the results
of section “Spatially Uncorrelated, Temporally Colored Noise”, ORij .˛k I �k/ has
zero-mean 8 i; j; k, and under H1, it has nonzero mean for some i; j; k; therefore,
jRij .˛k I �k/j > 0 for some i; j; k. Define (see also (57))
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N�ij;n.˛k/ WD

LnX
mD�Ln

Rii;n.�m/Rjj;n.m/e
�j 2�˛km (74)

and let Qr denote theKp2� 1 vector composed of elements ORij;x.˛k I �k/=
p
N�ij;x.˛k/

for all distinct triplets .i; j; k/. Then by (63), one has limM!1

p
M Qr

H0
� Nc .0; I/

leading to 2M QrH Qr
H0
� 
2

2Kp2
where 
2n denotes the central chi-square distribution

with n degrees of freedom (dof). Since jRij .˛k I �k/j > 0 for some i; j; k, it follows
that EfQrH Qr jH1g > EfQrH Qr jH0g. Furthermore, since the true values N�ij;n.˛k/,
(k D 1; 2; � � � ; K), are not available, they are replaced with estimates O�ij;x.˛k/,
and consider the following ad hoc test motivated by 2M QrH Qr and EfQrH Qr jH1g >

EfQrH Qr jH0g:

T WD 2M
KX
kD1

pX
iD1

pX
jD1

j ORij;x.˛k I �k/j
2

O�ij;x.˛k/

H1

R
H0

	 (75)

where

O�ij;x.˛k/ WD

LnX
mD�Ln

ORii;x.�m/ ORjj;x.m/e
�j 2�˛km; (76)

ORii;x.m/ WD
1

M �m

M�mX
kD1

xi .k/x
�
i .k Cm/; m 	 0; (77)

ORii;x.�m/ D OR
�
i i;x.m/, and the threshold 	 is picked to achieve a specified prob-

ability of false alarm Pfa D P fT 	 	 jH0g. By the results of section “Spatially
Uncorrelated, Temporally Colored Noise”, one can find asymptotic distribution of
T under H0 and design a CFAR test. Such CFAR tests are not optimal in any sense
but do yield a constant false alarm rate, a desirable property, under model parameter
uncertainties.

How does one calculate 	? It follows from (63) that asymptotically (asM !1),

2M
j ORij;x.˛k I �k/j

2

N�ij;x.˛k/

H0
� 
22: (78)

Equation (61) applied to finite-memory colored Gaussian noise also implies that as
M !1, under H0, ORii;x.m/ converges in the mean-square sense, hence in proba-
bility (i.p.), to Rii;x.m/. Together with (78) this result implies that asymptotically

2M
j ORij;x.˛I �/j

2

O�ij;x.˛k/

H0
� 
22: (79)



26 J. K. Tugnait

As noted in section “Spatially Uncorrelated, Temporally Colored Noise”, any
element of ORxx.˛k I �k/ is asymptotically independent of all other elements, and
the same holds true for distinct cycle frequencies; therefore, in (75) one has
(asymptotically) mutually independent random variables for distinct .i; j; k/ triples.
Since there are Kp2 such terms in T , asymptotically

T
H0
� 
2

2Kp2
: (80)

Conjugate CAF: GMSK Signals
In this case too, the binary hypothesis testing problem is formulated as (73)
except that one uses R.�/ij;x.˛k I �k/ instead of Rij;x.˛k I �k/, and one should take
�k D 0 8k since that is where the GMSK CAF is the strongest [18]. Following
sections “Conjugate CAF” and “Nonconjugate CAF: OFDM Signals”, consider the
test statistic

Tconj WD 2M

KX
kD1

pX
iD1

pX
jDi

j OR.�/ij;x.˛k I 0/j
2PLn

mD�Ln
.1C ıi;j / ORii;x.m/ ORjj;x.m/ej2�˛km

H1

R
H0

	conj :

(81)
Using the results of section “Conjugate CAF” and noting that there areK.p2Cp/=2
terms in the double summation in (81), it follows that

Tconj
H0
� 
2

K.p2Cp/
(82)

which allows for calculation of the test threshold 	conj corresponding to a specified
Pfa.

Single Antenna Case: Nonconjugate CAF
Here some existing tests for p D 1 are briefly discussed and compared.

Test of [10]
For p D 1 (single antenna), the considered nonconjugate CAF test reduces to

2M

KX
kD1

j OR11;x.˛k I �k/j
2PLn

mD�Ln
j OR11;x.m/j2e�j 2�˛km

H1

R
H0

	: (83)

Dandawate-Giannakis and Related Tests [4, 14, 17]
It is interesting to compare the above test with the corresponding tests in [4, 14].
Define

Oc.˛I �/ WD

2
4Re

n
OR11;x.˛I �/

o
Im
n
OR11;x.˛I �/

o
3
5 ;
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F .f / WD

MX
tD1

x.t/x�.t C �/e�j 2�f t ; (84)

OS WD
1

MLw

sD.Lw�1/=2X
sD�.Lw�1/=2

W .s/F .˛ �
s

M
/F .˛ C

s

M
/; (85)

OS.�/ WD
1

MLw

sD.Lw�1/=2X
sD�.Lw�1/=2

W .s/F �.˛ C
s

M
/F .˛ C

s

M
/; (86)

O� .˛I �/ WD

2
4Re

n
OSC OS.�/

2

o
Im
n
OS� OS.�/

2

o
Im
n
OSC OS.�/

2

o
Re
n
OS.�/� OS
2

o
3
5 (87)

where W .s/ is a spectral smoothing window of odd length Lw. The test of [4] is
given by

T2c.˛I �/ WDM OcT .˛I �/ O� �1.˛I �/Oc.˛I �/
H1

R
H0

� (88)

where T2c.˛I �/
H0
� 
22. A multi-antenna version of this test for conjugate CAFs

may be found in [36]. A Kaiser window function has been used for W .s/ in [4, 14,
17, 18, 36]. It is given by

W .s/ D

(
I0

�
ˇ
q
1 � . s

Lw=2
/2
�
;�Lw�1

2
� s � LwC1

2

0 elsewhere
(89)

where I0 is zero-order modified Bessel function of the first kind and ˇ and Lw

are parameters to be selected. In [14] a multifrequency-multilag version has been
proposed as

KX
kD1

T2c.˛k I �k/
H1

R
H0

�K where
KX
kD1

T2c.˛k I �k/
H0
� 
22K: (90)

Computational requirements for these tests are discussed in [10]. In (85) and (86),
OS and OS.�/ are estimates of nonconjugate and conjugate cyclic spectra of f .t; �/ D
x.t/x.t C �/, respectively [4, 14, 17]. Thus, while in [4, 14, 17] cyclic spectra of
x.t/x.tC�/ are used in the test statistic; in [10], one only needs the autocorrelation
(equivalently power spectral density) of x.t/.

It should be pointed out that the tests of [4, 14, 17, 18, 36] are not generalized
likelihood ratio tests (GLRTs), contrary to the claims made therein. It is more
appropriate to view T2c in (88) as an ad hoc test statistic resulting in a CFAR test;
same remark applies to [14, 17, 18, 36] (all based on [4]).
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Tani-Fantacci Test [25]
This test applies to OFDM signals only. Given an OFDM signal as discussed in
section “OFDM Signals”, the test statistic of [25, Sec. IV.A] is given by

T˛ WD

ˇ̌̌
ˇ̌ OR˛11.Nc/
OR˛CS11 .Nc/

ˇ̌̌
ˇ̌ H1

R
H0

	T ; (91)

where

˛ D
1

Nc CNcp
D

1

N
; (92)

OR˛11.�/ WD
1

M

MX
nD1

.
1

L

nCL�1X
kDn

x.k/x�.k C �//e�j 2�˛n (93)

and L is picked to be shorter than the OFDM symbol duration. One picks the
(fundamental) cycle frequency ˛ D ˛0 D

1
N

(for sampled OFDM signal), and
S is an arbitrary integer value that does not belong to the set of cycle frequencies
f k
Ts
; k D 1; 2; � � � g for continuous-time OFDM signal. For sampled signals, [25]

suggests choosing S D Sbin=M where Sbin is the “frequency bin number.” It is
established in [25] that under H0, asymptotically T˛ follows a Cauchy distribution.

Two-Window Approaches

Suppose the model (1) is changed to the following

x.t/ D

�
i.t/C n.t/ W H0

s.t/C i.t/C n.t/ W H1

(94)

where now one includes interference i.t/. In all of the approaches discussed thus far,
under H0, i.t/ is assumed to be absent and n.t/ represents thermal noise or filtered
thermal noise. One designs a CFAR test requiring prior knowledge of some of the
signal statistics under H0. For instance, for spectrum sensing one needs to know the
PSD under H0 to design the CFAR test. Typically, i.t/ is ignored and n.t/ is taken to
be thermal noise with known white PSD. An interesting approach not requiring any
prior knowledge of the PSD under H0 was proposed in [5]. Reference [5] assumes
that a PU-free data record is available in an assessment window of observations
which allows one to acquire signal statistics of interest under H0. Then the PSD of
the current observations segment (evaluation window) is estimated and compared
with the PSD of the assessment window “bin by bin” on the frequency grid to test
for the presence/absence of the PU. Reference [5] uses a single antenna receiver.
The approaches of [30, 31] proposed in the context of wireless user authentication
and comparison of random processes can be exploited for spectrum sensing based
on two windows.
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Reference [30] analyzes a single antenna receiver whereas [31] discusses
multiple antenna receivers. Following [5] two nonoverlapping time windows, each
of N samples, are considered, where the first window (occurring earlier in time)
is called the assessment window and the second window is called the evaluation
window. As in [5], a key assumption is that the time location of assessment window
is such that the measurements made during this window consist of just noise and
interference (i.e., it is free of the primary user signal). The PSD estimated from
the assessment window serves a reference against which the PSD obtained from
the evaluation window is compared. If there is a statistically significant deviation
between the two estimated PSDs, one declares presence of PU over a particular
frequency bin or over a particular frequency band. Thus, prior knowledge of noise
and interference spectrum is not needed. On the other hand, a PU-free set of
measurements must be available. Note that the time interval within which the two
windows reside must be less than the channel coherence time for the procedure to
work.

Summary

Quite often, as a result of receive filters at the cognitive user’s receiver, the filtered
thermal noise will not be white. Most existing approaches assume white noise
sequences at the receiver. The goal of this chapter was to present a comprehensive
overview of spectrum sensing approaches when noise is colored. Emphasis was
on multiple antenna receivers which rely on the fact that noise is spatially (across
antennas) independent, and PU signals are spatially dependent, while temporal
properties of signal and noise become irrelevant to design of the PU signal detector.
Both time-domain and frequency-domain approaches exploiting stationarity were
presented. Cyclostationarity-based spectrum sensing methods were also reviewed.
Enough details were presented to allow the reader to understand the underlying
model assumptions and their consequences. There is no single best approach,
and the detection results will depend upon the prior knowledge about the sensing
environment.
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Abstract

Markovian models, as well as other statistical models, have been applied in
the context of cognitive radio communications to characterize user activity in
a given spectrum band and to develop algorithms for temporal spectrum sensing.
In this chapter, we discuss spectrum sensing based on Markovian models. We
provide an overview of the related literature and then discuss the application of
discrete-time Markov chain models to spectrum sensing, in particular the hidden
bivariate Markov chain. We focus on the modeling of cognitive radio channels
using Markov chains, spectrum detection, and parameter estimation. We then
discuss various spectrum sensing scenarios in which the Markovian models are
used. Finally, we discuss open problems and topics for further research related to
spectrum sensing using Markovian models.

Introduction

The conventional approach to spectrum management is to partition the spectrum into
bands and issue licenses for spectrum usage in those bands. Studies of spectrum
usage have shown that this spectrum allocation paradigm often results in severe
underutilization of the spectrum; see, e.g., [22, 45]. In opportunistic or dynamic
spectrum access, a band of licensed spectrum can be used by unlicensed users
whenever it is not being used by licensed users. The licensed user is often referred
to as the primary user, whereas the unlicensed user is called the secondary user.
To take advantage of the portions of the spectrum unused by the primary users,
also known as spectrum holes, the secondary users must be capable of dynamically
switching their transmissions among different frequency bands, i.e., they must
be frequency agile. In addition, the secondary users must be capable of sensing
the radio environment to determine the spectrum hole opportunities for dynamic
spectrum access. Such capabilities are realized in cognitive radio technologies [26].
A group of communicating secondary users equipped with cognitive radios forms a
cognitive radio network. In the context of dynamic spectrum access, the goal of the
cognitive radio network is to maximize spectrum utilization while avoiding harmful
interference to the primary users.

Dynamic spectrum access can be seen as a “fix” to the problem over spectrum
underutilization caused by static allocation of spectrum to licensed users. The
primary users maintain strict priority over the secondary users with respect to access
to the licensed spectrum. The onus is on the secondary users to identify spectrum
holes and transmit in such a way as to avoid harmful interference to the primary
users. In a more general dynamic spectrum sharing framework, a given spectrum
band may be shared among different groups of users rather than being licensed to
a certain group of primary users. The spectrum may be shared according to some
criterion of fairness, and the different groups of users may collaborate with each
other to maximize overall spectrum efficiency while achieving their own individual
communication goals. As in dynamic spectrum access, the users in a dynamic
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spectrum sharing network must be capable of sensing the radio environment to
determine spectrum holes and be frequency agile.

In this chapter, we focus on the problem of spectrum sensing, specifically the
temporal aspect of identifying when spectrum holes occur in time. Our treatment
of temporal spectrum sensing is based on Markovian models of user activity.
To simplify the discussion, we will use the terminology of primary users and
secondary users associated with the dynamic spectrum access paradigm, but the
same principles of spectrum sensing will be applicable in a more general dynamic
spectrum sharing setting. We will mainly look at applying Markovian models
to characterize spectrum usage, detection of spectrum activity, and parameter
estimation. For a given user, there is an important trade-off between devoting
resources toward spectrum sensing vs. actually using spectrum for transmission.
In the terminology of multiarmed bandit problems, this is the trade-off between
“exploration” and “exploitation.” To limit the scope of this chapter, we shall
focus almost exclusively on the exploration aspect and consider only discrete-
time models in detail. The spectrum sensing techniques discussed here could be
applied in a dedicated spectrum monitoring infrastructure independently from the
users. In this setting, the users would consult the spectrum monitoring system
to determine spectrum availability, rather than perform the spectrum sensing
themselves. Nevertheless, we will touch upon some of the related work in the
literature that deals with both the exploration and exploitation aspects of spectrum
sensing.

The remainder of this book chapter is organized as follows. In section
“Background and Overview of Related Work,” we provide an overview of the
literature related to spectrum sensing using Markovian models. In section “Marko-
vian Models,” we introduce some terminology and notation for Markovian
models as they are applied to temporal spectrum sensing. We focus on the
hidden bivariate Markov chain and discuss the associated problems of spectrum
detection and parameter estimation. In section “Spectrum Sensing Scenarios,” we
discuss various spectrum sensing scenarios in which the Markovian models can
be applied. In section “Research Challenges and Open Problems,” we consider
some future challenges and areas of further research involving spectrum sensing
via Markovian models. A brief summary and concluding remarks are given in
section “Conclusion.”

Background and Overview of Related Work

In this section, we provide background on applications of Markovian models to
spectrum sensing and an overview of the related work in the literature. Some of
the material discussed at a high level in this section is treated in greater detail in
subsequent sections.
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Applications of Markovian Models

Markovian models have been applied in many different areas, including network
traffic modeling [23], speech processing [17], and ion channel current modeling [4],
just to name a few. In such applications, some aspect of the system or signal of
interest is represented by a Markov process either in discrete time or continuous
time. Depending on the application, a discrete-time or a continuous-time model may
be preferred for various reasons such as model fidelity, mathematical tractability, or
computational complexity. Typically, the number of states of the Markov process
is assumed to be finite. In general, Markovian models are attractive because of
their mathematical tractability relative to other statistical models and their wide
applicability. The fidelity of the Markovian model representation can sometimes
be improved by increasing the number of states of the Markov process, but often at
the expense of higher computational complexity and the need for a larger training
set for parameter estimation.

In some applications, the purpose of the Markovian model is to represent the
system or signal as closely as possible in a statistical sense. In other applications,
the Markovian model may be only a means to an end, and accuracy of the model
itself is of less importance than that of the final result, though the two are obviously
closely related. In queueing applications, for instance, the arrival process may not
need to be modeled with high accuracy if only the mean queue length is desired.
For such a situation, a Poisson arrival process may be sufficient. If the queue length
distribution is desired, a more sophisticated model such as the Markov-modulated
Poisson process (MMPP) may be necessary. In teletraffic applications, the Poisson
process has been found to be sufficiently accurate for modeling call arrivals, but
does not provide a good model for bursty packet traffic. The MMPP model can
represent the burstiness in packet arrivals [27], but may not be sufficiently rich to
represent other phenomena such as long-range dependence or self-similarity, which
have been observed in empirical studies of packetized traffic. Modeling of such
phenomena takes us outside the realm of Markovian models, so some authors have
devised approaches to approximate, in a local sense, characteristics such as long-
range dependence using Markovian models.

Markovian Models in Cognitive Radio Systems

In a cognitive radio system, where the secondary user must vacate a channel
before a primary user accesses it, statistical prediction of the future primary user
state can reduce the probability of interference. Therefore, a Markovian model
of the primary user can be used for state prediction, which in turn can prevent
unintended collisions. Several cognitive radio media access control methods have
been developed which model the primary user as a Markovian process. In [58], the
primary user is modeled as a discrete-time partially observable Markov decision
process (POMDP), where only part of the state of the system is observed. The
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system consists of a set of independent channels, each occupied by a primary user
that is modeled as a two-state discrete-time Markov chain. At a given time slot, the
states of only a small subset of the total set of channels can be observed. Based on
the partially observed state, the secondary user makes a decision on which channel
or channels to sense or access in the next time slot. The Markov chain parameters
for the primary users on the channels are assumed to be known. The basic
POMDP model is augmented to account for errors in observing the partial system
state.

Markovian models have been used to model primary users in optimization
of exploration/exploitation of channels in cognitive radio systems. In [39, 59],
a restless multiarmed bandit model is used to model dynamic spectrum access
in the presence of multiple primary users on different channels. Solutions are
presented to determine how much time should be spent sensing each channel
with the objective of maximizing system throughput. In these works, the pri-
mary users are modeled by two-state discrete-time Markov chains, but estimation
of the Markov chain parameters is not performed explicitly. In [39], estima-
tion of the stationary distribution in the formulation of the reward function is
performed.

Hidden Markov Models

In cognitive radio applications, the state of the primary user must be inferred by
observing the signal through a noisy channel. When the primary user is modeled
as a Markov chain, and the process is observed through a memoryless channel,
the resulting model is a hidden Markov process. The bivariate process which
comprises the Markovian primary user chain and the observations from the channel
observations is a Markov process. The observable process alone is not Markov.
The hidden Markov process is a natural model, which allows for inference of
the underlying state, while still allowing for prediction of future states. A hidden
Markov model consists of the underlying or hidden state process, together with an
observable process that is conditionally dependent on the underlying state. The joint
bivariate process retains the Markov property, so HMMs fall under the purview
of Markovian models. As an additional benefit, HMMs allow for smoothing of
decisions by performing maximum likelihood sequence estimation with the Viterbi
algorithm, which can reduce the probability of detection error [20]. The HMM
has been applied in many different fields including speech and image processing.
A comprehensive review of HMMs is given in [20].

HMMs were first introduced as a model for spectrum sensing in cognitive radio
networks independently in [1] and [40]. Although an HMM may use any conditional
distribution to model signal impairments, the conditional normal distribution is of
particular interest for its ability to model additive white Gaussian noise, Rayleigh
fading [7], and lognormal shadowing [38].
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Parameter Estimation for Markovian Models

Much of the research regarding cognitive radio media access using Markovian mod-
els relies on knowledge of the Markov chain parameters, either the state transition
rates for continuous-time Markov chains or the state transition probabilities for
discrete-time Markov chains. In practice, these parameters are unlikely to be known
a priori, so a secondary user would have to perform parameter estimation as part of
its spectrum sensing process. In [50], multichannel Markov parameter estimation
for cognitive radio is considered. Multiple channels, each containing a single
primary user, are observed by the secondary user. The primary user is modeled
as a continuous-time Markov chain, and each channel is sensed sequentially using
a maximum likelihood estimator [2]. Per-channel sensing times are allocated such
that the total variance across all channels is minimized.

For HMMs, additional parameters of the conditional distributions must be
estimated with the Markov chain parameter. The Baum algorithm (Also known
as the Baum-Welch algorithm.), described in detail in [20], is used to estimate
the Markov chain transition matrix and the conditional distribution. The Baum
algorithm is a specific realization of the expectation-maximization algorithm [15].
An initial parameter is specified, and the algorithm alternates between computing
the state probability distribution for each data point and reestimating the parameters.

The Baum algorithm is considered an offline parameter estimation algorithm
because it requires a relatively large record of sample data. Reestimation of
parameters if new data is received would require iterating again over the entire
data set. In [44] and [46], recursive HMM parameter estimators were proposed.
Recursive parameter estimation allows for online processing of data, where single
samples or small blocks of samples may be used to update the HMM parameter
estimates, rather than a large block of sample data.

Multivariate Markovian Models

As discussed above, the HMM is an example of a bivariate Markovian model. The
underlying Markov chain of an HMM has geometrically distributed so journ times
in each state. In many applications, including spectrum sensing, the state sojourn
times may have non-geometric distributions such that the HMM is not a suitable
model. A more general model that has been proposed is the hidden semi-Markov
model [55], in which the sojourn time distributions are explicitly represented
in the parameter of the model. The hidden semi-Markov model, however, is not
Markovian. Consequently, parameter estimation for the hidden semi-Markov model
has significantly higher computational complexity.

As an alternative to the semi-Markov model, a bivariate Markov chain can be
used to model the underlying state. The bivariate Markov chain consists of two
processes: one represents the observed state and the other represents phases during
which the first process remains in a given state. This gives rise to discrete phase-type
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state sojourn time distributions. By observing a bivariate Markov chain through a
channel, we obtain a hidden bivariate Markov chain, which generalizes the HMM,
but remains within the realm of Markovian models, i.e., the hidden bivariate Markov
chain is a trivariate Markov process. A review of bivariate and multivariate Markov
processes is given in [18].

The hidden bivariate Markov chain enjoys many of the same properties of
an HMM. For example, the Baum algorithm can be used to perform parameter
estimation for the hidden bivariate Markov chain. The hidden bivariate Markov
chain may be considered a special case of a hidden semi-Markov model, in which
the sojourn time distributions are of discrete-phase type. Unlike the hidden semi-
Markov model, however, the sojourn time distribution is implicit in the model,
rather than specified as a separate component of the model parameter. With a single
underlying state, the bivariate Markov chain is equivalent to a standard univariate
Markov chain. Increasing the number of phases or order of the bivariate Markov
chain allows for modeling the state sojourn time distributions with more general
phase-type distributions. On the other hand, the parameter estimation becomes more
computationally complex, and more observation data is required to avoid overfitting
the model.

In [38], hidden bivariate Markov chains were applied to spectrum sensing, and
it was shown that when predicting many steps in the future, the bivariate Markov
process was substantially more accurate. In [48], the work in [38] was extended
using a recursive parameter estimation algorithm to perform online spectrum
sensing. The algorithm from [44] was extended to perform parameter estimation
of hidden bivariate Markov processes.

Markovian Models

Markov Chains

A Markov chain is a discrete-time random process with finite or countably infinite
alphabet. Each letter of the alphabet is commonly referred to as a state, and the
collection of states, i.e., the alphabet, is commonly referred to as the state space.
The Markov chain may start from one of the states and subsequently visits any state
that is reachable from the present state. A state is reachable if the probability of
jumping to that state in one or more steps is positive. Self-transitions are allowed.
In a Markov chain, future states are conditionally independent of past states given
the current state. Thus, a Markov chain is characterized by the initial distribution
which represents the probability of the chain to start from any given state and by
the transition matrix which contains all conditional probabilities of the chain to visit
any state given any current state. Each such conditional probability is referred to as
the transition probability.

A discrete-time memoryless random process with finite alphabet is a particular
Markov chain. Markov chains enable dependence of the process at various times and
thus are more suitable for many applications. Furthermore, since their mathematical
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structure is relatively simple, they are amenable to mathematical analysis, and they
are well understood.

We denote the Markov chain by X D fX0;X1; : : : ; Xt ; : : :g where Xt 2 X

and X D f0; 1; : : : ; dg denotes the state space for some finite integer d . In
cognitive radio applications, the process X represents the status of the primary
user at any given moment. Thus, Xt D 0 when the primary user is idle at time
t and Xt D 1 when the primary user is active. Clearly, in that case d D 1. It
is possible to choose d > 1 to refine the description of the status of the primary
user. For example, various states may represent different levels of transmission
power by the primary user. We assume that the Markov chain is homogeneous
and irreducible. Homogeneity means that transition probabilities are independent
of time. Irreducibility means that each state may be reached from any other state,
that is, P.XtCk D j jXt D i/ > 0 for any i; j 2 X, any t 	 0, and some k > 0.
We use the row vector � D row.�0; �1; : : : ; �d / to denote the initial distribution of
the process X and A D faij ; i; j D 0; 1; : : : ; dg to denote the transition matrix
of X . For given .i; j /, �i is the probability of X0 D i , and aij represents the
conditional probability of Xt D j given Xt�1 D i for any t 	 1. From the
Chapman-Kolmogorov theorem, Ak represents the k-step transition matrix. That
is, Ak.i; j / D P.XtCk D j j Xt D i/ for any positive integer k and any t 	 0.
The Markov chain is a stationary process if and only if its initial distribution �
satisfies � D �A. In that case, � is called the stationary distribution of X , and
�i D P.Xt D i/ for any t 	 0. By the Perron-Frobenius theorem [29, p. 536],
a sufficient condition for a finite state Markov chain to have a unique stationary
distribution is that the chain be irreducible. A well-known result for an irreducible
aperiodic finite state Markov chain is

lim
k!1

Ak D ˘ (1)

where ˘ is a matrix with identical rows each equal to the stationary distribution
� . A Markov chain is aperiodic if the greatest common divisor of its returning
epochs to a given state is one. This result shows that for sufficiently large t , P.Xt D
j j Xt�1 D i/ D �j , j D 1; : : : ; d , regardless of i , where � is the stationary
distribution of the chain.

There are many excellent books on Markov chains. The book by [5] contains
an elementary chapter on finite-state Markov chains. The book by Kemeny and
Snell [28] is very accessible, and there is the classic and more advanced book by
Çinlar [11].

Hidden Markov Models

Normally, the process X cannot be observed directly. When the channel is sensed,
noise is inevitably present at the cognitive radio receiver. A Markov chain observed
through noisy memoryless channel is commonly referred to as a hidden Markov
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model (HMM). An HMM is not a Markov chain, and its analysis is far more
complex. HMMs, however, have numerous applications, and their statistical the-
ory is very well understood. A review of HMMs may be found in [20]. Let
Y D fY0; Y1; : : : ; Yt ; : : :g denote the received signal by the cognitive radio receiver.
The HMM is characterized by .�;A/ as well as by the transition density of the
channel. This is the conditional density of Yt given Xt . We denote this conditional
density by b.yt j xt /. The density b.yt j xt / could be normal, exponential,
Poisson, Gamma, etc. Let B D fb.yt j xt /; xt D 0; 1; : : : ; dg denote the
collection of all possible densities associated with the various states. In cognitive
radio applications, when xt D 0, b.yt j xt / represents the density of the received
signal when the primary user is idle, and when xt D 1, b.yt j xt / represents
the density of the received signal when the primary user is active. Motivated by
a central limit theorem, the density b.yt j xt / is usually assumed normal with
mean and variance dependent on the value of xt . If we denote the mean and
variance by xt and �2xt , respectively, then the parameter of the HMM is given
by � D

�
�;A; f.i ; �

2
i /; i D 0; : : : ; dg

�
. Hidden Markov models in the forms of

a Markov chain observed through a channel with memory are also possible.
Let yn denote a realization of the observation sequence Y n D fY0; Y1; : : : ; Yng

at the input of the cognitive radio receiver. The density of yn is then given by

p.ynI�/ D
X

x0;:::;xn

�x0

nY
tD1

axt�1xt b.yt j xt / (2)

The parameter � of the HMM may be estimated in an unsupervised offline
manner from some training data. This is usually done by the Baum algorithm
which is the earliest form of the expectation-maximization (EM) algorithm. The
Baum algorithm is an iterative approach for generating a sequence of parameter
estimates with increasing likelihood values unless a fixed point in the parameter
space is reached. In the latter case, the algorithm is terminated, and the fixed point
is a stationary point of the likelihood function. The algorithm is not guaranteed to
reach a fixed point and hence is practically terminated when the relative likelihood
values in two consecutive iterations fall below a preset threshold. Conditions for
convergence of the sequence of estimates generated by the EM algorithm were given
by Wu [54].

Given a value �� of the true parameter of the HMM at the conclusion of the �th
iteration, a new estimate is obtained as

��C1 D arg max�Eflogp.xn; ynI�/ j ynI��g

D arg max�
X
xn

p.xn j ynI��/ logp.xn; ynI�/: (3)

The density p.xn; ynI�/ is given by the summand of (2). Implementation of the
Baum algorithm requires the density p.xt j ynI��/, t D 1; 2; : : : ; n, which is
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efficiently calculated using the so-called forward-backward algorithm. The forward
density is given by p.xt ; yt I��/, t D 0; 1; : : : ; n, and the backward density is
given by p.yntC1 j xt I��/, t D n; n � 1; : : : ; 0, where p.ynnC1/ D 1 and yntC1 D
fytC1; : : : ; yng. Both densities are calculated recursively in forward and backward
modes, respectively. Progressive scaling is required for better numerical stability.
Scaling of the forward density, for example, results in recursive evaluation of p.xt j
yt I��/. We demonstrate the recursive calculation of the forward-backward formulas
and the scaling procedure in section “Forward-Backward Matrix Recursions.”
The Baum algorithm is well known for its slow convergence which cannot be
controlled by a choice of a step size as in Newton’s methods for maximizing a
function.

In cognitive radio applications, a fading channel with thermal additive noise is
assumed. The measurements fYtg constitute the logarithm of the power of the signal
in a given narrowband portion of the available spectrum. When the state of the
primary user is Xt D a, then Yt is assumed normal with mean a and variance �2a .
The samples fYtg are assumed statistically independent. This model is motivated
by a central limit theorem developed in [21]. The relation between fa; �2a g and
the parameters of the fading additive noise channel is nontrivial. In [21, Corollary
5.6.3], the statistics of the logarithm of the smoothed periodogram of a stationary
process with small dependence span were studied. The power of each narrowband
signal may be seen as a value of the smoothed periodogram of a broadband process
measured at a particular frequency. It was shown in [21] that the log-smoothed
periodogram at a given frequency is asymptotically normal with mean that depends
on the underlying power spectral density and a constant variance that is independent
of the underlying power spectral density. In the proposed model, we allow both
the mean and variance of each Yt to depend on the state of the primary user, and
hence on the underlying power of the received signal, in order to accommodate
possible deviations from the model of [21]. If the variance of Yt is somewhat inde-
pendent of the underlying hypothesis, then that should be reflected in its estimated
values.

When the active/idle process of the primary user in cognitive radio is represented
by a Markov chain as described in this article, the sojourn time of the primary user
in each of the two states has a geometric distribution with parameter that depends on
the present state. The geometric distribution presents an unrealistic restriction since
it does not conform with the typical sojourn time distributions of the primary user.
That well-known fact in cognitive radio applications, as well as in other applications
such as speech recognition, has led to the use of semi-Markov models [10,11,55]. In
these models, which are not Markov processes, a desired sojourn time distribution
is imposed. A semi-Markov process may be seen as a pair of processes comprising
a Markov jump process for the states and a sequence of conditionally independent
sojourn times given the sequence of states. Estimation of the parameter of a semi-
Markov process is far more complicated than that of an HMM. This difficulty
may be circumvented by substituting the Markov chain of the HMM by a bivariate
Markov chain.
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Bivariate Markov Chains

A bivariate Markov chain is a pair of discrete-time finite state random processes
that are jointly Markov. Each of the individual processes is not necessarily Markov.
When a bivariate Markov chain is used in cognitive radio sensing, one of the two
processes represents the state process of the primary user while the other is an
auxiliary process which endows the primary process with some desired statistical
properties. A particularly useful property is a new distribution of the sojourn time
of the primary process in each of its state. This distribution is phase type and is far
more general than the geometric sojourn time distribution of the univariate Markov
chain. The set of discrete phase-type distributions is dense in the set of distributions
on 0; 1; 2; : : :. This means that every distribution in that family is either a phase
type or it can be approximated arbitrarily well by a phase-type distribution. The
family of phase-type distributions includes mixtures of convolutions of geometric
distributions. Intuitively, either a jump of the two processes comprising the bivariate
Markov chain or a joint jump of the two processes constitutes a jump of the bivariate
Markov chain. The sojourn time in each pair of states of the bivariate Markov
chain has geometric distribution like in any other Markov chain. Consecutive jumps
of the primary process may occur while the secondary process has undergone
several jumps along some path in the state space. Thus, the sojourn time of
the primary process in each of its states is the sum of multiple independent
geometric random variables. Considering different paths, we see that the sojourn
time in each state of the primary process could have a mixture of convolutions
of geometric distributions. A review of bivariate Markov chains may be found
in [18].

Let Z D fZt D .Xt ; St /; t D 0; 1; : : : g denote a bivariate Markov chain where
X D fXt ; t D 0; 1; : : : g represents the primary process and S D fSt ; t D 0; 1; : : : g
represents the auxiliary process. We assume that X takes values in the state space
X D f0; 1; : : : ; dg, S takes values in the state space S D f0; 1; : : : ; rg, and Z takes
values in the state space Z D X � S. The state pairs f.a; i/ 2 Zg are assumed to be
ordered lexicographically, and the transition probability of Z is given by

hab.ij / D P�.ZtC1 D .b; j / j Zt D .a; i// (4)

where � is the parameter of the process, that is, � comprises the set of independent
entries of initial distribution and transition matrix of the bivariate Markov chain.
The transition matrixH D fhab.ij /g is written as a block matrixH D fHabI a; b 2

Xg, where Hab D fhab.ij /I i; j 2 Sg is an r � r matrix. The underlying chain S
is Markov with transition matrix Q if and only if the equation

P
b2XHab D Q

holds independently of a. A similar condition can be given for the observable chain
X to be Markov. When H is irreducible, it has a unique stationary distribution
� D rowf�ai ; a 2 X; i 2 Sg satisfying � D �H . The process fZtg is stationary if
and only if P�.Z0 D .a; i// D �a;i for all .a; i/ 2 Z.
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The probability mass function of the sojourn time of the primary process in each
state in X is given by [38]

p�.l j a/ D N�a.�/H
l�1
aa .I �Haa/1 (5)

for l D 1; 2; : : :, where 1 is a column vector of all ones of suitable dimension, and N�a
is defined as follows. Let �a;i .�/ D P�.Z0 D .a; i// denote the initial probability
of the bivariate Markov chain to be in state .a; i/ at time t D 0, and let

�a.�/ D .�a;1.�/; �a;2.�/; : : : ; �a;r .�//: (6)

Then, N�a.�/ D �a.�/=.�a.�/1/ is a normalized version of �a.�/. Equation (5)
provides the discrete-time phase-type probability mass function with parameter
. N�a.�/;Haa/ [37, p. 46]. This probability mass function is derived under the
assumptions that the matrices H and fHaa; a 2 Xg are irreducible and that the
diagonal elements of H are positive.

Consider now substitution of the univariate Markov chain of an HMM with
the bivariate Markov chain described above. The bivariate Markov chain is
now observed through a memoryless channel with output denoted by Y D

fY0; Y1; : : : ; Yt ; : : :g as before. The resulting process .Y;X; S/ is an HMM with a
bivariate Markov chainZ D .X; S/ rather than the univariate Markov chain X . The
sojourn time in each pair of states of the bivariate Markov chain is geometrically
distributed. Assume now that the triplet process .Y;X; S/ possesses a Markov
property such that the processes Y and S are conditionally independent given the
process X . With this assumption, the observable process Y inherits its sojourn time
from the non-Markovian process X , rather than from the Markovian process Z, and
hence, the sojourn time distribution of Y in each state of X is discrete phase-type
rather than geometric [38], [18, Eq. 8.7]. The process .Y;X; S/ with the Markovian
property provides a realistic model for the received signal in a cognitive radio
receiver [38]. We refer to the model that incorporates the above Markovian property
as a hidden bivariate Markov chain.

Likelihood of Observable Process
Proceeding with the Markovian assumption, for each time instant t , Yt is indepen-
dent of St given Xt . That is, b.yt j zt / D b.yt j xt /. We next develop expressions
for the likelihood function of the observable process and for the forward-backward
formulas for both the HMM and the hidden bivariate Markov chain.

Define the conditional distribution

F ab
ij .y/ WD P�.Yt � yt ; Zt D .b; j / j Zt�1 D .a; i// (7)

and the corresponding transition density

f ab
ij .yt / D

@

@yt
F ab
ij .yt / D p�.yt ; zt D .b; j / j zt�1 D .a; i//: (8)
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Recall that the states .X; S/ are ordered lexicographically. Define the dr � dr
transition density matrix by

f .yt / D
n
f ab
ij .yt /I .a; i/; .b; j / 2 Z

o
: (9)

The transition density matrix for the HMM where Yt depends on Zt is given in
terms of the transition matrix H from (4) and the density which corresponds to
P�.Yt � yt j Zt D .b; j //. We denote that density by g

�bj
.yt / where �bj is its

parameter. This density is determined by the channel. For memoryless Gaussian
channel as is assumed here, the parameter �bj D .bj ; �2bj /, where bj denotes the

mean and �2bj denotes the variance. For the hidden bivariate Markov chain where Yt
given Xt is independent of St , the density g

�bj
.yt / is independent of j and is given

by g
�b
.yt /. In either case,

f .yt / D HG.yt / (10)

where for the HMM,

G.yt / D diag.g
�bj
.yt /; .b; j / 2 Z/; (11)

and for the hidden bivariate Markov chain,

G.yt / D diag.g
�b
.yt /I; b D 1; : : : ; d / (12)

where I is an r � r identity matrix. Define the 1 � dr row vector �y0 D˚
p�.y0; z0/I z0 2 Z

�
representing the initial density of .Y0;Z0/. Then, the likelihood

function of the hidden bivariate Markov chain is given by

p�.y
n
0 / D �y0

nY
tD1

f .yt /1: (13)

The likelihood function of the HMM is given by a similar expression. The parameter
� of the HMM comprises the independent components of the initial distribution
� and of the transition matrix H and f�bj ; .b; j / 2 Zg. For the hidden bivariate
Markov chain, the relevant entries of � and H are the same as for the HMM, but
the parameter of the channel densities is given by f�b; b 2 Xg. The difference
is due to the Markovian assumption making Y and S conditionally independent
given X .

Forward-Backward Matrix Recursions
Evaluation of the likelihood function of the hidden bivariate Markov chain, as well
as iterative estimation of its parameter using the EM algorithm, is facilitated by the
use of the forward-backward recursions. We present here a slightly more general
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form of the standard recursions for HMMs due to Stiller and Radons [46]. This
version is useful in recursive estimation of the parameter of the model [19]. Define

R.k;m/ WD

mY
tDk

f .yt / (14)

where 1 � k � m � n. For fixed k, we have the forward recursion (in m) on the
backward density as follows:

R.m;m � 1/ WD I

R.k;m/ D R.k;m � 1/f .ym/ (15)

where I is an identity matrix. For fixed m D n, the backward recursion (in k) on
the backward density is given as follows:

R.nC 1; n/ WD I

R.k; n/ D R.k C 1; n/f .yk/ (16)

for k D n; n � 1; : : : ; 0. The forward recursion for the forward density is given by

L.m/ D L.m � 1/f .ym/ (17)

where m D 1; 2; : : : ; n and L.m/ D �y0R.1;m/, and let L.0/ D �y0 . Note that for
a given parameter � and observation sequence Y n0 D y

n
0 , the ..a; i/; .b; j // element

of R.k;m/ is given by

Rai;bj .k;m/ D p�.y
m
k ; zm D .b; j / j zk�1 D .a; i//; (18)

and the .b; j / element of L.m/ is given by

Lbj .m/ D p�.y
m
0 ; zm D .b; j //: (19)

Numerical stability of the recursions in (15) and (17) is improved when scaling is
introduced in each iteration. It is instructive to start with the description of the scaled
version of L.m/, which we denote by QL.m/. Let c0 D �y01, and let QL.0/ D �y0=c0.
The scaled version of (17) is given by

QL.m/ D
1

cm
QL.m � 1/f .ym/ (20)

where

cm D QL.m � 1/f .ym/1: (21)
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It follows that

QL.m/ D
1Qm
tD0 ct

L.m/; (22)

p�.y
m
0 / D

Qm
tD0 ct , ct D p�.yt j y

t�1
0 / for t 	 1, and the .b; j / component of

QL.m/ is given by QLbj .m/ D P�.Zm D .b; j / j ym0 /. The scaled version of forward
recursion on R.k;m/ is given by

QR.k;m/ D
1Qm
tDk ct

R.k;m/

D QR.k;m � 1/
f .ym/

cm
: (23)

where cm is given in (21). The recursion QR.k;m/ does not enjoy an appealing
probabilistic interpretation as QL.m/. A similar scaled backward recursion on
R.k; n/ can be written.

The parameter of the hidden bivariate Markov chain may essentially be estimated
as the parameter of an HMM using the Baum or the EM algorithm as is demon-
strated in the next section “Estimation of the Bivariate Markov Chain Parameter.”
Batch estimation of the parameter from a given training sequence was detailed in
[19, 38]. Sequential estimation of the parameter using an EM iterate was described
in [19].

Estimation of the Bivariate Markov Chain Parameter
In this section we demonstrate how the parameter of the hidden bivariate Markov
chain can be estimated from a sequence of observations yn0 using the batch EM
algorithm. Our presentation follows that in [19]. A sequential estimation approach
which is based on the EM iteration may also be found in [19]. It turns out that the
estimation procedure can be described simultaneously for an HMM as well as for
a hidden bivariate Markov chain. We shall thus start with estimation of the HMM
parameter and then infer about estimation of the hidden bivariate Markov chain.

Assume that �� is the parameter estimate at the end of the �th iteration. At the
conclusion of the .� C 1/th iteration, the new estimate of the initial distribution �bj
is given by

O�bj .n/ D P�� .Z0 D .b; j / j y
n
0 /; (24)

and the new estimate of hab.ij / is given by

Ohab.ij / D
OMab
ij .n/P

.ˇ;l/
OM
aˇ

il .n/
(25)

where OMab
ij .n/ denotes the conditional mean estimate given yn0 of the number of

transitions of Z from .a; i/ to .b; j / in Œ0; n�. This number includes self-transitions.
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Using the indicator function

'bj .t/ D

�
1; Zt D .b; j /

0; otherwise,
(26)

the number of transitions is given by

Mab
ij .n/ D

nX
tD1

'ai .t � 1/'bj .t/; (27)

and

OMab
ij .n/ D E��

n
Mab
ij .n/ j y

n
0

o

D

nX
tD1

P��
�
Zt�1 D .a; i/; Zt D .b; j / j y

n
0

�
: (28)

For an HMM with normal densities, fb�� .yt j zt /; zt 2 Zg, with mean bj and
variance �2bj when zt D .b; j /, define

Nb
j .nI�/ D

nX
tD0

y�t 'bj .t/ (29)

for � 2 f0; 1; 2g. Note, for example, that if the observations fytg are clustered
into the various states of the HMM, then Nb

j .nI 1/ is the sum of the observations
associated with state .b; j /. Let

ONb
j .nI�/ D E��

n
Nb
j .nI�/ j y

n
0

o

D

nX
tD0

y�t P�� .ZtD.b; j / j y
n
0 /: (30)

The new estimates of the mean and variance at the conclusion of the .� C 1/th
iteration are, respectively, given by

Obj .n/ D
ONb
j .nI 1/

ONb
j .nI 0/

; (31)

c�2bj .n/ D
ONb
j .nI 2/

ONb
j .nI 0/

� O2bj .n/: (32)

For a hidden bivariate Markov chain, bj and �2bj are reduced to b and �2b ,
respectively. Thus, P�� .Zt D .b; j / j yn0 / in (31) and (32) should be substituted
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by P�� .Xt D b j yn0 /. It is well known that the conditional probability in (28), and
hence in (24) and (30), may be efficiently implemented using forward-backward
recursions.

Spectrum Sensing Scenarios

In this section, we shall discuss the application of spectrum sensing techniques
based on Markovian models to a variety of scenarios. Temporal spectrum sensing
scenarios can be organized into three basic categories [47]:

1. Narrowband: The secondary user senses a single channel that is clearly defined
in terms of center frequency and bandwidth.

2. Multiband: The secondary user senses multiple independent narrowband chan-
nels.

3. Wideband: The secondary user senses a spectrum band with no prior knowledge
of channel boundaries or channel occupancy.

In the descriptions of the above categories, we “the secondary user” may refer
to a group of several secondary users collaboratively sensing the given spectrum
band. Spectrum sensing performance can be significantly enhanced by employing
collaborative sensing among a group of several secondary users [30]. Multiband
temporal sensing techniques are useful for applications such as TV whitespace
where multiple independent primary users operate on clearly defined channels. To
simplify our discussion, we shall assume that only a single primary user occupies
a given narrowband channel. The wideband temporal sensing problem can be
transformed into a multiband sensing problem by first identifying the channel
boundaries [6].

Narrowband Sensing

Well-known signal detection algorithms for a narrowband channel include energy
detection, cyclostationary feature detection, and matched filter detection [56]. The
energy detector is the simplest of the narrowband detectors and requires no a priori
knowledge of the channel, but performs poorly in low signal-to-noise ratio (SNR)
conditions. The matched filter detector can detect primary user activity at very low
SNR, but requires a priori knowledge of the primary user waveform. Cyclostationary
feature detection lies between the matched filter and energy detector with respect
to performance at low SNR, but requires significant computation times and long
integration windows. The performance of all three signal detection methods can
be degraded by low primary user duty cycle. By characterizing the primary user
signal using a Markovian model, the temporal dynamics of primary user activity on
the channel can be taken into account in detecting the signal. Spectrum sensing
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based on a Markovian model can lead to better detection performance in lower
SNR scenarios, since the past history of primary user activity is incorporated into
the detection process. Moreover, use of a Markovian model can provide predictive
information that can be applied to achieve more effective dynamic spectrum
access.

In [38], the hidden bivariate Markov chain model discussed in section “Bivariate
Markov Chains” was proposed as a model for the received primary user signal in a
narrowband channel. Consider a system consisting of one primary user transmitting
on the narrowband channel. The primary user alternates between an active state, in
which a signal of fixed power is transmitted over the narrowband channel, and an
idle state, in which no signal is transmitted. We denote the idle state of the primary
user at time t� by Xt D 0 and the active state by Xt D 1, where � is a sampling
period. The process X D fXtg, taking values in the set X 2 f0; 1g, models the
directly observed state of the primary user.

The wireless propagation environment is assumed to be governed by a standard
path loss with lognormal shadowing model [35, pp. 40–41]. We ignore fast fading
since it can be reduced effectively by an averaging filter (cf. [34]). Let u.t/ denote
the complex baseband demodulated primary user signal. For a particular secondary
user, let c.t/ denote a random process representing the fading, and let w.t/ denote
the additive thermal noise of the channel. The signal received by the secondary
user is given by y.t/ D c.t/u.t/ C w.t/. The received baseband signal may be
envisioned as a phasor perturbed by the additive noise. The received signal is
sampled every � seconds, and each sample is represented by the logarithm of its
power.

Let Yt denote the logarithm of the power of the t th sample of the received signal
of the secondary user. Given the state Xt D a of the primary user, the samples fYtg
are assumed statistically independent, and each Yt is assumed normally distributed
with some mean a and variance �2a . The process Y D fYtg represents the received
primary user signal, which can be interpreted as the primary user state observed
through the narrowband channel. Further motivation and discussion of this model
for the cognitive radio channel is given in section “Hidden Markov Models.”

If the primary user state process X is modeled as a Markov chain, the joint
process .Y;X/ is an HMM. In this case, the primary user sojourn times in the active
and idle states are given by geometric distributions. We now introduce an underlying
process S , taking values in S D f0; 1; : : : ; rg, such that Z D .X; S/ is a bivariate
Markov chain. In this case, the sojourn time of the processX in each state a 2 f0; 1g
takes on a discrete-time phase-type distribution with r phases [38]. The trivariate
process .Y;X; S/ is then a hidden bivariate Markov chain. In the nomenclature of
section “Bivariate Markov Chains,” the conditional density of Y given X D a is
denoted by g�a.y/ D N .a; �

2
a /, where N .; �2/ is the normal density with mean

 and variance �2. The parameter � of the hidden bivariate Markov chain consists
of the initial distribution of Z, denoted by �, and the independent components of
the generator of Z, denoted by H and f�aI a 2 Xg.

Assume that the parameter � of the hidden bivariate Markov chain is given. The
conditional probability of the bivariate state at time t C � given the observations up
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to and including time t can then be computed as follows (cf. [38, Eq. (22)]):

p�.ztC� j y
t / D

X
zt2Z

p�.zk j y
t / p�.ztC� j zt /

D
X
zt2Z

QLzt .t / ŒH
� �zt ;ztC�

; (33)

where ŒH � �ai;bj denotes the ..a; i/I .b; j // entry of the generator matrix given by
H� . A detection scheme for the state of the primary user at time t C � given the
received signal power yt is specified by (cf. [38, Eq. (23)]):

OXtC� jt D

�
0;
P

s p�.ztC� D .0; s/ j y
t / 	 	;

1; otherwise;
(34)

for t D 0; 1; : : :, where 	 is a decision threshold, 0 < 	 < 1. The detection scheme
is a maximum a posteriori detector when 	 D 0:5. When � D 0, OXtC� jt D OXt jt is an
estimate of the current state Xt . When � D 1; 2; : : :, OXtC� jt is the � -step predicted
estimate of the state XtC� . The current and predicted state estimates OXtC� jt can be
directly applied to make dynamic spectrum access decisions.

The parameter � of the hidden bivariate Markov chain can be estimated offline
from training data using the EM algorithm described in section “Estimation of the
Bivariate Markov Chain Parameter”; see also [38]. A major advantage of online
parameter estimation is that it can adapt to changes in the behavior of the primary
user or the channel. An online approach to estimating the parameter, based on
Rydén’s recursive algorithm HMM parameter estimation, is developed in [48].
An alternative approach to online parameter estimation, based on the EM iteration
discussed in section “Estimation of the Bivariate Markov Chain Parameter,” is
discussed in [19].

Collaborative Sensing

In radio environments with severe shadowing and fading effects, spectrum sensing
by a single secondary user can lead to hidden terminal effects and other errors which
can result in harmful interference to the primary users. Collaborative spectrum
sensing techniques leverage multiuser diversity to improve sensing performance,
particularly in severely shadowed environments with hidden terminals. Collabora-
tive sensing involves multiple secondary users in a joint decision-making process
to determine when a given channel is idle or active [30, 57]. Collaborative sensing
schemes can be categorized into two main types: hard fusion and soft fusion. In this
discussion, we review hard and soft fusion collaborative sensing and summarize the
collaborative sensing schemes based on hidden bivariate Markov chain modeling
developed in [49].
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Hard Fusion
In a hard fusion scheme, at each time t , each secondary user q makes an independent
decision, X.q/

t jt
, on the primary user state based on the observations Y .q/1 ; : : : ; Y

.q/
t .

The 1-bit secondary user hard decisions are transmitted to the fusion center, which
computes a final decision, denoted by OXt jt , according to a hard fusion rule. For
example, the “OR” rule decides that the primary user is active, i.e., state 1, if at least
one of the secondary user hard decisions has the value 1. The “majority voting”
rule decides that the primary user is active if more than half of the Q secondary
user hard decisions have value 1. The OR rule and majority voting rule are special
cases of the q-out-of-Q rule, where 1 � q � Q is an integer constant. Here,
the primary user state is determined to be active if q or more of the individual
hard decisions are “active”; otherwise, the primary user state is determined to be
idle. The OR and majority voting rules are equivalent to the q-out-of-Q rule when
q D 1 and q D bQ=2c, respectively. The q-out-of-Q fusion rule is in turn a
special case of linear hard fusion (cf. [41]). Under linear combining, the decision
variable is computed as Vt D

PQ
qD1 wq OX

.q/

t jt
, where the wq are predetermined

weights. The decision variable Vt is then compared to a threshold  to obtain
the final decision OXt jt . The q-out-of-Q fusion rule is a special case of linear hard
fusion.

In conventional hard fusion schemes, each secondary user employs an energy
detector to obtain a hard decision at each time t . Typically, a majority voting rule
is applied at the fusion center. In the hard fusion scheme proposed in [49], each
secondary user independently estimates the parameter of a hidden bivariate Markov
chain to characterize the observed primary user signal on the channel. An estimator
of the form (34) is employed to obtain a hard decision at the secondary user. The
hard decisions are combined at the fusion center using a linear fusion rule proposed
in [42] based on maximizing a so-called modified deflection coefficient.

Soft Fusion
In soft fusion, at each time t , the secondary users transmit quantized versions of their
received signals Y .1/t ; : : : ; Y

.q/
t , to the fusion center, where they are collectively used

to predict the state of the primary user at time t C � for some nonnegative integer
� . The state estimator is denoted by OXtC� jt . For conventional fusion schemes that
do not have predictive capability, � D 0. In a linear soft fusion scheme, a weighted
sum, Vt D

PQ
qD1 wqY

.q/
t , of the observations at time k is computed and compared

to a threshold  as follows [33, 41, 42]:

OXt jt D

�
0; Vt <  ;

1; Vt 	  ;
(35)

where w1; : : : ;wQ are the weights. Typically, the threshold and weights for soft
fusion are computed offline [33, 42].
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In [48], at each time t , the observation sample Y .q/t from each secondary user q
is transmitted directly to the fusion center, which forms the vector observation
sample Y t D .Y

.1/
t ; : : : ; Y

.Q/
t /. The soft fusion scheme is based on hidden bivariate

Markov chain modeling of the vector observation sequence Y D fY t I t D 0; 1; : : :g
generated by theQ secondary users. Here, the conditional output density parameter
is given by � D .�a W a 2 X/, where �a D .�

.1/
a ; : : : ; �

.Q/
a /, and �.q/a is the

conditional output density parameter of each secondary user q when the primary
user is in state a. With this definition of � , the parameter � of the hidden bivariate
Markov chain is given by the independent elements of .�;�;H/, where � is
the initial state probability distribution and H is the generator of the underlying
bivariate Markov chain.

Parameter estimation of the hidden bivariate Markov chain with vector observa-
tion input Y can be carried out at the fusion center using the EM approach discussed
in section “Estimation of the Bivariate Markov Chain Parameter” by replacing the
scalar sequence yt with the vector sequence y t and interpreting the parameter � as
discussed above. Similarly, state estimation can be performed via (34). The online
parameter estimation approach in [48] can be extended to handle vector observation
input, as described in [49].

Performance Comparison
Receiver operating characteristic (ROC) curves presented in [49] show a significant
improvement in detection performance of collaborative sensing schemes based
on the hidden bivariate Markov chain compared to conventional hard and soft
fusion schemes based on energy detectors. In particular, the Markovian model-
based soft fusion scheme performs markedly better than the linear soft fusion-based
scheme proposed in [42]. Linear soft fusion performs better than the hard fusion
scheme based on hidden bivariate Markov chain modeling, which in turn performs
substantially better than conventional hard fusion based on energy detection.
A disadvantage of soft fusion schemes is that they incur substantially higher
communication overhead than the hard fusion schemes. This overhead can be
reduced by quantizing the received signal strength values using a smaller number
of bits at the expense of poorer detection accuracy, as proposed in [49]. Using
a simple uniform quantization scheme, soft fusion based on the hidden bivariate
Markov chain with 4-bit observation samples was shown to outperform linear soft
fusion with 8-bit samples.

Multiband Sensing

In multiband spectrum sensing, the secondary user tracks the states of primary users
operating on a given set of channels to determine spectrum access opportunities.
The center frequency and bandwidth of each channel are assumed known. In a
given sensing interval, the secondary user must allocate time for sensing each of
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the channels. A Markovian model for multiband sensing was proposed by [50], in
which each primary user on a given channel is modeled as a two-state homogeneous
continuous-time Markov chain. Hence, the state of the primary user on each channel
is assumed to be observable directly, or at least the signal-to-noise ratio is suffi-
ciently high that sensing errors are negligible. The Markov chains corresponding
to different primary users are assumed statistically independent. One of the basic
issues in multiband sensing involves how much time should be allocated to sensing
each channel.

To discuss this model further, let us assume there are M independent channels,
each having the same bandwidth, but the primary user model parameters for the
channels may be different. The parameter of each Markov chain is not known in
advance and hence is estimated from observations of the state processes. In a given
sensing interval of length T seconds, the secondary user senses each channel i for
Ti seconds, where

PM
iD1 Ti D T . In [50], the sensing times fTig are determined

by minimizing the Cramer-Rao lower bound on the minimum mean squared error
in estimating the parameters of all M channels. An approximation for the inverse
Fisher information matrix, asymptotic in the sensing interval length T , is used to
obtain closed-form formulas for the MMSE sensing time allocations.

Since not all M channels may provide equally good secondary user spectrum
access opportunities, allocating channel sensing times with the objective of min-
imizing the overall estimation error may not be optimal for dynamic spectrum
access. In [8], a preprocessing step to determine the best N < M channels,
with respect to a criterion related to the spectrum opportunity on the channel, is
performed first. The criterion used in [8] was based on the mean idle time on the
channel. Then the approach of [50] is applied to the remainingN channels from the
first step. The preprocessing step in [8] is based on the optimal computing budget
allocation (OCBA) methodology [12] from the field of simulation optimization.
The OCBA approach was originally developed to test multiple designs through
simulation by allocating simulation time to the designs with the objective of
maximizing the probability that the best design is selected according to a given cost
function under a Gaussian model [13]. The technique was subsequently extended
to determine the best N > 1 designs among a given set of M designs [14]. In
the context of multichannel parameter estimation, sensing times are allocated rather
than simulation times, and the multiple designs correspond to the multiple channels
in multiband sensing.

A number of articles on multiband spectrum sensing have approached the
problem as a type of multiarmed bandit problem [3,39,53,59] or the related partially
observable Markov decision process (POMDP) [58]. Several assume knowledge of
the parameters of the underlying Markov chains, but do not address the important
issue of parameter estimation [3, 53, 58]. The multichannel parameter estimation
algorithm proposed in [8] obtains estimates of this parameter and thus could, in
principle, be used in conjunction with these approaches. Knowledge of the model
parameter can be used to improve spectrum detection performance and allows
the prediction of future primary user state, which provides clear advantages for
spectrum sensing [38, 53].
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Wideband Sensing

In the wideband spectrum sensing scenario, a secondary user must sense an entire
band and determine channel boundaries. The bandwidth that must be sensed can
vary from the order of 1 MHz to 1 GHz. This is required if the secondary user
cannot leverage any external information about channel allocation. A secondary
user need only perform wideband sensing during initialization and may then revert
to multiband or narrowband sensing during normal operation. In general, primary
user signals may be heterogeneous in frequency, bandwidth, and power, so robust
wideband sensing algorithms must be developed to detect all primary user activity
within the spectrum band.

State-of-the-art techniques for wideband sensing include wideband energy detec-
tion [9] and frequency-domain edge detection [51]. The wideband energy detector
is a very simple wideband sensing technique in which the secondary user estimates
the power spectral density over the entire band and applies an energy threshold to
determine primary user activity [9,25]. Many power spectral density frames may be
averaged to increase reliability. This simple algorithm has several limitations. Like
all energy detectors in additive white Gaussian noise (AWGN), this technique has
limited sensitivity, and performance is severely degraded at low SNR. Furthermore,
this technique operates on a snapshot in time, and dynamic behavior of the primary
user will degrade performance, since both the on and off cycles will be averaged
into the power spectral density estimate.

Edge detectors can offer an improvement over energy detection in terms of SNR
threshold, but they can also perform relatively poorly on signals with gradual roll-
offs in their band edges. An alternative wideband spectrum sensing technique that
has been studied in the literature employs frequency-domain edge detection to deter-
mine channel boundaries. A popular edge detection technique uses the continuous
wavelet transform to decompose the edge detector into multiple resolutions and
multiplies the resolutions together, which has a beneficial effect of reducing the
noise [51]. While the edge detectors do offer an improvement over energy detectors
in terms of SNR threshold, they come with several limitations. Most importantly,
the edge detectors require that primary user signals have sharp transitions in the
frequency domain. This allows them to work well with the rectangular spectra of
OFDM and quadrature amplitude modulation (QAM) with low excess bandwidth,
but edge detectors tend to fail on signals with gradual roll-offs on their band edges,
such as QAM with large excess bandwidth and GMSK.

Neither energy detection nor edge detection alone takes into account the temporal
dynamics of primary user signals and consequently can perform rather poorly when
primary user signals have low duty cycles. In [6], a framework for wideband
temporal spectrum sensing is proposed in which a given spectrum band is divided
into smaller channels and modeled as a balanced binary tree. In [6], a sensing
framework for reliable wideband detection of primary users with low duty cycle
was developed. The approach, referred to as wideband temporal sensing, involves
partitioning the given spectrum band into smaller subchannels. The energy in each
subchannel is measured and an HMM-based spectrum sensing approach is applied
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to each subchannel. A recursive tree search is performed to aggregate correlated
subchannels into a set of independent narrowband channels, which effectively
reduces the sensing task to the multiband case. The wideband temporal sensing
approach developed in [6] allows primary user signals with low duty cycle to be
detected accurately at high to moderate SNR. This approach was demonstrated to
outperform both wideband energy and edge detection techniques particularly in the
presence of dynamic primary user signals. In principle, the recursive tree search
could be based on a hidden bivariate Markov chain in lieu of the HMM to provide
more accurate modeling of the state sojourn times.

In [7], the wideband temporal sensing approach of [6] is extended to incorporate
edge detection. In particular, the wavelet-based edge detection algorithm in [51]
is incorporated into the wideband temporal sensing framework of [6]. The use of
edge detection avoids the need for the recursive tree search used in the wideband
temporal energy detector, resulting in a computationally more efficient spectrum
sensing scheme. Moreover, the wideband temporal edge detector was shown to
perform better in low SNR scenarios in the presence of primary user signals with
sharp band edges, i.e., OFDM signals.

Research Challenges and Open Problems

In this section, we discuss future challenges and open research problems related to
spectrum sensing using Markovian models.

Signal Feature vs. Energy Detection

In the Markovian model-based spectrum sensing techniques discussed in sec-
tion “Spectrum Sensing Scenarios,” the front end for spectrum sensing was assumed
to be similar to that of an energy detector. The energy of the received signal samples
was measured and used to perform parameter estimation of a hidden bivariate
Markov chain, as well as detection and prediction of primary user spectrum usage.
The energy-based front end could, in principle, be replaced by a front end that
extracts certain features of the received signal. This could potentially improve the
performance of Markovian-based spectrum sensing in low SNR scenarios.

Cyclic feature detection, for example, is based on computing the cyclic or
cyclostationary spectrum of the received signal. Modulated signals are often readily
identifiable based on their cyclic spectra. Therefore, cyclic feature detection has
been proposed as an approach to spectrum sensing that has the potential to
perform much better than energy detection or edge detection in low SNR scenarios
[16, 31, 32]. A drawback of cyclic feature detection is the usual requirement to
sample above the Nyquist rate to recover the cyclic spectrum. Furthermore, long
sensing periods are typically required to obtain a statistically reliable estimate of the
cyclic spectrum [24]. A cyclic feature detector also has much higher computational
complexity compared to an energy detector. Nevertheless, practical implementation
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of cyclic feature detection for spectrum sensing is the subject of ongoing research.
Aside from the cyclic spectrum, other features of the received signal could be
used to perform spectrum sensing based on Markovian models. For example, the
cepstrum has been used successfully in speech recognition in conjunction with
HMMs [21, 43].

Multiband Sensing with Channel Impairments

Multiband sensing was discussed in section “Multiband Sensing” mainly in the
context of determining appropriate sensing intervals for each channel, based on the
framework of [50]. In [8, 50], the primary user activity on each channel is modeled
by a two-state continuous-time Markov chain in which the primary user state was
assumed to be observed directly. In practice, the primary user state is observed only
through the received signal, which is subject to channel impairments such as fading,
shadowing, and additive white Gaussian noise. Therefore, it would be of interest
to extend the approach to incorporate channel impairments. Some form of noise
could be incorporated into the continuous-time Markov primary user state model.
Alternatively, a multiband sensing approach based on the HMM or hidden bivariate
Markov model in discrete time could be developed.

Multiuser Channels

In the temporal spectrum sensing scenarios discussed in section “Spectrum Sensing
Scenarios,” a single primary user was assumed to occupy a given narrowband
channel. More generally, multiple primary users could share a given channel in
a dynamic spectrum sensing scenario. In this case, the two-state Markov model
discussed previously would not be sufficient to characterize the channel. One
approach is to increase the number of states in the model. For example, if there
were N distinct primary users sharing a channel, with different received signal
characteristics, an .NC1/-state Markov channel could be used to model the channel.
An alternative approach is to introduce a Gaussian mixture model for the primary
user state. In this case, the Markov model would still consist of two states, i.e., an
active and an idle state, but the conditional distribution in the active state would be
governed by a mixture of N Gaussian random variables.

Wideband Sensing

The wideband temporal spectrum sensing approach discussed in section “Wideband
Sensing” has limitations with respect to the spectrum bandwidth that can be
sensed in a practical implementation. This approach could be extended to cover
larger spectrum bands by partitioning the spectrum into smaller chunks and then
employing high-performance hardware to implement wideband temporal sensing in
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parallel over the spectrum chunks. However, for very wide spectrum bands, e.g., on
the order of tens or hundreds of GHz, the required hardware may be too expensive
in terms of actual cost and/or power consumption.

Detection of temporal spectrum hole opportunities over a wide spectrum band
remains an open problem. In general, spectrum sensing over very wide spectrum
bands requires prohibitively high sampling rates for current analog to digital con-
verters. A drawback of cyclic feature detection is the usual requirement to sample
above the Nyquist rate to recover the cyclic spectrum. Compressive sensing has been
proposed as a technique to exploit the sparsity of primary user signal occupancy
within a wide spectrum band. In [52], the inherent sparsity in the two-dimensional
cyclic spectrum of communication signals is leveraged, and compressive sensing
and sparse signal techniques are developed to recover the desired cyclic statistics
with sub-Nyquist samples in a robust manner. Related work along these lines is
reported in [36].

Wideband spectrum sensing techniques based on compressive sensing do not take
into account the bursting nature of primary user signals, which may result in false
detection of spectrum holes in the spectrum band. Moreover, compressive sensing
techniques provide only a snapshot of primary user activity over the given spectrum
and do not provide a mean of exploiting temporal spectrum hole opportunities. In
principle, the primary user activity over the spectrum band during a given time
slot could be characterized by a state, and the temporal dynamics could then be
modeled using a Markov chain. Unfortunately, the number of states required for
such a Markovian model would be infeasible for practical implementation.

A possible solution may involve a two-stage approach in which wideband sensing
techniques such as those based on compressive sensing may be applied in the first
stage to provide a rough picture of the spectrum occupancy at a given epoch.
Portions of the spectrum may then be characterized as being idle, fully occupied,
or partially occupied. In the second stage, the Markovian-based wideband temporal
sensing approach may be applied to the portions of the spectrum deemed partially
occupied based on the results of the first stage. A partially occupied spectrum band
may be classified as such because of bursting primary user signal activity, or simply
because of a weak primary user signal. In the former case, temporal spectrum
hole opportunities may exist, whereas in the latter case, a spatial spectrum hole
opportunity may exist. Clearly, these cases must be treated differently in a dynamic
spectrum access or dynamic spectrum sharing systems.

Resource Allocation

In this chapter, we have focused on Markovian-based spectrum sensing methods
to detect and predict spectrum hole opportunities in the settings of a narrowband
channel, a multiband scenario, and a wideband scenario. Emphasis has been placed
on estimating the parameter of a Markovian model to characterize primary user
occupancy in a given spectrum band. Given an estimate of the model parameter,
detection and prediction of the primary user state for spectrum sensing follows
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from the Markovian model. On the other hand, we have not discussed the important
issue of how to allocate harvested spectrum resources to the secondary users. In the
language of multiarmed bandit problems, our focus has been on exploration rather
than exploitation of the spectrum.

The spectrum sensing techniques we have discussed may be employed by a
spectrum monitoring service. In this scenario, the secondary users may contribute
observation data to the spectrum monitoring service, but they do not make the
spectrum sensing decisions per se. The secondary users access the spectrum holes
by making requests to the spectrum monitoring service. In this way, exploration of
the spectrum is decoupled from its exploitation by secondary users. In this setting,
the spectrum monitoring service is responsible both for making spectrum sensing
decisions and spectrum allocation decisions to the secondary users. An interesting
problem requiring further research is how the Markovian characterization of primary
user spectrum occupancy can be leveraged to perform spectrum allocation to
secondary users in an efficient manner. In the multiband scenario, for example, when
multiple channels are detected to be idle, a secondary user requesting a channel
for dynamic spectrum access may be assigned the best channel with respect to
some criterion such as the expected sojourn time in the idle state. Such resource
allocation could also depend on further information provided by the secondary
user, for example, the expected length of time that the channel would be needed.
Furthermore, the transmission requirements of secondary users may play a role in
which portions of the spectrum are sensed by the spectrum monitoring service.

The presence of a spectrum monitoring service effectively decouples the explo-
ration task from the exploitation task in dynamic spectrum access or sharing.
When the secondary users are responsible for both tasks, an important trade-off
between exploration and exploitation arises. As discussed in section “Background
and Overview of Related Work,” several works in the literature have addressed this
issue by modeling the dynamic spectrum access problem as POMDP or multiarmed
bandit problem. These problems are formulated in a multiband setting in which the
the underlying model of primary user activity for a given channel is assumed to be
Markovian. A given secondary user must decide, in a given time slot, whether to
perform sensing, i.e., explore, or to access a channel, i.e., exploit. If it decides to
explore, the secondary user must further decide which channel or channels to sense.
Similarly, if it decides to exploit, the secondary user must decide which channel or
channels to exploit. In the POMDP formulations, the parameter of the underlying
Markov process is assumed to be known either a prior or via parameter estimation.
In the multiarmed bandit formulations, usually full knowledge of the parameter is
not needed.

In the OCBA-based approach to multiband sensing proposed in [8], the N best
channels out of a total M channels is selected, based on a parameter estimation
process. In the context of a secondary user implementing a POMDP or multiarmed
bandit approach to joint sensing and resource allocation, this approach is particularly
beneficial when N 
 M . Reducing the number of channels under consideration
fromN toM can have a significant impact on the computational burden. Moreover,
the parameter estimates for the M channels can be used in both the POMDP and
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multiarmed bandit approaches. It would be of interest to investigate further the role
that parameter estimation could play with respect to the exploration/exploitation
trade-off in the multiband setting.

Conclusion

In this chapter, we have discussed the application of Markovian models to spectrum
sensing in cognitive radio networks. The focus of the chapter has been on the for-
mulation of the Markovian models, parameter estimation, and detection/prediction
of primary user activity in a given spectrum band based on knowledge of the
model parameter. We provided an overview of background material and related
work on spectrum sensing using Markovian models. We reviewed relevant Marko-
vian models for spectrum sensing, primarily in discrete time, including Markov
chains, hidden Markov models, and multivariate Markov chains. We also reviewed
parameter estimation techniques for these models, particularly the Baum algorithm.
We then discussed the application of Markovian-based spectrum sensing in the
three progressively more difficult settings of narrowband, multiband, and wideband
sensing. Finally, we discussed some interesting issues and open problems for further
research on spectrum sensing using Markovian models.
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paradigm for the wireless communications systems in the past decades. Besides
that, different communications systems and wireless communications channels
require different waveform designs and radio access technologies. In this study,
a general design and evaluation procedure for the new waveform techniques are
presented based on cognitive radio and dynamic spectrum access requirements.
Radio access technology researches for the future-generation cellular systems
and cognitive radio systems intersect to each other. Therefore, some of the future
waveform designs and related modifications are analyzed under the cognitive
radio perspective. Several waveforms which have various trade-off situations are
discussed from a general perspective and an adaptivity/flexibility perspective.

Introduction

Cellular communications systems have seen a huge growth of data usage in the
past decades. In parallel, cognitive radio (CR) and dynamic spectrum access (DSA)
systems are developed to create alternative ways of using radio spectrum efficiently
for the wireless communications systems. CR and DSA systems provide spectrally
efficient solutions by exploiting the unused but licensed radio spectrum, while
primary users (licensed users, LUs) are not using the same frequency bands because
the radio spectrum is generally underutilized [1]. By this way, frequency spectrum
can be utilized efficiently. CR and DSA applications changed the paradigm in the
wireless communications system development.

The performance of a wireless communications system depends on the radio
access technology (RAT). Different parameters such as the compactness of symbols
(localization) which are in time-frequency plane and the robustness issues against
channel impairments are determined by the RAT. Also, it has to overcome the new
challenges and problems which come with the new-generation systems including
decreasing the out-of-band (OOB) emission, increasing spectral efficiency, enabling
asynchronous communications, decreasing latency, and decreasing complexity. Dif-
ferent communications systems and wireless channels require different waveform
designs and different RATs [2, 3].

Orthogonal Frequency Division Multiplexing (OFDM) has been popularly used
in broadband wireless and wired communications systems, but it suffers from
several limitations such as high spectral leakage, large peak-to-average power ratio
(PAPR), and strict synchronization requirements and is not considered a strong
waveform candidate to be used in future communications systems [2,4]. Generally,
existing new waveform designs aim to decrease OOB leakage and increase spectral
efficiency compared to OFDM technique which is taken as a reference waveform in
most of the waveform studies. However, computational complexity is an important
problem for most of the new waveforms. Because of that, modified OFDM methods
are also very important in new waveform researches because their complexities are
generally low. Today, RAT researches for the future-generation cellular systems and
CR systems can intersect to each other. Hence, the future waveform designs need to
be analyzed also for CR and DSA systems.
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The main goal of this chapter is to provide a general design and evaluation
procedure that allows the reader to tailor new waveform techniques based on CR
and DSA requirements.

This book chapter is organized as follows: Requirements for CR and DSA
systems are given in section “Requirements for Cognitive Radio and Dynamic
Spectrum Access”. Advantages and disadvantages of OFDM for the CR and DSA
applications are presented in section “OFDM for Cognitive Radio”. New waveforms
beyond OFDM from the general and adaptivity perspectives are explained in sec-
tions “Beyond OFDM from Dynamic Spectrum Access Perspectives” and “Beyond
OFDM for Adaptation and Flexible Utilization of Various Resources”. Finally, in
section “Conclusion and Future Directions”, future work and concluding remarks
are given.

Requirements for Cognitive Radio and Dynamic Spectrum Access

CR and DSA systems need flexible and adaptable physical layer design to provide
spectrally efficient solutions. By this perspective, requirements for the opportunistic
usage of the underutilized spectrum by CR and DSA applications are given in
this section to understand the relationship between the relevant requirements and
waveform design parameters better.

As a fundamental requirement, CR systems need to have the ability to utilize
scattered and narrow spectrum opportunities. Available signal bandwidth which
is a very broadband is divided into smaller bands to exploit the narrow spectrum
opportunities for the multiband signaling approach, and it enables better spectrum
allocation. On the contrary, the single broadband signaling approach is not preferred
for the CR and DSA systems because it is not a spectrally efficient solution. If
single broadband signaling approach is employed, fractional frequency usage cannot
be maintained and many subcarriers might be deactivated. Hence, single-carrier
waveform designs do not fulfill the fundamental requirement of CR and DSA
systems. When the multiband signaling approach is considered, the portion of the
time and spectrum resources need to be dynamically turned on and off. Multicarrier
waveform signals can be shaped adaptively in time and frequency by deactivating
a set of subcarriers where primary users exist. To activate/deactivate the subcarriers
dynamically, suitable algorithms need to be employed like FFT/IFFT to provide a
flexible waveform design.

Spectrum powers of subcarriers leak to adjacent nulled subcarriers especially
while activating/deactivating the subcarriers dynamically. This type of situations
causes mutual interference to LUs, and it is desired to provide minimal OOB leakage
to prevent the interference. There are many techniques to minimize OOB emission
in the literature given in the next sections of this chapter. Additionally, orthogonality
between subcarriers and user synchronization to the receiver are also important
concepts for the CR waveform design.

As another requirement, parameters of the waveform need to be changed on the
fly in real time. Waveform parameters such as center frequency, signal bandwidth,
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power levels of subcarriers, FFT size, subcarrier spacing, cyclic prefix (CP) size,
modulation type and order, coding, etc. should be adaptable and controllable for
different wireless channel environments and user requirements. Therefore, CR
and DSA systems need highly flexible waveform designs. They need to sense
the opportunity in frequency domain while utilizing the spectrum. Actually, CR
must sense and exploit the spectrum holes very fast and efficiently. Because of
that, awareness of the radio channel characteristics is a critical issue. Besides, the
computational complexity of the sensing algorithms should be reduced to provide
this awareness. Computationally efficient FFT/IFFT operations are very helpful for
the spectrum sensing algorithms in the frequency domain. Simple one-tap frequency
domain equalizers are more suitable for the CR and DSA applications in respect to
computational complexity requirements. Additionally, minimal latency is another
requirement for the CR waveform designs because transmission parameters need to
be changed very fast.

In section “OFDM for Cognitive Radio”, all requirements given in this section
are analyzed considering the OFDM technique as a CR and DSA waveform.

OFDM for Cognitive Radio

OFDM can be thought of as a candidate for the physical layer transmission
technology in CR because of its flexibility and adaptivity aspects [1]. OFDM has
its wide range of pros and some cons that should be taken into account. In this
section, a brief summary of the pros and cons when using OFDM as a physical layer
technology for CR systems is provided. The pros of using OFDM as the physical
layer technology in CR can be described as follows:

• The process of sensing the spectrum can be done quickly and efficiently using
OFDM as the physical layer for CR. OFDM inherently uses the IFFT block to
perform the conversion from the frequency domain to the time domain. There-
fore, the process of scanning the time-frequency grids, looking for untapped
resources, can be done by just reusing the IFFT block at the transmitter, without
the need of any supplementary hardware or computation.

• CR shares the system bandwidth with LUs of narrowband. The LUs can operate
on a predefined bands or operate at any location of the bands that CR could
be operating on causing an interference from and to the LUs. OFDM can avoid
this problem by enabling the fractional bandwidth (FBW) mode, where it can
deactivate some of the subcarrier by transmitting zeros at that portion of the IFFT
block.

• OFDM can adaptively shape its spectrum to fit within the required spectrum mask
by simply turning off some of the subcarrier from the IFFT block.

• OFDM provides a high degree of flexibility through the wide range of parameters
it has, which can be adjusted accordingly to adapt its waveform to different situa-
tions [5]. It can adaptively change the modulation order, the power transmitted for
each subcarrier, and the coding according to the channel quality and the user’s
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need [6]. This adaptation can be performed to serve different design targets,
such as lowering the bit error rate (BER), enhancing the system’s throughput,
controlling the interference, extending the user’s battery life or increasing the
coverage. OFDM systems also have the flexibility to adaptively change the
subcarrier spacing to maintain it less than the coherence bandwidth; thus, the
equalization process at the receiver can be done by simple one-tap equalizer.
Furthermore, the subcarrier spacing can be adaptively adjusted to reduce the
inter-carrier interference (ICI) caused by Doppler spread [7]. Also, OFDM
systems deal elegantly with the inter-symbol interference (ISI) caused by the
multipath channel effect by appending a CP to each OFDM symbol, the CP
duration needs to be larger than maximum channel delay spread to eliminate any
ISI that could happen. In OFDM, the CP duration can also be adaptively adjusted
according to each user’s channel to cope with the amount of ISI observed by each
user’s channel and maximize the total system throughput.

• In multiuser CR radio scenario, the resources need to be shared and accessed by
different users. There are many access technologies that can perform this task
in different ways. OFDM supports many access technologies such as Frequency
Division Multiple Access (FDMA), Time Division Multiple Access (TDMA) and
Carrier Sense Multiple Access (CSMA). Also, OFDM can be combined with
Code Division Multiple Access (CDMA) technology, where this transmission is
called Multicarrier Code Division Multiple Access (MC-CDMA) or multicarrier
Direct Spread Code Division Multiple Access (DS-CDMA). OFDMA, which is
an extension of FDM for the multiuser case, is also considered as flexible access
technique that can be used for CR. In Orthogonal Frequency Division Multiple
Access (OFDMA), the subcarrier of each user (unlicensed user or renter) can
either be grouped into a cluster of adjacent subcarriers or to be interleaved among
other user’s subcarrier according to the availability of free spectrum.

• Since OFDM has been implemented in many of the standards such as WLAN
(IEEE 208.11), WMAN (IEEE 802.16), WRAN (IEEE 802.22), and WPAN
(IEEE 802.15.3a). This brings another key advantage which is referred to as the
interoperability.

On the other hand, OFDM has some limitation when it is considered as the
physical layer for CR. OFDM cons can be described as follows:

• The OFDM modulated subcarriers have the sinc shape that is considered to have
large sidelobes in both sides. The presence of the large sidelobes of the OFDM
signal results in an interference in the adjacent subcarrier. Many techniques have
been proposed to lower the power leakage to enable the coexistence of CR-
OFDM systems with the primary users.

• In single band CR-OFDM systems, after searching for an available free portion of
the spectrum, one OFDM signal can be transmitted over the available free parts
of the spectrum. Then by shaping the OFDM spectrum, CR can avoid interfering
with the LUs operating on the same band because OFDM is a multiband
approach. Although using single broadband transmission approach facilities the
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system design, it requires high-speed analog to digital converter (ADC) to be
able to sample the wide band signal. On the other hand, the implementation
of wideband multiband OFDM system includes the need for a wide range of
frequency synthesizer, broadband TX/RX switch at the antenna and fast band
hopping to avoid interference to the occupied bands.

• Synchronization is one of the fatal issues that should be taken care of when
designing any OFDM system. In CR, a narrow band interference (NBI) can
interfere with the preamble sequence causing a synchronization problem [8].
Also, pilots could fall into the place of the unused subcarriers which can also
cause a synchronization problem. Therefore, to keep the orthogonality between
subcarrier and to avoid the ICI, all users should be synchronized to the receiver.
Adding longer preambles to CR-OFDM compared to conventional systems is
proposed as a solution [8].

Beyond OFDM from Dynamic Spectrum Access Perspectives

In the previous sections, it is mentioned about that the future-generation cellular
system and CR requirements can intersect to each other. Existing new waveform
designs generally aim to decrease OOB leakage and increase spectral efficiency
compared to OFDM technique which is taken as a reference waveform in most of the
studies. However, computational complexity is an important problem for most of the
new waveforms. Because of that, modified OFDM methods are also very important
in fifth-generation (5G) waveform researches as analyzed in section “Sidelobe
Suppression Techniques”. And, new multicarrier waveforms beyond OFDM are dis-
cussed from a general perspective under two main groups: Orthogonal waveforms in
section “New Waveforms” and non-orthogonal waveforms section “Non-orthogonal
Waveforms”.

Sidelobe Suppression Techniques

Based on the advantages and disadvantages of OFDM, which are given in sec-
tion “OFDM for Cognitive Radio”, there are various modification methods to
overcome some drawbacks of OFDM. The most important and widely used
modifications are related to the sidelobe suppression techniques. OFDM can be
employed in a better way especially for CR applications by using these sidelobe
suppression methods. In this subsection, various sidelobe suppression techniques
are presented under a common umbrella.

There are too many different sidelobe suppression approaches in the literature.
Their performances change according to the various trade-off situations which are
generally originated from the amount of spectral leakage, computational complexity
performance, and BER performance. Among these performance metrics, if the
spectral leakage is not handled, the high spectral sidelobes can create severe adjacent
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channel interference (ACI) problems. Superiorities and drawbacks of these sidelobe
suppression techniques differ.

Time windowing techniques are known as the computationally efficient way
for the sidelobe suppression [9–11]. They modify the shape of OFDM symbols
to suppress sidelobes. Generally, the guard interval is increased while windowing
the time domain OFDM symbols and spectral efficiency is decreased because of
these guard intervals. In one similar time domain approach called as adaptive
symbol transition (AST) [12], the OFDM symbols are extended in time like
in the windowing technique, but the transition signal is optimized adaptively to
minimize ACI. By this way, spectral efficiency can be increased in exchange for the
computational complexity. Rather than windowing techniques, there are also some
filtering methods in the literature; however, they usually increase the computational
complexity and cause long delays while employing filtering operations [12].

For the frequency domain approaches, active interference cancellation (AIC) [13]
and cancellation carriers (CC) [14] are two techniques which smooth the sharp
transitions between OFDM symbols. They reduce interference to white spaces and
provide high spectral efficiency. However, these methods are known as computa-
tionally complex techniques. For example, calculation of cancellation carrier values
increases the complexity. Subcarrier weighting (SW) [15], constellation adjustment
(CA) [16], and constellation expansion [17] are other schemes which include an
extension for the OFDM symbols in time. SW technique multiplies all subcarriers
in specific weights to reduce the sidelobe powers.

A precoder for shaping the spectrum of OFDM is given under mask compliant
precoder (MCP) technique [18] which aims to control the OOB emission levels
without impacting the BER performance. There are also different precoder methods
like N-continuous precoder (NCP) [19], least square notch precoder (LSNP)
[20], and orthogonal precoder (OP) [21]. For NCP technique, OFDM signals are
constructed by precoder that renders the phase and amplitude of the emitted signal
and this method leaves the effective length of the CP unchanged. BER performance
of the NCP method is low compared to conventional OFDM. Generalization of
the N-continuous method with using more degrees of freedom is achieved by
enabling disturbance-free data subcarriers at the receiver [22]. LNSP scheme is
introduced as a spectrum-sculpting and linear precoder that suppresses the power in
predefined parts of the related spectrum flexibly. The computational complexity of
this method is low because of the notching process. In OP technique, N-continuous
OFDM signals are realized as an orthogonal multiplex to increase BER performance
compared to other precoder methods.

One of the low-complexity techniques is sidelobe suppression with orthogonal
projection (SSOP) which is based on orthogonal projection matrix and uses one
reserved subcarrier for recovering the distorted signal in the receiver [23]. In this
method, ISI between the symbols can be removed in the absence of noise by using
the reserved subcarriers. Another sidelobe suppression method is multiple choice
sequences (MCS), and it is based on the idea that transforming the original transmit
sequence into a set of sequences [24]. After that, the sequence with the lowest
sidelobe power is chosen.
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There are also various joint PAPR and OOBE reduction methods in the literature
[25, 26]. And, instead of the sidelobe suppression techniques, there are also
new waveform designs which can be considered as waveform candidates of 5G
and beyond cellular systems. In sections “New Waveforms” and “Non-orthog-
onal Waveforms”, some of these approaches are analyzed from a general
perspective.

New Waveforms

Current waveforms all have various positive and negative properties which push the
research for new waveforms [27]. Optimization of any parameter results in losses
in other parameters. This game of trade-offs has not converged to a fully optimal
solution yet [2]. The proposed waveforms are usually benchmarked against OFDM.

As mentioned in section “OFDM for Cognitive Radio”, OFDM has the following
advantages: It has low computational complexity due to the FFT algorithms,
adjustable bandwidth, simple equalization, and good coupling with multi-input
multi-output (MIMO) systems. The disadvantages of OFDM are high PAPR,
synchronization requirement between users, sensitivity against time and frequency
shifts, and high level of OOBE.

The high OOBE problem limits the OFDM in the framework of new cognitive
radio systems. Most of the new waveforms are generally better than OFDM with
respect to their OOB leakage amounts. However, they generally have some compu-
tational complexity problems compared to OFDM or modified OFDM methods.

Some of the new waveforms proposed to address challenges associated with 5G
and beyond include filtered OFDM (f-OFDM) [28], universal filtered multicarrier
(UFMC) (aka universal filtered OFDM, UF-OFDM) [29], and unique word OFDM
(UW-OFDM) [30]. These waveform designs are backward compatible because the
main structure of the OFDM frame is maintained. However, some other waveform
designs do not have the same frame structure such as FBMC [31,32] and generalized
frequency division multiplexing (GFDM) [33]. FBMC and GFDM are analyzed
under non-orthogonal waveforms in section “Non-orthogonal Waveforms”. Addi-
tionally, some waveform techniques are analyzed from an adaptivity perspective
in section “Beyond OFDM for Adaptation and Flexible Utilization of Various
Resources”.

As mentioned previously, filtering and windowing methods can be used to
suppress the sidelobes after pulse shaping. At the transmitter, the OOB emission
levels are suppressed when the windowing technique is applied. Suppressing
the OOB emission levels reduces the interference among adjacent channels and
provides better adjacent channel leakage power ratio. Alternatively, different-length
filters can be applied either to a group of subcarriers or to all the subcarriers for
one OFDM frame in f-OFDM and UF-OFDM techniques. Besides, the windowing
technique helps to reduce the interference between the users within one band by
lowering the in-band emissions at the receiver.
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In f-OFDM, a different number of subcarriers are grouped into subbands for
different users and applications. Based on these subbands, the appropriate IFFT,
different length CP addition and filtering operations are performed [28]. Filters
are designed to reduce OOBE. However, these operations destroy the orthogonality
between the subbands and may cause inter-user interference. Some other details
related with the adaptivity of f-OFDM are presented in section “Filtered OFDM
with an Adaptivity Perspective”.

In UFMC, subcarriers are grouped in subbands, and these subbands are filtered
with either the same filter or different filter functions. IFFT is performed to each
subband separately and zero guard (ZG) is added afterward in place of CP [29].
UFMC has less OOBE and higher spectral efficiency when compared to CP-OFDM
due to the filtering performed.

Conventional pulse shaping and filtering may not be sufficient to meet the needs
of a wide range of transmitted and received signals. Additional processing on top
of grid design, filtering, and pulse shaping can be used to modify the signal and
its structure to optimize the waveform design. For example, unique word (UW)
[30] and zero tail (ZT) [34] have been proposed for future-generation wireless
communications systems which can be considered as pre/post processes. These
techniques aim to deal with disadvantages of the hard-coded CP.

The pre- and post-processing techniques may have purposes such as easing the
equalization [34,35], reducing spectral leakage emission [18], reducing PAPR [36],
improving physical layer security [37], and even joint goals [38]. Structural or
adaptive processing techniques are used to improve different aspects of the wireless
communications system that cannot be solved only by filtering and lattice design.
They can be gathered under the pre- and post-processing at transmitter and receiver,
respectively.

In CP-OFDM, CP is used to prevent ISI between consecutive symbols and
eases the frequency domain equalization by transforming the linear convolution
of transmitted OFDM symbols to a circular convolution. In UW-OFDM, the UW
process improves the aforementioned gains by placing the same known sequence
between all consecutive symbols [30]. Since the sequence is known, it can be used
for the synchronization, and channel estimation can be done at the receiver. Also,
it eliminates the need for dedicated pilot subcarriers used in CP-OFDM. Compared
to CP-OFDM, UW-OFDM trades off a gain in OOBE with increased computational
complexity.

The inflexibility of the duration of hard-coded CP is another disadvantage of
CP-OFDM. If CP length is longer than required duration, resources are not used
efficiently. Otherwise, it causes an insufficient mitigation against ISI. In zero-tail
DFT-spread OFDM (ZT DFT-s OFDM), the ZT procedure generates low power
samples, which are called as tails, inside the FFT duration, and they are adjusted
according to different channel delay spreads to increase spectral efficiency [34].
This conserves the same total symbol duration even with different guard durations.
For 5G heterogeneous networks operating over different frame structures and
different symbol lengths, the usage of flexible guard time becomes a promising
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feature, making ZT DFT-s OFDM a candidate. The drawback is the uncontrollable
ISI in the case of unusually long delay spreads.

By the way, from the CR design perspectives, multicarrier waveform methods
need to be discussed rather than single-carrier methods. There are various single-
carrier waveform methods especially for the 5G uplink systems. However, they
are not suitable for the CR applications because it is a need for more carriers to
switch on and switch off between these carriers. At this point, DFT-s techniques
can be thought as mixed waveform types of multicarrier and single-carrier methods
according to the number of subcarrier groups. If there are fewer subcarrier groups,
DFT-s method behaves like a single-carrier method. On the contrary, DFT-s method
can be analyzed like a multicarrier waveform technique. DFT-s OFDM techniques
and their variations introduce flexible physical layer for the future-generation
cellular systems and CR applications.

There are also some other DFT-s OFDM-based waveform suggestions in various
publications. These suggestions include some modifications to the new waveforms
which are given in this subsection. UW DFT-s OFDM method modifies ZT DFT-
s OFDM and UW-OFDM techniques by removing the impact of symbols on the
tail of the transmitted signal [39]. In another study of the same authors, UW
DFT-s Windowed OFDM is proposed which uses a frequency domain windowing
technique as in GFDM to suppress the leakage to the tail of the DFT-s OFDM
symbols [40]. Guard interval (GI) DFT-s OFDM scheme uses an adaptive GI of
variable size to decrease PAPR while providing similar OOBE compared to DFT-s
OFDM and CP-OFDM techniques [41]. Another paper introduces generalized DFT-
s OFDM which replaces the CP with a sequence having a tunable length to provide
more flexibility [42]. Some other details related with the adaptivity of DFT-s OFDM
methods are presented in section “New Adaptive Waveforms”.

A generic block diagram of the transmitter and receiver designs for major
waveforms developed for 5G can be seen in Tables 1 and 2, respectively. Some
basic differences between these waveform designs are given in these tables. For ZT
DFT-s OFDM method, M is less than N .

Non-orthogonal Waveforms

There are also new non-orthogonal waveforms which ignore the assumption of strict
synchronization and orthogonality in the wireless network systems. For example,
different non-orthogonal waveform designs were studied in some EU projects like
PHYDYAS (Physical Layer for Dynamic Access and Cognitive Radio) and 5GNOW
(5th Generation Non-Orthogonal Waveforms for Asynchronous Signalling). FBMC
and GFDM are two techniques analyzed in these EU projects. Generally, these
methods may need interference suppression techniques on the receiver side of the
transceiver systems.

In FBMC, a different filter is used for each subcarrier and these filters are not
orthogonal in the complex plane. Polyphase network (PPN) approaches are taken
for better performance [43]. To achieve better filtering performance, symbols are
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Table 1 Generic block diagram of the transmitter designs for major waveforms developed for 5G

ZT DFT OFDM synthesis CP/ZG/UW Filtering

CP-OFDM IFFT CP

f-OFDM IFFT with
different lengths
for each subband

Different-
length CPs
for each
subband

Subband filtering
using filters with
different lengths

UFMC Separate N-point
IFFT for each
subband

ZG between
subbands

Subband filtering

UW-OFDM IFFT UW

ZT DFT-s
OFDM

ZT M-point DFT N-point IFFT

FBMC IFFT Subcarrier
filtering

GFDM GFDM
modulator

CP

Table 2 Generic block diagram of the receiver designs for major waveforms developed for 5G

Filtering Removing CP FFT IDFT Other processes

CP-OFDM Yes FFT

f-OFDM Yes Yes FFT

UFMC 2N-point FFT

UW-OFDM FFT Removing UW

ZT DFT-s OFDM N-point FFT M-point IFFT Removing zeros

FBMC Yes FFT

GFDM Yes GFDM demodulator

modulated using offset QAM (OQAM) [32]. FBMC has extremely low OOBE
due to the utilization of very long filters. However, these long filters increase
the computational complexity and decrease the spectral efficiency with their tails.
FBMC is not well suitable for MIMO since the filters span a few symbols [44].

Comparing UFMC to FBMC, the shorter filters utilized in UFMC decrease the
access delays introduced by the waveform. The same reason makes UFMC less
computationally complex compared to FBMC, but UFMC is still more computa-
tionally complex than CP-OFDM.

In GFDM, time blocks are divided into shorter duration symbols, which results in
wider band subcarriers compared to CP-OFDM [33]. The cyclic filters used for each
subsymbol adds CP before GFDM blocks. Filtering is performed per subcarrier as in
FBMC. Different than FBMC, the subcarriers are upsampled before filtering is per-
formed, resulting in shorter access delays. ICI introduced by the non-orthogonality
requires utilization of cyclostationarity-based interference suppression techniques at
the receiver, which greatly increases receiver complexity. Some other details related
with the adaptivity of GFDM are presented in section “Generalized Frequency
Division Multiplexing with an Adaptivity Perspective”.
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For the beyond of 5G, more adaptive, flexible, and hybrid systems with mixed
numerology structures are needed. In section “Beyond OFDM for Adaptation and
Flexible Utilization of Various Resources”, this type of systems is explained in
more details, and new waveforms beyond OFDM are discussed from an adaptivity
perspective.

Beyond OFDM for Adaptation and Flexible Utilization of Various
Resources

From the adaptivitiy perspective, OFDM is a multicarrier modulation scheme that
has the potentials that makes it suitable for CR. OFDM provides a high degree
of adaptation in many aspects which are described in section “OFDM from the
Adaptivity Perspective”. There are also other new adaptive waveforms like DFT-
s methods which are explained in section “New Adaptive Waveforms”.

OFDM from the Adaptivity Perspective

Adaptive CP
In a multipath environment, the transmitted symbol reaches the receiver from
different propagation paths with different time delays. Therefore, the duration of the
received symbol is stretched causing some overlapping with the previously received
symbols. This overlapping caused by the multipath propagation is usually referred
to as ISI. Also, there is another kind of interference called ICI that arises with the ISI
when there is no guard time between the consecutive OFDM symbols or when the
guard time is insufficient. The integer number of cycles for each subcarrier within
the FFT interval is no longer maintained due to the phase transition introduced by
the previous symbol. A zero guard time that has a length greater than or equal
to the maximum excess delay can be used to accommodate the spreading of the
previous symbol and eliminate the ISI. At the receiver, the guard time including the
interfering parts is discarded before the FFT operation. Although the guard time can
be sufficient to cope with the ISI between the adjacent received OFDM symbols,
OFDM symbol still suffers from a self-interference caused by the delayed replicas
arriving from different propagation paths as shown in Fig. 1. The orthogonality of
subcarriers is lost due to the multipath propagations. The reason is that there is no
longer an integer number of cycle’s difference between the subcarrier within the
FFT interval. Alternatively, CP that is a guard time inserted between consecutive
OFDM symbols, can restore the orthogonality by converting the linear convolution
channel into a circular convolution channel. It is done by copying enough number
of time samples from the end of the OFDM symbol and appending them into the
front.

In order to handle with this distortion, a one-tap channel equalizer can be used
for each subcarrier. In the receiver, the output samples of the FFT is multiplied
by the corresponding channel equalizer coefficient. On the other hand, using CP
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Fig. 1 Guard interval solves ISI, but does not solve the self-interference due to multipath
propagation

results in energy waste by transmitting redundant OFDM samples that are used to
mitigate ICI and ISI. Also, ICI occurs in the time-varying multipath channels, where
the Doppler shifts cause frequency offset on the subcarriers, then ICI and a loss of
orthogonality. For large Doppler frequency, fd , values, the channel varies faster
relatively to the OFDM symbol duration resulting in ICI and a degradation in the
BER performance. While, for small Doppler frequency values, the channel varies
slowly relative to OFDM symbol duration yielding to performance that is close to
the flat fading channel.

As not having a sufficient CP length can cause interference problems and
degradation on the quality of communication, also having unnecessary long CP
causes a waste of resources and degradation in the throughput. CP contains a
redundant data that is not being processed and discarded at the receiver prior
to demodulation. Therefore, CR needs to adaptively change CP duration after
estimating the channel in order to maintain ISI and ICI-free signal while achieving
the maximum throughput possible. As discussed previously, the amount of effect
that ISI causes can be reduced by increasing the OFDM symbol duration. And the
symbol duration is proportional to the number of subcarriers for a given bandwidth.
Therefore, it shows that a small number of subcarriers is better than a large number
of subcarriers for ISI. Long OFDM symbols are more immune to frequency-
selective fading channels. However, they are more sensitive to time-selective fading
channels. Time selectivity causes the loss of orthogonality. Therefore, in doubly dis-
persive channels an optimum combination of CP and number of subcarriers should
be selected depending on the required BER performance, available bandwidth, and
the available transmitted power.

Adaptive Modulation and Subcarrier Allocation
Adaptive modulation is one of the techniques used to enhance the performance of
an OFDM system. Assuming all subcarriers transmit at the same power level. If the
transmitter knows the instantaneous channel transfer function, then the subcarriers
with large channel gains can transmit more bits per OFDM symbol using higher
order modulations, while the subcarrier that suffers from low channel gains “deep
fading” can carry less number of bits or no bits per OFDM symbol to enhance the
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Fig. 2 Low channel gains at the locations of the subcarriers of the first user corresponds to high
channel gains for the same group of subcarrier of the second user

BER performance. Since different subcarriers suffer from different channel gains
and transmit at different rates “bits per OFDM symbol,” then the transmit power
level of each subcarrier should be changed accordingly. In frequency-selective
channels, some subcarriers suffer from deep fades, as a result, a large number
of subcarriers could be left without being utilized causing waste of resources. In
a multiuser scenario, the deep fading affecting portion of the subcarriers of one
user might not also be affecting the same portion of subcarriers of other users, as
illustrated in Fig. 2. In static resource allocation such as TDMA and FDMA, users
are allocated to predetermined time slots or frequency bands, the unused subcarriers
in the time slots or frequency bands of one user cannot be used by the other
users. Figure 3 shows the differences between the three static resource allocation
schemes. In OFDM-TDMA, the subcarriers are not shared with other user(s) during
a predetermined TDMA time slot. Each user is assigned in a predetermined time
slot to use the subcarriers in that time slot separately. While in OFDM-FDMA, each
user is assigned a predetermined group of subcarriers to be used at all times by
single users. Another version of OFDM-FDMA is referred to as OFDM-interleaved-
FDMA, which is similar to OFDM-FDMA, except that the subcarriers assigned to
each user are not consecutive, the subcarriers of one user are merged within the other
user’s subcarriers. Therefore, multiuser adaptive subcarrier allocation, depending
on the instantaneous channel response of the users, allows better utilization of the
resources since there is a benefit of the subcarriers that suffers from deep fade at one
user by other users.

One of the objectives in an adaptive multiuser subcarrier, bit, and power
allocation system is to minimize the overall transmit power [45]. At the transmitter,
the total number of bits that need to be transmitted from K users are fed to
subcarrier and bit allocation block that allocates the bits from different users to
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Fig. 3 (a) OFDM-TDMA, (b) OFDM-FDMA, (c) OFDM-interleaved-FDMA

different subcarriers. The transmitter is aware of the instantaneous channel gains
from the K users on all the subcarriers. The transmitter exploits the extracted
channel information by applying them to a subcarrier, bit, and power allocation
algorithm which assigns different subcarriers to different users. And, the adaptive
modulator chooses a modulation scheme and the transmit power level depending on
the number of bits assigned on each subcarrier.

Adaptive OFDMA Frame Structure: “Adaptive Lattice”
The frame consists of multiple OFDMA symbols that have a structure in time and
frequency referred to as lattice. The structure of all the OFDMA symbols within
the frame defines the structure of the whole frame. The structure of OFDMA
symbols in time and frequency domains is determined by different parameters,
but the fundamental parameters are mainly the subcarrier spacing (�f ) and the
cyclic prefix duration (Tcp). In conventional OFDMA systems, the frame structure
is fixed, meaning that the design parameters chosen (Tcp and�f ) for all the OFDM
symbols within the frame are set to a fixed value that is chosen considering the worst
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case communication channel to guarantee to maintain the orthogonality between
the subcarriers within one OFDM frame. The interference is composed of ISI in
doubly dispersive channels. It is caused by the time dispersion due to the multipath
propagation and ICI. The motion of the transmitter, the receiver, or the objects in
between causes a frequency spreading which is also the reason of ICI. Depending on
the channel characteristics of the users, the time and frequency dimensions might
be exposed to different time and frequency responses at the same. Although the
conventional approach in designing the frame structure provides an immunity to
different channel conditions, it ignores the fact that not all the users within the
frame undergoes to the worst channel condition in time and frequency at all times.
For example, the conventional approach does not consider the user with a less
maximum excess delay than the worst maximum excess delay spread as the users
close to the base station; also it doesn’t consider stationary users with narrower
subcarrier spacing. Other approaches follow different strategies by treating the
user’s communication channels fairly rather than equally when designing the frame
structure. The new approach in [46] aims to improve the spectral efficiency while
maintaining the frequency spread immunity by classifying the OFDMA symbols
within the frame into different cases according to the user’s channel response in
doubly dispersive channel as shown in Fig. 4. Having multiple users with different
doubly dispersive channels is exploited by adapting the time-frequency structure of
OFDMA scheme. Having large subcarrier spacing provides immunity to ICI, but
on the other hand, smaller subcarrier spacing improves the spectral efficiency. Also,
the subcarrier spacing is related to delay spread characteristics of the channel by the
relation that connects the subcarrier spacing and the symbol duration Ts by:

Ts D
1

�f

(1)

Additionally, the subcarrier spacing indirectly impacts Tcp , which depends on
the delay spread characteristics of the channel. Longer Tcp is desirable to avoid
ISI between OFDMA symbols, while shorter Tcp increases the spectral efficiency.
This approach is based on prior knowledge of the channel statistic that the frame
structure is designed base upon it. Prior knowledge of channel statistics is used to
reduce feedback requirements.

New Adaptive Waveforms

Zero-Tail DFT-s OFDM with an Adaptivity Perspective
As being mentioned previously, in OFDM and DFT-spread-OFDM, the problem
of ISI that is caused by the multipath channel effect is being taken care of by
copying the last part of the time domain signal and appending it at the beginning
before the transmission which is referred to as CP. Then at the receiver, the effect
of ISI is being removed by discarding the CP part and applying single tap equalizer
after the IFFT process to get rid of the ICI caused by the multipath effect [47].
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Although CP approach has a great role in protecting the signal against the multipath
channel effect, it still suffers from some limitation in terms of its flexibility. Since,
CP duration is agreed on in prior according to the channel characteristics, e.g.,
maximum channel delay spread, it becomes not feasible to change the CP duration
while maintaining their fit in one millisecond subframe duration. Also, since the
CP is pre-agreed on prior to channel delay spread then this either results in and
excessive CP duration for the users who observe less channel delay spread, or it can
result in insufficient CP duration for user who observe high channel delay spread,
allowing some leakage from the previous symbols which result in degradation
in the system performance. While ZT DFT-s OFDM is a new approach which
generates an internal GI between the consecutive symbols by adding zero tail at
the beginning of the DFT process after the data symbols [34]. Thus, even if the
guard interval changes, the complete symbol duration remains the same. Also, it
is worth mentioning that this GI that appears after the IFFT process; it does not
have a zero power; however, it has a low-power samples at the tail due to the
spreading that happens after the DFT and IDFT processes. Furthermore, adding
some zero before the data symbols (at the header of the data symbols) to the
input of DFT block enhances the OOB emission by making the smooth transition
between the consecutive symbols. The basic structure for the ZT DFT-s OFDM is
shown in Fig. 5.

Fig. 5 ZT DFT-s OFDM structure
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Unique Word DFT-s OFDM
UW DFT-s OFDM can be seen as a general case which ZT DFT-s OFDM have
flowed from it. Instead of generating a zero (or low-power) time domain samples
at the beginning and at the end of the DFT-s OFDM symbol, UW DFT-s OFDM
generates a non-zero fixed samples at the end and the beginning of the DFT-s OFDM
symbol. This non-zero-sample can be generated by adding a signal which is referred
to as UW. This UW signal can either be added in time domain with two steps, or
in the frequency domain in one step [30]. The two-step approach is done be firstly
generating a ZT DFT-s OFDM symbol by inserting zeros at the head and tail of
the data symbols before the DFT process. Then add the UW signal in time domain
after the IDFT process. This two-step approach is used, then the UW should be
generated within the transmission bandwidth. Additionally, any interference that
could occur due to the addition of the UW signal should be handled at the receiver.
Alternatively, the second approach which is a one-step approach maintains the
orthogonally between the UW signal and the DFT-s OFDM signal by replacing the
zeros added at the beginning of DFT block by a unique fixed sequence to generate
the unique word at the output of the IDFT block. Thus, the UW signal and the DFT-
s OFDM signal are orthogonal since they use different input signals at the DFT
block. Additionally, it worth to mention that the since the UW is generated by a
fixed sequence, it can be used in the estimation of noise variance and tracking [48]
and also in phase tracking algorithms [49]. General solutions and challenges for the
flexible DFT-s OFDM techniques are analyzed in [40]. The basic structure for the
UW DFT-s OFDM is given in Fig. 6.

Fig. 6 UW DFT-s OFDM structure
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Filtered OFDM with an Adaptivity Perspective
OFDM signal is not well localized in frequency due to the presence of the
large sidelobes. Therefore, at least 10% guard band is required to meet the OOB
leakage rejection requirements. Also, OFDM is not a flexible waveform with fixed
subcarrier spacing and have limited options in CP. Also, OFDM is not suitable
for asynchronous transmission across different subbands do to the high OOB
emission. And most importantly, conventional OFDM does not allow using different
configurations (e.g., subcarrier spacing, CP duration, etc.) across different subbands.
f-OFDM enables the use of different waveforms with different configurations. While
the conventional OFDM makes the whole frequency band as one block with the
same subcarrier spacing and the same CP. While in f-OFDM the whole frequency
band is divided into smaller subbands with different bandwidths and different
subcarrier spacing and each subband can have different CP duration, this provides
the flexibility in both frequency (subcarrier spacing and subband bandwidth) and in
time (symbol duration, CP duration). Then after each subband has its own filter that
is applied to it. f-OFDM allows the support of asynchronous transmission across the
subbands and the support of mixed numerologies due to better OOBE at the expense
of a lower number of guard tones between neighboring subbands.

The filters considered in f-OFDM is designed by multiplying a sinc function
in time domain, which has an ideal response in the frequency domain, by a time
domain window function (e.g., Hanning, root-raised cosine (RRC)), which is well
localized in time, to produce a filter which has better localization in time and
frequency domains for better ICI and ISI. Frequency domain filtering is preferred
for simple implementation via an overlap-save algorithm [50]. The basic structure
of f-OFDM is given in Fig. 7.

Fig. 7 f-OFDM structure
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Generalized Frequency Division Multiplexing with an Adaptivity
Perspective
In the literature, GFDM is presented as a flexible waveform that can be customized
to correspond to either OFDM or DFT-s OFDM as two extreme cases of GFDM.
Also, GFDM can be customized by adjusting some of its parameters to be able
to adapt to different requirements and channel conditions. Moreover, GFDM has
shown enhancement in lowering the OOB radiation when it is compared with
OFDM. However, even a lower OOB can be achieved by applying windowing to
GFDM as an additional process at the expense of increasing the complexity.

These features of flexibility and lowering the OOB are achieved by changing the
building unit of the system which is the pulse shape. Unlike OFDM which uses a
rectangular pulse shape in time domain that extends to only one OFDM symbol,
GFDM uses a pulse shape that spreads to multiple subsymbols. In GFDM, the pulse
shapes are overlapped in time domain by circularly shifting the pulse shape across
all the subsymbols within one GFDM symbol. GFDM, like some other waveforms,
works on enhancing the OOB emission by filtering each subcarrier, leading to better
immunity against ICI and relaxing synchronization requirements. As illustrated in
Fig. 8, GFDM can be converted to DFT-s OFDM by settingK D 1; thus, the number
of subsymbols increases M D N . On the other hand, GFDM can correspond

Fig. 8 GFDM structure
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to OFDM waveform by elegantly setting M D 1 and increasing the number of
subcarriers to K D N .

Conclusion and Future Directions

As it is discussed, OFDM is seen as a promising physical layer candidate for CR.
It has high level of flexibility and high level of adaptation to the open opportunities
in the spectrum and to different conditions. However, OFDM still suffers from
limitation such as high OOBE, requiring strict synchronization, and some other
drawbacks. Some of those problems have been solved with some additional
processing done on the OFDM signal. On the other hand, other waveforms that
have better characteristics than OFDM can be thought of as a good alternative for
CR physical layer. Those waveforms have a wide range of adjustable parameters that
grants them a high level of flexibility and adaptivity which are important aspects of
the CR physical layer. Moreover, adaptive waveform designs can be multiplexed in a
hybrid structure to provide more flexible and adaptive solutions. In hybrid structures,
different waveforms may be employed under the same cell. Thus, hybrid structure
designs can let the future communications systems benefit from different techniques
and choices for different times and conditions.
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Abstract

A cognitive radio (CR) system aims at an efficient utilization of the spectrum
below 6 GHz – suitable for mobile communications – by enabling a secondary
access to the licensed spectrum while ensuring a sufficient protection to the
licensed users. Despite the fact that an extensive amount of literature has been
dedicated to the field of CR, its performance analysis has been dealt inadequately
from a deployment perspective, therefore making it difficult to understand the
extent of vulnerability caused to the primary system. Following a deployment
perspective, it has been identified that the involved channels’ knowledge is
pivotal for the realization of CR techniques. However, the aspect of channel
knowledge in context of CR systems, particularly its detrimental effect on the
performance, has not been clearly understood. With the purpose of curtailing this
gap, this chapter proposes a successful integration of this knowledge by carrying
out estimation of the involved channels within a CR system. More specifically,
this chapter outlines the following two aspects: first, this chapter establishes an
analytical framework to characterize the degradation in the performance due to
effects such as time allocation and variation, arising due to imperfect channel
knowledge. Second, this chapter features performance tradeoffs that determine
the maximum achievable throughput of the CR systems while satisfying the
interference constraint.

Introduction

Since the invention of smart devices, the mobile traffic has been increasing
tremendously over the last decade. According to the recent surveys on mobile traffic
by prominent market leaders (Cisco [15] and Ericsson [20]), the existing mobile
traffic is expected to increase 11-fold by 2021. The wireless community including
the standardization bodies (3GPP) believe that the state-of-the-art standards (fourth-
generation (4G) – LTE, WiMAX) are not capable of sustaining these ever-increasing
demands in the upcoming decade. With this situation in hand, the standardization
bodies are currently in the phase of conceptualizing the requirements of the fifth
generation (5G) of mobile wireless systems. Some of these major requirements
are (i) areal capacity in bits/sec/m2 must increase by a factor of 1000 compared
to 4G, (ii) low latency of approximately 1 ms, and (iii) energy- and cost-efficient
deployment [3].

The feasibility of these requirements can be envisaged through the application of
promising approaches such as maximization of the spatial degrees of freedom (using
techniques like massive MIMO [50] and 3D-beamforming [33]), in-band full duplex
communications [64], small cell densification [2, 24], alternatives to the already
allocated spectrum – such as millimeter-wave technology (mmW) [62], visible light
communications [76], and cognitive radio (CR) communications – and waveform
design [65]. A classification of these approaches is described in Fig. 1. In order
to narrow down the perspective, in this chapter, a deployment scenario that lays
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Fig. 1 An illustration of the potential approaches considered under the 5G framework

emphasis on the small cell densification and the implementation of CR is proposed.
Before proceeding further, it is essential to briefly discuss some of the prerequisites
that render small cell densification and CR communication approaches, particularly
their combination, a suitable candidate for a 5G network.

Small Cell Densification
In the recent past, small cells (SCs) have emerged as a potential solution for
coverage and capacity enhancements inside a wireless network. An SC represents
a low-power station that ranges from 10 to 100m. The reduced transmit distance
accomplished with the deployment of SCs enhances the link quality and aids spatial
reuse [13]. As a result, small cell densification can leverage the areal capacity of a
5G network [3]. Because the capacity increases linearly with the number of SCs,
it is infeasible to procure the factor of 1000 in the areal capacity with densification
alone. In addition, the operation and the integration of these substantial number of
SCs to the backhaul network are cost- and energy-intensive for the mobile operator.
Therefore, the degree to which the densification can be achieved by a wireless
network is rather limited.

Additional Spectrum
Complementing the SCs, an additional spectrum is envisioned as a power source
that is capable of sustaining the desired areal capacity for 5G. In consideration to
the present allocation of the spectrum below 6 Hz to different wireless services, it is
difficult to procure an extension to the already available spectrum to the mobile
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communication. Before investigating the potential candidates for the spectrum
extension, it is necessary to consider the following classification of the spectrum:
(i) > 6 GHz; (ii) � 6 GHz. This sort of classification allows us to focus on the
feasibility characteristics and the issues thereof.

The spectrum beyond 6 GHz largely entails the mmW, which is well known
for point-to-point communications. Recently, it is envisaged as a powerful source
of spectrum for 5G wireless systems. However, the mmW technology is still in
its initial stage, and along with complex regulatory requirements in this regime,
it has to address several challenges like propagation loss, low efficiency of radio-
frequency components such as power amplifiers, small size of the antenna, and link
acquisition [62]. Therefore, in order to capture a deeper insight of its feasibility
in 5G, it is essential to overcome the aforementioned challenges in the near
future.

In contrast to the spectrum beyond 6 GHz, an efficient utilization of the spectrum
below 6 GHz presents an alternative solution. The use of the spectrum in this
regime (below 6 GHz) is fragmented and statically allocated [56, 57], leading to
inefficiencies and the shortage in the availability of the spectrum for new services.
A glimpse of the measurement campaign demonstrating the underutilized spectrum
is presented in Fig. 2. The measurements, acquired during the peak hours, illustrate
the spectrum occupancy for the GSM 1800 MHz downlink sub-channels. The low
spectrum occupancy for most of the sub-channels clearly signifies the fact that the
demand for the additional spectrum can be fulfilled only by managing the utilization
of the available spectrum efficiently.

In this perspective, CR is foreseen as one of the potential contenders that
addresses the spectrum scarcity problem. Since its origin by Mitola et al. in 1999
[58], this notion has evolved at a significant pace and consequently has acquired
certain maturity. Despite the existence of the theoretical analysis, from a deployment
perspective, this technology is still in its preliminary phase [60]. In order to
curtail the gap between the theoretical models and the practical implementations,
recently, the wireless community has started to show an inclination toward models
and/or techniques as indicated by the increased promotion of hardware implemen-
tation/demonstration or the events such as spectrum challenge [44] in conferences
like IEEE DySPAN. Hence, facilitating a hardware implementation of this concept
in a way encourages the disposition of CR systems in the upcoming 5G wireless
systems. Motivated by this fact, this chapter focuses on the performance analysis of
CR systems from a deployment perspective.

In contrast to the radio-frequency (RF) spectrum, visible light communication
(VLC) has started to gain extensive attention for 5G wireless communication and
hence deserves consideration in context to spectrum extension. Despite the fact that
VLC offers some attractive characteristics like spatial, spectrum reuse, high-energy
efficiency, and security, it has to overcome certain challenges such as mobility and
adverse effect of atmospheric conditions while operating outdoor [76].

In order to enhance the readability, this chapter is organized as follows: sec-
tion “Cognitive Radio Systems ” features different CR systems. Next, to illustrate a
successful incorporation of the CR in a 5G network, a specific use-case (deployment
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Fig. 2 A snapshot of a hardware demonstrator that measures the spectral occupancy in GSM
1800 MHz downlink channels, whereby the red slices represent the spectrum occupancy (1 or 0)
corresponding to a single measurement at a given time instant. The bar plots illustrate the spectrum
occupancy (u) for each channel with a history of 500 measurements [40]

scenario) is presented subsequently in section “Cognitive Small Cell: A Prominent
Use-Case”. Section “Performance Analysis of CR Systems: A Challenging Task”
brings out the key aspects that are pivotal to performance analysis of a CR
system. Subsection “Imperfect Channel Knowledge” underlines the significance
channel knowledge with regard to the realization of CR techniques on a hardware
platform. It also describes the harmful effects arising due to the imperfect channel
knowledge, leading to performance degradation. In order to justify this argument,
section “Interweave System: A Case Study” presents a case study that incorporates
channel estimation to characterize the performance of CR as interweave system.
Thus, the indoor deployment scenario is transformed into an interweave scenario,
whereby a spectrum sensing mechanism is employed at the CR, enabling a
secondary access to the licensed spectrum. In addition, this section establishes an
analytical framework to capture the effect of imperfect channel knowledge on the
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Table 1 Definitions of acronyms and notations used

Acronyms and notations Definitions

AC, OC Average Constraint, Outage Constraint

CR Cognitive Radio

CSC, CSC-BS, MC-BS, MS Cognitive Small Cell, Cognitive Small Cell-Base Station,
Macro Cell-Base Station, Mobile Station

IM, EM Ideal Model, Estimation Model

IS Interweave System

PU – PT, PR Primary User – Primary Transmitter, Primary Receiver

SU – ST, SR Secondary User – Secondary Transmitter, Secondary Receiver

H1;H0 Signal plus noise hypothesis, noise only hypothesis

fs Sampling frequency

�est; �sen Estimation time, sensing time interval

T Frame duration

Pd;Pfa Detection probability, false alarm probability
NPd Target detection probability

�d Outage constraint over detection probability

hp,1; hp,2; hs Channel coefficient for the link PT-ST, PT-SR, ST-SR

�p,1; �s Signal to noise ratio for the link PT-ST, ST-SR

�p,2 Interference (from PT) to noise ratio for the link PT-SR

Rs Throughput at SR

C0;C1 Date rate at SR without and with interference from PT

 Threshold for the energy detector

F.�/ Cumulative distribution function of random variable .�/

f.�/ Probability density function of random variable .�/b.�/ Estimated value of (�)
Q.�/ Suitable value of the parameter (�) that achieves maximum

performance

E.�/ Expectation with respect to (�)

P Probability measure

T.�/ Test statistics

�2s ; �
2
w Signal variance at PT, noise variance at ST and SR

performance. Section “Research Directions” presents some possible direction for
further research. Finally, section “Conclusion” concludes this chapter. Table 1 lists
the definitions of acronyms and important mathematical notations used throughout
this chapter.

Cognitive Radio Systems

In order to proceed further, it is essential to understand the classification of different
CR systems described in the literature. An access to the licensed spectrum is an
outcome of the paradigm employed by a secondary user (SU). In this context, all CR
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Fig. 3 A classification of
different CR systems and
some specific CR techniques
that allow shared access to
the licensed spectrum
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systems that provide shared access (used interchangeably with secondary access) to
the spectrum mainly fall under the following categories [30]; please consider Fig. 3
for a graphical illustration of different CR systems, including some specific CR
techniques:

• According to interweave system (IS) , the SUs render an interference-free access
to the licensed spectrum by exploiting spectral holes in different domains such
as time, frequency, space, and polarization.

• An underlay system (US) enables an interference-tolerant access, according to
which the SUs are allowed to use the licensed spectrum (e.g., ultra-wide band
(UWB)) as long as they respect the interference constraints of the primary
receivers (PRs).

• A hybrid system (HS) combines the benefits of the IS (agility to detect spectrum
holes in different domains) and the US (interference-tolerant capability) so that
the spectrum available for performing secondary access can be used efficiently.

• An overlay system considers advanced transmission and coding strategies, which
include the participation of higher layers for enabling the spectral coexistence
between two or more wireless networks.

The IS, the US, and the HS are closely associated with the physical layer; hence,
these systems are mostly considered not only for the theoretical analysis but for
practical implementations as well [6, 9, 10, 40, 41, 44, 47, 63]. Underlying this fact,
this chapter establishes a deployment-centric viewpoint toward these CR systems.
In order to illustrate a successful incorporation of the CR in a 5G network, a specific
use-case (deployment scenario) is presented subsequently.

Cognitive Small Cell: A Prominent Use-Case

It is evident from the previous discussion in section “Introduction” that the spectrum
extension via CR systems and SC densification is significant to the 5G system.
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Based on this, a preliminary concept of cognitive small cell (CSC), a promising
application that combines the benefits from the SC deployment and the efficient
usage of the spectrum below 6 GHz, by realizing CR, is presented. A typical
scenario where the CSC finds its application would be the coexistence of Wi-Fi
or unlicensed small cell and wireless cellular systems [7]. The notion of CSC has
been previously investigated by Elsawy et al. [19], where the authors primarily
emphasized on the modeling techniques that depict the positioning of several
CSCs inside the network. The modeling is based on stochastic geometry, which
allows a spatial averaging over multiple network geometries [32]. Due to this, the
performance analysis of the CSC has been limited mainly to network abstraction.
In contrast, this chapter examines the fundamental aspects encountered while
deploying a CSC, which otherwise could forbid its realization of this concept
over the hardware. A comprehensive incorporation of CSC in a preliminary 5G
architecture is illustrated in Fig. 4. In order to enhance the viability of the proposed
network architecture, it is reasonable to highlight some of the essential ingredients
pertaining to the deployment of the CSC.

Network Elements

In order to propose a successful integration of CSC in a 5G network, the following
key elements are essential: a CSC-base station (CSC-BS), a macro-cell-base station
(MC-BS), and mobile stations (MSs), cf. Fig. 4. MSs are the devices either served

Fig. 4 An illustration of the CSC deployment in a 5G network



4 Modeling and Performance Analysis of Cognitive Radio Systems: : : 95

by the MC-BS over a direct access link or the CSC-BS over an indirect access link.
The direct access and the indirect access are the nomenclature used to distinguish a
state-of-the-art (spectrum) access between the MC-BS and the MS from an access
between the CSC-BS and the MS representing a CR communication, respectively.
Furthermore, the MC-BS is connected to several CSC-BSs over a wireless backhaul
link. Although the MC-BS and the MS already exist in the conventional cellular
architecture, to incorporate the opportunistic access inside the CSC, it is necessary
to consider a functionality upgrade.

Spectrum Access

In the proposed network architecture, the access to the spectrum is realized over the
wireless backhaul, the direct access, and the indirect access links, cf. Fig. 4.

1. A wireless backhaul is a point-to-point wireless link between the CSC-BS
and the MC-BS that relays the traffic generated from the CSC to the core
network. With regard to the densification of the CSC in 5G network, the wireless
backhaul link, in contrast to the optical fiber link, presents a cost-effective and
energy-efficient alternative to the mobile operator. With limited infrastructure
required for the deployment, wireless backhauling accelerates the installation
process and promotes scalability of the network. For the wireless backhaul link,
considering that it is utilized for a longer time duration, an exclusive spectrum
represents a viable option. In this context, it is sensible to nominate a mmW band;
alternatively, an exclusive band below 6 GHz can be acquired using the principles
of licensed shared access (LSA) [21].

2. A direct access link represents a direct access of the MS at the MC-BS over the
allocated spectrum. Consequently, the spectrum access for this link is analogous
to the one existing in the state-of-the-art wireless standards.

3. The CSC elements (the CSC-BS and the MS) are responsible for executing the
secondary access to the licensed spectrum. The additional spectrum, acquired
through the realization of CR techniques, including spectrum sensing and power
control, at the CSC-BS, is used for the communication between the CSC-BS and
the MS over the indirect access link.

Hardware Feasibility

Along with other ingredients, it is essential to outline certain aspects that pertain to
the hardware realizability of the CSC. For the CSC-BS, an antenna mount system
consisting of an indoor and an outdoor antenna is proposed. The indoor antenna
exploits the walls of the building to physically separate the indoor transmissions
over the indirect access link. In this way, the CSC is able to mitigate the interference
to the primary system and to the neighboring CSCs and vice versa. However, the
outdoor antenna secures a narrow beam transmission to enhance the link quality
for the wireless backhaul link. Besides this, it is a well-known fact that software-
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defined radio (SDR) has played an important role in the genesis of the CR [37]. This
means that the SDR can serve as a suitable platform for executing CR techniques,
accomplishing rapid prototyping for the CR systems. Taking this into account,
the SDR platform is utilized for realizing (or demonstrating) the CR functionality
pursued by the CSC-BS over a hardware.

Indoor Deployment

From a market survey, it has been depicted that 70% of the mobile traffic is
originated from indoor locations [13]. Another survey of the leading WiMAX
operators revealed that 80% of their subscribers will be connected indoors [59].
In addition, a new range of wireless services, categorized as Internet of things
(IoT), will operate indoors. Following these facts, it is clear that the performance
gains in terms of spectrum reuse will be far more consequential if we manage to
consolidate these sources of traffic by means of SCs deployment. In order to capture
the indoor-originated traffic, it is sensible to consider the residential and enterprise
as the main deployment scenarios for the CSC, cf. Fig. 4. Except for a different
coverage regime, the operating principles of these scenarios are analogous. Besides,
in context with the CR, where the interference mitigation between the primary and
the secondary systems is a significant aspect, a CR communication within walls
(which attributes to an indoor deployment) provides a spatial separation between
the two systems. This, however, does not indicate that CR communication is limited
to indoor scenarios. As the matter of fact, the indoor deployment is opted to:

• Exploit the behavioral dimension of the traffic source (traffic management) and
• Mitigate the interference between the two systems

so that coexistence with the licensed users is encouraged. In this regard, an indoor
scenario is considered for the deployment of the CSC, cf. Fig. 4. Besides employing
such interference mitigation approach, an effective control over the interference is
essential for a successful operation of the CR systems. Therefore, the next section
extensively discusses the performance of the CR systems.

Performance Analysis of CR Systems: A Challenging Task

Since the evolution of wireless systems, understanding the performance of novel
algorithms/techniques related to the wireless systems has always been a challenging
task. With regard to this, for a CR system, because of the involvement of two
different systems, namely, primary and secondary systems, this task is even more
difficult. On one end, it has been engaging a large number of researchers that are
eager to find solutions for the new set of problems that are emerging from an
interplay between these two systems, leading them to develop theoretical models
(system models). As a result, these models allow us to determine the performance
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limits of the CR system. However, to sustain analytical tractability, they tend
to consider assumptions that in most situations are unrealistic for a hardware
deployment.

On the other end, due to the coexistence of the two systems sharing the same
spectrum, the performance of a CR system is critical to the regulatory bodies and
the mobile operators, responsible for managing the spectrum. These operators are
the ones who are willing to share their license (as primary system) or the ones who
are willing to access the licensed spectrum (as secondary system). In this regard,
despite the numerous theoretical models that exist in the literature, when it comes to
judging the performance of a CR system, the regulatory bodies give more preference
to the hardware implementations.

These different mindsets and the lack of proper guidelines ultimately slow down
the evolution of the CR in realistic scenarios. Under this situation, it is advisable
to merge these mindsets and establish a deployment-centric viewpoint toward
the CR systems, according to which the upcoming models and/or techniques not
only associate themselves to the performance characterization but also eligible for
practical implementations.

The coexistence between the primary and the secondary systems can be accom-
plished only through a detailed analysis of the performance of these systems. To
address this issue, the researchers have made an intensive effort to develop system
models [38, 39, 52] that characterize the performance of the CR systems. The
performed analysis boils down to the fact that the CR systems are allowed to
successfully coexist with the primary system only if they respect the interference
power (or interference) at the primary system caused due to an access to the licensed
spectrum. In other words, imposing an interference constraint ensures a sufficient
protection to the primary systems and enables the CR system to perform secondary
access.

With regard to the aforementioned constraint, the CR system also intends to
deliver a certain quality of service/quality of experience (QoS/QoE) in the form
of throughput to its corresponding secondary receiver (SR), defined as secondary
throughput. Such a QoS/QoE provisioning helps us to determine the potential
applications or prominent use-cases for the CR system. For instance, the secondary
throughput’s knowledge over the access link enables the CR to execute a band
allocation policy, based on which the CR can relinquish those channels that
ineffectively contribute to the secondary throughput, and/or are responsible for
causing interference at the primary system. As a result, the performance of a CR
system can be jointly characterized in terms of the harmful interference received at
the primary system and the throughput achieved by the secondary system.

The fact is that the derived expressions depicting the performance of the CR
systems are rarely examined over the hardware, mainly because of the complicated
deployment scenario or the computational complexity of the employed CR tech-
niques, leaving the validity of the existing theoretical analysis questionable. Because
of this, we tend to overlook certain imperfections (or uncertainties) inherent to the
CR systems, including noise uncertainty, channel imperfections, signal uncertainty,
noise/channel correlation, hardware imperfections, and modeling imperfections
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Imperfections (or Uncertainties)

Noise Uncertainty

Channel Imperfections

Signal Uncertainty

Channel/Noise Correlation

Hardware Imperfections

RF Distortions

Synchronization Errors

Quantization Errors

Modeling Imperfections

Signal Modeling

Signal Pre-processing

Channel Fading

Fig. 5 An illustration of major imperfections (or uncertainties) in CR systems [68]

[68], which may be responsible for degrading the performance of CR systems; refer
to Fig. 5. In other words, by neglecting these imperfections in the system model,
the performance of a CR system is overestimated. To narrow down the perspective,
this chapter considers the effect on performance of CR systems due to imperfect
channel while putting emphasis on the fact that the performed analysis can be easily
validated through a hardware implementation.

Imperfect Channel Knowledge

In a nutshell, a CR is an agile system that possesses the ability to adapt to the
changes in the environment. From a physical layer perspective, this corresponds
to the response to the changes incurred within the system or from the outside
environment, which in a way leads to a performance enhancement. Inherent to the
wireless systems, these changes may arise due to the variations in the signal caused
by the presence of the thermal noise at the receiver and the fading in the channel.
It is well known from the textbooks, related to wireless communications [29, 74],
that the channel fading, in particular, is critical for wireless systems. As a matter of
fact, channel knowledge – in the form of channel state information at the transmitter
(CSIT) available through a feedback from the receiver – has rendered a substantial
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improvement in the performance in terms of data rate, for instance, multiplexing
gains for a MIMO system [55].

In context with a CR system, the channel knowledge, unlike the conventional
or state-of-the-art wireless systems, is not confined to a single transmitter-receiver
link. It rather includes all the related channels that exist within as well as across the
primary and the secondary systems. Therefore, at this stage, it is worth understand-
ing the fact that channel knowledge is paramount for the hardware implementation
of the CR systems. This knowledge allows them to exercise CR techniques
and to respect the desired interference constraints, which are necessary for their
coexistence with the primary systems. Besides, from a theoretical perspective, the
channel knowledge is required for the performance characterization. The absence
of this knowledge, especially of those channels that are related to the interference
at the primary systems, renders the performance characterization of a CR system
inadequate for the practical implementations.

Despite the existence of multitude of analytical models in the literature [25, 52,
67] that consider with the performance analysis of a CR system, its performance
with regard to the channel estimation, due to the complexity of the underlying
problem, has never been completely understood. In order to curtail this gap, this
chapter capitalizes on the estimation of the involved channels in a CR system. In
this sense, the accessibility of the channel knowledge at the CSC-BS facilitates
the implementation of the CR techniques at the CSC-BS, establishing a CR
communication link with the MS over the acquired spectrum. More importantly, this
knowledge allows us to regulate the interference at the PR below a desired level.

Certainly, an access to the channel knowledge comes at a certain cost. Firstly,
the inclusion of channel estimation demands an allocation of a certain time interval
by the CSC-BS. In consideration to the time allocation, a certain degradation in the
performance in terms of the throughput is obvious. Secondly, the variations intro-
duced due to the estimation process, also treated as imperfect channel knowledge,
lead to an uncertainty in the interference, defined as uncertain interference, to the
primary systems. The uncertain here specifically symbolizes the variations in the
interference power received at the PR that exists because of the imperfect channel
knowledge. If not considered, this uncertain interference may severely degrade the
performance of the CR systems. In order to approach a successful integration of
channel estimation into the CR system, it is essential to consider the performance
degradation arising due to the time allocation and the uncertain interference in
the system model. These effects concerning the performance degradation have
been completely left aside in the existing models that consider the perfect channel
knowledge. Section “Interweave System: A Case Study” takes these effects into
account to establish analytical frameworks that allow us to understand the behavior
of the CR systems as interweave systems under those situations that are close to
realistic scenarios.

Shifting the focus back to the deployment, it is worthy to understand that the
channel estimation, facilitating shared access to the licensed spectrum, is viable
only if the CR system is equipped with the knowledge about the primary system.
This implies that in order to perform channel estimation based on conventional
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techniques – such as training-based [70], pilot-based [27, 28], and signal to noise
ratio-based [14, 66] channel estimation, which already exist in the literature – a
preliminary processing in the form of synchronization and demodulation of the
baseband signal received from the primary system is necessary. The existence
of multiple wireless standards and their complexity preclude us from deploying
a dedicated circuitry corresponding to each primary system [26]. The fact is,
these conventional channel estimation techniques are well known for delivering
accurate channel estimates, which is employed in state-of-the-art wireless standards.
However, in context of the CR systems, these techniques

• Increase the complexity related to the channel estimation, evaluated in terms of
the mathematical operations,

• Demand the demodulation of the primary user (PU) signal.

Under these circumstances, it is advisable to consider only those solutions that
offer low complexity and show versatility toward different PU signals. Generally
speaking, such solutions will not only ease the deployment process but also have
a large acceptance among the CR community. For instance, energy-based detection
(or energy detection) has been a popular choice compared to its counterparts such as
matched filtering-based and cyclostationary-based detection for detecting a PU sig-
nal, required for performing spectrum sensing for the interweave systems (discussed
later in section “Interweave System: A Case Study”). A direct comparison of these
techniques by simply counting their implementations for hardware demonstration
has been done in [60].

On similar grounds as energy detection, in order to approach the channel
estimation for the CR system, particularly for the channels that involve the primary
systems, a received power-based channel estimation technique is proposed as a part
of the analytical framework. It is worthy to understand that the received power
refers to the signal power measured after analog to digital conversion; hence, it
consists of the signal and the noise power. Traditionally, received signal strength is
a metric used for measuring signal quality to perform tasks such as cell association
and handover [8]. This channel estimation technique is introduced to substitute the
conventional techniques because, like energy detection, employing received power-
based estimation assures the low complexity and the versatility toward unknown PU
signal requirements of the CR system, and consequently facilitates its deployment.
Besides, the channel within the secondary framework, treated as a conventional
transmitter-receiver link, does not fall in the aforementioned category. Therefore, its
knowledge is procured by employing a pilot-based channel estimation technique.

Modeling Imperfections

Besides imperfect channel knowledge, this section briefly discusses some key issues
that are necessary from a deployment perspective but left aside while establishing
the system model.



4 Modeling and Performance Analysis of Cognitive Radio Systems: : : 101

Signal Modeling
The Gaussian and the constant power signals are generally used for modeling
the PU signals, which correspond to orthogonal frequency-division multiplexing
(OFDM) and phase-shift keying (PSK) modulated signals, respectively. In practice,
this modeling can be employed only if the sampling point is selected appropriately,
hence resulting in i.i.d. samples. In other situations, the samples are correlated. This
correlation is not considered while modeling the system, hence leading to deviation
of the performance parameters (false alarm probability and detection probability)
obtained theoretically from the ones obtained by performing the measurements.
In order to resolve this issue, the OFDM and PSK-modulated signals can be
replaced with their mathematical counterparts for signal transmission; these include
a Gaussian and a sinusoidal signal, respectively. By doing this, we are able to avoid
the correlation between the samples that are used for computing the energy.

Signal Preprocessing
Generally, ST is emulated using an SDR platform (for instance, Universal Software
Radio Peripheral (USRP) B210, an SDR from Ettus Research [22]). Such low-
cost hardwares are associated with a direct downconversion of the bandpass to the
baseband signal – a homodyne receiver. Spurious effects such as DC offset, flicker
noise .1=f /, and I/Q imbalance arising from the analog front-end can affect the
accuracy of the analytical expressions. These spurious effects, particularly the DC
offset and the flicker noise, become significant at low signal to noise ratio. In order
to retrieve the complex samples close to the one obtained while characterizing the
system model that do not take such spurious effects into account, the following
signal processing (referred as preprocessing) is proposed; please consider Fig. 6:

• The received PU signal (a complex sinusoid) is oversampled with sampling
frequency of 200 kHz. In order to filter out the spurious effects, the local
oscillator is tuned at a certain offset frequency defined as fLO-Offset D 50 kHz,
refer to Fig. 6a.

• Subsequently, a bandpass filter with bandwidth = 50 kHz, corresponding to an
oversampling factor = 4, is employed to obtain the desired bandpass signal at
the fLO-Offset. This filters out the DC offset and the flicker noise present at low
frequencies, cf. Fig. 6b.

• In order to obtain the lowpass equivalent of the desired signal, a digital down-
conversion (i.e., multiplying with a complex sinusoid with frequency fLO-Offset D

50 kHz) of the bandpass filtered signal is performed, cf. Fig. 6c.
• Lastly, a decimation filter (with decimation factor = 4) over the downconverted

signal is applied, cf. Fig. 6d, to reduce the correlation between the samples,
arising due to oversampling.

Channel Fading
Channel fading is essential to establish a macroscopic view toward the performance
of a CR system. With regard to this, Rayleigh block fading is mostly preferred for
modeling channel fading. However, block fading considers uncorrelated over the
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Fig. 6 An illustration of the signal processing steps carried out at the host computer to preclude
the spurious effects such as the DC offset and the flicker noise on the signal received at the ST.
(a) Signal with oversampling, where the local oscillator is tuned at fLO-Offset D 50 kHz. (b) Signal
after bandpass filtering, filter bandwidth D 50 kHz. (c) Signal after digital downconversion. (d)
Signal after decimation
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different energy measurements. However, in practice, either uncorrelated fading is
not encountered or the measurements may converge to a different fading model such
as Nakagami-m fading model [41]. Due to this issue, hardware validation of the
analytical expressions that incorporates channel fading models is rarely considered.

One possible way of resolving this issue is to emulate fading at the ST, according
to which the transmit signal is modulated with channel gains at the PT using
software [63]. This allows us to establish a close relation between the analytical
model and the acquired energy measurements, which consequently enhances the
validation of a CR system that incorporates channel fading for the performance
analysis. However, to proceed with the hardware validation pertaining to scenarios
that involve channel fading, in the future, it is essential to incorporate correlated
fading model into the system and estimate the related parameters [41].

Interweave System: A Case Study

At this stage, it is well-understood that the knowledge of the related channels
is crucial for the application of CR techniques in the practical scenarios. This
section capitalizes on the successful integration of this knowledge on interweave
system. In this context, the indoor deployment scenario is transformed into an
interweave scenario, whereby a spectrum sensing mechanism is employed at the
CSC-BS enabling a secondary access to the licensed spectrum. Section “Theoretical
Analysis” derives the theoretical expressions to capture the effect of imperfect
channel knowledge on the performance of an IS. Further, section “Numerical
Results” establishes an estimation-sensing-throughput tradeoff that depicts the
suitable estimation and the suitable sensing time intervals at which the maximum
secondary throughput is achieved by an IS. Please note that this section contains
material from the following publication [45].

For detecting a PU signal, several techniques such as energy-based detection
(or energy detection), matched filtering-based, cyclostationary-based, and feature-
based detection exist [5]. Because of its versatility toward unknown PU signals
and its low computational complexity, energy detection has been extensively
investigated in the literature [34,75]. In this technique, the decision is accomplished
by comparing the power received at the ST to a decision threshold. In reality, the ST
encounters variations in the received power due to the existence of thermal noise at
the receiver and fading in the channel. Subsequently, these variations lead to sensing
errors described as misdetection and false alarm, which limit the performance of the
IS. In order to determine the performance of a detector, it is essential to obtain the
expressions of detection probability and false alarm probability.

In particular, detection probability is critical for IS because it protects the PR
from the interference induced by the ST. As a result, the IS has to ensure that they
operate above a target detection probability [61]. Therefore, the characterization of
the detection probability becomes absolutely necessary for the performance analysis
of the IS. In this context, Urkowitz [75] introduced a probabilistic framework for
characterizing the sensing errors; however, the characterization accounts only for
the noise in the system.
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To encounter the variation caused by channel fading, a frame structure has been
introduced in [52], assuming that the channel remains constant over the frame
duration (corresponds to a quasi-static block fading). Upon exceeding the frame
duration, the system may observe a different realization of the channel. Based on
this frame structure, the performance of the IS has been investigated in terms of
a deterministic (corresponding to a nonrandom behavior) channel [52, 67] and
a random channel [16, 34]. These deterministic and random behaviors of the
channel illustrate a microscopic and a macroscopic view toward the performance
characterization, respectively, of a CR system. In this chapter, the former approach
is considered; hence, the performance is analyzed for a specific frame, i.e., for a
certain (unknown) realization of the channel.

Besides the detection probability, false alarm probability has a large influence
on the throughput achieved by the secondary system. Recently, the performance
characterization of CR systems in terms of a sensing-throughput tradeoff has
received significant attention [12, 52]. According to Liang et al. [52], the ST
assures a reliable detection of a PU signal by retaining the detection probability
above a desired level with an objective of maximizing the throughput at the SR. In
this way, the sensing-throughput tradeoff depicts a suitable sensing time interval
that achieves a maximum secondary throughput. To characterize the detection
probability and the secondary throughput, the system requires the knowledge
of interacting channels, namely, a sensing channel, an access channel, and an
interference channel; refer to Fig. 7. Since the interference to the PR is controlled
by a regulatory constraint over the detection probability, in this view, the interaction
with the PR is excluded in the considered scenario [52]. The baseline models,
investigated in the literature, assume the knowledge of these channels to be available
at the ST. However, in practice, this knowledge is not available; thus, it needs to be
estimated by the secondary system. As a result, the existing solutions for the IS are
considered inadequate from a practical viewpoint.

Fig. 7 A cognitive small cell scenario demonstrating: (i) the interweave paradigm, (ii) the asso-
ciated network elements, which constitute cognitive small cell-base station/secondary transmitter
(CSC-BS/ST), mobile station/secondary receiver (MS/SR), macro cell-base station (MC-BS) and
primary transmitter (PT), (iii) the interacting channels: sensing (hp,1), access (hs) and interference
(hp,2)



4 Modeling and Performance Analysis of Cognitive Radio Systems: : : 105

As a matter of fact, the sensing and the interference channels related to the CR
system (refer to Fig. 7) represent the channels between two different (primary and
secondary) systems. In this context, it becomes challenging to select the estimation
methods in such a way that low complexity and versatility (towards different PU
signals) requirements are satisfied. These issues, discussed later in section “Pro-
posed Approach”, render the existing estimation techniques [14, 27, 28, 66, 70]
unsuitable for hardware implementations. To tackle the issue related to the channel
estimation, as discussed previously in section “Imperfect Channel Knowledge”, a
received power-based estimation at the ST and at the SR for the sensing and the
interference channels is employed, respectively. Considering the fact that the access
channel corresponds to the link between the ST and the SR, conventional channel
estimation techniques such as pilot-based channel estimation at the ST is employed.

Inherent to the estimation process, the variations due to the channel estimation
translate to the variations in the performance parameters, namely, detection proba-
bility and secondary throughput. In particular, the variations induced in the detection
probability cause uncertain interference at the PR, which may severely degrade
the performance of a CR system. The detrimental effect due to the time allocation
for the channel estimation and the uncertain interference due to imperfect channel
knowledge have not been considered in [12, 52] or studied partially in [11, 14].
In this context, the performance characterization of an IS with imperfect channel
knowledge remains an open problem. Motivated by this fact, this section focuses on
the performance characterization of the IS in terms of sensing-throughput tradeoff
taking these aforementioned aspects into account.

System Model

Interweave Scenario
To consider the applicability of IS, the CSC, a CR application illustrated previously
in Fig. 4 is transformed into an interweave scenario. Considering the fact that the IS
is employed at the CSC-BS, the CSC-BS and the MS represent the ST and the SR,
respectively. A hardware prototype of the CSC-BS operating as IS was presented in
[40]. For simplification, a PU constraint based on false alarm probability (Neyman-
Pearson criterion) was considered in [40]. With the purpose of improving system’s
reliability, the analysis is extended to employ a PU constraint on the detection
probability.

Signal Model
Subject to the underlying hypothesis that illustrates the presence .H1/ or the
absence (H0) of a PU signal, the discrete and complex signal received at the ST
is given by

ySTŒn� D

(
hp,1 � xPTŒn�C wSTŒn� WH1

wSTŒn� WH0

; (1)
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The signal xPTŒn� transmitted by the PUs can be modeled as (i) a PSK modulated
signal or (ii) a Gaussian signal. The signals that are prone to high inter-symbol
interference or entail precoding, for instance, OFDM signal with linear precoding,
can be modeled as Gaussian signals [52]. In this chapter, the analysis is focused on
the latter case, i.e., the primary and the secondary systems employ OFDM to carry
out their transmission. As a result, the mean and the variance for the signal and the
noise are determined as E ŒxPTŒn�� D 0, E ŒwSTŒn�� D 0, E



jxPTŒn�j

2
�
D �2s (D

PTx,PT) and E


jwSTŒn�j

2
�
D �2w. The channel hp,1 is considered to be independent

of xPTŒn� and wSTŒn�. Thus, ySTŒn� is also an independent and identically distributed
(i.i.d.) random process.

Similar to (1), during data transmission, the discrete and complex received
signal at the SR conditioned on the detection probability (Pd) and the false alarm
probability (Pfa) is given by

ySRŒn� D

8<
:
hs � xSTŒn�C hp,2 � xPTŒn�C wSRŒn� W 1 � Pd

hs � xSTŒn�C wSRŒn� W 1 � Pfa

; (2)

where xSTŒn� corresponds to discrete and complex sample transmitted by the ST
and wSRŒn� is the AWGN at the SR with C N .0; �2w/. In practice, the noise power
at different network nodes (the ST, the SR, and the PR) has different values. The
fact is, only the signal to noise ratios received at these nodes are affected due to
these different values, which are already included in the performance analysis. For
the brevity of the exposition, the noise powers at these nodes are expressed using
a single notation (�2w). Further, jhsj

2 and jhp,2j
2 represent the power gains for the

access and the interference channels, refer to Fig. 7.

Problem Description
In accordance with the conventional frame structure, the ST performs sensing for a
duration of �sen. The test statistics at the ST is evaluated as

T.y/ D
1

�senfs

�senfsX
nD1

jySTŒn�j
2

H1

?
H0

; (3)

where  is the decision threshold, fs represents the sampling frequency, and y
is a vector with �senfs samples. T.y/ represents a random variable, whereby the
characterization of the cdf depends on the underlying hypothesis. With regard to
the Gaussian signal model, which corresponds to the OFDM signal transmitted by
the PU, T.y/ follows a central chi-squared (X 2) distribution for both hypotheses
H0 and H1 [46]. It is worthy to mention here that the Gaussian approximation that
exists due to application of central limit theorem – confining the applicability of the
considered analysis to large samples only – is avoided. in this context, an effort has
been made to derive the theoretical expressions so that the performance analysis is
valid for all sample sizes.
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As a result, the detection probability .Pd/ and the false alarm probability .Pfa/

corresponding to (3) are determined as [73]

Pd D �

 
�senfs

2
;
�senfs

2PRx,ST,hp,1

!
; (4)

Pfa D �

�
�senfs

2
;
�senfs

2�2w


; (5)

wherePRx,ST,hp,1 is the power received over the sensing channel and � .�; �/ represents
a regularized upper-incomplete Gamma function [31].

Following the characterization of Pfa and Pd, Liang et al. [52] established a
tradeoff between the sensing time and the secondary throughput .Rs/ subject to
a target detection probability . NPd/. This tradeoff is represented as

Rs. Q�sen/ D max
�sen

Rs.�sen/

D
T � �sen

T

�
C0.1 � Pfa/P.H0/C C1.1 � Pd/P.H1/

	
; (6)

s.t. Pd 	 NPd; (7)

where C0 D log2

�
1C jhsj

2 PTx,ST

�2w


D log2 .1C �s/ ; (8)

C1 D log2

�
1C

jhsj
2PTx,ST

jhp,2j2PTx,PT C �2w



D log2

�
1C
jhsj

2PTx,ST

PRx,SR


D log2

�
1C

�s

�p,2 C 1


; (9)

where P.H0/ and P.H1/ are the occurrence probabilities for the respective hypoth-
esis, whereas �p,1 and �s represent the signal to noise ratios for the links PT-ST and
ST-SR, respectively, and �p,2 corresponds to interference (from the PT) to noise ratio
for the link PT-SR. Moreover, PTx,PT and PTx,ST represent the transmit power at the
PT and the ST, whereas PRx,SR corresponds to the received power (which includes
the interference power from the PT and the noise power) at the SR. In addition,
C0 and C1 represent the data rate without and with the interference from the PT.
Please note that the following terms the data rate C0, C1 and the throughput Rs have
been introduced to make a clear distinction between the instantaneous data rate and
its average value over the frame duration. Also, the use of the term “capacity” is
avoided for representing C0 and C1, since it implies the optimization of the mutual
information over the cognitive channel.
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In other words, using (6), the ST determines a suitable sensing time �sen D Q�sen,
such that the secondary throughput is maximized subject to a target detection
probability; refer to (7). From the deployment perspective, the tradeoff depicted
above has the following fundamental issues:

• Without the knowledge of the received power PRx,ST,hp,1 over the sensing channel,
it is not feasible to characterize Pd, refer to (4). This renders the characterization
of the secondary throughput (6) impossible and the constraint defined in (7)
inappropriate.

• Moreover, the knowledge of the interference and the access channels is required
at the ST; refer to (8) and (9) for characterizing the throughput in terms of C0 and
C1 at the SR.

Proposed Approach
In order to overcome the difficulties discussed in section “Problem Description”, the
following strategy is proposed:

1. As a first step, the estimation of the involved channels is considered. In order to
characterize the detection probability, a received power-based estimation at the
ST for the sensing channel is employed. This is done to ensure that the detection
probability remains above a desired level. Further, a pilot-based estimation and
a received power-based estimation for the access channel and the interference
channel are employed at the ST and the SR, respectively, to characterize the
secondary throughput.

2. Next, the variations due to channel estimation in the estimated parameters,
namely, received power (for the sensing and the interference channels) and the
power gain (for the access channel) are characterized in terms of their cdfs.

3. In order to investigate the performance of the IS subject to the channel estimation,
these variations in the performance parameters, which include the detection
probability and the secondary throughput, are characterized in terms of their cdfs.

4. Finally, the derived cdfs are utilized to obtain the expressions of sensing-
throughput tradeoff. Hence, based on these expressions, the impact of imperfect
channel knowledge on the performance of the ISs is qualified, and subsequently
the achievable secondary throughput at a suitable sensing time is determined.

Considering the channel estimation, it is well known that systems with trans-
mitter information (which includes the filter parameters, pilot symbols, modulation
type, and time-frequency synchronization) at the receiver acquire the channel
knowledge by listening to the pilot data sent by the ST [4, 23, 27, 28]. Other
systems, where the receiver possesses either no access to this information or is lim-
ited by hardware complexity, procure channel knowledge indirectly by estimating a
different parameter that entails the channel knowledge, for instance, received signal
power [43] or received signal to noise ratio [14,66]. Recently, estimation techniques
such as pilot-based estimation [48, 71] and received power-based estimation [42]
have been applied to obtain channel knowledge for the CR systems. However, the
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performance analysis has been limited to the underlay systems, where the emphasis
has been given on modeling the interference at the PR.

Since the pilot-based estimation requires the knowledge of the PU signal at the
secondary system, the versatility (in terms of PU signals) of the secondary system
is compromised. On the other side, for the estimation of the received signal to
noise ratio, Eigenvalue (which involves matrix operations)-based approach [66] or
iterative approaches such as expectation-maximization have been proposed [14].
Due to the complicated mathematical operations or the complexity of the iterative
algorithms, such approaches tend to increase the hardware complexity of the ISs. In
order to resolve these issues, a received power-based estimation for the sensing and
the interference channels and a pilot-based estimation for the access channel are
employed. Similar to the energy-based detection, since the received power-based
estimation involves simple operations on the obtained samples such as magnitude
squared followed by summation, the proposed estimation provides a reasonable
tradeoff between complexity and versatility.

Frame Structure
In order to include channel estimation, a frame structure that constitutes estimation
�est, sensing �sen and data transmission T � �sen is proposed, where �est and �sen

correspond to time intervals and 0 < �est � �sen < T ; refer to Fig. 8. Since
the estimated values of the interacting channels are required for determining the
suitable sensing time (the duration of the sensing phase), the sequence depicted in
Fig. 8 is reasonable for the hardware deployment, whereby estimation is followed
by sensing. Particularly for the sensing channel, it is worthy to note that the
samples used for estimation can be combined with the samples acquired for sensing

Frame 1

Est. hp,1 Est. hp,1

Est. hp,2 Est. hp,2

Data Reception

DownlinkUplink

Data Reception

ST ⇒

SR ⇒

Data Transmission

Data Transmission

Frame 2 Frame K

-T τsen

τsen

-T τsen -T τsen

-T τsen

τest

τsen

τsen τsen

τest

τestτest

Fig. 8 Frame structure of the IS illustrating the time allocation of the channel estimation, sensing,
and data transmission from the perspective of the ST and the SR
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(therefore, the sensing phase incorporates the estimation phase, see Fig. 8) such that
the time resources within the frame duration can be utilized efficiently, as shown in
the frame structure in Fig. 8. Considering the fact that the number of pilot symbols is
relatively small in comparison to the samples used for performing received power-
based channel estimation, the time allocation of the pilot symbols does not affect
the overall performance of the ISs. Hence, no time resources are allocated for the
estimation of the access channel in the frame structure. In the following paragraphs,
the estimation of the involved channels is considered.

Estimation of Sensing Channel (hp,1)
Following the previous discussions, the ST acquires the knowledge of jhp,1j

2

(included in PRx,ST,hp,1 , cf. (4)) to characterize Pd and to further evaluate the detec-
tor’s performance. This knowledge is acquired by estimating the power received at
the ST over the sensing channel.

Under H1, the received power-based estimated during the estimation phase at
the ST is given as [75]

bP Rx,ST,hp,1 D
1

�estfs

�estfsX
nD1

jySTŒn�j
2: (10)

bP Rx,ST,hp,1 determined in (10) using �estfs samples follows a central chi-squared
distribution X 2 [46]. fs and �est are such that the number of samples �estfs is an
integer. The cdf of bP Rx,ST,hp,1 is given by

FbP Rx,ST,hp,1

.x/ D 1 � �

 
�estfs

2
;
�estfsx

2PRx,ST,hp,1

!
: (11)

Estimation of Access Channel (hs)
The signal received from the SR undergoes matched filtering and demodulation
at the ST; hence, it is reasonable to employ pilot-based estimation for hs. Unlike
received power-based estimation, pilot-based estimation renders a direct estimation
of the channel. Now, to accomplish pilot-based estimation, the ST aligns itself to
the pilot symbols transmitted by the SR.

Under H0, the discrete and complex pilot symbol at the output of the demodula-
tor is given by [28]

pŒn� D
p
Eshs C wSTŒn�; (12)

where Es denotes the pilot energy. Without loss of generality, the pilot symbols
are considered to be +1. The maximum likelihood estimate, representing a sample
average of Ns pilot symbols, is given by [27]
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bhs D hs C

NsP
nD1

wSTŒn�

Ns„ ƒ‚ …
�

; (13)

where � denotes the estimation error. The estimatebhs is unbiased, is efficient, and

achieves a Cramér-Rao bound with equality, with variance E
h
jhs �bhsj

2
i
D �2w=Ns

[28].
Consequently, bhs conditioned on hs follows a circularly symmetric Gaussian

distribution:

bhsjhs � C N

�
hs;

�2w
Ns


: (14)

As a result, the power gain jbhsj
2 follows a noncentral chi-squared

�
X 02

�
distribu-

tion with two degrees of freedom and noncentrality parameter �s D
Nsjhsj

2

�2w
.

Estimation of Interference Channel (hp,2)
The knowledge of jhp,2j

2 is required to characterize the interference from the PT.
Analog to the sensing channel, the SR performs received power-based estimation
by listening to the signal transmitted by the PT.

Under H1, in the estimation phase (which implies ST is not transmitting, please
consider Fig. 8), the discrete and complex signal received at the SR is given as

ySRŒn� D hp,2 � xPTŒn�C wSRŒn�: (15)

As a result, the estimated power at the SR, from the signal transmitted by the PT, is
given by

bP Rx,SR D
1

�estfs

�estfsX
nD1

jySRŒn�j
2; (16)

where bP Rx,SR follows a X 2 distribution.

Validation
At this stage, it is clear that the estimates bP Rx,ST,hp,1 , jbhsj

2 and bP Rx,SR exhibit
the knowledge corresponding to the involved channels; however, it is essential to
validate them, mainly bP Rx,ST,hp,1 and bP Rx,SR. In this context, it is necessary to ensure
the presence of the PU signal (H1) for that particular frame. In this direction,
Chavali et al. [14] recently proposed a detection followed by the estimation of the
signal to noise ratio, while [11] implemented a blind technique for estimating the
signal power of noncoherent PU signals.



112 A. Kaushik et al.

Here, a different methodology is proposed, according to which a coarse detection

on the estimates
�bP Rx,ST,hp,1 ;

bP Rx,SR

�
at the end of the estimation phase �est is

applied. For the coarse detection, an energy detection is employed whose threshold
can be determined by means of Neyman-Pearson criterion. Through an appropriate
selection of the time interval �est (for instance, �est 2 Œ1; 10�ms) during the system
design, the reliability of the coarse detection can be ensured. With the existence of a
separate control channel such as cognitive pilot channel, the reliability of the coarse
detection can be further enhanced by exchanging the detection results between the
ST and the SR.

The estimation and the coarse detection processes in the proposed method
are equivalent in terms of their mathematical operations, consisting of magnitude
squared and summation. In this regard, the validity of the channel estimates
with certain reliability and without comprising the complexity of the estimators,
employed by the secondary system, is considered. Moreover, by performing a
joint estimation and (coarse) detection, an efficient way of utilizing the time
resources within the frame duration is proposed. The ST considers these estimates to
determine a suitable sensing time based on the sensing-throughput tradeoff such that
the desired detector’s performance is ensured. At the end of the detection phase, a
fine detection of the PU signals is carried out, thereby improving the performance of
the detector. In accordance with the proposed frame structure in Fig. 8, fine detection
represents the main detection, which also includes the samples acquired during the
estimation phase.

Assumptions and Approximation
To simplify the analysis and sustain analytical tractability for the proposed
approach, several assumptions, considered in this section, are summarized as
follows:

• All transmitted signals are subjected to distance-dependent path loss and small-
scale fading gain. With no loss of generality, it is considered that the channel
gains include distance-dependent path loss and small-scale gain. Moreover, the
coherence time for the channel gain is considered to be greater than the frame
duration. In scenarios, where the coherence time exceeds the frame duration, the
proposed characterization depicts a lower performance bound.

• Perfect knowledge of the noise power is assumed in the system; however,
the uncertainty in noise power can be captured as a bounded interval [73].
Inserting this interval in the derived expressions, refer to subsection “Theoretical
Analysis”, the performance of the IS can be expressed in terms of the upper and
the lower bounds.

For analytical tractability, the following approximation is considered.

Approximation 1. For all degrees of freedom, X 02 distribution can be approxi-
mated by a gamma distribution [1]. The parameters of the gamma distribution are
obtained by matching the first two central moments to those of X 02.
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Theoretical Analysis

At this stage, it is evident that the variation due to the imperfect channel knowledge
translates to the variations in the performance parameters:

bPd D �

 
�senfs

2
;
�senfs

2bP Rx,ST,hp,1

!
; (17)

bC0 D log2

�
1C jbhsj

2 PTx,ST

�2w


; (18)

and

bC1 D log2

 
1C
jbhsj

2PTx,ST

bP Rx,SR

!
; (19)

which are fundamental to sensing-throughput tradeoff. It is worth noticing the
fact (17), (18) and (19) are determined using the estimated parameters, which
include bP Rx,ST,hp,1 , jbhsj

2 and bP Rx,SR, determined in previous section. Below, the
variations in these performance parameters are characterized in terms of their cdfs:
FbPd

.�/, FbC0
.�/ and FbC1

.�/.

Lemma 1. The cdf ofbPd is characterized as

FbPd
.x/ D 1 � �

 
�estfs

2
;

�est�senf
2

s 

4PRx,ST,hp,1�
�1.x;

�senfs
2
/

!
; (20)

where � �1.�; �/ is the inverse of the regularized upper-incomplete gamma function
[31].

Solution 1. The cdf ofbPd is defined as

FbPd
.x/ D P.bPd � x/: (21)

Using (17)

D P

 
�

 
�senfs

2
;
�senfs

2bP Rx,ST,hp,1

!
� x

!
; (22)

D 1 � P

0
@bP Rx,ST,hp,1 	

�senfs

2� �1
�
x;

�senfs
2

�
1
A : (23)

Replacing the cdf of bP Rx,ST,hp,1 in (23), an expression of FbPd
.�/ is obtained.
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Lemma 2. The cdf ofbC0 is defined as

FbC0
.x/ D

xZ
0

fbC0
.t/dt; (24)

where

fbC0
.x/ D 2x ln 2

.2x � 1/as�1

� .as/b
as
s

exp

�
�
2x � 1

bs


; (25)

and

as D
.2C �s/

2

.4C 4�s/
and bs D �

2
w

.4C 4�s/

.2C �s/
: (26)

Solution 2. See [45, Section IV, Lemma 2].

Lemma 3. The cdf ofbC1 is given by

FbC1
.x/ D

xZ
0

fbC1
.t/dt; (27)

where

fbC1
.x/ D 2x ln 2

.2x � 1/as�1� .as C ap/

� .as/� .ap/b
as
s b

ap
p

�
1

bp
C
2x � 1

bs

.asCap/

; (28)

and

ap D
�senfs

2
and bp D

2PRx,SR

�2w�senfs
: (29)

where as and bs are defined in (26).

Solution 3. See [45, Appendix A].
Next, a sensing-throughput tradeoff for the estimation model is established that

includes the estimation time and incorporates the variations in the performance
parameter. Most importantly, to restrain the harmful effect of the uncertain inter-
ference at the PR due to the variations in the detection probability, two new PU
constraints at the PR, namely, an average constraint (AC) and an outage constraint
(OC) on the detection probability are proposed. Based on these constraints, the
sensing-throughput tradeoff for the IS is characterized.
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Problem 1. The achievable expected secondary throughput subject to an average
constraint onbPd that employs channel estimation corresponding to the deterministic
behavior of the interacting channels is given by

Rs. Q�est; Q�sen/ D max
�est;�sen

EbPd;bC0;bC1
ŒRs.�est; �sen/�

D
T � �sen

T

�
EbC0

hbC0

i
.1 � Pfa/P.H0/C

EbC1

hbC1

i �
1 � EbPd

hbPd

i�
P.H1/

	
; (30)

s.t. EbPd

hbPd

i
	 NPd; (31)

s.t. 0 < �est � �sen � T;

where EbPd
Œ�� represents the expectation with respect tobPd, EbPd;bC0;bC1

Œ�� denotes the

expectation with respect to bPd, bC0 and bC1. Unlike (7), NPd in (30) represents the
constraint on expected detection probability.

Solution 4. See [45, Appendix B].

Problem 2. The achievable expected secondary throughput subject to an outage
constraint onbPd that employs channel estimation corresponding to the deterministic
behavior of the interacting channels is given by

Rs. Q�est; Q�sen/ D max
�est;�sen

EbPd;bC0;bC1
ŒRs.�est; �sen/�

D
T � �sen

T

�
EbC0

hbC0

i
.1 � Pfa/P.H0/C

EbC1

hbC1

i �
1 � EbPd

hbPd

i�
P.H1/

	
; (32)

s.t. P.bPd � NPd/ � �d; (33)

s.t. 0 < �est � �sen � T;

where �d represents the outage constraint.

Solution 5. See [45, Appendix B].
In contrast to the ideal model, the sensing-throughput tradeoff investigated by the
estimation model (refer to Problems 1 and 2) incorporates the imperfect channel
knowledge. In this context, the performance characterization considered by the
proposed framework is closer to the realistic situations. Herein, based on the
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estimation model, a fundamental relation between estimation time (which regulates
the variation in the detection probability according to the PU constraint), sensing
time (which represents the detector performance) and achievable throughput is
established. This relationship is characterized as estimation-sensing-throughput
tradeoff. Based on this tradeoff, a suitable estimation time �est D Q�est and a suitable
sensing time �sen D Q�sen that attains a maximum achievable throughput Rs. Q�est; Q�sen/

for the IS are determined.

Corollary 1. Problems 1 and 2 consider the optimization of the expected secondary
throughput to incorporate the effect of variations due to the channel estimation
and subsequently determine the suitable sensing and the suitable estimation time.
Here, an alternative approach to the optimization problem that captures the effect
of imperfect channel knowledge is investigated. According to which, the suitable
sensing time for a certain value of estimation time, subject to the average constraint,
is determined as

Q�sen D argmax
�sen

Rs.�est; �sen/ (34)

D
T � �sen

T

�bC0.1 � Pfa/P.H0/CbC1.1 �bPd/P.H1/

	
;

s:t: EbPd

hbPd

i
	 NPd;

s:t: 0 < �est � �sen � T:

Similarly, the suitable sensing time for a certain value of estimation time, subject to
the outage constraint, is determined as

Q�sen D argmax
�sen

Rs.�est; �sen/ (35)

D
T � �sen

T

�bC0.1 � Pfa/P.H0/CbC1.1 �bPd/P.H1/

	
;

s:t: P.bPd � NPd/ � �d;

s:t: 0 < �est � �sen � T:

In contrast to (30) and (32), the suitable sensing time evaluated in (34)
and (35) entails the variations due to the channel estimation from the performance
parameters (bPd;bC0;bC1). Hence, the expected secondary throughput subject to the
average and the outage constraints that captures the variations in the suitable
sensing time and the performance parameters is determined as

EbPd;bC0;bC1;Q�sen
ŒRs.�est; Q�sen/� ; (36)

where EbPd;bC0;bC1;Q�sen
Œ�� corresponds to an expectation overbPd;bC0;bC1; Q�sen.
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In accordance with the Problems 1 and 2, the expected secondary throughput,
defined in (36), is further optimized over the estimation time to yield the achievable
expected secondary throughput:

Rs. Q�est; Q�sen/ D max
�est

EbPd;bC0;bC1;Q�sen
ŒRs.�est; Q�sen/� : (37)

In this way, an estimation-sensing-throughput tradeoff for the alternative approach
is established that determines the suitable estimation and the suitable sensing time
intervals.

Remark 1. Complementing the analysis in [52], it is complicated to obtain a closed-
form expression of Q�sen, thereby rendering the analytical tractability of its cdf
difficult. In this view, the performance of the alternative approach is captured by
means of simulations.

Numerical Results

Here, the performance of the IS based on the proposed approach is investigated. In
this regard, (i) the simulations are performed to validate the expressions obtained,
and (ii) the performance degradation incurred due to the channel estimation is
analyzed. In this regard, the ideal model is considered to benchmark and to
evaluate the performance loss; (iii) the mathematical justification to the considered
approximations is established. Although the derived expressions, depicting the
performance analysis, are general and applicable to all CR systems, the parameters
are selected in such a way that they closely relate to the deployment scenario
described in Fig. 7. Unless stated explicitly, the choice of the parameters given in
Table 2 is considered for the analysis.

At first, the performance of the IS in terms of sensing-throughput tradeoff
corresponding to the ideal model (IM) and estimation model (EM) for a fixed
�est D 5 ms is analyzed; refer to Fig. 9. In contrast to constraint on Pd for the ideal
model, the average constraint (EM-AC) and the outage constraint (EM-OC) for the
proposed estimation model are employed. With the inclusion of received power-
based estimation in the frame structure, the ST achieves no throughput at the SR for
the interval �est. For the given cases, namely, IM, EM-AC, and EM-OC, a suitable
sensing time that results in a maximum secondary throughput Rs.�est D 5 ms; Q�sen/

is determined. Apart from that, a performance degradation is depicted in terms of
the achievable throughput; refer to Fig. 9. For �d D 0:05, it is observed that the
outage constraint is more sensitive to the performance loss in comparison to the
average constraint. It is clear that the analysis, illustrated in Fig. 9, is obtained for
a certain choice of system parameters, particularly �p,1 D �10 dB, �est D 5 ms,
and �d D 0:05. To acquire more insights, the effect of these variations on the
performance parameters is considered, subsequently.
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Table 2 Parameters for
numerical analysis

Parameter Value

fs 1 MHz

jhp,1j
2 �100 dB

jhp,2j
2 �100 dB

jhsj
2 �80 dB

T 100 ms
NPd 0.9

�d 0:05

�2w �100 dBm

�p,1 �10 dB

�p,2 �10 dB

�s 10 dB

�2s D PTx,PT �10 dBm

PTx,ST �10 dBm

P.H1/ D 1� P.H0/ 0.2

�est 5 ms

Ns 10
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Fig. 9 Sensing-throughput tradeoff for the ideal model (IM) and estimation model (EM), �p,1 D
�10 dB, �est D 5 ms and �d D 0:05

Hereafter, the theoretical expressions are considered for the analysis; in addition,
the IS is operated at the suitable sensing time. Next, the variation in the achievable
throughput Rs.�est; Q�sen/ against the received signal to noise ratio �p,1 at the ST with
�est D 5 ms is considered; refer to Fig. 10. For �p,1 < �10 dB, the estimation
model incurs a significant performance loss. This clearly reveals that the ideal
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Fig. 10 Secondary throughput versus �p,1 with �est D 5 ms for the deterministic channel

model overestimates the performance of the IS. From the previous discussion, it
is concluded that the inclusion of the average and the outage constraints (depicted
by the proposed framework) precisely tackles the uncertainty in the interference
at the PR, arising due to channel estimation, without considerably degrading the
performance of the IS.

Upon maximizing the secondary throughput, it is interesting to analyze the
variation of the secondary throughput with the estimation time. Corresponding to
the estimation model, Fig. 11 illustrates a tradeoff among the estimation time, the
sensing time, and the secondary throughput. From Fig. 11, it can be noticed that the
function Rs.�est; �sen/ is well behaved in the region 0 < �est � �sen � T and consists
of a global maximum, yielding the achievable secondary throughput.

This tradeoff depicted by the proposed framework can be explained from the fact
that low values of the estimation time result in large variations inbPd. To counteract
and satisfy the average and the outage constraints, the corresponding thresholds
shift to a lower value. This causes an increase in Pfa, thereby increasing the sensing-
throughput curvature. As a result, the suitable sensing time is obtained at a higher
value. However, beyond a certain value ( Q�est), a further increase in the estimation
time slightly contributes to the performance improvement and largely consumes
the time resources. As a consequence to the estimation-sensing-throughput tradeoff,
the suitable estimation time that yields an achievable throughput Rs. Q�est; Q�sen/ is
determined.

To procure further insights, the variations of expected bPd and Pfa with the
estimation time are studied. From Fig. 12, it is observed that the expected bPd

corresponding to the outage constraint is strictly above the desired level NPd for all
values of the estimation time. However, for lower values of the estimation time,
this margin reduces. This is based on the fact that lower estimation time shifts the
probability mass of Pd to a lower value.
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Fig. 11 Estimation-sensing-throughput tradeoff for the estimation model for (a) average con-
straint and (b) outage constraint with �d D 0:05

According to Fig. 13, the system notices a considerable improvement in Pfa at
small values of �est, which saturates for a certain period and falls drastically beyond
a certain value. To understand this, it is important to study the dynamics between the
estimation and the sensing time. Low �est increases the variations in the detection
probability, these variations are compensated by an increase in the suitable sensing
time, and vice versa. The performance improves until a maximum ( Q�est, Q�sen) is
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reached, beyond this, the time resources (allocated in terms of the sensing and the
estimation time) contribute more in improving the detector’s performance (in terms
of Pfa as Pd is already constrained) and less in reducing the variations due to the
channel estimation.

Summary

This section investigated the performance of cognitive radio as an interweave system
from a deployment perspective. It has been argued that the knowledge of the
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interacting channels is a key aspect that enables the performance characterization
of the interweave system. In this regard, a novel framework that facilitates channel
estimation and captures the effect of channel estimation in the system model has
been proposed. As a major outcome of the analysis, it has been justified that the
existing model, illustrating an ideal scenario, disregards the effects such as time
allocation and imperfect channel knowledge encountered by the IS due to the
inclusion of channel estimation. In this context, the existing model overestimates the
performance of the interweave system and, hence, is less suitable for deployment.

Moreover, it has been clearly identified that the variations induced in the
system, specially in the detection probability, cause uncertain interference. Unless
controlled, this uncertain interference may severely degrade the performance of
the primary system. To overcome this situation, average and outage constraints as
primary user constraints have been employed. As a consequence, for the proposed
estimation model, novel expressions for the sensing-throughput tradeoff based on
the mentioned constraints have been established. More importantly, by analyzing the
estimation-sensing-throughput tradeoff, the suitable estimation time and the suitable
sensing time that maximize the secondary throughput have been determined.

Research Directions

With regard to the performance analysis and the deployment-centric viewpoint
toward CR systems emphasized in this chapter, the following extensions or consider-
ations to the proposed framework could be of great interest for future investigations.

In-Band Full-Duplex
For instance, this chapter focused only on a half duplex CR communication,
i.e., the CR techniques (which include spectrum sensing and power control) are
time-interlaced with the data transmission. Recently, there has been significant
advancement concerning the feasibility of in-band full duplex communication; for
a detailed discussion over in-band full duplex communication, please consider
[54, 64] and the references therein. In this context, the CR communication can be
transformed into the in-band full duplex, whereby the CR techniques and the data
transmission occur simultaneously in time and over the same frequency channel.
The design challenges and the corresponding performance tradeoffs related to the
in-band full duplex CR communication are precisely dealt within [49, 53].

Multiple Antennas at ST
In addition, the performed analysis considers that the ST and the SR are installed
with single antenna. As a matter of fact, state-of-the-art standards are mostly
equipped with multiple antennas. With an intention of establishing a preliminary
analysis involving channel estimation in context of the CR systems, the performance
enhancement procured by upgrading the existing spectrum sensing (detector perfor-
mance) due to the deployment of multiple antennas [17, 72], has been completely
neglected in the chapter. Based on a hardware deployment, the authors in [63]
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argued that the hardware complexity in context with the CR system escalates
with the deployment of multiple antennas, prohibiting the usage of well-known
combining techniques such as equal-gain combining and maximum-ratio combining
[16]. In this regard, nonconventional techniques, such as square-law selector and
square-law combiner (following the principle of energy detection) are able to reduce
complexity, thereby promoting the feasibility of multiple antennas.

Asynchronous Access
Given the complexity of the underlying problem, impairments due to the asyn-
chronous (in time domain) access by the secondary system to the licensed spectrum
is left aside throughout the chapter. The asynchronous access is due to the unknown
(which can be random also) behavior of PU traffic. In these circumstances,
the assumption concerning the synchronous access (i.e., perfect alignment to
the primary system’s medium access) becomes invalid. As a consequence, this
asynchronous access certainly has an impact on the performance of the CR systems.
A careful integration of the asynchronous access to the proposed analysis presents
a promising research direction. To tackle this problem, the reader is encouraged to
consult the references [35, 36].

Network-Wide Perspective
Finally, the performance analysis in this chapter has been confined to a single of
PT, PR, ST, and SR, a classical way of illustrating a node-wide perspective of a CR
system. The effect of the presence of other PTs and other STs in the network on
the performance – evaluated using parameters such as spatial interference at the PR
and spatial throughput at the SR, illustrating a network-wide perspective – has not
been treated in the chapter. The concept of stochastic geometry, widely accepted for
modeling the wireless networks, has been recently applied to the perform analysis
for the cognitive radio networks. In order to establish an in-depth understanding of
this concept, it is advisable to consult the references [18, 51, 69].

Conclusion

Despite its huge popularity and in-depth knowledge acquired on this topic, an
autonomous as well as exhaustive implementation of such a concept is underde-
veloped. One main reason behind this is the fact that the existing models (developed
for the performance characterization) have focused more on theoretical analysis
and less on the hardware deployment. In this regard, due to the complexity of
the underlying problem, these models tend to overlook certain aspects such as
noise uncertainty, channel knowledge, signal uncertainty, and hardware and model
imperfections that are fundamental to a hardware implementation. The lack of such
imperfections in the system model renders the performance analysis of the CR
system incomplete.

The knowledge of the involved channels residing within a CR system is one of
such aspects dealt in this chapter. From a physical layer perspective, it has been
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identified that the channel knowledge is extremely necessary for the realization
of the CR techniques on a hardware, thus allowing a CR system to control the
interference accumulated by the primary system. In this chapter, this notion has
been extensively justified and resolved through adequate analysis while considering
a hardware deployment.

Above all, the inclusion of the channel estimation requires a proper allocation of
time resources in the frame structure and appropriate measures to counter variations
due to the estimation error induced in the system. Surely, these factors have a
detrimental effect on the performance of a CR system, leading to the performance
degradation. These channel estimation-related issues have been carefully identified
and characterized, which ultimately allows us to depict the performance of the CR
systems in a fairly realistic scenario. Besides, following the deployment perspective,
a received power-based channel estimation technique is proposed for the estimation,
particularly, for the channels that exist between the two systems.

Briefly, the analysis performed in this chapter does not only provide answers to
specific questions related to imperfect channel knowledge, including:

1. How to counter the uncertain interference induced in different CR systems?
2. How to evaluate the performance degradation?
3. How to determine the suitable estimation time and suitable sensing time that

yields the maximum throughput achieved?

but also promotes techniques such as:

1. implementation of the channel estimation at the secondary system
2. energy-based detection and
3. received power-based channel estimation

that ultimately encourage hardware feasibility of CR systems.
As a closing remark, spectrum is a precious component that can enable wireless

connectivity to the billions of devices residing inside a 5G network. To meet this
escalating demand of more spectrum, cognitive radio, competing with technologies
such as the millimeter-wave technology and the visible light communication,
represents a viable option. Having said that, there exist certain scenarios, including
the one considered in this chapter (refer to section “Cognitive Small Cell: A
Prominent Use-Case”) that facilitate the coexistence of these technologies within
a 5G system.
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Abstract

Modeling spectrum sensing is a critical step that paves the way to (i) identify
the key impairments that affect the detection performance and (ii) help develop
algorithms and receiver architectures that mitigate these impairments. In this
chapter, realistic and practical sensing models are presented beyond those
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developed for classical detection theory. These models capture the impact of
different sensing receiver impairments on several detectors such as the energy,
the pilot, and the cyclostationarity detectors. Several receiver nonidealities
are investigated, including noise uncertainty, imperfect synchronization, and
cyclic frequency offsets. In addition, challenges and impairments pertaining
to wideband sensing are analyzed, including the presence of strong adjacent
interferers as well as the nonlinearities of the receiver RF front-end. From
these models, several mitigation techniques are developed to compensate for
the presence of the different sensing receiver impairments. Measurements and
simulation results are presented throughout the chapter to show the negative
impact of such impairments and validate that the developed mitigation techniques
provide tangible performance gains.

Introduction

A standard cognitive radio (CR) system seeks to identify channels that are not
occupied by primary systems so it can access them. Such cognitive and dynamic
approach promises to enhance spectrum utilization. For this reason, the CR receiver
must be equipped with a spectrum sensor that helps scan a single (in case of
narrowband) or multiple (in case of wideband) spectrum bands. The objective of the
spectrum sensing receiver is to employ detection algorithms to quickly and reliably
detect primary systems and identify available spectral resources.

Among the most popular spectrum sensing techniques proposed in the literature
are the energy, pilot, and cyclostationarity detectors. The theoretical detection
performance of these detectors has been thoroughly investigated in the literature, yet
the derived expressions are assumed to hold under ideal assumptions irrespective
of the signal-to-noise ratio (SNR) at the sensing receiver front-end, as will be
discussed in section “Spectrum Sensing Techniques”. Indeed, measurements have
verified that in negative SNR regimes, many of these assumptions do not hold.
In this chapter, more accurate spectrum sensing models are presented, where
several receiver impairments are included to better capture the performance attained
via experimental studies. Specifically, the energy detector requires noise power
estimation, which is commonly assumed to be perfect. Such assumption is dropped,
and the detection performance is analyzed in the presence of noise uncertainty.
Similarly, pilot and cyclostationarity detectors require tight synchronization to reap
the coherent gains achieved via signal feature exploitation. This synchronization is
difficult to attain in practice, where frequency, cyclic frequency, and sampling clock
offsets are inevitable. Modeling these impairments and studying their impact on
energy detection, pilot detection, and cyclostationarity detection will be discussed
in details in sections “Energy Detection Under Noise Uncertainty,” “Pilot Detection
Under Frequency Offsets,” and “Cyclostationarity Detection Under Imperfect Syn-
chronization”, respectively. Several mitigation algorithms are also presented in their
corresponding sections.
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While narrowband sensing is fundamental, wideband sensing is a highly desir-
able feature since it enables the CR receiver to explore more spectral resources
and switch between different channels in case some of them become occupied
by primary systems. To this end, modeling the wideband sensing problem has
been reduced to modeling several narrowband sensing problems by dividing the
wideband into many narrowbands. Such approach typically assumes an ideal chan-
nelization process, which is infeasible in practice. Indeed, two major bottlenecks
arise in wideband sensing. First, a band that is adjacent to other bands with strong
signals can suffer from high interference due to the nonideal filter mask in practice,
which is commonly assumed to be a brick wall in theory. In addition, strong signals
can saturate the RF front-end components such as the low-power amplifier (LNA).
This pushes the LNA to operate in a nonlinear region, introducing spurious terms
that can affect the detection performance. These two challenges and the mitigation
techniques to overcome them will be presented in section “Wideband Sensing:
Challenges and Solutions”.

The different sensing impairments require revisiting the sensing models for two
reasons. First, it is important to understand how the presence of these impairments
affects the performance. Second, by identifying the key parameters that affect
the performance, it becomes feasible to develop compensation algorithms and
architectures to mitigate these impairments. The design procedure, which will be
followed throughout this chapter, is summarized below:

1. Include the impairment in the sensing model. Such impairment may be identified
through measurements or more practical modeling.

2. For a given detection algorithm, derive the detection performance in the presence
of the impairment. The theoretical derivations help identify the key parameters
that affect the detection performance.

3. Develop a compensation algorithm that mitigates the issues introduced by the
impairment.

Spectrum Sensing Techniques

The CR receiver must have sensing capabilities to decide whether a channel is
occupied by other users or not. Generally, physical layer sensing relies on estimating
parameters that convey information about the channel such as the signal energy in
that channel or the presence of signal features or pilots. In essence, the spectrum
sensing problem can be viewed as a classical binary hypothesis test, where H0

stands for the absence of primary user signals, i.e., noise-only samples, and H1

stands for the presence of users, i.e., both noise and signal samples are present. This
is a digital implementation, where a test statistic, �, is used to process N samples
and estimate a desired parameter. Then, the statistic is compared to a predetermined
decision threshold. Mathematically, this is expressed as
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�
H1
?
H0

�; (1)

where � is a threshold that can be optimized to attain a certain objective, e.g., meet
a false alarm constraint.

There are a plethora of spectrum sensing techniques [2, 11, 23, 28], but the most
prominent candidates for practical implementation are the energy detector, the pilot
detector, and the cyclostationarity detector, which will be reviewed next.

Energy Detection

This is one of the simplest forms of detection because the CR receiver does not
require any knowledge about the received samples beforehand. Specifically, the
objective is to process the received samples to compute the energy level in the
channel. Let r.n/ denote the n-th sample of the received signal; then the energy
detector is expressed as

�E D
1

N

N�1X
nD0

jr.n/j2: (2)

The detection performance of this test statistic is well-investigated in the literature
for different signal and noise models. For instance, it can be shown that under the
additive white Gaussian noise (AWGN) channel, the receiver operating characteris-
tic (ROC) performance is expressed as [24]

Pd D Q

�
1

1C SNR

h
Q�1.Pf / �

p
N SNR

i
; (3)

where Pd is the probability of detection, Pf is the probability of false alarm, Q.�/
is the Q-function, and Q�1.�/ is the inverse Q-function. It can be observed that the
performance improves for higher SNR or longer sensing times, i.e., larger N . Note
that this expression is assumed to be valid for any SNR value.

Pilot Detection

While the energy detector is a universal detector, since it does not need any specific
signal structure, some practical communication systems deliberately embed signal
features to either perform synchronization and acquisition or help improve signal
decoding. For instance, in some broadcast communication systems, e.g., digital
television, sinewave pilot tones are transmitted for data frame synchronization.
Mathematically, the transmitted primary signal can be expressed as [10, 24]



5 Spectrum Sensing, Measurement, and Modeling 133

x.n/ D
p
"xp.n/C

p
1 � "xd .n/; (4)

where xp.n/ is a known pilot tone, xd .n/ is the data-carrying signal, and " is the
pilot power factor, i.e., the fraction of the total power allocated to the pilot tone.
For example, pilots in digital TV signals are 11 dB weaker than the average signal
power, i.e., " � 0:1 [1].

Pilot detection infers the occupancy of a channel by utilizing prior knowledge
about pilots embedded in transmitted signals. One common approach for pilot
detection is the following test statistic [5, 24]

�P D
1

N

N�1X
nD0

Ox�p.n/r.n/; (5)

where Oxp D Œ Oxp.1/; Oxp.2/; � � � ; Oxp.N /�T is a unit vector in the direction of the pilot
tone. The ROC performance of this statistic in an AWGN channel can be shown to
be [10]

Pd D Q
�
Q�1.Pf / �

p
N"SNR

�
: (6)

It can be observed that the performance depends on the power allocated to the pilot
tone.

Cyclostationarity Detection

In the absence of deterministic pilot tones, the CR receiver can instead utilize the
inherit features of modulated signals, which exhibit periodic statistical properties
[7,8]. Specifically, many of the modulated signals are second-order cyclostationary,
i.e., their means and autocorrelation functions are periodic, where the period
depends on the symbol period and the carrier frequency of the signal [21].

Cyclostationarity properties can be observed via the spectral correlation function,
a two-dimensional complex transform [8]. This transform is actually a generaliza-
tion of the power spectral density function, and it maintains several key advantages.
First, it preserves phase and frequency information related to certain parameters
in modulated signals. Second, features that overlap in the power spectrum are
nonoverlapping features in the spectral correlation domain, making it easier to
detect them. Third, different modulation schemes, e.g., BPSK and QPSK, have
identical power spectral density functions, yet they can have highly distinct spectral
correlation functions [4]. Last, noise samples are typically uncorrelated, and hence
noise does not exhibit any cyclic features, making the detection in low SNR regime
robust. Indeed, the measured spectral correlation of a receiver sensing noise-only
samples is illustrated in Fig. 1, which confirms that noise does not have any peaks
in the spectral correlation function except at zero cyclic frequencies.
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Fig. 1 Measured spectral correlation function of the noise at the 2.4 GHz receiver

The detection of cyclic features in the received signal is typically done by
computing the cyclic autocorrelation function (CAF), where the received signal is
correlated with a frequency-shifted version of itself [7]. More formally, the CAF
can be estimated using N samples as follows [14, 21]

R˛r .�/ D
1

N

N�1X
nD0

r.n/r�.n � �/e�j 2�˛nTs ; (7)

where ˛ is the cyclic frequency and Ts is the sampling period. Once the CAF is
computed at the CR receiver, the following test statistic can be performed:

�˛ D jR
˛
r .�/j: (8)

As stated, different modulation schemes have peaks at different cyclic frequencies,
and hence by varying ˛, it can be possible to not only detect signals but also classify
them [9, 22].

Beyond Classical Detection Theory

Modeling the binary hypothesis testing problem in classical detection theory
generally includes many ideal assumptions. For instance, it is commonly assumed
that noise samples are generated from a white Gaussian wide-stationary process
with a noise variance that is precisely known. This means that the threshold used for
the energy detector can be accurately optimized to achieve any desired detection per-
formance. Similarly, for pilot detection, tight synchronization is assumed between
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the transmitter and the sensing receiver to properly correlate the received signal with
a replica of the pilot tone, whereas frequency and clock offsets are neglected in the
analysis of cyclostationarity detection.

Such ideal assumptions can be warranted if detection is done in good SNR
conditions, where noise estimation and receiver synchronization are more reliable.
However, primary user systems require protection even in the worst-case scenarios
when the received signal at a CR receiver could be far below noise floor. For
example, for a cognitive radio operation in licensed TV bands, IEEE 802.22 working
group defined required SNR sensitivities for primary user signals to be �22 dB for
DTV signals and �10 dB for wireless microphones [6]. Hence, spectrum sensing
must be reliable in negative SNR regimes.

In addition to the reliable operation under stringent SNR requirements, the CR
receiver must seek spectral opportunities over a wide swath of the spectrum, elevat-
ing the need for wideband spectrum sensing. The problem of wideband sensing
has been typically approached by breaking the spectrum into many narrowband
channels, and hence the problem is converted into several binary hypotheses tests,
one per channel [11, 12, 16–18]. Such simplification, however, neglects many
design challenges inherited with wideband sensing, including the impact of strong
interferers in some channels [26, 27], spectral leakage due to nonideal filters [26],
or the presence of spurious harmonics generated from nonlinearities in the receiver
front-end [19].

The aforementioned design challenges require revisiting the sensing models
for two reasons. First, it is important to accurately understand the impact of
operating in negative SNR regions with nonideal wideband receiver front-ends on
the detection performance. Second, by identifying the key parameters that affect the
detection performance, the sensing algorithms can be enhanced to compensate for
the different impairments that affect the detection reliability.

Energy Detection Under Noise Uncertainty

In an unoccupied channel, the CR receiver collects noise-only samples. From these
samples, the noise variance can be estimated using the energy detector to optimize
the detection threshold � in order to achieve any desired probability of detection.
Indeed, it can be observed from the ROC performance of the energy detector in (3)
that controlling the sensing time N can help meet any specified .Pd ; Pf / pair.
Specifically, the following relation holds

N D



Q�1.Pf / �Q

�1.Pd /.1C SNR/
�2

SNR2
: (9)

In other words, the theoretical analysis shows that the number of samples asymptot-
ically scales as 1=SNR2, which follows using the approximation 1 C SNR � 1

in negative SNR regimes. To verify this scaling law, an experimental study is
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Fig. 2 Measured sensing time versus SNR for energy detector

performed using a real CR test bed [3]. In this study, the objective is to detect
a QPSK signal under different SNR values. For each value, two different sets
of energy values are collected: one in the absence of the signal and one in its
presence. When the signal is absent, the noise-only samples are used to estimate
the detection threshold � that achieves a false alarm of Pf D 0:05. The threshold
is then applied to compute Pd . From these measurements, the sensing time for a
given SNR is derived to achieve a detection performance of Pd D 0:9 as shown in
Fig. 2. It can be observed that the theoretical scaling law holds for SNR values above
�20 dB. However, as the signal becomes weaker, detection becomes progressively
harder, and when the signal is below �23 dB, the detector cannot sense the signal
irrespective of the sensing time, leading to a phenomenon known as the SNR wall
[24]. Such deviation illustrates that the energy detector lacks robustness in negative
SNR regimes. In addition, the measurements show that the existing sensing model
must be revisited to accurately capture the SNR wall phenomenon.

To understand the deviation of the measured sensing time curve from the
predicted one, it is imperative to address the assumptions used in the existing sensing
model. Specifically, there are two strong assumptions used here. First, noise is
assumed to be an additive white Gaussian wide-sense stationary process with zero-
mean and known variance. However, noise is an aggregation of various sources
including not only thermal noise at the receiver and underlined circuits but also
interference due to nearby unintended emissions, weak signals from transmitters
very far away, etc. Second, by assuming that the noise variance is perfectly known,
the detection threshold can be optimized with infinite precision. However, in the
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Fig. 3 Measured noise power at the CR receiver

actual implementation, this is practically impossible as noise could vary over
time due to temperature change, ambient interference, filtering, etc. Indeed, Fig. 3
shows that the measured noise power level in the receiver used for testing of
energy detection varies over time. The impact of the time-varying nature of the
noise process on detection becomes tangible when the signal strength is below
the estimation error of the noise variance. Hence, these temporal changes must be
captured in the sensing model, particularly when the receiver operates in negative
SNR regimes.

Modeling Noise Uncertainty

In a standard sensing model, it is common to model the noise-only samples as
w.n/ � N .0; �2w/, i.e., a Gaussian random variable with zero-mean and perfectly
known variance �2w. However, it is more accurate to assume that such noise samples
are instead generated from Qw.n/ � N .0; Q�2w/ such that

Q�2w 2

�
1

�
�2w; ��

2
w

	
; (10)

where � 	 1 is a parameter that quantifies the noise uncertainty. Note that � D 1

implies perfect knowledge of the noise variance. In other words, the CR receiver
estimates that the noise variance is �2w, whereas the actual variance is Q�2w.

To understand how such noise uncertainty leads to an SNR wall, consider
the worst-case scenario. Specifically, the highest false alarm probability occurs
when the actual noise variance is Q�2w D ��2w since in this case �2w becomes an
underestimate of the true variance, forcing the CR receiver to more frequently decide
that the channel is occupied. Similarly, the lowest probability of detection occurs
when the actual noise variance is Q�2w D .1=�/�2w. In this case, the CR receiver
overestimates the true variance, leading to increasing the frequency of declaring
a channel to be empty. Under such worst-case scenario, it can be shown that the
ROC of the energy detector becomes [24]
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Pd D Q

 
�Q�1.Pf / �

p
N.SNRC1=� � �/

SNRC1=�

!
: (11)

Clearly, for � D 1, (11) simplifies to (3). From this expression, the sensing time can
be derived to be

N D



�Q�1.Pf / �Q

�1.Pd /.1=�C SNR/
�2

.SNRC1=� � �/2
: (12)

It is evident that N ! 1 when SNRC1=� � � D 0, i.e., there exists an SNR
wall where detection below that SNR value becomes impossible. More formally, for
� > 1, the SNR wall occurs at

SNRwall D
�2 � 1

�
: (13)

Figure 4 illustrates the theoretical sensing time in the presence and absence of noise
uncertainty where �dB D 10 log10.�/. It is evident that even small uncertainty makes
the energy detector poor in highly negative SNR regions. It is also observed that the
modified sensing model captures the behavior observed in the experimental study
illustrated in Fig. 2.

Fig. 4 Sensing time in the presence of noise uncertainty
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Compensating Noise Uncertainty

Frequent noise power estimation becomes imperative, particularly in low SNR
regimes. To this end, the CR receiver must collect noise-only samples. These
samples, denoted as w.n/, can be used to estimate the noise variance using the
following maximum likelihood (ML) estimator [13]

O�2w D
1

M

M�1X
mD0

jw.m/j2: (14)

The key issue here is the availability of such samples or inferring that the collected
samples are actually noise-only samples instead of samples of a weak signal. One
solution to this issue is to infrequently trigger a fine-sensing stage, where a feature
detector is used [15]. Specifically, during the fine-sensing stage, if the decision is
H0, then the collected samples can, with high accuracy, be declared as noise-only
samples, and hence they can be used to update O�2w for subsequent energy detection.
Such approach can be implemented using the following detector:

�0E D
�E

O�2w

D
M

N

PN�1
nD0 jr.n/j

2PM�1
mD0 jw.m/j

2
:

(15)

Figure 5 illustrates the enhanced energy detector. It consists of two stages: fine
sensing of durationM , that is triggered infrequently, and energy sensing for duration
N , which is triggered frequently. The former is motivated to reliably update the
noise variance estimate, which will be used for subsequent fast energy detection.

Fig. 5 The enhanced energy detector utilizes the noise variance estimate, which is periodically
updated
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The detection performance of this detector can be approximated as [15]

Pd D Q

 
1

1C SNR

"
Q�1.Pf / �

r
N �M

N CM
SNR

#!
: (16)

From this expression, the sensing time of the energy detector is derived as follows:

r
N �M

N CM
D
Q�1.Pf / �Q

�1.Pd /.1C SNR/

SNR
: (17)

For instance, if M D N , the sensing time needed to achieve a specific .Pd ; Pf /
pair is

N D
2


Q�1.Pf / �Q

�1.Pd /.1C SNR/
�2

SNR2
: (18)

That is, there is an SNR penalty of 10 log10.
p
2/ � 1:5 dB in comparison with the

ideal energy detector. Note, however, that if M D N2, then
q

N �M
NCM

�
p
N , i.e.,

the performance of �0E reaches the ideal performance of �E in the negative SNR
regime.

Alternatively, the minimum SNR for which the detection is possible can be
derived as [15]

Fig. 6 Performance of the enhanced energy detector
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SNRmin D
1C

q
MCN
N �M

Q�1.Pf /

1C
q

MCN
N �M

Q�1.Pd /

� 1: (19)

It is clear that if M D N or M D N2, then SNRmin ! 0 as N ! 1, i.e., there
is no SNR wall. However, if M is a constant, e.g., M D 100, then SNRmin > 0 as
N !1.

Figure 6 illustrates the sensing time needed to achieve Pf D 0:05 and Pd D 0:9
when �0E is used. As expected, having longer sensing periods to estimate the noise
variance, i.e., largerM , improves the performance of the energy detector. However,
to mitigate the SNR wall, the noise power estimation period should scale with the
duration of the energy detector, e.g., M D N and M D N2.

Pilot Detection Under Frequency Offsets

The simplicity of the energy detector comes at the expense of a poor performance
in negative SNR regimes. To circumvent this, pilot detection exploits certain signal
features to robustify the detection performance, and particularly it relies on pilot
tones that are sent alongside data-carrying signals. Indeed, the processing of the
received samples via correlation provides coherent gains that make detection of very
weak signals possible. However, this coherent processing requires the CR receiver
to be in perfect synchronization with the pilot in the received signal.

Consider the ROC performance of the pilot detector in (6); then the sensing time
needed to achieve any desired .Pd ; Pf / pair can be shown to be

N D



Q�1.Pf / �Q

�1.Pd /
�2

"SNR
: (20)

Thus, the theoretical scaling law of the sensing time is N � 1=SNR. Comparing
this scaling law with the one achieved using the energy detector, then it can be
observed that the sensing time under pilot detection is a lower bound on that
achieved using energy detection as long as " > SNR.

To verify the scaling law of the pilot detector, an experimental study is performed
on a sinewave pilot, with signal levels varying from�110 to�136 dB. The measured
sensing time is shown in Fig. 7 in the presence of different frequency offsets.
It is observed that for strong pilot tones, the measured sensing time follows the
theoretical scaling law. However, as the pilot power decreases, the sensing time
deviates from the theoretical curve, leading to the SNR wall phenomenon.

The deviation of the experimental result from the theoretical curve is explained
as follows. Practical receivers have imperfect thus inaccurate oscillators and
circuitry, deeming perfect synchronization near impossible, particularly in negative
SNR regimes. Typically, synchronization loops can estimate and reliably correct
frequency offsets when the SNR at the receiver is positive. However, in negative
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Fig. 7 Measured sensing time with variations of the sine wave signal power under different
frequency offsets

SNRs these loops are driven by noise and cannot perform robust synchronization.
The imperfect synchronization can severely affect the coherent processing gains
achieved by correlating the received signal with the pilot tone.

Modeling Frequency Offsets

Consider the sinewave pilot tone xp.n/ D exp.j .!on C �//, where !0 is the
carrier frequency. Suppose there exists a frequency offset,  , between the primary
transmitter and the CR receiver. This can be modeled by assuming that the pilot
tone replica used at the receiver is equal to Oxp.n/ D xp.n/ exp.j n/. Using the
pilot detector, it can be shown that under H1

�P D
1

N

N�1X
nD0

Oxp.n/
�r.n/

�

p
"

N

N�1X
nD0

exp.�j n/:

(21)

If the sensing timeN becomes comparable or larger than the period of the frequency
offset, then the pilot detector loses its coherent processing gain. In other words, in
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the presence of frequency offsets, the pilot detector can suffer from the SNR wall,
explaining the measured curve in Fig. 7.

Compensating Frequency Offsets

As discussed in the previous section, the presence of frequency offsets can be
detrimental if the sensing time is in the order of frequency offset time period.
Thus, it is intuitive to break down the sensing time into shorter time periods to help
achieve partial coherent processing gains. This motivates the following enhanced
pilot detector [5]:

�0P D
1

K

K�1X
kD0

1

M

"
M�1X
mD0

Ox�p.kM Cm/r.kM Cm/

#2
: (22)

This detector can be interpreted as a two-stage pilot detector. Specifically, in the first
stage, the CR receiver correlates the received signal with a replica of the pilot tone,
but this time it is done over a short period, i.e.,M 
 N . This process is repeatedK
times, and hence in the second stage, the CR receiver noncoherently averages over
these collected K blocks, making the total sensing time N D K �M . The receiver
architecture of the two-stage pilot detector is shown in Fig. 8.

It can be shown that the performance of the enhanced pilot detector is

Pd D Q

 
1

p
1C 2M"SNR

"
Q�1.Pf / �

r
K

2
M"SNR

#!
: (23)

There are several key observations here. First, if "SNR
 1, then the performance
can be approximated as

Pd � Q

 
Q�1.Pf / �

r
K

2
M"SNR

!
: (24)

Fig. 8 The two-stage pilot detector complements coherent processing with noncoherent
processing
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Fig. 9 The detection performance of the enhanced pilot detector

In this case, increasing K improves the performance with a similar scaling to the
energy detector (cf. (3)). Yet, the coherent processing effectively improves the SNR
by 10 log10.M/dB. In other words, comparing (24) with (3), it can be observed that
under noise uncertainty, which affects nocoherent processing, the enhanced pilot
detector moves the SNR wall by 10 log10.M/dB.

Second, if "SNR� 1, then the performance can be approximated as

Pd � Q

 
Q�1.Pf /
p
2M"SNR

�

r
KM"SNR

4

!
: (25)

In this case, the performance of the enhanced pilot detector is similar to the
performance of the ideal pilot detector (cf. (6)).

Figure 9 shows the detection performance of the enhanced pilot detector in
negative SNR regimes. The enhanced detector is compared with the ideal energy and
pilot detectors in (2) and (5), respectively. It is assumed that Pf D 0:05, " D 0:1,
and N D 10;000, where K D 10 and M D 1000. It is clear that the enhanced
pilot detector benefits from the coherent processing gains in very negative SNRs,
and since M 
 N , the robustness against frequency offsets improves.

Cyclostationarity Detection Under Imperfect Synchronization

Similar to pilot detection, where prior knowledge about pilot tones is needed,
cyclostationarity detection requires knowledge about the cyclic frequency of the
modulated signal. Such feature exploitation helps robustify detection in negative
SNR regimes. However, it is critical to analyze the detection performance when
such knowledge is not perfectly known.
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Consider the zero-lag CAF, i.e., � D 0, which is expressed as

R˛r .0/ D
1

N

N�1X
nD0

r.n/r�.n/e�j 2�˛nTs : (26)

Clearly, for ˛ D 0, the cyclostationarity detector simplifies to the energy detector
in (2). From this, one can interpret this detector for ˛ ¤ 0 as computing the energy
of the received signal at a cyclic frequency ˛. In the presence of noise-only samples,
it can be shown that as N !1 then R˛r .0/! 0 for ˛ ¤ 0 at all SNRs. That is, the
detector can theoretically suppress noise at the negative SNR regime by increasing
the sensing time N due to averaging a stationary noise process.

The robustness of the cyclostationarity detector in negative SNR regimes is
attained when ˛ is perfectly known, yet this is difficult to achieve in practice. Specif-
ically, the presence of Doppler shifts, imperfect estimation of carrier frequencies,
and the frequency mismatch due to local oscillators all introduce cyclic frequency
offsets (CFOs) that can degrade the performance. Such performance degradation
is verified experimentally [20]. In particular, a BPSK signal with a symbol period
T D 10s is generated. At the receiver end, the detector in (26) is implemented
at ˛ D 1=T D 100KHz with a sampling frequency 1=Ts D 2MHz. The cyclic
feature of the BPSK signal is analyzed in the presence of different frequency offsets
�˛ given in units per million (ppm). Figure 10 shows the impact of increasing the
sensing time N on the cyclic feature. Interestingly, as the sensing time increases, it

Fig. 10 Normalized cylic feature in the presence of CFOs. Markers denote the experimental
results and curves denote the theoretical expression in (29)
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becomes harder to detect the cyclic feature. Thus, although increasing N averages
the noise process in negative SNR regimes, the cyclic feature becomes harder to
detect, leading to an SNR wall phenomenon. The decay in the cyclic feature is
theoretically investigated in the next section.

Modeling Cyclic Frequency Offsets

To model the CFO, it can be assumed that the test statistic is computed at a cyclic
frequency that is deviated from the correct one by �˛ , i.e., the cyclic frequency
used is

Ǫ D ˛.1C�˛/: (27)

Note that the CFO will not affect the noise process since it is stationary. Hence,
noiseless signals are considered in the subsequent analysis.

For illustration purposes, consider a single-carrier signal r.n/ D
P

m a.mTb/

p.nTs � mT / exp.�2�f0nTs/, where a.mTb/ are data symbols with period Tb ,
e.g., for BPSK a.mTb/ 2 fC1;�1g, p.�/ is a pulse shaping filter, and f0 is the
carrier frequency. Then,
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D
1

N

N�1X
nD0

ˇ̌̌
ˇ̌X
m

a.mTb/p.nTs �mT /

ˇ̌̌
ˇ̌
2

e�j 2�˛nTs e�j 2�˛�˛nTs

�
R˛r .0/

N

e�j 2�˛�˛NTs � 1

e�j 2�˛�˛Ts � 1

D R˛r .0/e
�j 2�˛�˛.N�1/Ts

sin.�˛�˛NTs/
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(28)

Note that R Ǫr .0/! R˛r .0/ as �˛ ! 0. The test statistic to detect the cyclic feature
is shown to be [20, 29]

jR Ǫr .0/j D jR
˛
r .0/j

ˇ̌̌
ˇ sin.�˛�˛NTs/

N sin.�˛�˛Ts/

ˇ̌̌
ˇ : (29)

It can be observed that for �˛ ¤ 0, the cyclic feature decays as N increases. This
makes jR Ǫr .0/j under H1 to be similar to jR Ǫr .0/j under H0, making detection very
difficult. Figure 10 shows the theoretical curves of the normalized cyclic feature in
the presence of CFOs, which match the results obtained via the experimental study.
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Fig. 11 The enhanced cyclostationarity detector

Compensating Frequency Offsets

It is shown that long sensing windows severely impact the cyclostationarity detector
in the presence of CFOs. However, long sensing windows are necessary to average
noise, particularly in negative SNR regimes. This suggests a two-stage sensing
detector similar to the approach used in improving the pilot detector. Specifically,
the N samples are broken into K blocks, where each one is of length M . In each
block of samples, cyclostationarity detection is done, yet M < N , and hence the
impact of the CFO is reduced. At the same time, K > 1 in order to average noise.
Mathematically, the two-stage detector is given as [21]

R˛r .0/
0 D

1

K �M

K�1X
kD0

M�1X
mD0

r.kM Cm/r�.kM Cm/e�j 2�˛mTs : (30)

The enhanced cyclostationarity detector is shown in Fig. 11. Similar to the analysis
given for R Ǫr .0/, it can be shown that the impact of the CFO on R˛r .0/

0 is given by

jR Ǫr .0/
0j D jR˛r .0/

0j

ˇ̌̌
ˇ sin.�˛�˛MTs/

M sin.�˛�˛Ts/
�

sin.�˛KMTs/

K sin.�˛MTs/

ˇ̌̌
ˇ : (31)

Figure 12a shows the normalized cyclic frequency under the enhanced detector
for different number of frames. It is evident that breaking theN samples into several
frames can significantly reduce the rate at which the cyclic feature decays, making
it more reliable to detect in negative SNR regimes. Figure 12b illustrates the cyclic
feature with variations of the CFO, where N D 20;000. It can be observed that
increasing K does not always provide the highest gains. For instance, the cyclic
feature is weak for K D 5 when the CFO is small. This emphasizes that the
number of samples and how these samples are divided into blocks both affect the
performance. This suggests an optimization framework that maximizes the cyclic
feature by optimizing K and M [20].
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Fig. 12 Normalized cyclic frequency under the enhanced cyclostationarity detector

So far, it is assumed that there are no phase offsets between the different blocks,
which occur whenM˛Ts is an integer, i.e., the estimation of the CAF is done over an
integer number of periods of the cyclic frequency. However, sampling clock offsets
(SCOs) resulted in the analog-to-digital conversion stage may prevent coherent
integration of the different blocks.
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One way to model the SCO is to rewrite the sampling period as

OTs D Ts.1C ı/: (32)

Here, it is assumed that �˛ D 0 to explicitly understand how the SCO affects the
performance of the enhanced cyclostationarity detector. Hence, and similar to the
analysis done for the CFO, it can be shown that

j OR˛r .0/
0j D jR˛r .0/

0j

ˇ̌̌
ˇ sin.�˛KMTs.1C ı//

K sin.�˛MTs.1C ı//

ˇ̌̌
ˇ ; (33)

where OR˛r .0/
0 denotes the enhanced detector in the presence of the SCO.

The impact of the SCO on the enhanced detector is studied forK D 5. Figure 13a
shows the normalized cyclic frequency with variations of the number of samples,
whereas Fig. 13b shows the impact of ı, where N D 10;000. It is assumed that
˛ D 1=T D 100KHz and 1=Ts D 2MHz. It is clear that sampling offsets have
detrimental effects on the performance.

The enhanced detector, in general, requires optimizing K and M to limit the
performance loss due to CFOs and SCOs [21]. An optimization framework can
be formulated when these two impairments are modeled as random variables.
Figure 14 illustrates the detection performance of the enhanced detector, where both
impairments are modeled as zero-mean Gaussian random variables with variances
�2cfo D 2 � 10�4 and �2sco D 1 � 10�5. The signal to be detected is assumed to
be BPSK with ˛ D 5MHz, and 1=Ts D 10MHz. Figure 14a shows the simulated
ROC performance for different number of frames, where SNR D �5 dB. The total
sensing window is fixed at N D K �M D 5000 samples. It can be observed that
the way by which the samples are split is critical to the detector’s performance.
Figure 14b shows the detection performance for K D 12 under different SNR
regimes. Overall, the detector provides robust performance in negative SNR regimes
if K and M are optimized.

Wideband Sensing: Challenges and Solutions

To realize a full-scale uptake of cognitive radio systems, it is imperative to explore
a wide swath of the spectrum in order to identify as many spectral opportunities
as possible. Hence, it is critical to equip CR receivers with wideband sensing
capabilities, i.e., scanners that can scan many channels in parallel. Not only this
provides more bandwidth, and hence more throughput, but also enables the receiver
to move from one channel to another when a primary system reappears.

Typically in wideband sensing, the received wideband signal is fed into a filter
bank to channelize it into nonoverlapping subbands. In this case, the wideband
sensing model becomes a collection of narrowband sensing models. Hence, the
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Fig. 13 Normalized cyclic frequency in the presence of SCOs

impairments discussed in the previous sections can still occur for each subband,
e.g., noise uncertainty, imperfect synchronization, frequency offsets, etc.

Besides the aforementioned impairments, there are other impairments and
design challenges inherited in wideband sensing. For instance, consider the general
wideband sensing architecture shown in Fig. 15. Observe that the digital signal
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Fig. 14 Detection performance of the enhanced detector in the presence of CFOs and SCOs

processor (DSP) has the additional block channelization (or filtering) to convert
the wideband signal into several narrowbands. Such filtering procedure is nonideal,
causing leakage and interference in the channel of interest. In addition, due to the
high bandwidth of the signal, the low-power amplifier (LNA) in the RF front-end
may be pushed to operate in a nonlinear region, causing the wideband signal to be
distorted. These two impairments will be the focus of this section.
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Fig. 15 A typical wideband sensing architecture

Fig. 16 Nonideal channelization and filtering result in adjacent interfering power

Adjacent Band Interfering Power

Consider a wideband signal that is composed of several nonoverlapping narrowband
primary users, where for simplicity all bands are assumed to be of equal bandwidth
and modulation scheme. Figure 16 illustrates an example of the power spectral
density (PSD) of three nonoverlapping signals. Consider detecting the weak primary
signal, which is adjacent to two strong primary signals. In an ideal architecture,
each signal can be processed and detected independently of the other signals.
However, in a practical receiver, there are two issues that arise. First, the filters in
frequency domain are not perfectly rectangular, with sharp edges. Hence, the tail of
a strong adjacent signal may introduce interference to the band of interest. In other
words, even if the band of interest is unoccupied, the interference present in that
channel may increase false alarms. Second, the channelization of the time-domain
samples can introduce spectral leakage to other channels. These two issues will be
collectively referred as adjacent band interfering power [26].
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Modeling Adjacent Interference Power
The discrete-time domain received wideband signal r.n/ is a superposition of
primary signals corrupted with noise. In other words, let w.n/ � N .0; �2w/ be
the noise samples; then r.n/ D

PL
lD1 xl .n/C w.n/, where xl.n/ is the transmitted

primary signal over the l-th channel. The received signal can be decoupled into
narrowband signals using the frequency domain representation of r.n/, which is
computed by the normalized fast Fourier transform (FFT) as follows

RkŒm� D
1

NF

NF�1X
nD0

r.nC kNF /e
�2�nm=NF ; (34)

where k is the FFT block index, m is the frequency bin, and NF is the FFT size.
Each channel is represented by M bins. Using Parseval’s theorem, the signal power
in the l-th channel can be computed in frequency domain as

�E;l D
1

KM

K�1X
kD0

X
m

jRkŒm�j
2; (35)

where the second sum term is over the l-th channel bins. The issue here is that
Rk;l D

P
m jRkŒm�j

2 is not the power of noise-only samples in case of H0 (or
noise-plus-signal samples in case of H1) since now these samples are corrupted
by the adjacent interference. In this case, the variance of the samples under H0 is
higher than �2w, increasing false alarms if the threshold is not corrected. As a result,
it is critical to not only reduce the interference but also to estimate it in order to
correct the decision threshold.

Mitigating Adjacent Interference Power
The high-level overview of the procedure that mitigates the adjacent interference
power is shown in Fig. 17. In the first step, the RF antennas are switched off to
calibrate the noise power. In the second step, a coarse estimation of the PSD is
performed, where each channel is sensed using an energy detector with the same
number of samples. By measuring the power in each adjacent channel to the band
of interest, the interfering power is estimated in the third step.

Once the interference power, �2I;l , is estimated for each channel, the sensing
time needed for each channel to perform a fine PSD estimation is optimized. The
PSD estimation can be robustified against power leakages using a windowed FFT
instead of using (34). In the windowed FFT, the received samples r.n/ are weighted
first by a normalized window coefficient !.n/ before computing the FFT. This
weighting, however, comes at the expense of reducing the spectral resolution. To
maintain a high spectral resolution, a multitap-windowed FFT can be used instead.
Mathematically, the multitap-windowed FFT is implemented as [26]
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Fig. 17 A high-level
procedure to mitigate
adjacent interference power
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where p is the tap index and P is the total number of taps. In this case, the multitap-
windowed energy detector is expressed as

�ME;l D
1
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Nl�1X
kD0

X
m

j ORkŒm�j
2; (37)

where Nl is the channel-specific sensing time. The sensing time differs across
channels depending on the interfering powers in each channel. For a desired
.Pf ; Pd / pair and SNR sensitivity, Nl can be computed as follows:
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where  is a fitting factor that can be calculated beforehand. This expression can be
derived from the detection performance of the multitap-windowed energy detector,
which is shown to be [25]
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Short sensing periods
(based on energy detection)

Fine sensing period
(based on feature detection)

Fig. 18 The multitap-windowed energy detector

Once the PSD is finely estimated for each channel, the threshold is corrected before
the multiband detection. Specifically, it is computed as

�l D
�
�2w C �

2
I;l

� �p
=NlQ

�1.Pf /C 1
�
: (40)

Figure 18 illustrates the DSP used for the multitap-windowed energy detector.
Figure 19a shows the number of samples needed for .Pf ; Pd / D .0:1; 0:9/ with

variations on the interfere-to-noise-power ratio (INR), i.e., �2I;l =�
2
w. Three detectors

are shown: the multitap-windowed detector; the windowed detector, i.e.,P D 1; and
the conventional one, i.e., no windowing is used. It is assumed that SNR D �5 dB,
and the adjacent interferes are one bin away from the band of interest. It is evident
that the multitap-windowed detector provides a significant reduction in the sensing
time. Figure 19b shows the false alarm probability with variations of the INR. It is
clear that adapting the threshold maintains the false alarm to 0:1 as desired.

RF Front-End Nonlinearity

In wideband sensing, the received signal may contain multiple primary user signals.
Even if all primary signals are transmitted with the same power, at the CR receiver,
these signals can have various power levels, depending on the distance of these
users to the CR receiver and channel fading. In the presence of strong signals, the
receiver’s LNA may operate in a nonlinear region. Such nonlinearity introduces
harmonics and intermodulation (IM) terms.

Figure 20 shows a receiver sensing a wideband spectrum that contains two strong
signals, henceforth denoted as blockers, located at fb1 and fb2. The signal of interest
is located at f0 D 2fb2 � fb1. At the output of the LNA, the blockers introduce
IM terms in the same band as the desired signal. These spurious terms remain after
downconverting the wideband spectrum into baseband. Hence, the received samples,
resulted from digitizing the baseband, are corrupted with the IM terms.
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Fig. 19 Performance of different energy-based detectors in the presence of adjacent interference

Modeling LNA Nonlinearities
Different IM terms are generated due to the nonlinearity of the LNA. However,
not all these terms affect the received samples. For instance, even-order IM terms
lie outside the frequency support of the signal of interest, and hence they can be
filtered efficiently. Similarly, odd-order nonlinearities are typically dominated by
third-order nonlinearities, making the impact of high odd-order terms, e.g., 5th order
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Fig. 20 LNA nonlinearity introduces IM terms

and higher, negligible. Hence, only third-order nonlinearities are considered in the
subsequent analysis.

In the presence of nonlinearities, the received samples can be modeled as [19,30]

r.n/ D ˇ1x.n/C ˇ3x.n/jx.n/j
2 C w.n/; (41)

where x.n/ is the wideband signal and w.n/ is an additive white Gaussian noise.
Here, ˇ1 and ˇ3 are constants that are characteristics of the receiver front-end. Note
that ˇ1x.n/ is the linear term, whereas ˇ3x.n/jx.n/j2 is the third-order nonlinear
term.

In the example of a single pair of blockers, it can be shown that the signal in the
channel of interest is given by [30]

rd .n/ �

�
ˇ1xd .n/C

3

2
ˇ3x
�
b1.n/x

2
b2.n/


e2�fif nTs C w.n/; (42)

where xd .n/ is the signal of interest, xb1.n/ and xb2.n/ are the two blockers, and
fif D 2f2 � f1 is the intermediate frequency, where the signal of interest resides.
Note that xd .n/ is present in H1 and absent in H0, and the CR receiver must
determine which hypothesis is true. The challenge here is that in the presence of
strong blockers, the IM terms can be stronger than the signal of interest, making the
detection difficult.

Mitigating LNA Nonlinearities
By viewing the IM terms as interference, one may follow the same approach used in
Fig. 17, where the sensing time and the decision threshold are adapted. This requires
estimating the blocker power [19]. The challenge here is that estimating the blocker,
say in fb1, cannot be directly done by measuring the energy in that channel since it
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Fig. 21 An architecture that cancels the IM terms

does not only contain the blocker signal but also the self-interference as shown in
Fig. 20. Indeed, recall the received signal:

r.n/ D

�
ˇ1xd .n/C

3

2
x�b1.n/x

2
b2.n/


e2�fif nTs

„ ƒ‚ …
signal at fif

C Nxb1.n/e
2�f1nTs„ ƒ‚ …

signal at f1

C Nxb2.n/e
2�f2nTs„ ƒ‚ …

signal at f2

C w.n/; (43)

where Nxbi .n/ is a function of the i -th blocker signal xbi .n/, and it can be shown that
[19]

Nxb1.n/ D ˇ1xb1.n/C
3

2
ˇ3xb1.n/jxb1.n/j

2 C 3ˇ3xb1.n/jxb2.n/j
2: (44)

The self-interference is hence defined as �i .n/ D Nxbi .n/ � ˇ1xbi .n/. It is observed
that estimating the blocker power cannot be implemented using a time average of
Nxbi .n/ due to the presence of self-interference. Hence, a more advanced estimation
is needed. Once estimated, the sensing time and the decision threshold can be
adapted.

An alternative approach is to cancel the IM terms instead of estimating them
since the latter approach typically requires increasing the sensing time to mitigate
the presence of interference. Indeed, it is shown in (38) that Nl / �2I;l =�

2
w, which

shows that higher interference power requires longer sensing duration in order to
mitigate it.

The cancellation scheme is as follows. An additional band-pass filtering stage is
applied to the received samples to estimate the IM terms that fall in the channel of
interest, i.e.,

Oxb.n/ D
1

ˇ31
Nxb1.n/ Nx

2
b2.n/: (45)
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a

b

Fig. 22 Effect of nonlinearities on detection performance in the presence and absence of the
compensation algorithm
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Then, this estimate is subtracted from the received signal in the band of interest, i.e.,

Ord .n/ D rd .n/ �
3

2
� Oxb.n/; (46)

where � is a parameter that can be optimized using an adaptive filter to minimize
the IM term. The receiver architecture of this method is shown in Fig. 21.

Figure 22a shows the detection performance of the energy and cyclostationarity
detectors in the presence and absence of LNA nonlinearities. It is assumed that the
signal-to-blocker ratio (SBR) is set to �70 dB, SNR D 3 dB, and the thresholds
are optimized to achieve Pf D 0:1. It is observed that the detection performance
is degraded when the LNA operates in the nonlinear regime, making it critical to
compensate for this impairment. Figure 22b shows the probability of detection with
variations of the SBR, where the compensation algorithm presented in Fig. 21 is
used with adaptive � [19]. It is assumed that N D 500 and SNR D 3 dB. Using the
cancellation algorithm, the performance significantly improves particularly when
the blocker power is strong relative to the signal power.

Summary

Spectrum sensing is an integral component of the cognitive radio system. To this
end, modeling the different sensing techniques is critical to ensure reliable detection.
While spectrum sensing has been largely studied using the classical detection
modeling tools, there are key differences that are inherited to cognitive radio. In
particular, spectrum sensing should be robust in negative SNR regimes, where
measurements have shown that the detection performance may deviate from that
predicted by the theoretical expressions. Indeed, in negative SNRs, noise power
estimation becomes difficult and synchronization leads to frequency offsets. In
addition, it is shown that converting the wideband sensing problem into several
narrowband sensing problems requires additional care due to the adjacent interfering
power resulted from the presence of strong signals and the IM terms resulted from
the RF front-end nonlinearities.
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Abstract

Spectrum sensing is the process of determining if a spectrum slot is occupied
or not by a primary signal. This tutorial emphasizes energy detection based
spectrum sensing and provides a broad overview of the tools necessary for perfor-
mance analysis of several spectrum sensing algorithms. A detailed description of
the spectrum sensing problem is provided as a binary hypothesis test. The main
parameters of interest – decision statistic, detection, and false-alarm probabilities
and the decision threshold – are discussed. These parameters of the energy detec-
tor, which computes the energy of the received signal, are described. The use of
the central limit theorem (CLT) to achieve energy detection with prescribed per-
formance level is discussed. The receiver operating characteristic (ROC) curve
and area under the curve (AUC) are described. Fading, a fundamental wireless
channel impairment, can be mitigated with multiple antenna techniques, which
provide spatial diversity gains. The performance of the energy detector with two
low-complexity diversity techniques is described. The performance is analyzed
for Rayleigh fading, for spatial correlation, and in the high signal-to-noise ratio
(SNR) regime. General analytical techniques are highlighted. Double-threshold
energy detector, P-norm detector, and energy detection for full-duplex nodes
are described. Alternative to energy detection includes cyclostationary detection,
matched filter-based detection, and waveform-based detection. These methods
are briefly discussed. Spectrum sensing is an essential part of smart grid, Internet
of things, and cognitive radio. An overview is provided.

Introduction

The growth of global mobile wireless networks is exponential and robust. It is driven
by the use of smartphones, tablets, laptops, and other wireless devices that allow
subscribers to browse the Web, use email, and download videos, multimedia, and
applications. For example, by 2021, the monthly mobile data traffic will exceed 49
exabytes, mobile devices per capita will be 1.5, the wireless connection rate will
increase to 20Mbps, over 50% of mobile connections will be from smartphones,
and mobile-to-mobile connections will be the majority [1].

Consequently, increasing demands for wireless mobile broadband are likely to
outstrip the available radio spectrum. For example, while the 0:1–5GHz band is
perhaps the most advantageous for communications, much of it has already been
allocated to about 40 different radio services such as fixed, mobile, satellite, ama-
teur, radio navigation and radio astronomy. In fact, International Telecommunication
Union (ITU) divides spectrum in to bands and assigns them to these services in order
to avoid radio interference [30]. Moreover, although frequencies above 5GHz offer
the potential vast bandwidths, high attenuation, blockage, and other impairments
pose significant difficulties. Therefore, spectrum congestion may hem the rapid
growth of next-generation (e.g., 5G) wireless networks and users.
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One potential solution is to note that much of the current licensed/assigned
spectrum remains unused at different times and/or locations. Those temporary
spectrum slots (aka spectrum holes or white spaces) [19, 39] can be as high as
15–85% of the licensed spectrum [29]. Radio nodes that can identify and utilize
such spectrum holes while minimizing potential interference on licensed users
(aka primary users) are called cognitive radios (aka secondary users). They clearly
improve overall spectrum usage, alleviating the need for new spectrum. The process
of identification of spectrum holes is called spectrum sensing.

Depending on when a secondary user accesses a primary spectrum slot regardless
if it is occupied or not, there are three different cognitive radio paradigms [30]:

1. Interweave – secondary user transmits only in an unused spectrum hole currently
unoccupied by a primary user. To do so, secondary user must know if primary
signals are present or absent in the frequency band. Thus, this paradigm clearly
needs spectrum sensing.

2. Underlay – secondary user is allowed to transmit in both unused and used
spectrum slots. In the latter, secondary user must adjust its transmission power
such that interference on primary network is below a certain threshold. Again,
the secondary requires spectrum sensing, for instance, to determine its transmit
power levels.

3. Overlay – the secondary access mechanism is similar to that of underlay mode.
However, secondary user earns the right to spectrum access by helping to enhance
primary communication capability and by taking suitable measures to limit
interference on the primary network. To achieve these two goals, secondary user
needs to know some characteristics of primary signals (e.g., modulation formats,
frequency, and more) in advance. This information is then used to improve
communication quality of both the primary and secondary users. For example,
secondary user may take proactive signal coding solutions to cancel interference
on primary network. To enhance primary rates, secondary user can relay primary
data. Thus, in this paradigm, secondary user must acquire much more primary
information than is the case with overlay and underlay modes. Nevertheless, a
critical part of the overall acquisition process is spectrum sensing.

Overall, since spectrum is essential to all the three paradigms, solid understanding
of the performance of sensing algorithms in different propagation environments
and in network configurations is necessary. The reliability and performance can be
quantified with rigorous analytical techniques. Before discussing the basics of the
performance analysis, it should be mentioned that standards with spectrum sensing
include IEEE 802.22 WRAN (wireless regional area network) and its amendments,
IEEE 802.11af for wireless LANs, IEEE 1900.x series, and licensed shared access
(LSA) for LTE mobile operators [17]. In particular, WRAN is cognitive radio
designed to operate in empty TV bands, which provides additional spectrum for
wireless mobile networks on a non-interfering basis.
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This tutorial aims to provide a broad overview of the tools necessary for
performance analysis of spectrum sensing algorithms, with particular emphasis on
energy detection. The tutorial is organized as follows:

1. The spectrum sensing problem is formulated as a binary hypothesis test. The
decision statistic, detection, false-alarm probabilities, and decision threshold are
discussed. The energy detector, one of the most common sensing algorithms,
is described in terms of its basic performance parameters. The use of CLT to
estimate the number of samples needed for the energy detection with prescribed
performance level is discussed. The ROC curve and AUC are described.

2. Fading is mitigated by the use of multiple antenna techniques, which provide
spatial diversity gains. The performance of the energy detector with selection
and combining diversity techniques is described. Moreover, the performance is
analyzed for Rayleigh fading, for spatial correlation, and in the high-SNR regime.
General analytical techniques based on probability density function (PDF) and
moment generating function (MGF) are highlighted.

3. Double-threshold energy detector, P-norm detector, and energy detection for full-
duplex nodes are described. Alternative to energy detection includes cyclosta-
tionary detection, matched filter-based detection, and waveform-based detection.
These methods are briefly discussed.

4. An overview of spectrum sensing for smart grid, Internet of things, and cognitive
radio is provided.

Spectrum Sensing Problem Formulation

Clearly, accurate, reliable, and low-complexity spectrum sensing is essential for
opportunistic spectrum access. To this end, secondary nodes must detect the pres-
ence/absence of a primary signal in a given frequency band Œf0; f1� for a particular
time slot. This process is commonly called spectrum sensing. It can be readily
formulated as a binary hypothesis test. For example, the complex signal observed at
time t by the secondary user in the desired band Œf0; f1� may be modeled as [47]

y.t/ D

(
n.t/ W H0

h.t/s.t/C n.t/ W H1

(1)

where n.t/ is an additive complex white Gaussian noise process, h.t/ represents a
fading process (e.g., nonfading means h.t/ D 1), and s.t/ is a signal transmitted
by the primary node [47]. The sensing decisions are made using N � 1 samples
of y.t/. The choice of N will be discussed later. Starting with this observational
model, it is possible to formulate a wide array of spectrum sensing techniques
based on signal energy, matched filtering, cyclostationary features, covariances, and
others. These will be discussed subsequently.
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Let y.k/ be the k-th (k D 1; 2; : : : ; N ) sample of y.t/. All the samples are
placed in to the vector y D Œy.1/; : : : ; y.n/�0: These samples are used to compute a
decision statistic T .y/: The hypothesis test for spectrum sensing is then given by

if

(
T .y/ < � accept W H0

T .y/ > � accept W H1

(2)

where 0 < � < 1 is called the decision threshold. The reliability associated with
the decision the rule (2) can be characterized by probability of detection Pd and
probability of false alarm Pf . The former is the probability of detecting the primary
signal when it is actually present in the frequency band, Œf0; f1�: Consequently,
large detection probability is highly desirable. Mathematically, it is a conditional
probability given by

Pd D Pr.T .y/ > �jH1/:

Equivalently, the complement of this probability Pmd D 1�Pd is also widely used
for illustration and design purposes.

On the other hand, the test might incorrectly decide that s.t/ is present in Œf0; f1�
when it actually is not, and this false-alarm probability may be written as

Pf D Pr .T .y/ > �jH0/ :

The exact values of Pd and Pf depend on how T .y/ is constructed using
received samples, channel estimates, propagation characteristics, the choice of the
threshold, and other information. The false alarms will clearly reduce spectrum
access opportunities for secondary users, and hence the expected improvements
in spectral efficiency are not materialized. This problem may be alleviated by
choosing the decision threshold � for an optimum balance between Pd and Pf .
However, this requires knowledge of noise and detected signal powers. Estimation
of both noise power and signal power can be challenging as they are depend on
evolving transmission standards and the locations of primary and secondary nodes.
In practice, with the knowledge of noise variance, the threshold is chosen to obtain
a certain false-alarm rate (section “Threshold Optimization Techniques”).

Notations

P.�/, E.�/, Var.�/ denote the probability measure, expectation, and variance. � .z/ DR1
0
t z�1e�t dt , � .z; x/ D

R1
x
t z�1e�t dt , 2F1.a; bI cI z/ D

P1
kD0

.a/k.b/k.z/k

.c/kkŠ
is

the Gauss hypergeometric function, with .x/y denoting the Pochhammer sym-
bol. If X1; : : : ; Xk are independent Gaussian N.0; k/ random variables, then
Y D

Pk
iD1 X

2
i ; is noncentral chi-square, 
2k.ı/, with k degrees of freedom

and ı D
P
2k . If all k D 0, Y is central chi-square, 
2k . The generalized
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Marcum-Q function is Ql.a; b/ D
R1
b

xl

al�1
e�.x

2Ca2/=2Il�1.ax/dx, where Il .x/
is the l-th order modified Bessel function. The Gaussian-Q function is Q.x/ DR1
x

e�t2=2
p
2�
dt .

Classical Energy Detector

As mentioned before, although the exponential growth of mobile data traffic is
likely to outstrip the available spectrum, licensed users may not be active at a given
spectrum slot (e.g., 54–806 MHz TV band), a time, and a location. To access those
spectral holes, secondary user may first sense them via the most popular spectrum
sensing algorithm: energy detector, which has thus attracted massive wireless
research interest due to its simple structure and low hardware complexity [7].

This detector computes a proxy for the energy of received signal over the
spectrum slot that is being tested. The basic concept is that the computed energy
must be sufficiently high if the slot contains primary signals; otherwise, the slot
contains noise only. Thus, this detection problem can be formulated as a special
case of the hypothesis test (2) with the decision statistic given by

T .y/ D
NX
iD1

jyi j
2 (3)

where yi is the i -th (i D 1; 2; : : : ; N ) sample of y.t/ and N is the number of
samples. It can be readily shown that T .y/ conditional onH0 andH1 are distributed
as central chi-square 
22N and noncentral chi-square 
22N .2�/, respectively, both
with 2N degrees of freedom. The noncentrality parameter is 2� where � is the
SNR. For a static channel scenario, false-alarm and detection probabilities may be
expressed as

Pf D � .N; �=2/=� .N / (4)

Pd D QN.
p
2�;
p
�/; (5)

where � .a; b/ and QN.a; b/ are incomplete Gamma function and the Marcum-Q
function, respectively. The choice of a suitable value forN has critical ramifications
on both performance and complexity. The method of choosing N will be discussed
in Sect. “Use of the CLT.” The SNR � is a fixed quantity if the channel is static
(e.g., h.t/ D 1); otherwise, it will be modeled as a random variable (this case will
be treated subsequently).

The Eqs. (4) and (5) connect false-alarm and missed-detection probabilities with
the SNR, the decision threshold, and the number of samples. Thus, many design
choices and requirements can be made depending on specific requirements. For
example, very low SNR is �20 dB with a signal power of �116 dBm and a noise
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floor of �96 dBm [7]. For this reason, IEEE 802.22 prescribes both Pd and Pf be
less than 0.1. While energy detection performs well at moderate and high SNRs,
low-SNR operation typically requires large N , which impacts the sensing and
processing time. For example, IEEE 802.22 limits the maximal detection latency to
2 s which may include sensing time and subsequent processing time. This maximal
time limit is critical at low-SNR spectrum sensing.

In the literature, the detection probability Pd has also been analyzed extensively,
treating propagation characteristics, multiple antennas, cooperative diversity, and
other factors [3, 5, 16, 20, 42]. However, exact analysis tends to be complicated
(special functions, infinite series, and so on). Moreover, since closed-form Pd
for more complicated versions of energy detection appears intractable, several
computational methods have been developed [40]. To detect potential spectrum
opportunities rapidly, sensing algorithms must operate with the fewest possible
number of samples and offer high reliability. Therefore, selection of a suitable
number of samples, N , is considered next.

Use of the CLT

When the number of samples N is sufficiently large, CLT can be used instead of the
exact equations (4) and (5) [7]. Thus, false-alarm and detection probabilities may
be approximated as

Pf;CLT � Q

�
� � 2N

2
p
N


(6)

Pd;CLT � Q

�
� � 2N.1C �/

2.1C �/
p
N


(7)

where primary signal s.t/ is assumed to be zero-mean, complex Gaussian and
Q.x/ is the standard Gaussian upper tail probability function. Although it is
possible to consider different models for s.t/, the details are omitted for brevity.
This approximation has been utilized to investigate sensing-throughput tradeoff
[28], multiple-band spectrum sensing [35], low-SNR spectrum sensing [6, 31],
and numerous others. However, it may not be accurate enough for small sample
sizes [37].

Next the above is used to determine the suitable sample size N . Suppose the
prescribed performance point is .Pf ; Pd/. By using (6) and (7), and solving for N ,
it turns out that

N �


��1Q�1.Pf / � .1C �

�1/Q�1.Pd /
�2
:

Based on the CLT, this estimate may be accurate only when N is sufficiently high
but not when Pf is low and Pd is high [37]. To get around these challenges, [37]
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has developed an estimate of N using the cube-of-Gaussian approximation (CGA),
and further results have been reported in [9, 38].

Threshold Optimization Techniques

In (2), the key parameter is the decision threshold, �. This threshold must be
optimized for each detection technique to improve its performance. The threshold
may be chosen by considering Pf and Pd . A common practice is to set the threshold
is based on a constant false-alarm probability, say, Pf . For example, then based on
the normalized threshold is

�� D 2
p
N
�
Q�1.Pf /C

p
N
�

which must adjusted based on the variance of the additive noise. Note that Pd and
Pf are functions of �. In general, it is chosen to make Pd large and Pf small
as possible (e.g., in IEEE 802.22 WRAN needs Pf � 0:1 and Pd 	 0:9). More
generally, the threshold may be optimized by considering noise level, total error
rate, and other factors [7].

ROC Curves

Although detection (or missed detection) and false-alarm probabilities are key
measures, detection capability is typically illustrated with a so-called ROC curve
– a plot of the detection probability versus the false-alarm probability when the
threshold varies from 0 to1. Thus, the ROC curve is defined parametrically as pair
.x; y/ with

x D Pf .�/ y D Pd.�/; 0 � � <1: (8)

A set of ROC curves for the basic energy detector (N D 10) in a static channel
is depicted in Fig. 1. Each ROC curve corresponds to a particular SNR, � . The
upper left corner or coordinate (0,1) of the ROC space, representing 0% false
alarms and 100% detection, depicts the best possible detector. The diagonal line
(Pd D Pf ) from the left bottom to the top right corners depicts a random detector
such as detection by flipping coins (heads or tails). The further away is the ROC
curve from the diagonal, the better is the detector performance. The ROC figures
have been widely used to illustrate the energy detector performance for small-scale
and large-scale fading, diversity reception techniques, and cooperative spectrum
sensing [7].

However, a single summarizer of detection capability is also desirable. This is
called area under the ROC curve (AUC) [2]. The AUC is a number between 0 and
1, and a perfect detector has an AUC of 1. Moreover, an AUC of 0.5 represents a
random detector (e.g., coin flip). In fact, the more far AUC is from 0.5, the better
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Fig. 1 ROC for energy detection

is performance. If AUC is below 0.5, the detector output must be inverted. For
example, if AUC is zero, the inverted detector output yields a perfect decision. The
AUC may be evaluated as

A D

Z 1

0

PddPf : (9)

By substituting the values of Pd and Pf from (5) and (4), the AUC of classical
energy detector can be obtained as [2]

A .�/ D 1 �

u�1X
kD0

1

2kkŠ
�ke

��
2 C

u�1X
kD1�u

� .uC k/

2uCk� .u/
e�� 1F1

�
uC kI 1C kI

�

2

�

(10)
where 1F1.a; b; c/ is the regularized confluent hypergeometric function. The expres-
sion (10) shows that as SNR tends to infinity, the AUC approaches one, which is
desirable.

AUC and complementary AUC (CAUC) (e.g., 1 � A ) have been derived for
an energy detector with no diversity reception, with several popular diversity
schemes, with channel estimation errors, with fading correlations, and with relay
signaling [2] and [4]. However, the analysis of [2, 4] may not work for cooperative
spectrum sensing. Moreover, special functions (e.g., Marcum-Q and confluent and
regularized confluent hypergeometric functions) in Pd make closed-form evaluation
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of the AUC rather intractable. To circumvent these drawbacks, AUC can be related
to the MGF of the received SNR. The resulting calculations are simple, avoid
special functions, and are readily available in modern mathematical platforms (e.g.,
Mathematica and MAPLE). This approach will be developed in Sect. “MGF-Based
Approach.”

Performance in Fading Channels

Wireless channel impairments include small-scale fading, shadowing, and path loss
[18,32]. Modeling these impairments is critical to characterize and analyze spectrum
sensing algorithms. Small-scale fading is characterized by various models such as
Rayleigh, Nakagami-m, and Rician [32]. A detailed sensing performance analysis
for these channels is beyond the scope of this tutorial. Moreover, although fading
does not impact Pf (4), Pd (5) must be averaged over the distribution. For instance,
the performance under Rayleigh fading (i.e., f�.x/ D 1

N�
e�x= N� ; 0 � x <1) is given

as [16, 21]

Pd D e
� �2

N�2X
iD0

�
�
2

�i
i Š
C

�
1C N�

N�

N�1
�

2
64e� �

2.1CN�/ � e�
�
2

N�2X
iD0

�
� N�

2.1CN�/

�i
i Š

3
75 : (11)

A set of ROC curves for the basic energy detector (N D 10) in a Rayleigh fading
channel is depicted in Fig. 2. Each ROC curve corresponds to a particular SNR, N� .
The diagonal line ( NPd D Pf ) from the left bottom to the top right corners depicts
a random detector such as detection by flipping coins (heads or tails). The further
away is the ROC curve from the diagonal, the better is the detector performance.
Thus, note that as N� increases, the ROC moves away from the diagonal and toward
the (0,1) point, which is the ideal performance.

Spatial Diversity for Spectrum Sensing

Spatial diversity (e.g., multiple antennas) can be exploited to mitigate fading. In
the literature, a large body of research has investigated the use of L > 1 antennas
to enhance the performance of spectrum sensing (see [7] and references therein).
With multiple antenna systems, channel states of individual antenna branches and
spatial correlations must be considered. These factor will complicate the analysis
and operation of common energy detector. Nevertheless, two diversity schemes
are briefly described next. In square-law combiner (SLC), the individual energy
measurements of different antennas are added together to form the total. The
decision statistics is thus T .y/ D

PL
iD Yi where Yi is the decision statistic for

the i -th antenna branch (i D 1; : : : ; L). The equivalent SNR is thus given by
�SLC D

PL
iD1 �i where �i is the SNR associated with the i -th antenna branch
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Fig. 2 ROC for energy detection in a Rayleigh channel

(i D 1; : : : ; L). The final decision is made after comparing T .y/ against the
threshold. The false-alarm and the detection probabilities are thus obtained as [16]

Pf;SLC D
� .LN; �

2
/

� .LN/
;

Pd;SLC D QLN

�p
2�SLC ;

p
�
�
:

In square-law selection (SLS), only the branch with the largest energy is selected.
The decision statistics is thus T .y/ D max.Y1; : : : ; YL/ where Yi is the decision
statistic for the i -th antenna branch (i D 1; : : : ; L). Thus, false-alarm and detection
probabilities can be obtained as [16]

Pf;SLS D 1 �

"
1 �

�
�
N; �

2

�
� .N/

#L

Pd;SLS D 1 �

LY
iD1

h
1 �QN

�p
2�i ;
p
�
�i
:

A set of ROC curves for the basic energy detector (N D 10) with SLC in
Rayleigh fading is depicted in Fig. 3. Each ROC curve corresponds to a particular
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number of antennas,L. The diagonal line ( NPd D Pf ) from the left bottom to the top
right corners depicts a random detector such as detection by flipping coins (heads or
tails). The further away is the ROC curve from the diagonal, the better is the detector
performance. Thus, note that asL increases, the ROC moves away from the diagonal
and toward the (0,1) point, which is the ideal performance. This suggests that the
spatial diversity of SLC improves the energy detector performance.

Thus far, it has been seen that the average of Pd in fading channels requires the
PDF of � . In many wireless problems, this PDF can be a highly complex expression
or even intractable.

MGF-Based Approach

To avoid such difficulties, the MGF of � can be utilized for analysis [43–45]. The
reason of this wide applicability is that MGF of a sum of independent random
variables is equal to the product of individual MGFs [25, 26].

Using the alternative representation of the Marcum-Q function [44], the average
of Pd (5) in a multiple antenna system can be expressed as

P d D
e�

�
2

2�j

I
4

M
�
1 �

1

z

� e
�
2 z

zq.1 � z/
d z (12)
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where MGFM.s/ D E.e�s� /, j D
p
�1,4 is a circular contour of radius 0 < r <

1 that encloses origin, and q is a positive integer which depends onN , the number of
antennas and diversity combining method. For example, with SLC described earlier,
q D LN . The integral expression (12) can thus be customized for many diversity
systems where the MGF is readily available.

This equation (12) can also be used to derive average AUC under different fading
channels. Since NA D

R 1
0
NPddPf , average AUC is obtained as

NA D
1

j 2�

I
4

M
�
1 �

1

z

� 1

zq.1 � z/.z � 2/N
d z: (13)

Both (12) and (13) are versatile and provide a powerful basis for analysis of energy
detector with various diversity schemes (see [7] for further examples).

Antenna Correlation

Standards like the Long-Term Evolution (LTE) Advanced, WiMax, and Interna-
tional Mobile Telecommunications (IMT) Advanced have promised high data rate
services; they motivate the use of multiple antenna terminals. With such secondary
nodes, the antenna correlation is an important factor that affects the overall
performance of energy detection. To illustrate the impact of antenna correlation,
energy detection with SLC can be analyzed. The branch SNR’s �i (i D 1; : : : ; L)
are related by a correlation matrix. The PDF of SNR may be written as

f�SLC .x/ D
1

N�

LX
kD1

�k

k
e�x=. N�k/; 0 � x <1 (14)

where k is the k-th eigenvalue of the correlation matrix and �k D
Y
i¤k

k

k � i
:

The correlation matrix is called exponential if the ij -th entry �ij D �ji�j j. However,
this model is not universal. For example, the correlation depends the placement,
spacing and height of antenna elements, signal incident angles, and so on. Another
common model is the Toeplitz structure where �ij D Œ�ji�j j� with �0 D 1.

For illustration purposes, consider two correlated (�) antennas. The two eigen-
values can be shown to be

1; 2 D .1˙ �/: (15)

The ROC curves for this system are shown in Fig. 4. It is clear that the correlation
penalizes the performance. That is, as � increases, the ROC curves move
toward the diagonal line. The impact of correlation is not high because this is
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a system with two branches only. A higher impact can be expected for systems
with more antennas.

Asymptotic Performance Measures

As mentioned before, the SNR � in a fading environment is a random variable, and
hence average of Pd over the distribution of � , denoted by P d , is often computed.
The details of the averaging process are as follows. First, Pd.�/ for a fixed channel
realization is given in (5). It is convenient to express SNR as the product � D
�ˇ, where � is the average SNR (in static channels ˇ D 1 and � D �), and ˇ
is a nonnegative random variable, which accounts for system conditions including
channel propagation conditions, antenna diversity, interference, and others. Thus, ˇ
is characterized by PDF f .ˇ/. In the second step, Pd.�/ is integrated over f .ˇ/.

The average probability detection can thus be expressed as

P d D

Z 1
0

QN .
p
2�ˇ;

p
�/f .ˇ/dˇ: (16)

Thus, the main challenge in (16) is the lack of closed-form solutions for integrals
involving the Marcum-Q function or tedious analytical expressions involving
complicated special functions and/or infinite series [33]. One solution is to use the
MGF approach (12).

An alternative solution is to simplify f .ˇ/ in order to facilitate the evaluation
of (16) in simple yet accurate form. To this end, an idea of Wang and Giannakis [49]
may be utilized. The basic concept is that in the high-SNR regime (e.g., N� ! 1),



6 Spectrum Sensing Methods and Their Performance 177

the integral (16) can be tightly approximated by simply using just the first term of
the Taylor series expansion of f .ˇ/ at ˇ D 0. Thus, let exact PDF f .ˇ/ have the
monomial expansion as ˇ ! 0C [49]

f wg.ˇ/ D aˇt CO.ˇtC1/; (17)

where the parameters a and t define the first term of the PDF expansion, which in
turn depend on the operating conditions. These two can be obtained by utilizing
the exact PDF or MGF of the diversity structure. Moreover, (17) holds for many
practical fading models like Rayleigh, Nakagami-q, Nakagami-n, and Nakagami-m
[49]. Further developments on (17) can be found in [14, 15].

By utilizing f wg.ˇ/, [48] has derived the asymptotic

Pmd �
A

N�tC1
; N� !1 (18)

where A is a constant independent of N� . This shows that for large SNRs (� � 1),
missed-detection probability decreases at rate of t C 1 on a log-log scale. This
observation leads to the notion of sensing gain, which is equal to t C 1. However,
this approximation is accurate only in the high-SNR regime (say, � 	 20 dB).
This means something other than f wg.ˇ/ is needed to approximate Pmd which
is accurate over a wider range of SNRs (say, 0 � � < 1). New approximations
with such properties can be developed [14, 15, 41].

P-Norm Detection

This idea generalizes classical energy detection (19). Instead of simply squaring, the
magnitudes of the signal samples are raised to power p > 0 [12, 31, 40]. Thus, the
decision variable becomes

T .y/ D
NX
iD1

jyi j
p (19)

where yi is the i -th sample and N is the number of samples. Note that p D 2

reverts to the classical energy detector (Sect. “Classical Energy Detector”). Several
approximations for conditional decision variables T jH0,T jH1 and probabilities Pf
and Pd are analyzed in [8]. One idea is to approximate T .y/ a three-parameter
gamma distribution. The approximate detection probability is given as [8]

P
tg

d D
1

� .˛/
�

�
˛;
� � ı

ˇ


: (20)



178 C. Tellambura

where ı, ˛, and ˇ are calculated by cumulant matching. Using this, AUC or area
under the ROC curve can be derived. This single figure of merit for P-norm detection
[7] has been elusive for arbitrary sample sizes. As well, exact computational
methods for Pd and Pf exploiting Talbot’s method of numerical integration and
Laguerre-polynomials can be found in [40].

Double Threshold Energy Detection

Although the classical energy detector has the benefits of low complexity and blind
operation (e.g., without needing primary signal information), the optimum threshold
value to achieve target probabilities of false alarm and detection is prone to estima-
tion errors, e.g., noise estimation error. Moreover, these two probabilities cannot be
independently adjusted to desirable levels using a single decision threshold. These
drawbacks can be alleviated with a double threshold energy detection [22], which
allows independent setting of arbitrarily low Pf and Pmd at the cost of an increased
uncertainty region. For this detector, the hypothesis test is thus defined as

if

8̂̂
<
ˆ̂:
T .y/ < �0 accept W H0

�0 � T .y/ < �1 No decision

T .y/ 	 �1 accept W H1

(21)

Thus, false-alarm and detection probabilities (4) and (5) depend on �0 and �1.
However, for double threshold energy detection, a new parameter of probability
of uncertainty is incorporated and expressed as a function of �0 and �1. Probability
of uncertainty is given by [22]

Pc D
� .N; �0=2/ � � .N; �1=2/

� .N /
CQN

�p
2�;

p
�0

�
�QN

�p
2�;

p
�1

�
:

(22)

If �0 D �1, this rule reverts to the classical (2).

Energy Detection with Full Duplex Nodes

Radio nodes typically operate in half-duplex (HD) mode, e.g., transmission and
reception functions require distinct, separate time or frequency slots. However,
if both functions occur simultaneously on the same frequency band, spectral
efficiency potentially doubles at the cost of self-interference. Since this self-
interference poses a fundamental limit, cancellation methods have been devel-
oped with recent advances in antenna design and analog/digital signal processing
techniques [10]. Nevertheless, residual self-interference will limit the system
performance.
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This residual interference will affect the ability of a radio node to sense spectrum
holes. Thus, the complex signal observed at time t by the secondary full-duplex user
in the desired band Œf0; f1� may be modeled as [36]

y.t/ D

(
d.t/C n.t/ W H0

h.t/s.t/C d.t/n.t/ W H1

(23)

where d.t/ is the residual self-interference signal. According to this model, the
effective SNR can be expressed as [36]

�FD D
�t

�i C 1
; (24)

where �t and �i denote SNR at transmitter and the ratio between self-interference
power and thermal noise, respectively. Assuming self-interference d.t/ to follow
complex Gaussian with mean 0 and variance �2i [36], false-alarm and detection
probabilities may be expressed as

Pf D �
�
N;�=2

�
1C �2i

��
=� .N / (25)

Pd D QN

�p
2�FD;

p
�=
�
1C �2i

��
: (26)

The ROC curves can be plotted by using these equations. Thus, it is possible to
evaluate the performance of full-duplex energy detection.

Alternatives

As mentioned before, energy detection offers not only a low-complexity and low-
cost solution for spectrum sensing but also avoids a prior information about primary
signals. However, it sometimes performs poorly. For example, when a primary
signal and multiple interfering signals are present in a band, the energy detector
may not readily differentiate among these, and hence spectrum access decisions can
be overly conservative. In the following, three alternatives are briefly described.

Cyclostationary Based Detection

Cyclostationarity signals are signals that exhibit periodic probability structures
(e.g., periodic mean and autocorrelation). These periodicities are in turn caused
by special features such as modulation formats and cyclic components of primary
signals or may even be introduced deliberately in order to assist spectrum sensing.
Such detection algorithms can readily differentiate H0 from H1 because simply
additive noise does not exhibit any correlation structures. Furthermore, they may
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even distinguish among different types of transmissions and primary users. Their
performance has been surveyed in [11, 50].

Matched Filter Based Detection

The received signal is correlated with a copy of the primary signal [7, 27]. If
the primary signal and channel response are known, this detector is thus optimal
(Neyman-Pearson sense) and maximizes the SNR. It can also take advantage of
matched-filter implementations ion existing networks. For example, a matched filter
is used by IEEE 802.11 (WiFi) nodes to detect incoming packets, and the same filter
may also be leveraged to help with spectrum sensing. This detector also requires
perfect timing and synchronization and thus incur computational complexity. Its
performance decreases dramatically when channel response changes rapidly or
when there are multiple primary user signals over the same band. However, a
matched filter can be customized for each primary signal, but the overall complexity
will be high. The performance of a matched filter (noise level of one) is given in [11].

Waveform-Based Detection

Current wireless networks periodically transmit special signal patterns for synchro-
nization or for other purposes. They include prefixes for frame delineation, pilot
patterns, spreading sequences, and others [50]. Thus, such a preamble can be
correlated with the received signal. Such waveform-based (WF) sensing or coherent
sensing can outperform energy detector in terms of reliability and convergence time.
The performance advantage increases as the length of the known signal pattern
increases. WF sensing performs well even with very low SNRs.

Applications

Smart Grids

A smart electrical grid includes a variety of operational and energy measures
including smart meters, smart appliances, renewable energy resources, and energy-
efficient resources. The communication goals of smart grid can be served by the
use of spectrum sensing. For example, [13] studied the energy detector-based
spectrum sensing in smart grids and its impact on the performance of demand
response management. Matched filter-based spectrum sensing may also be used.
A feature detection-based spectrum sensing for smart grid has been examined in
[34]. However, sophisticated spectrum sensing algorithms may require significantly
high power requirements. On the other hand, cooperative energy-efficient sensing
schemes are suitable for dense smart grid environments [24]. Several practical
spectral sensing approaches for CR in smart grids have been surveyed in [24].
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Internet of Things (IoT)

Cognitive radio is expected to have a variety of IoT applications where very
large numbers of sensors will coexist in a small physical space. Thus, spectrum
sensing technologies are highly important for WSAN (wireless sensor and actuator
networks) based IoT and the requirements and issues related to adaptive systems and
architectures [23]. WSANs generally utilize the industrial, scientific, and medical
(ISM) radio bands. However, overcrowded ISM bands negatively affect WSAN
performance. Thus, improved spectrum sensing and spectrum data processing must
be developed [46].

Spectrum Sensing in Standards

Spectrum sensing has been considered in IEEE 802.22 (for TV white spaces)
and ECMA 392 [30]. However, specific techniques are not prescribed. Thus,
anyone which satisfies the false-alarm and missed-detection requirements of the
standard can be chosen. Coexistence among different standards is also important.
For example, in heterogeneous network settings, coexistence between IEEE 802.22
WRAN and IEEE 802.11af Super Wi-Fi in the TV white spaces may be required.
However, maximum transmit power of an 802.22 node is 1W while that for an
802.11af is 100mW. Thus, such power disparities will affect the ability of the
spectrum sensing algorithm to differentiate between presence/absence of primary
signals. Moreover, its performance may also be affected by interference from
random numbers of nodes located randomly.

Summary

This tutorial provides a broad overview of the tools necessary for performance
analysis of spectrum sensing algorithms, with particular emphasize on energy
detection. The following contributions are made.

1. The spectrum sensing problem is provided as a binary hypothesis test. The deci-
sion statistic, detection, and false-alarm probabilities and the decision threshold
are discussed. The basic parameters of the energy detector are described. The use
of CLT to estimate the number of samples and prescribed performance levels is
discussed. The ROC and AUC are described.

2. Fading is mitigated with multiple antenna techniques, which provide spatial
diversity gains. The performance is analyzed for Rayleigh fading, diversity com-
bining, and spatial correlation and in the high-SNR regime. General analytical
techniques are highlighted.

3. Double-threshold energy detector, P-norm detector, and energy detection for
full-duplex nodes are described. Alternative to energy detection includes cyclo-
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stationary detection, matched filter-based detection, and waveform-based detec-
tion. These methods are briefly discussed. Spectrum sensing is an essential
part of smart grid, Internet of things, and cognitive radio. An overview is
provided.
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Abstract

5G is the expected next step of the mobile cellular network evolution, and
it is considered as the answer to the ongoing huge increase of cellular users
and services. The architecture envisioned for 5G includes a large number of
different network entities and systems that share a common spectrum resource
via a dynamic spectrum access (DSA) approach. This solution is expected to
significantly increase the overall spectrum efficiency but also introduces the
challenge of optimizing the coexistence between the entities forming the overall
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network, by limiting their mutual interference. Within this context, the cognitive
radio (CR) paradigm, mainly focusing on its peculiar function, that is, spectrum
sensing (SS), is being currently proposed as one of the main enablers for
efficient DSA with limited interference. The goal of this chapter is to provide a
comparative analysis on CR-inspired spectrum resource management (CR-SRM)
mechanisms recently proposed for the 5G architecture, which mainly exploit SS,
in order to characterize up-to-date research trends on the topic and highlight still-
open challenges and possible future work directions.

Introduction

The rapid increase of cellular devices and services calls for the development of a
new generation of the mobile cellular system, and considering the previous gener-
ations, the 5G acronym is currently widely adopted for indicating both envisioned
requirements and possible solutions. On one hand, three main pillars synthesize the
5G requirements: (a) ubiquitous connectivity, (b) extreme low latency, and (c) very
high data rate [1]; on the other hand, three categories identify the possible solutions:
(a) massive and heterogeneous network densification, (b) increased bandwidth and
spectrum efficiency, and (c) improved energy efficiency [2]. All together, the 5G
architecture will include a huge number of different network entities mostly sharing
a common spectrum resource, formed by licensed and unlicensed frequency bands,
via a dynamic spectrum access (DSA) approach rather than traditional, and less effi-
cient, static band assignment; while this solution is expected to significantly increase
the overall spectrum efficiency, it also introduces the challenge of optimizing the
coexistence between different devices, systems, and technologies.

Within this context, the cognitive radio (CR) paradigm and technology, as
envisioned in [3], is being currently proposed as one of the main enablers
for efficient and dynamic spectrum sharing between 5G network entities. For
this reason, in recent years, several CR-inspired spectrum resource management
(CR-SRM) mechanisms have been proposed, at different levels of the 5G architec-
ture, for efficient DSA with limited interference. The key idea of these mechanisms
is to exploit the CR capability of obtaining information on the occupation of
a spectrum resource and subsequently apply an appropriate action strategy. The
function of gathering information on the spectrum resource is usually referred to
as spectrum sensing (SS); results of spectrum sensing are then used for optimizing
the spectrum sharing among network entities.

The goal of this chapter is to provide a comparative analysis on CR-SRM
mechanisms recently proposed for the 5G architecture, which mainly exploit SS,
in order to characterize up-to-date research trends on the topic and also highlight
still-open challenges and possible future work directions.

The rest of the work is organized as follows: section “Towards the 5G Era:
Requirements, Enabling Technologies, and the Interference Challenge” introduces
5G basic concepts, first reporting a brief history of the mobile cellular system evolu-
tion and then highlighting requirements, most investigated solutions, and one of the
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main challenges of the incoming generation, that is, the interference management.
Section “The Cognitive Radio Paradigm for 5G” frames the topic of this work,
providing a brief introduction to DSA and CR paradigms, while also considering
the 5G scenarios in which they are envisioned to be applied. Section “CR-Inspired
Spectrum Resource Management” is focused on the comparative analysis of
recent CR-SRM mechanisms proposed for 5G. Finally, section “Conclusions and
Future Work” concludes the chapter and describes open challenges and possible
future work.

Towards the 5G Era: Requirements, Enabling Technologies,
and the Interference Challenge

Evolution of the Mobile Cellular System

The 5G technology is the next step of the mobile cellular network evolution, and
it is globally considered as the answer to the enormous increase of cellular users
and cellular-based services. Research communities and industries hypothesize that
5G standards might be introduced in early 2020s. This prediction might confirm the
chronological rule of thumb on the development of a new cellular system generation
each ten years approximately: the introduction of 1G systems are in fact dated
1982, while the 2G ones were commercially distributed in 1992. 3G systems were
then deployed in early 2000s, while 4G systems are being fully exploited since
2010s. Considering the huge amount of users, devices, and systems, the 5G network
is expected to have capabilities that significantly overcome the previous system
generations, particularly in terms of system capacity, data rate, latency, network
reliability and availability, and energy costs and consumption. Many recent reports
and projects summarize numerical requirements for the above categories [4–9],
and the comparison with the previous generations, in particular with the 4G one,
highlights the huge scale of the forecast (see section “5G Requirements” for details).
Several proposals are being currently analyzed in terms of solutions and enabling
technologies. On one hand, the improved use of existing 3G/4G architectures
and systems is considered a good practice, in order to allow interoperability and
compatibility; on the other hand, new technological solutions are needed in order to
achieve the 5G requirements (see section “5G Enabling Technologies” for details).

5G Requirements

This section highlights the most important 5G requirements, which range from
expected data rates to latency indicators, reporting either their absolute values
or, when possible, comparative indicators with the 4G assessed performance.
References for the reported data are in particular industry reports such as [4–9],
among the others.
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Massive capacity. In order to deal with the exponential growth of traffic volume,
5G technologies target to increase the overall network capacity, compared with
the existing architectures. In particular, when compared to LTE-A, a 100-fold or
higher increase of area capacity in Mbit/s per unit area is being targeted.

High connectivity. Compared to LTE-A, a 	 tenfold increase in the number of
connected users is expected.

High data rate everywhere. 5G data rate will also significantly increase. In
particular, the target of network operators is a 	 tenfold increase in user-
experienced throughput (Mbits/s) compared to 4G, aiming at a maximum of
1 Gbps experienced user throughput everywhere, including sparsely populated
rural areas. For indoor and dense outdoor environments, a peak data rate
exceeding 10 Gbps is expected.

Ultralow latency. Real-time applications, such as tactile Internet, augmented
reality, traffic safety, and control of critical infrastructures and industry processes,
require much lower latency compared to the 4G performance. 5G is expected to
provide an end-to-end latency of about 1 ms or less and almost “zero latency” in
case of cloud-based applications.

Improved energy efficiency. This factor is considered extremely important in
the 5G context, because it can help in reducing costs and allow energy harvesting,
making the network more sustainable. A 100-fold increase of network energy
efficiency in bits/Joule is being targeted, together with a ten times prolonged
battery life of devices.

Ultrahigh reliability and availability. Besides the above requirements, 5G net-
work should provide connectivity with ultrahigh reliability and availability. In
particular, high availability has to be ensured in new mission-critical control ser-
vices, such as control of critical infrastructures and traffic safety. An availability
of 99.999% can be sought in many industrial applications, e.g., energy/smart
grid or medical services, to guarantee successful packet delivery within 1 ms. For
autonomous vehicles and industrial automation, ultrahigh reliability is expected
to be provided with extremely low loss rate.

Table 1 reports a numerical comparison of the main performance indicators between
4G, in particular the LTE-A technology, and 5G, also highlighting the expected
order of increase.

Table 1 Comparison of 4G performance and 5G requirements

Performance indicator 4G 5G Order of increase

Area capacity [Mbits/s/m2] 0.1 10–100 100–1000

Connection density [devices/km2] 105 106–107 10–100

User data rate [Mbits/s] 10 100–1000 10–100

Latency [ms] 10 �1 �10

Energy efficiency (bits/Joule) – – 100
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5G Enabling Technologies

This section highlights the most investigated enabling technologies for the 5G
vision. References for the reported solutions are in particular survey papers on 5G
such as [1, 2, 10] and [11], among the others.

Network heterogeneous densification. The 5G architecture will be an ultra-
dense mixture of network tiers of different sizes and transmit powers,
front/backhaul connections, device-to-device (D2D) links, and different radio
access technologies (RATs) [12]. Focusing on the cellular network, the
coexistence of several classes of base stations (BSs), including macrocells
(MBSs) and femto-, pico-, and microcells, generically indicated as small cells
(SBSs), will provide improved coverage and spectrum efficiency, if robust
mechanisms for interference avoidance are provided. This aspect is analyzed
in detail in the following chapter, together with a discussion on cognitive radio-
based mechanisms for interference mitigation.

Massive multiple-input multiple-output technology. Massive MIMO, also
referred to as large-scale antenna systems, very large MIMO, hyper-MIMO, and
full-dimension MIMO and ARGOS, has been recently added to the 5G vision.
A massive MIMO system is formed by a BS equipped with a very large number
(hundreds to thousands) of colocated or distributed antennas that coherently
serves many users within the same time-frequency resource. On one hand, the
large number of simultaneously operating antennas can improve significantly the
performance in terms of data rate, link reliability, and energy efficiency due to
multiplexing and array gains [13,14]; on the other hand, it increases the hardware
complexity while stressing out the need of efficient cooperation between many
low-cost low-precision components.

Millimeter-wave communications. The 5G system is expected to work at new,
high-frequency bands that are nowadays unused. Among the others, the use of the
millimeter-wave (mm-wave) frequency spectrum is of great interest, considering
that it exists a vast amount of idle spectrum in the range from 30 to 300 GHz,
and preliminary measurements showed that 28 and 38 GHz frequency bands
can be used with steerable directional antennas [15]. Issues of using the mm-
wave spectrum derive from strong pathloss and atmospheric absorption, low
diffraction and penetration around/through obstacles, strong phase noise, and
high equipment costs.

Full-duplex communications. Thanks to recent advances in interference
cancelation techniques and digital baseband technologies, a full-duplex (FD)
transceiver is nowadays capable of transmitting and receiving signals on the
same frequency at the same time, thus solving the old days issue of simultaneous
Tx/Rx due to high self-interference [16]. FD systems are envisioned to be
applied to 5G, thus furtherly increasing the spectrum efficiency. However, several
complex types of interference are also introduced, for example, in a multiuser
channel sharing system, besides intra-cell interference (among the users in a
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Table 2 5G requirements and enabling technologies

Requirement Main enabling technologies

Massive capacity and connectivity Network heterogeneous densification, massive MIMO,
mm-wave, C-RAN

High data rate everywhere Network heterogeneous densification, massive MIMO,
mm-wave, full-duplex

Ultralow latency Full-duplex, C-RAN, D2D

Improved energy efficiency Energy harvesting, D2D

Ultrahigh reliability and availability Network heterogeneous densification, C-RAN, WNV

cell), intercell downlink-to-uplink interference, and intercell inter-user uplink-
to-downlink interference also appear.

Energy harvesting. Energy harvesting has been recently proposed as a potential
enabler for solving the energy efficiency requirement. Among the others, several
environmental energy sources (e.g., solar and wind energy) and ambient radio
signals (e.g., RF energy harvesting) are being analyzed as possible harvesting
solutions [17].

Cloud-based access and wireless network virtualization. Cooperation and
network virtualization are promising methodologies to be applied in the 5G
system; cloud-based radio access network (C-RAN) and wireless network
virtualization (WNV), as examples, make possible (a) a distributed architecture
for a single BS and (b) simplified resource sharing among many operators,
respectively [11]. Several advantages and challenges are being investigated in
C-RAN and WNV, as summarized in [18] and [19], respectively.

Table 2 summarizes the above technologies, matching them with the 5G require-
ments.

The 5G Interference Challenge

In order to highlight the challenge regarding the interference among the hetero-
geneous 5G network entities, this section introduces in detail the architecture
envisioned for the 5G system, first focusing on the cellular network (section “The
5G Cellular Network”) and then moving on the more general view of 5G as
network of networks (section “5G as Network of Networks”). Definitions of
interference at various levels of the 5G architecture are consequently provided and
discussed.

The 5G Cellular Network
As briefly introduced in section “5G Enabling Technologies”, the cellular part of the
overall 5G network will continue the process of heterogeneous densification started
with the 4G systems. The cellular heterogeneous networks, referred in the following
to as HetNets or multitier networks, will be the core of the overall 5G architecture:
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traditional outdoor MBSs will be massively overlaid with power-limited SBSs, e.g.,
femtocells, picocells, and microcells (in order to provide a general analysis, this
work discusses the interference challenge with the wide concept of small cells.
For this reason, the difference between femto-/pico-/microcells is not furtherly
highlighted), in space and, possibly, spectrum domains, thus providing an improved
network capacity, thanks to (a) a cost-efficient network expansion, in particular for
indoor areas [2, 20], and (b) an intelligent traffic balance at each tier via offloading
techniques and cell association schemes [21,22]. Moreover, in a more general view
of the network, entities such as relays, operating in a decode-and-forward (DF)
mode, and repeaters, working in an amplify-and-forward (AF) mode, will be also
developed to increase the coverage area and decrease the power consumption of the
network entities [23,24]. It is being proposed that either SBSs or their corresponding
users (SUEs) could act as relays for either MBSs or MUEs when needed, thus
defining cooperative HetNets, in contrast with noncooperative ones [25]. While
it is clear that MBSs and SBSs will spatially overlay, three main solutions are being
proposed for the spectrum domain [26]:

1. Dedicated-channel, in which the overall HetNets bandwidth is statically divided
in two portions, one dedicated to MBSs/MUEs and the other to SBSs/SUEs.

2. Partial-channel-sharing, in which the SBSs/SUEs bandwidth portion is shared
with MBSs/MUEs.

3. Co-channel, in which the HetNets bandwidth is globally shared between macro-
and small cell tiers.

Regarding the HetNets bandwidth, it is assumed that, due to limited availability
of the licensed cellular spectrum, it will be formed by both licensed and unlicensed
bands, with the latter being free to be used by different systems (e.g., the ISM
band). Partial-channel-sharing and co-channel solutions are applicative scenarios
of the DSA approach, as will be descripted in section “Dynamic Spectrum Access
and Cognitive Radio”: in both cases, macro- and small cell tier coexistence is
challenging, and the interference arising among them is traditionally referred to
as cross-tier interference (Cr-TI). Moreover, in all previous spectrum solutions,
efficient coexistence between entities within small cell tiers is also a challenge,
mainly due to the extremely dense deployment at random locations of SBSs; the
interference in this case is referred to as co-tier interference (Co-TI). Cr/Co-TI can
be seen as particular cases of intra-network interference (Intra-NI). In detail, this
kind of interference can appear under different forms: the up-/downlink scheduling
of macro- and small cell tiers will be in fact asynchronous, and for this reason,
if difference between SBSs and SUEs is negligible due to similar locations and
transmission powers, intra-NI appears a) from SBSs/SUEs to MBSs, b) from
SBSs/SUEs to MUEs, c) from MBSs to SBSs/SUEs, d) from MUEs to SBSs/SUEs,
and e) from SBSs/SUEs to SBSs/SUEs [23]. Figure 1 shows the intra-NI scenario in
case of downlink transmissions (from MBSs/SBSs to corresponding MUEs/SUEs):
intra-NI is indicated as generically affecting the Tx/Rx data link, thus causing
interference to both involved transmitter and receiver.
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Fig. 1 Representation of HetNets intra-NI scenario in case of downlink transmissions (straight
lines indicate data links; dashed lines indicate intra-NI links)

5G as Network of Networks
As mentioned in section “5G Enabling Technologies”, besides the cellular network,
the overall 5G architecture will be a mixture of several radio access technologies
(RATs), allowing the generic 5G user to dynamically connect to different RATs, in
order to preserve its required quality of service/experience and the overall network
capacity. Among the others, 5G devices will support new 5G standards but also
numerous releases of 3G/4G systems, several types of Wi-Fi, and device-to-device
(D2D) direct links, all across many spectrum resources [2]. The 5G network will
be thus a combination of multi-RAT HetNets, and the definition of optimized RAT
selection and automatic offloading schemes will be of paramount importance [27].

Within this vision, the use of unlicensed bands opens new opportunities and
challenges: some of the RATs will overlay in the spectrum domain (e.g., different
releases of Wi-Fi and the small cell tiers, at ISM band and higher frequencies),
and these scenarios will require efficient resource management in order to limit
the arising inter-network interference (inter-NI) [28]. Figure 2 shows the inter-NI
scenario in case of downlink transmissions for both cellular network and Wi-Fi and
in the presence of D2D communication links: inter-NI is indicated as generically
affecting the Tx/Rx data link, thus causing interference to both involved transmitter
and receiver.

The Cognitive Radio Paradigm for 5G

In this section, a brief introduction to DSA and CR is provided, in order to highlight
general definitions and contributions within this research area, and a focus on SS
approaches and techniques is also reported; the application of DSA and CR to the
5G architecture is then discussed.
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Fig. 2 Representation of multi-RAT HetNets inter-NI scenario in case of downlink transmissions
and D2D direct links (straight lines indicate data links; slash-dotted lines indicate inter-NI links)

Dynamic Spectrum Access and Cognitive Radio

The optimal use of the spectrum resource is an important challenge given the
ongoing increase of wireless technologies, systems, and applications. The inefficient
spectrum used is largely due to the static assignment of frequency bands to different
systems rather than physical shortage, given that, as suggested by several mea-
surements campaigns, many portions of the licensed spectrum are not used either
for significant periods of time or in specific geographical areas by the incumbent
systems [29, 30]. The need of reforming the spectrum usage has stimulated several
activities in the engineering, economics, and regulation communities, having the
common goal of optimizing the use of spectrum resources, allowing their use to
new services and systems, without damaging the existing ones.

The term dynamic spectrum access is generally used to encompass various
approaches to the spectrum reform. According to taxonomy and definitions in [31],
DSA approaches can be roughly divided in three main categories:

1. Dynamic exclusive use model, in which the static and licensed spectrum
assignment is saved but flexibility is introduced in the form of different solutions
such as spectrum trading, leasing, and short-time agreement between licensed
and unlicensed systems [32].

2. Hierarchical access model, mostly applied in case of a licensed band to be
shared between licensed primary users (PUs) and unlicensed secondary users
(SUs), with the goal of letting the SUs access to the band by exploiting its
possible underutilization, while limiting the interference to the PUs [33]. The
modalities of the SU spectrum access furtherly identify three sharing scenarios
within this model: (a) underlay spectrum access, in which the interference
between PUs and SUs is controlled by limiting the SUs transmission power;
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(b) overlay spectrum access, also known as opportunistic access, in which the
SUs are allowed to transmit full power if they are able to discover, within the
licensed band, portions temporarily PU-free; and (c) hybrid spectrum access,
which combines overlay and underlay access in order to increase the sharing
efficiency [34].

3. Open sharing model, in which, inspired by the huge success of wireless services
operating at unlicensed bands (e.g., the ISM band), different systems openly
share the spectrum resource by adopting efficient, either centralized or distributed
spectrum sharing mechanisms, with the latter including solutions with roots in
game, graphs, and optimization theories [35].

Software-defined radio (SDR) and CR paradigms find a basic application
scenario within the DSA context, particularly for hierarchical access and open
sharing models. While SDR has been defined as a software-reconfigurable, multi-
band device supporting multiple interfaces and protocols, CR, built upon SDR,
has been introduced as a context-aware intelligent radio, capable of autonomous
reconfiguration by learning from and adapting to the communication environment
[3]. The theoretical CR exploits the spectrum resource, by adapting its behavior
to the environment, while also considering the requirements of the specific user.
Moreover, it is able to learn from past situations in order to always provide the best
possible configuration. CR actions are typically scheduled in the so-called cognitive
cycle: (a) observe the surrounding environment, (b) plan possible action strategies,
(c) decide the optimal operative strategy, (d) learn from experience and derive new
action strategies, and (e) act by applying the selected strategy.

While theoretical CR could process an extremely wide range of contextual
information, including audiovisual and spatial inputs, CR-related research has
been traditionally focused on analyzing and deriving information on the spectrum
resource, limiting the contextual information to the one obtained by observing the
spectrum domain. In this case, as introduced above, the main function of CRs is
spectrum sensing and the cognitive cycle can be simplified in four steps [34],
reported in Table 3.

Table 3 The cognitive cycle

Phase Description

Spectrum sensing The CRs observe the targeted spectrum resource, thus detecting the traffic
activities of noncognitive users and highlighting possible transmission
opportunities

Spectrum decision Depending on the SS results, the CRs plan and decide the action strategy
in terms of several functions, e.g., the selection of the best spectrum
opportunity, modulation type, and transmission power

Spectrum sharing The strategy for accessing the spectrum opportunity is applied among all
CRs requiring to transmit

Spectrum mobility The CRs modify their action strategies if a noncognitive user changes its
behavior within the spectrum opportunities
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The design of a CR network results of paramount importance in all DSA
scenarios where different entities and/or networks share the same spectrum resource
and therefore could mutually interfere [36]. From the perspective of a hierarchical
access model, for example, the SUs should undoubtedly synthesize a CR network
while the PUs might be traditional devices: on one hand, in the underlay mode,
the SUs can sense the PU activities, estimate the current interference from/to the
PUs, and adapt, if necessary, their transmission features, in order to minimize the
interference; on the other hand, in the overlay mode, the SUs try to discover via SS,
on the overall band, spectrum opportunities free from PUs, and opportunistically
use them, until one or more PUs reappear.

The Spectrum Sensing Function
Spectrum sensing plays a fundamental role toward the success of the CR paradigm
in terms of spectrum efficiency and coexistence capability, and its definition closely
follows the definition of spectrum opportunity. For example, by defining the
spectrum opportunity as a band of frequencies that are not being used by the licensed
PU at a particular time and/or in a particular geographical area, it immediately
arises that SS at least involves frequency, time, and space domains. There are
several other dimensions that are possible to explore in order to define and find
a spectrum opportunity, e.g., the code and signal propagation direction. On one
hand, it is important to define an SS acting across many domains; on the other
hand, this requires increased computational complexity and costs for developing
and managing the SS function [37].

When focusing on traditional frequency/time/space SS, several definitions can be
provided, each one related to a particular highlighted feature [37, 38]. Considering
the size of the spectrum resource of interest, SS can be classified into wideband and
narrowband SS: in the first case, the goal is the detection of spectrum opportunities
as portions of the overall resource, while, in the second case, the SS is focused on a
single portion. Wideband and narrowband SS are usually operated jointly, assuming
an intermediate phase in which the sensing device decides a single opportunity
where narrowband SS should be applied, among several opportunities previously
discovered with wideband SS. In terms of device architecture, SS can be performed
in single radio and dual radio: in the single radio case, specific time allocation for
SS is assumed, thus leading to performance of detection and spectrum efficiency
depending on the sensing time duration; in the dual radio case, one Tx/Rx chain is
dedicated to data transmission/reception, while another chain is dedicated to SS.
In this case, SS is also referred to as spectrum monitoring, and performance is
improved at the cost of increased hardware complexity and power consumption.
The previous definitions assume that the sensing devices are also the ones asking
for data transmission such as the SUs in a hierarchical access model. This approach
is referred to as internal SS, in contrast with external SS, where the presence
of external network agents, dedicated to SS and able to broadcast the results to
the communication devices, is assumed. External SS can solve some problems
related to internal SS, such as spectrum and power efficiency, but it introduces new
challenges because of the need of exchanging the sensing results on a dedicated
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control channel. This challenge arises in general when cooperation between sensing
devices, in both internal and external SS configurations, is introduced. In fact, in
contrast to local SS (LSS), in which each device takes independent decisions on
the spectrum status, a cooperative SS (CSS) approach can be defined, in which
the devices share their decisions in order to improve the overall accuracy of SS.
Decisions can be shared either with a central unit, also named fusion center,
thus defining centralized CSS, or among all neighboring devices, referred to as
distributed CSS. Cooperation leads in general to SS performance improvement,
but this depends on the control channel reliability, the type and the fusion rules of
shared information, and the number of involved devices; the trade-off between SS
accuracy improvement, on one hand, and architecture complexity and overhead due
to control message exchange, on the other, have to be considered while designing
CSS algorithms [39].

Besides the above definitions, a plethora of SS techniques, approaches, and
methodologies, together with challenges and issues, can be highlighted. Providing
a survey on SS is out of the scope of this chapter and the interested reader can
refer to [37,38,40], among the others, for detailed and complete reviews. However,
observing that CR devices do not in general interact with noncognitive users to
verify their presence, indirect detection sensing techniques for (a) transmitter, (b)
receiver, and (c) interference temperature detection have been introduced in recent
years. The first case is the most investigated one, and the corresponding techniques,
ranging from traditional energy and feature detectors to recent wavelet transform-
based, statistical and sub-Nyquist approaches, differ each other depending on the a
priori knowledge on the device to be detected and the accuracy/complexity trade-
off. Complexity and adaptability of the SS technique to different environments play
a fundamental role in the 5G context, considering the high number of possible
scenarios of interference, and the level of heterogeneity expected for and required
by the 5G architecture, as already reported in section “5G Enabling Technologies”.

CR-Inspired Spectrum Resource Management

In this section, the state of the art of CR-SRM mechanisms proposed for the 5G
architecture is reported and analyzed, first focusing on the HetNets case and then
moving on the more general multi-RAT HetNets one.

Focus on HetNets

Focusing on the HetNets forming the cellular network, the application of CR
capabilities depends on the possible HetNets usage scenarios. On one hand, with
reference to noncooperative HetNets, the scenario in which cognitive small cell tiers
provide support to the macrocell tiers while acting on the same spectrum resource
is particularly analyzed in recent literature, and it is also actively pursued by the
industry; on the other hand, in case of cooperative HetNets, the scenario suggesting
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the presence of cognitive relays/repeaters, capable of autonomously selecting the
optimal relying/amplifying strategy for further cellular coverage enhancement, is
of particular interest. Since centralized control for both spectrum access and intra-
NI mitigation is hard to implement, because of scalability of control message
exchange among and within tiers [41], CR-SRM mechanisms in the form of
cognitive DSA are highly desirable, also considering that the DSA hierarchical
access model perfectly matches the HetNets scenarios of partial-channel sharing
and co-channel deployment, with macrocells and small cell tiers having the role of
PUs and cognitive SUs, respectively.

Solutions Based on Local Spectrum Sensing
Within this context, SS is mainly adopted for a direct analysis of the spectrum
resource, in order to estimate and mitigate the intra-NI. Focusing on Cr-TI,
several approaches might be used for making possible an efficient spectrum
access to low-priority small cell tiers: on one hand, considering an overlay access
scenario, interference from/to MBSs/MUEs might be avoided through direct SS
by SBSs/SUEs [21]; on the other hand, considering an underlay access sce-
nario, SS-based mechanisms might be used to estimate the interference from/to
MBSs/MUEs within the targeted spectrum resource. More complex hybrid access
might be also considered: in [23], for example, when considering SBSs/SUEs
and MBSs/MUEs spatially overlapped, overlay access is proposed on the spectrum
opportunities, while underlay access is carried out on spectrum portions being used
by MBSs/MUEs covering different geographical areas, after estimating, through
SS-based mechanisms, the possible interference caused to them.

Focusing on Co-TI, several different approaches can be highlighted. On one
hand, SBSs/SUEs access might be regulated via SS-based access schemes, as
proposed in [21], where Aloha-like access vs. SS-based CSMA have been com-
paratively evaluated; on the other hand, the recent trend seems to prefer solutions
based on game theory [42] and optimization methods [43, 44], with a particular
emphasis on maximizing the small cell throughput.

Cr-TI and Co-TI are mostly analyzed in conjunction and, also in this case,
SS mechanisms are used in particular for Cr-TI mitigation, while game and
optimization theories are preferred for Co-TI [26, 28]. Furthermore, it can be
highlighted that the reuse of existing 4G functionalities is being widely analyzed for
5G SS mechanisms: in [26], each SBS mitigates Cr-TI by comparing the gathered
information on macrocell scheduled transmission activities, broadcasted by the
MBSs in a common dedicated signaling channel, with the SS measurements of
the received interference power, which is an indicator already adopted as a sensing
quantity in LTE-A tiers. Besides the received interference power, reference signal
received quality and number of neighboring cells are the others 4G indicators to be
possibly used in 5G interference scenarios, as analyzed in [28]; Cr-TI mitigation
is here achieved by also introducing a first step of cooperation within the small cell
tier: while the SBS measures the received interference power, thus obtaining a global
tier interference indicator, the SUEs measure their own reference signal received
quality, thus obtaining a local interference indicator. The SUE measurements are
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then reported to the SBS, which decides on the spectrum resource occupancy, by
applying a compressed sensing approach for overcoming the possible huge amount
of received data.

Solutions Based on Cooperative Spectrum Sensing
While in [28] a centralized CSS scheme has been suggested for Cr-TI mitigation
only, both centralized and distributed CSS approaches are being proposed for global
intra-NI interference mitigation. Within this context, one of the main challenges
is the energy efficiency, to be achieved by minimizing SS efforts and control
message exchange. For this reason, when considering centralized CSS, a sequential
SS algorithm with hibernation state for the sensing devices has been proposed in
[45], while external CSS architecture with dedicated network entities referred to
as spectrum agents (SAs) has been recently discussed in [46]. Even in this case,
mechanisms for energy efficiency are highlighted: the SAs are in fact supposed
to be activated through an explicit sensing request either by the SBS/SUE needed
to transmit or by a central unit that is also in charge of the final decision on the
resource occupancy. Figures 3 and 4 graphically clarify some of the concepts being
discussed; on one hand, Fig. 3 reports a representation of three different internal SS
mechanisms that are local SS, centralized CSS, and distributed CSS: considering the
downlink scenario, it is assumed that, in all cases, the SBS activates the SS function
in order to transmit data to the SUEs, and in case of centralized CSS, it also acts as
central unit. On the other hand, Fig. 4 reports two simplified scenarios of external
and centralized CSS: in this case, considering again the downlink scenario, it is
assumed that, the SBS needed to transmit activates the SAs, they apply SS and
report the results either to the SBS or to a dedicated central unit. It is worth noting
that the cases reported in both Figs. 3 and 4 consider the execution of SS within
an isolated small cell tier: approaches considering possible cooperation between
near/overlapping small cell tiers can be also taken into account.

Considering that the reliability of the common control channel is another factor
significantly affecting the CSS performance, an MAC protocol with dynamic
common control channel selection has been recently proposed in [47], referred to
as DCCC-MAC, and formed by four phases: (a) CSS by the SUEs on the channels
forming the spectrum resource, (b) selection by the SBS of a common control
channel among the channels sensed as free from macrocell activities, (c) contention-
free allocation and data transmission of the cooperative SUEs on the other channels
detected as free, and (d) beaconing for synchronization purposes within the cell.

In the context of distributed CSS, joint optimization of sensing parameters, trans-
mission powers, and spectrum resource allocation has been discussed in [48], where
an optimal trade-off between the power spent for transmission and the power spent
for sensing is also derived. CSS has been also proposed in the hypothesis of mobile
PUs, which mainly matches the HetNets uplink scenario (MUE/SUE transmitting to
corresponding MBS/SBS), for joint estimation of spectrum occupancy and spatial
localization of MUEs [49].
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Fig. 3 Representation of three internal SS scenarios, in case of downlink transmissions: (a) local
SS by the SBS; (b) centralized CSS, the SUEs, activated by the SBS, apply SS and report their
results to the SBS that also acts as central unit; (c) distributed CSS, the SUEs, activated by the
SBS, apply SS and forward their results to the nearest neighbors

Fig. 4 Representation of two external SS scenarios, in case of downlink transmissions: (a)
centralized SS mode 1, the SBS activates the SAs and acts as control unit; (b) centralized SS
mode 2, the SBS activates the SAs and receives the final SS decision from a dedicated central unit
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Imperfect Spectrum Sensing
The imperfection of SS due to possible miss-detections and false alarms is a
nontrivial problem that significantly affects the expected network performance. It
recently started to be explicitly considered in the HetNets design and spectrum
allocation schemes: on one hand, the spectrum allocation framework proposed in
[50, 51] for OFDMA small cells considers both constraints deriving from intra-NI
and SS errors on the channels forming the spectrum resource; on the other hand,
the problem deriving from possible SS low reliability can be mitigated by limiting
its use within a more sophisticated sharing mechanism, as suggested in [52], where
a centralized spectrum sharing has been proposed: distributed SS is executed by
SUEs, and results are reported to the nearest SBS. However, the SS results are only
used by MBSs/SBSs as side information, and the final spectrum sharing decisions
are mainly based on the policies defined by a centralized controller.

Energy Efficiency
Spectrum efficiency and interference mitigation issues are mostly analyzed in
conjunction with many other challenges deriving from 5G requirements. As already
observed in section “Solutions Based on Cooperative Spectrum Sensing”, one of the
most investigated combinations is with energy efficiency and harvesting, consider-
ing their paramount importance for the creation of 5G devices and infrastructures
[25]. When considering CR-SRM mechanisms, energy efficiency of spectrum
sensing and sharing assumes primary importance: it has been demonstrated that
the energy consumption of energy detector SS with off-the-shelf components is
nearly twice the one of a normal transmission state, and for this reason, the
constraint on the power consumption has to be considered in the SS time duration
optimization [53]. Moreover, in the context of HetNets, energy-efficient SBS/SUE
spectrum sharing is being investigated: once a spectrum opportunity has been
discovered, the optimization of the SBS/SUE transmission power can be achieved
by considering that the highest its value, the highest the possible intra-NI and power
consumption [53].

Energy harvesting is also highlighted in the 5G HetNets scenarios: different
network entities can be empowered by different energy harvesting solutions, and
CSS mechanisms for discovering spectrum opportunities should take this aspect
into account in order to adaptively selecting the optimal number of cooperative
neighbors and the energy that can be consumed by each one in the SS phase. In
[54] an MAC protocol synthesizing these aspects, divided into contention, sensing,
and transmission phases, has been proposed and analyzed.

Focus on Multi-RAT HetNets

As discussed in section “The 5G Cellular Network”, the HetNets architecture is
interference-affected, given that macro- and small cell tiers share the licensed
spectrum. Even if the CR-SRM mechanisms discussed in section “Focus on
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HetNets” could mitigate this interference, the large-scale deployment of small
cells is posing an increasing challenge. For this reason, research communities and
industries are discussing on the utilization of other spectrum resources for small
cells, including unlicensed spectrum bands, such as the 2:4 and 5GHz bands that
Wi-Fi systems operate in [55].

Within the 4G context, tentatives of exploring the unlicensed spectrum currently
used by Wi-Fi systems for LTE/LTE-A systems are mainly known as LTE-
unlicensed (LTE-U) or licensed-assisted access using LTE (LAA-LTE) and clearly
pose an initial inter-NI issue to be managed between the cellular network and the
Wi-Fi systems; when considering 5G networks, the coexistence of HetNets and Wi-
Fi becomes even more challenging and requires in-depth research, considering the
increasing number of overall network scenarios and entities. As an example, the
same systems are also possibly interfering at the 60 GHz mm-wave bands, where
the new IEEE 802.11ad standard, also known as WiGig, is about to work, and
on parallel, 5G small cell SBSs/core network backhaul links are being envisioned,
given that wired and in-band wireless links may not perform well because of the
dense deployment of small cells [56].

Nowadays, considering their huge proliferation, Wi-Fi systems are mainly play-
ing an important role in offloading traffic from the heavily loaded cellular network,
especially in indoor traffic hotspots and in poor cellular coverage areas, and the huge
amount of recent work on the topic proves that efficient offloading schemes and
intelligent RAT selection are fundamental tools in achieving satisfactory network
performance, if inter-NI mitigation is provided [57].

HetNets vs. Wi-Fi: Inter-NI Mitigation
HetNets and Wi-Fi coexistence can be envisioned to be cooperative or otherwise;
considering that the first case implies modification of existing protocols due to the
need of control message exchange, most of the work has been nowadays focused on
noncooperative RATs, thus proposing CR-based solutions.

Resource partitioning between HetNets and Wi-Fi are being discussed: while
unlicensed spectrum partitioning guarantees fairness between small cells and Wi-Fi
but suboptimal spectrum efficiency [58], time-domain dynamic resource sharing,
based on the almost blank subframe (ABSs) mechanism, is expected to be a more
efficient solution. In the context of LTE/Wi-Fi coexistence, the ABSs, which are
subframes with reduced power and data, are randomly transmitted by the LTE
network, without coordination with the Wi-Fi system; the Wi-Fi access points can
detect the ABSs (via CSMA/CA or SS) and use them for their own transmissions. It
has been shown that this mechanism sets a reasonable trade-off between the Wi-Fi
and the LTE throughput performance [59,60]. Moreover, interference avoidance can
be obtained, as previously discussed in section “Solutions Based on Local Spectrum
Sensing”, by adopting 4G SS indicators [28] and estimating the density of nearby
Wi-Fi transmissions [60]. Coexistence at the 60 GHz mm-wave has been recently
investigated in [61], where wavelet transform-based SS and filter bank multicarrier
modulation techniques have been proposed to increase the small cell tier throughput.
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Conclusions and Future Work

This chapter has presented a comparative analysis of recent CR-SRM mechanisms
proposed in literature for the incoming 5G network and exploiting, in particular,
the SS function. After reporting a summary on 5G envisioned requirements and
possible enabling technologies, the interference challenge at different levels of the
5G architecture has been discussed, and the application of the CR paradigm, with
a particular focus on SS and CSS, has been descripted in light of recent literature.
The analysis suggests that CR is being extensively analyzed in the context of 4G/5G
multi-RAT HetNets: in particular, when considering the cellular part of the 5G
network, SS-based approaches seem to be extremely suitable for Cr-TI mitigation
scenarios, where a particular emphasis is being given to cooperative approaches,
energy efficiency, and an overall optimal sensing/transmission network organization
through specific MAC protocols; when considering the multi-RAT scenarios, SS-
based approaches are being proposed for improving the coexistence of different
RATs on a common unlicensed spectrum resource, with a particular focus on the
optimization of HetNets and Wi-Fi coexistence, given the importance of Wi-Fi, as
supporting technology for offloading, in the general 5G vision.

Nowadays, the presented topic is still extremely open and challenging and calls
for further research in a broad range of scenarios. For example, most of the work
either does not indicate the SS technique to be used or assumes simple energy
detector SS schemes. However, the SS technique might be selected with reference
to the applicative scenarios: for example, in case of Cr-TI mitigation within the
cellular licensed spectrum, it can be assumed that small cell tiers are focused on
discovering macrocell activities and thus, knowing their transmission features, more
complex and performing SS techniques might be used. In general, specificity of SS
should be considered for more detailed performance analysis. Another aspect that
might be addressed more in detail is the possible users’ mobility, considering that
majority of 5G users is assumed to be mobile in the area of interest; this is extremely
relevant also for D2D communications and cooperative architectures with relays and
repeaters. Finally, full-duplex and massive MIMO might be taken into account in all
the above scenarios, given that they are considered as fundamental technologies for
a complete success of the 5G era.
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Abstract

The rising popularity of wireless services resulting in spectrum shortage has
motivated dynamic spectrum sharing to facilitate efficient usage of the under-
utilized spectrum. Cognitive radio has emerged as one of the most promising
candidate solutions to improve spectrum utilization, by allowing secondary users
(SUs) to opportunistically access the temporarily unused spectrum, without
introducing harmful interference to primary users (PUs). A crucial requirement
in cognitive radio networks (CRNs) is wideband spectrum sensing, in which SUs
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should detect spectral opportunities across a wide frequency range. However,
wideband spectrum sensing could lead to unaffordable high sampling rates at
energy-constrained SUs. Sub-Nyquist sampling was developed to overcome this
issue by exploiting the sparse property of the wideband signals. Additionally, to
relax the sensing requirements, hybrid framework that combines the advantages
of both geo-location database and spectrum sensing is explored. The experi-
mental results show that the hybrid schemes can achieve improved detection
performance with reduced hardware and computation complexity in comparison
with the sensing and database only approach.

Introduction

With the explosive proliferation of wireless devices and rapid growth of wireless
services, spectrum scarcity has become a major bottleneck for wireless industry.
The threat of spectrum shortage has encouraged the governments to take critical
steps toward releasing multiple bands for dynamic spectrum sharing, motivated by
the fact that the actual spectrum is underutilized in practice [13, 22]. In particular,
TV white space (TVWS) is one of the most promising section for dynamic spectrum
sharing, which is composed of the channels that are not used by digital terrestrial
televisions (DTT) or program making and special events (PMSE) users, and those
freed up by the switchover from analog to digital TV broadcasting [11,22]. The UK
communications regulator, Office of Communications (Ofcom), has announced the
license exempt regulations for TVWS in December 2015 [24]. Compact and low-
power white space devices for rural broadband/WiFi-like accesses and machine-to-
machine (M2M) communications could therefore operate on these vacant channels
without causing interferences to the primary transmissions [9].

To make the SUs aware of the spectrum occupancy, one way is geo-location
database, which is a centralized database to store the maximum allowed equivalent
isotropic radiated power (EIRP) for each vacant TVWS channel at a specific
location [13]. However, the real-time changes of the propagation environment
pose significant challenges to the database approach [23]. Spectrum sensing over
the wide bandwidth is thus desirable to detect spectral opportunities over a wide
frequency range. However, for the wideband sensing at high frequency, it requires
a high-rate analog-to-digital converter (ADC) for the signal sampling, which is
quite expensive and high-power consuming. Sub-Nyquist sampling techniques were
thus introduced to implement wideband sensing using sampling rate lower than the
Nyquist rate to reduce the requirements of high-speed signal processing. In [39],
Tian and Giannaki first applied compressed sensing to implement wideband sensing
by exploiting the sparseness of the wideband signal in the frequency domain.
In [30], each SU implements wideband channel division to sense K out of L
channels, and then matrix completion is performed at a fusion center to reconstruct
the original spectrum for decision making. To further relax the sensing requirements,
an efficient blind sub-Nyquist cooperative wideband spectrum sensing scheme is
proposed in [17] that reduce energy consumption in wideband signal acquisition,
processing and transmission, with reliable performance guarantee.
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Spectrum sensing provides instant channel occupancy information but may cause
interference to some reserved channels as they would be determined as vacant by
sensing and hence utilized by SUs for unlicensed transmission. To reduce the risk of
interference caused by the unregistered PMSE and improve the spectrum efficiency,
Wang et al. proposed a hybrid framework incorporating the advantages of both
geo-location database and spectrum sensing, in which different spectrum sensing
modules are performed after the spectrum occupancies were initially determined by
geo-location database in [47]. Due to the energy constraint in compact SUs, efficient
and reliable real-time wideband spectrum sensing emerges as a crucial challenge for
dynamic spectrum sharing in CRNs. To further relax the sensing requirements, the
data provided by the geo-location database calculation algorithm can be utilized to
improve the detection performance.

Spectrum Sensing

Spectrum sensing is a critical functionality to enable the implementation of dynamic
spectrum access in cognitive radio systems [20]. Its goal is to allow SUs to identify
the spectrum occupancy states before opportunistically exploiting the temporarily
vacant frequency channels while protecting PUs from harmful interferences caused
by secondary transmissions.

Many narrowband spectrum sensing algorithms have been studied in the litera-
ture [35], including matched filtering [7], energy detection [15], and cyclostationary
feature detection [37]. While present narrowband spectrum sensing algorithms
focus on exploiting spectral opportunities over a narrow frequency range, cognitive
radio networks will eventually be required to exploit spectral opportunities over
a wide frequency range for achieving higher opportunistic throughput. If a PU
reappears over a certain band, the availability of several other possible vacant
channels facilitates the seamless handoff from one spectrum channel to another,
which reduces secondary data transmission interruptions. However, for conventional
wideband spectrum sensing, a stringent requirement arises from the Nyquist signal
acquisition, which is quite expensive, power-consuming, and computation intensive.
Efficient real-time wideband spectrum sensing emerges as a crucial challenge for
dynamic spectrum sharing.

Narrowband Spectrum Sensing

As the core component of cognitive radio, spectrum sensing aims to obtain aware-
ness about the spectrum usage and the existence of PU in a certain geographical area
at a particular duration of time. The spectrum sensing problem can be formulated as
follows.

Assume that the received signal is sampled at sampling frequency fs . To detect
the primary signal, SU poses a binary hypothesis testing problem as

H0 W r.t/ D w.t/;

H1 W r.t/ D h.t/ � s.t/C w.t/;
(1)
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where s.t/ 2 CN�1 is the transmitted signal, h.t/ is the channel gain between the
transmitter and receiver, w.t/ � C N .0; �2!IN / refers to additive white Gaussian
noise (AWGN) distributed independently and identically with zero mean and
variance �2! , IN is the identity matrix, and N is the product of the sensing duration
Ts and the sampling frequency fs .

Traditional narrowband sensing can be mainly divided into three types, matched
filtering [7], energy detection [15], and cyclostationary feature detection [37].

Among there three methods, energy detection is a non-coherent detection method
that avoids the need for prior knowledge of the PUs. It is easy to implement and the
computational complexity is relatively low but with a drawback of poor detection
resolution under low SNR scenarios. Once the signal is received by SUs, the energy
detector is used to calculate the energy of the received signal over the sensing
interval and compare it with a predefined threshold to decide whether the frequency
band is occupied or not.

Based on the central limit theorem, the test statistic T approximately follows the
Gaussian Distribution [36]:

T � N .�2!; 2�
4
!=N /; H0

T � N ..1C �/�2!; 2.1C �/
2�4!=N /; H1;

(2)

where N is the signal size and � is the received SNR at the SU.
The performance of the detection scheme can be evaluated by two metrics:

probability of detection Pd and probability of false-alarm Pf. Pd is the probability
of correctly detecting the existence of PU on the sensing sub-channel when it is truly
present and thus can be formulated as

Pd D P .T > �jH1/ D Q

0
B@� � �2!.� C 1/
�2!.� C 1/

q
2
N

1
CA : (3)

Pf is the probability of falsely testing that the considered channel is occupied by
PU when it is actually not and can be computed as

Pf D P .T > �jH0/ D Q

0
B@� � �2!
�2!

q
2
N

1
CA ; (4)

where Q.x/ is the standard Gaussian complementary distribution function (CDF).
To achieve the predefined false-alarm probability Pf , the threshold � in each

channel is set as

� D

"r
2

N
Q�1.Pf /C 1

#
� �2!; (5)
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where Q�1.�/ denotes the inverse complementary distribution function of the
standard normal distribution.

In order to maximize the benefit for both PUs and SUs, an adaptive threshold
setting algorithm is developed in [48] to achieve the best trade-off between detection
probability Pd and false alarm probability Pf, which can be formulated to an
equivalent form of minimizing the error decision probability Pe as

�� D arg min
�

Pe.�/ D arg min
�

f.1 �˝/Pf C˝.1 � Pd/g; (6)

where ˝ .0 � ˝ � 1/ is the PU’s spectrum utilization ratio, .1�˝/ stands for the
probability that the channel being vacant and full of noise, and .1 � Pd/ represents
the missed detection probability that indicates PUs are absent while actually present.
After mathematical derivation, the adaptive threshold �� that can minimize the error
decision probability is

�� D �2n �

1C

r
1C 4

N
�
�
1C 2

SNR

�
� ln

�
.1�˝/
˝
� .1C SNR/

�

.2C SNR/=.1C SNR/
; (7)

and it can be further simplified when the sample pointsN is approaching to positive
infinite:

�� �
2�2n � .1C SNR/

.2C SNR/
.N !C1/: (8)

Wideband Spectrum Sensing

Against narrowband techniques aforementioned, wideband spectrum sensing tech-
niques aim to sense a frequency bandwidth that exceeds the coherence bandwidth
of the channel. For example, for exploiting spectral opportunities in the whole
ultrahigh frequency (UHF) TV band (between 300 MHz and 3 GHz), wideband
spectrum sensing techniques should be employed. Narrowband sensing techniques
cannot be directly used for performing wideband spectrum sensing, because they
make a single binary decision for the whole spectrum and thus cannot identify
individual spectral opportunities that lie within the wideband spectrum [3].

Wideband spectrum sensing can be broadly divided into two types: Nyquist
wideband sensing and sub-Nyquist wideband sensing. Nyquist wideband sensing
processes the received signals at or above the Nyquist rate, which can lead to unaf-
fordable high sampling rate or implementation complexity. Sub-Nyquist sampling
technique therefore attracts more and more attention to achieve a more flexible and
faster wideband spectrum sensing, such as compressive sensing (CS) [39, 52, 53],
multicoset sampling [8, 46], etc.
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Nyquist Wideband Sensing
A direct approach of wideband spectrum sensing is to directly acquire the wideband
signal using a standard ADC and then use the digital signal processing techniques
to detect spectral opportunities. In [31], a multiband joint detection algorithm
is proposed. As shown in Fig. 1, the wideband signal is directly sensed by a
wideband ADC, and then it is processed by a serial-to-parallel conversion circuit
to divide the sampled data into parallel data streams. Fast Fourier transform (FFT)
is implemented to covert the wideband signals into frequency domain. Then the
wideband spectrum is divided into series of narrowband spectrum. Finally, spectrum
occupancy of each narrow band is determined by using an optimized threshold.
It achieved a better detection performance than the aforementioned narrowband
spectrum sensing.

In addition, a wavelet-based spectrum sensing algorithm was proposed in [38].
In this algorithm, the power spectral density (PSD) of the wideband spectrum
was modeled as a train of consecutive frequency subbands, where the PSD is
smooth within each subband but exhibits discontinuities and irregularities on the
border of two neighboring subbands. The wavelet transform was then used to locate
the singularities of the wideband PSD, and the wideband spectrum sensing was
formulated as a spectral edge detection problem.

However, in the wideband regime, a major challenge arises from the stringent
requirements on the high sampling rate at the ADCs to transform the received sig-
nals into digital signals by sampling at the Nyquist rate, which presents significant
challenges in the high-speed sampling hardware and signal processing algorithms.

A simple approach to relax the high sampling rate requirement for wideband
spectrum sensing is to use a tunable narrowband bandpass filter (BPF) at the radio-
frequency (RF) front-end to scan through all of the narrow channels one by one to
detect the existence or nonexistence of licensed primary transmissions [26,50]. The
tuning range of each BPF needs to be preselected. The occupancy of each channel
can be determined by measuring the energy of the signal at the output of each
filter. However, the sequential nature of such scheme could introduce a long sensing
period. Such delay in the sensing process will also cause missed opportunities or
interferences to PUs.

RF Front-End

Down
conversion

A/D FFT

H0 / H1
T1

T2

TK

H0 / H1

H0 / H1

Fig. 1 Schematic illustration of multiband joint detection



8 Spectrum Sensing, Database, and Its Hybrid 213

Sub-Nyquist Wideband Sensing
Due to the drawbacks of high sampling rate or high implementation complexity in
Nyquist systems, sub-Nyquist approaches are drawing more and more attention.
Sub-Nyquist wideband spectrum sensing refers to the procedure of acquiring
wideband signals using a sampling rate lower than the Nyquist rate and detecting
spectral opportunities using these partial measurements. Two important types of
sub-Nyquist wideband sensing are CS-based wideband sensing and multichannel
sub-Nyquist wideband sensing. In the subsequent section, we give some discussions
and comparisons regarding these sub-Nyquist algorithms and their applications to
the wideband spectrum sensing.

Sub-Nyquist Wideband Spectrum Sensing

The well-known Nyquist sampling theory requires that sampling rate should be at
least twice of the signal bandwidth. Therefore, the sampling rate is very challenging
for wideband spectrum sensing. The high-speed ADC for wideband signals is
difficult or expensive to implement at SUs, especially for power-limited devices. To
guarantee the stable reconstruction of multiband signals, Landau [14] demonstrated
that the sampling rate should be no less than the measure of the occupied part of the
spectrum, which is below the corresponding Nyquist sampling rate. As the wideband
spectrum of interest is normally underutilized in reality [22], the spectrum exhibits
a sparse property in the frequency domain, which makes sub-Nyquist sampling
possible for spectrum sensing.

Compressed Sensing

Compressed sensing (CS) is a technique that can efficiently acquire a signal using
relatively few measurements, by which unique representation of the signal can be
found based on the signal’s sparseness in some domain. As the wideband spectrum
is sparse due to its low spectrum utilization, CS becomes a promising candidate
to realize wideband spectrum sensing by using sub-Nyquist sampling rates. The
process of CS can be summarized as follows:

1. Sparse representation of received signals.
It is assumed that bandwidth of the whole spectrum is B Hz. The received

signal at an SU is given by:

r.t/ D h.t/ � s.t/C w.t/; (9)

where s.t/ 2 CN�1 is the transmitted signal, h.t/ is the channel gain between
the transmitter and receiver, and w.t/ � C N .0; �2!IN / refers to AWGN where
�2! refers to the noise variance and IN is the identity matrix.
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The received signals r.t/ is assumed to be sparse in the frequency domain. It
can be expressed as rf D sf Cwf, where rf, sf, and wf are the discrete Fourier
transform (DFT) of r.t/, s.t/, and w.t/. As aforementioned, sf is sparse since
the spectrum is normally underutilized. This sparse property makes it possible to
reduce sampling rates by implementing CS at the SU.

2. Compressed measurement collection.
The received compressed measurements at the SU can be expressed by:

x D ˚F�1rf D �rf D �
�
sf C wf

�
; (10)

where ˚ 2 CP�N .P � N/ is a measurement matrix to collect the compressed
measurements x 2 CP�1, where P=N � 1 refers to the compression ratio.

There are three conditions that should be fulfilled by the measurement matrix:
(i) each column of it is normalized, (ii) each row of it has approximately
equal norm, and (iii) the rows of it are orthogonal [42]. In practical settings,
structured random matrices are often employed for improved implementation
affordability, such as the analog-to-information converter (AIC sampler) [41].
The AIC sampler mainly contains three components: a high-rate pseudonoise
sequence, a low-pass anti-aliasing filter, and a low-speed ADC. This structure
alleviates the burden on the ADCs, at the expense of slightly degraded recovery
performance compared with those fully random Gaussian samplers.

3. Signal recovery.
In order to make accurate decisions about spectrum occupancy, the signal

recovery should be performed by solving the following l1 norm minimization as:

bsf D arg min
��bsf ��1 ; s:t:

��� �bsf � x��22 � " (11)

where " is an upper bound on the size of the noisy contribution.
4. Decision making. When the estimated signal Osf is obtained, energy detection is

performed to determine the spectrum occupancy. Specifically, the energy density
of each channel in the recovered signal is compared with a predefined threshold
to make a decision. In practice, the noise power (�2w) can be calibrated in a given
channel which is known to be idle, such as channel 21 in TVWS that is supposed
to be vacant currently in the UK.

If the energy of the reconstructed signal is higher than the threshold, the
corresponding channel is determined as occupied, and SUs are forbidden to
access it. Otherwise, the corresponding channel is determined as vacant, and SUs
can access it for transmission.

In order to reduce the complexity in signal recovery and enhance the robustness
to imperfect channel environments, a two-phase spectrum sensing algorithm is
proposed in [30]. In the first phase, a channel division scheme is applied to reduce
the computation complexity for signal recovery. In the second phase, a denoising
algorithm is proposed to improve the sensing robustness against heavy channel
noise.
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Fig. 2 Channel division scheme

1. The efficient channel division scheme
In the l1 minimization recovery process, the computational complexity is

dependent on the number of samples to be recovered. Assuming that there are
L channels in the spectrum of interest, a channel division scheme is proposed
in which only K .K < L/ channels are expected to be sensed in each sensing
period to reduce the number of samples to be recovered. As shown in Fig. 2,
each K-channel group is indexed by i

�
i D 1; 2; � � � ; L

K

�
. If any vacant channel

is detected, the SU would stop sensing and start data transmission. Otherwise, it
senses the next channel group in the following sensing period. As a result, the
required sampling rates for exact recovery are reduced at the SU.

Once signal for aK channel group sf i 2 Cn�1 (n D KN
L

) arrives, compressed
samples xi are collected at the SU, and its original spectrum can be recovered by
l1 norm minimization as:

Osf i D arg min
��Osf i��1; s.t.

���i � Osf i � xi��22 � "i ; (12)

where �i 2 Cp�n, p D KP
L

and "i is the error tolerance in the reconstruction
process.

2. The denoised spectrum sensing algorithm
The recovery performance of the l1 norm minimization is degraded by heavy

channel noise and reduced number of compressed samples. Furthermore, it is
noticed that the amplitudes of recovered signal Osf i may be negative with high
absolute values. As the power spectrum sf i is nonnegative, if those negative
values are used to calculate the energy density, it would become higher than
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its real energy value. Therefore, it will result in a higher Pf , so that the vacant
channels might be determined as occupied. In order to improve the detection
performance, a denoising algorithm is proposed to implement at each SU.

In the denoising algorithm, the amplitude of each frequency bin in the
recovered signal Osf i is compared with the noise level. If the amplitude of is higher
than the noise level, the compressed measurement collected rf i .b/ is kept for the
recovered signal. Otherwise, the corresponding value will be set to zero to reduce
the recovery error. The denoised signal Osf i_d can be expressed as:

Osf i_d .b/ D

�
rf i .b/ if Osf i .b/ 	 �.b/
0 otherwise;

(13)

where b is the index of each frequency bin.
After the denoising algorithm, the energy density in the denoised signal is

compared with the corresponding threshold to determine the spectrum occupancy
of each considered K channel group. If any channel group is determined as
vacant, it can be used by SUs to transmit the unlicensed signals. Otherwise, the
SU should continue sensing the next channel group until any vacant channel is
found out or the final L

K
sensing periods are run out. As there is a high probability

that the spectrum vacant in last loop remains free in the current sensing loop, the
SU should sense the channel group determined as free in the last sensing loop
at the beginning of the new sensing loop. The whole process of the two-phase
spectrum sensing algorithm based on CS is summarized as Algorithm 1.

Algorithm 1 Two-phase CS-based single node spectrum sensing scheme
Initialization:

Set threshold � as (5);
i D 1.

1: while i � L
K

or E
�
Osf i_d

�
< � do

2: The SU takes measurements at sub-Nyquist rate for the i -th K-channel group to collect ri
in the i -th sensing period.

3: Perform signal recovery by l1 algorithm as (12) to get the recovered signal Osf i .
4: Perform denoising to Osf i to get Osf i_d .
5: Increase i by 1.
6: end while

Decision:
If E

�
Osf i_d

�
< �, SU can access the i -th K-channel group. If i D L

K
, a new sensing loop

begins. The SU senses from the K-channel group which is vacant in last sensing loop or from
the first K-channel group in the new sensing loop.

Figure 3 shows Pd for the traditional l1 norm minimization based spectrum
sensing (labeled as traditional CS-based SS) and the two-phase CS-based spectrum
sensing (labeled as denoised CS-based SS) under a different number of collected
measurements. The detection performance is also compared with that of spectrum
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Fig. 3 Probability of detection Pd comparison with different compression ratios under different
SNR values

sensing without CS implementation (labeled as SS without CS), as well as the
theoretical values derived from (3). In the simulation, primary signals are orthogonal
frequency-division multiplexing (OFDM) generated, which is used in Digital Video
Broadcasting-Terrestrial (DVB-T) over the TVWS from 470 MHz to 790 MHz in
the UK [22]. There are L D 40 channels in total with 8MHz for each channel. The
number of channels sensed by the SU in each sensing period is set to be K D 8.
Therefore, at most L

K
D 5 sensing periods are needed for the whole spectrum of

interest. The Pf is set to be 0.01. The SNR is defined as the ratio of signal power
and noise power of the K channel group. The number of occupied channels is 1
among 8. Therefore, the sparsity level is set to be 12.5%.

As Fig. 3 shows, performance of the two-phase spectrum sensing based on CS
is better than that of the CS-based spectrum sensing without denoising when the
compression ratio is 25% and 10%. This gain benefits from the denoising algorithm
to improve the signal recovery accuracy. As the recovery accuracy becomes higher
with higher compression ratio, detection performance of the two-phase spectrum
sensing algorithm gets closer to the theoretical curves. The simulation result shows
that the two-phase spectrum sensing algorithm can reduce the sampling rates by
75% without degrading detection performance.

Multichannel Sub-Nyquist Sampling

Although the energy consumption at the CS-based wideband signal sampling part
is reduced, compressive sensing requires random sub-Nyquist projections [3].
Therefore, custom ADCs with complex hardware that can perform analog mixing or
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Fig. 4 Examples of two sampling patterns for .L; p/ D .10; 4/. (a) C D f0; 1; 4; 6g; (b) C D
f1; 3; 6; 8g

analog matrix multiplication at high frequency are needed in compressive wideband
spectrum sensing schemes, which do not work well with low-power commodity
hardware [10, 19, 41].

In [8], a wideband spectrum sensing scheme based on multicoset sampling
was proposed, which is a nonuniform sub-Nyquist sampling technique and can be
realized using an efficient multichannel architecture. Given the prior information
on the number of channels L, multicoset sampling is first executed at each SU
by taking nonuniform samples at the time instants t D .mL C ci /T , where
i D 1; : : : ; p; p � L; m 2 Z, and 1=T D fs is the Nyquist sampling rate. The set
C D fcig

p
iD1, which comprises of p distinct integers chosen from f0; 1; : : : ; L� 1g,

is referred as a .L; p/ sampling pattern. Figure 4 presents two multicoset sampling
patterns for .L; p/ D .10; 4/.

To implement the periodic nonuniform sampling, a multicoset sampler can be
realized by p parallel cosets, each of which takes uniform samples at time instants
fmLT C ciT g; m 2 Z, via a decimated sampling rate 1

LT
D fs=L with a sampling

time offset of fciT g; i D 1; : : : ; p, as shown in Fig. 5.
From the practical standpoint, the nonuniform sub-Nyquist sampling can be

realized by a time-interleaved ADC, in which only a subset of channels are
used. In [16, 28], efficient fabrications of time-interleaved ADC implemented as
a single integrated circuit are proposed. As multicoset sampler only needs fewer
channels than the time-interleaved ADC (p � L), the hardware implementation
would be simpler and less power-consuming. In addition, the time offsets can
be realized by connecting the antenna to different ADCs using different delay
lines.
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Fig. 5 The parallel implementation of the nonuniform sub-Nyquist sampling

The measurement sequence of the i -th coset is defined as

xci Œn� D

�
x.nT /; n D mLC ci ; m 2 Z

0; otherwise
(14)

In practice, the ADCs of the parallel cosets provide p sample sequences, given by

xi Œm� D xŒ.mLC ci /T �; m 2 Z; i D 1; 2; : : : ; p: (15)

In (14), each sequence xci Œn�; i D 1; : : : ; p, contains L � 1 zeros in between the
downsampled signals. To get xci Œn�, each xi Œm� is upsampled by a factor of L:

xui Œn� D

(
xi


n
L

�
; n D mL; m 2 Z

0; otherwise,
(16)

and then filtered to get xhi Œn� D xui Œn� � hŒn�, where hŒn� is an interpolation filter
with the frequency response:

H.f / D

�
1; f 2 Œ0; B�

0; otherwise.
(17)

The filtered sequence is then delayed with ci samples to obtain xci Œn� as

xci Œn� D xhi Œn � ci �: (18)
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Fig. 6 Flow chart to get the multicoset sampling measurements

The whole process to obtain the compressed measurements in multicoset sampling
can be implemented as shown in Fig. 6 [8].

The average sampling rate of each .L; p/ multicoset sampling pattern is

1

Tavg
D

p

LT
; (19)

where ˛ D p=L is termed as the sub-Nyquist sampling ratio. According to the
Landau’s theorem [14], ˛ is lower-bounded by the maximum possible spectrum
occupancy ratio. However, an average sampling rate above the Landau’s rate, which
equals the total bandwidth of the occupied spectrum, may not be sufficient for
individual blind spectrum recovery, and the number of cosets p 	 2� is needed
when the band locations are unknown [18], where � is the number of active channels
occupied by PUs during the sensing period.

Applying Fourier transform to xci Œn� gives the link between its spectrum
Xci .e

j2�f T / and the unknown Fourier Transform of x.t/ [8]:

Xci .e
j2�f T / D

PC1
nD�1 xci Œn�e

�j 2�f nT

D 1
LT

PL�1
lD0 X

�
f C

l

LT


„ ƒ‚ …

Xl .f /

ej
2�
L ci l

D 1
LT

PL�1
lD0 Xl.f /e

j 2�L ci l 8f 2 Œ0; B�;

(20)

for every 1 � i � p, where Xl.f /; l D 0; : : : ; L � 1, corresponds to the pieces of
the original spectrum X.f / in the channel l , which is shifted to the left by l

LT
units

such that all L channels are folded into the first narrowband Œ0; B�.
Assume that the observed signal is given by x.t/ D s.t/ C n.t/, where

s.t/ is the primary signal and n.t/ is the additive white Gaussian noise with
zero mean and variance �2n . The corresponding Fourier transform is given by
X.f / D S.f / C N.f /. Define Sl.f / D S.f C l

LT
/; l D 0; : : : ; L � 1, and

S.f / D ŒS0.f /; S1.f /; : : : ; SL�1.f /�T . Similarly we define Nl.f / and N.f /. We
can rewrite (20) into the matrix form as
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2
6664
Xc1.e

j2�f T /

Xc2.e
j2�f T /
:::

Xcp .e
j2�f T /

3
7775

„ ƒ‚ …
Y.f /

D
1

LT

2
66664

e
j2�c10
L e

j2�c11
L � � � e

j2�c1.L�1/
L

e
j2�c20
L e

j2�c21
L � � � e

j2�c2.L�1/
L

:::
:::

:::
:::

e
j2�cp0

L e
j2�c21
L � � � e

j2�cp.L�1/

L

3
77775

„ ƒ‚ …
A

�

2
6664
X0.f /

X1.f /
:::

XL�1.f /

3
7775

„ ƒ‚ …
X.f /

D AŒS.f /C N.f /�; 8f 2 Œ0; B�;

(21)

where Y.f / is a matrix whose i -th row isXci .e
j2�f T /, X.f /D ŒX0.f /; X1.f /; : : : ;

XL�1.f /�
T is the unknown spectrum vectors of x.t/ in the L channels, and

A 2 C
p�L is a matrix with .i; j /-th element given by

Ai;j D
1

LT
ej

2�
L ci .j�1/: (22)

As the parameter L in the adopted multicoset sampler is set according to the
number of channels in the original spectrum, the support of the original spectrum
supp.S.f // in (21) is equivalent to the active channel index set S. Thus, signal
reconstruction is unnecessary and only the support of the spectrum is of interest in
this wideband spectrum sensing scheme.

With multicoset samplers, each SU gets p sample sequences in a matrix from
Y.f / 2 C

p�N, where N is the number of samples in each coset. The correlation
matrix of the sampled sequence Y.f / is defined as

R , EŒY.f /YH.f /�; (23)

where the superscript ./H denotes the Hermitian transpose. Since there is no
correlation between the signal and the noise, it follows that

R D AŒRs C �
2
nI�AH ; (24)

where Rs , EŒS.f /SH.f /� is the primary signal correlation matrix. Note that A
is a sub-matrix of the complex conjugate of the L � L discrete Fourier transform
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matrix (consisting of p rows indexed by the sampling pattern C) multiplied by a
factor of 1

LT
. It is shown that for a larger L, the randomly selected sampling pattern

C enables the matrix A to have almost orthogonal columns, i.e., <ai ; aj> D 0 for
i ¤ j and <ai ; aj> D 1

LT 2
for i D j with a high probability [2, 3]. Therefore, R

can be derived as:

R D ARsAH C
�2n
LT 2

I: (25)

From Parseval’s identity [1, 51], the correlation matrix OR can be computed
directly from the sampled sequence xci Œn� in the time domain, where ORij D
1
N

PN
nD1 xci Œn�x

H
cj
Œn�. It is shown in [21,45] that when the number of measurement

samples N is much larger than the observation dimension p, OR is an accurate
estimator of the true correlation matrix.

As there are up to � active channels occupied during the sensing period, i.e., Rs

has a rank of � and A is of full rank, it follows that the rank of ARsAH equals
�. Denoting �1 	 �2 	 : : : 	 �p and 1; 2; : : : ; p as the eigenvalues and
corresponding eigenvectors of R, respectively, i.e.,

Ri D �ii ; i D 1; : : : ; p: (26)

We then have

ŒARsAH C
�2n
LT 2

I�Œ1; : : : ; p� D Œ1; : : : ; p�

2
6664
�1 0

�2
: : :

0 �p;

3
7775 ; (27)

i.e.,

ŒARsAH �Œ1; : : : ; p�

D Œ1; : : : ; p�

2
66664

�1 �
�2n
LT 2

0

�2 �
�2n
LT 2

: : :

0 �p �
�2n
LT 2

;

3
77775 :

(28)

Since ARsAH has a rank of �, there must be p � ��i ’s equal to �2n
LT 2

. As ARsAH is

positive semidefinite, the �i ’s with values equal to �2n
LT 2

must be the smallest ones of
�i ’s. Therefore, we have

��C1 D ��C2 D : : : D �p D
�2n
LT 2

: (29)
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Fig. 7 Eigenvalues of the sample correlation matrix ordered in decreasing order with p D 9;

� D 4

As N !1, it follows that except for the � largest, the eigenvalues of R are related
to the noise variance �2n , as shown in Fig. 7.

Thus R can be decomposed via the rank-revealing eigenvalue decomposition
(RREVD) as

R D U�UH D Us�sUH
s C

�2n
LT 2

UnUH
n ; (30)

where U D ŒUs;Un�,�s = diagf�1; : : : ; ��g contains the � non-increasing principal
eigenvalues and Us contains the corresponding eigenvectors, while Un contains
the corresponding eigenvectors associated with the smallest p � � eigenvalues
�2n
LT 2

. As the noise term only perturbs the eigenvalues, the range of R, spanned
by Us , coincides with the signal subspace spanned by AS.f /, and its orthogonal
complement spanned by Un is the noise subspace. Therefore, we choose the � largest
eigenvalues�s and the corresponding eigenvectors Us to construct the measurement
matrix as �s D Us

p
�s; so we can define the following linear system

�s D A�s; (31)

where the support of the sparest solution to (31) converges to the original primary
signal, i.e., supp.�s/ D supp.S.f //. Moreover, using �s 2 C

p�� for support
recovery instead of Y.f / 2 C

p�N reduces the transmission overhead and enhances
the computational efficiency.

The separation between the signal and noise eigenvalues needs a threshold.
Depending on the noise variance and the number of samples, the threshold could
vary. To avoid the tricky threshold setting, some information theoretic criteria for
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Algorithm 2 Joint sparse recovery in SA-SOMP
Initialization: R 2 C

p�p , O�, A D Œa1; : : : ; aL� 2 C
p�L

Decision: S
1: [Us , �s] RREVD(R, O�), �s D Us

p
�s

2: t D 0, R0 D �s , �0 D ¿, S D ¿
3: while t � O� do
4: t  t C 1
5: lt D arg max

l

k aH
l Rt�1 k2, l 2 1; : : : ; L

6: S S[ lt , �t D A�
S�s

7: Rt  �s � AS�t
8: end while
9: return S=S-1

the model order selection, such as exponential fitting test (EFT), can be applied for
the estimation of the signal support dimension O� [32].

As only � active channels are assumed to be occupied by primary transmissions,
�s can be approximated to be jointly �-sparse as it contains no more than �

significant rows. Reconstruction of the unknown matrix �s with jointly sparse
columns in (31) is referred to as the joint sparse problem, which aims to estimate the
support of �s from the measurement matrix �s . Some existing greedy algorithms
for the sparse recovery problem could be extended to this joint sparse problem,
such as SOMP [40]. To improve the detection robustness against noise interference
and reduce the computation complexity, SOMP is applied to the constructed
low-dimensional measurement matrix �s , denoted as subspace-augmented SOMP
(SA-SOMP). The detailed procedure of the joint sparse recovery in the individual
wideband spectrum sensing is summarized in Algorithm 2.

As sub-Nyquist measurements are quite vulnerable to channel degradations,
cooperation among multiple SUs is necessary in sub-Nyquist wideband sensing.
Assume that there are J coexisting SUs within the local region that cooperatively
sense the wideband to locate the active channel set S. The received signals at the
SUs are from the same primary transmissions but affected differently by fading
and shadowing from the common PU transmitter to each SU. Thus all SUs share a
common sparse support with different amplitudes.

The cooperative spectrum sensing based on the multicoset sampling scheme can
be formulated into a three-step framework:

1. Each SU implements a multicoset sampler that independently samples the signal
with a different sampling pattern C.j / from the others, e.g., randomly chosen to
allow for more sampling diversity.

2. Measurement matrix�.j /s is constructed at each SU from its sub-Nyquist samples
based on subspace decomposition. Then the local matrix �.j /s with the sampling
pattern C.j / is transmitted to the fusion center.

3. The fusion center locates the active channels by jointly fusing measurements
shared among the SUs to reach a global sensing decision with enhanced accuracy.
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Based on the measurement matrix �.j /s and the sampling pattern C.j / sent from
each SU, the fusion center computes the corresponding reconstruction matrix A.j /

and then locates the active channels by exploiting the common signal support shared
by �.j /s ; j D 1; � � � ; J , across all SUs. At each SU, the following relationship holds:

�.j /s D A.j /�.j /s ; 1 � j � J: (32)

Exploiting the common sparse support shared by the J SUs, the fusion center
fuses measurements sent from all SUs to locate the original active channels.
Grouping the rows of �.j /s ; j D 1; : : : ; J, with the same indices, forms the matrix
�s as

�s D

"
�.1/s Œ1�

T
� � � �.J /s Œ1�

T

„ ƒ‚ …
�s Œ1�

T

� � � �.1/s ŒL�
T
� � � �.J /s ŒL�

T

„ ƒ‚ …
�s ŒL�

T

#T
; (33)

where �.j /s Œi � denotes the i -th row of �.j /s at the j -th SU. Furthermore, �s can be
partitioned as a concatenation of blocks �sŒl �

T ; l D 1; : : : ; L, and the block size
is equal to the number of SUs J. As there are at most � channels occupied, �s can
be modeled as a block �-sparse matrix. Thus, in each iteration, the block index that
accounts for the largest residual norm among all SUs is selected, i.e.,

lt D arg max
l

JX
jD1

k a.j /Hl R.j /
t�1 k2; l 2 1; : : : ; L; (34)

where R.j /
t�1 is the residue at the (t � 1)-th iteration at the j -th SU, a.j /l is the l-th

column in A.j /, and lt is the selected index. The detailed algorithm for the joint
support recovery at the fusion center is described in Algorithm 3, where each SU
implements EFT to estimate the signal sparsity O�.j /, and then the fusion center takes
the average O�, i.e.,

O� D
1

J

JX
jD1

O�.j /; (35)

for the number of iterations at the joint support recovery in Algorithm 3.
Based on the measurements shared among the SUs, the detection performance

is improved in low SNR regimes. Moreover, thanks to the measurement diversity
across multiple SUs given the different sampling patterns, the fusion center could
obtain an accurate estimate of the occupied channel locations at the sampling rate
approaching the Landau’s rate as the number of SUs increases [17]. This is due to
the fact that the sub-coherence within the block,

 D max
1�l�L

. max
1�i¤j�J

jja
.i/H

l a
.j /

l jj/; (36)
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Algorithm 3 Measurement fusion in the proposed centralized cooperative spectrum
sensing scheme

Initialization: �.j /s 2 C
p�O�.j / , O�.j /, A.j / D Œa.j /1 ; : : : ; a.j /L � 2 C

p�L

Decision: S
1: O� D 1

J

PJ
jD1 O�

.j /

2: t D 0, R.j /
0 D �

.j /
s , �.j /0 D ¿, S D ¿

3: while t � O� do
4: t  t C 1
5: lt D arg max

l

PJ
jD1 k a.j /Hl R.j /

t�1 k2; l 2 1; : : : ; L

6: S S[ lt , �
.j /
t D A.j /�

S �
.j /
s

7: R.j /
t  �

.j /
s � A.j /

S �
.j /
t

8: end while
9: return S D S� 1

is substantially smaller than the conventional coherence in the equivalent recon-
struction matrix A [5]. Reconstruction of the block sparse signal in the cooperative
sensing scheme therefore can be guaranteed with an eased requirement comparing
to the reconstruction in the individual scheme. Therefore, a small number of cosets
p proportional to the signal sparsity � is sufficient for cooperative spectrum sensing.
The computation complexity of support recovery at the fusion center could be
expressed as O.�3LJ /.

Geo-Location and Its Hybrid

As reported by the Federal Communications Commission (FCC) and the Ofcom
in the UK, a large percentage of spectrum resources are underutilized [22]. It is
noticed that spectrum used to be allocated to analog TV signals has been cleaned
and opened to access due to the digital-switchover. To implement cognitive radio
in TVWS successfully, there are mainly two goals to be achieved: (1) to protect
incumbent licensed users from harmful interference and (2) to utilize the available
spectrum efficiently [20].

In order to avoid any harmful interference to primary services, SUs, also
named as white space devices (WSDs), should have the knowledge of spectrum
occupancy. Two approaches have been proposed to make SUs aware of the spectrum
occupancy. One is geo-location database which is a centralized database to store
the maximum allowable EIRP for each vacant TVWS channel. So far, several
geo-location database providers such as Google, Nominet, Spectrum Bridge, etc.
have been approved by Ofcom in UK [24]. The geo-location database calculates
the interference generated in wireless communication systems through theoretical
propagation models rather than actual measurements, which may result in inaccurate
results for spectrum occupancy [25]. Furthermore, the real-time events and dynamic
changes of the propagation environment pose significant challenges to the database
approach, as it can only protect the registered users. Some PMSE users, such as the
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wireless microphone, operate mostly on an unlicensed basis, without any record in
the database [23]. The other is spectrum sensing, which provides instant channel
occupancy information but may cause interference to some reserved channels as
they would be determined as vacant by sensing alone and hence utilized by SUs
for unlicensed transmission. To relax the sensing requirements on the WSDs,
hybrid framework that combines the advantages of both geo-location database and
spectrum sensing is explored.

Geo-Location Database Model

For geo-location databases, a power control model is used to calculate the maximum
permitted EIRP [49]. It makes use of a two-ray path loss model to measure the
power attenuation. However, there are two main problems for this model. Firstly,
the DTT receivers cannot be located precisely which leads that the path loss cannot
be calculated by the exact distance between SUs and DTT receivers. All known
information is the number of households located within a 100 � 100m pixel [43].
Secondly, different environmental scenarios, which would lead to different tolerance
levels for DTT receivers, are not considered in the power control model. For
example, the power attenuation in urban areas is much higher than that of open
areas. As a result, the maximum allowable EIRP of a specific SU in open areas is
higher than that in urban areas.

To solve these problems, the concept of location uncertainty is introduced in
the location probability model, which classifies the location relationship between
SUs and DTT receivers into four different scenarios. In addition, transmission
environment can be classified as open, suburban, and urban areas. Power attenuation
is measured by coupling gain that depends both on location relationship and
transmission environment. Figure 8 shows the location probability model for the
geo-location database. It is assumed that a DTT reception is located on the edge

DTT base station

TV

Fixed rooftop DTT reception White Space Device (WSD)

Wanted DTT signal

Coverage area of DTT base station

B d

Ps GX PIB

PIB

Fig. 8 DTT location probability model
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area of a DTT base station, which receives the lowest wanted power from the DTT
base station. The average received power of wanted DTT signal is labeled as Ps , and
R is the coverage radius of the DTT base station and d is distance between the DTT
receiver and the mobile WSD, which can be obtained from the DTT transmitter’s
database available at [44]. A mobile WSD radiates an inbound EIRP PIB with a
power attenuation factor coupling gain (G), which is dependent on the different
areas.

DTT location probability is defined as the probability with which a DTT receiver
could operate accurately at a specific location, i.e., the probability with which
the average received wanted signal level is appropriately greater than a minimum
required value. DTT location probability is used to limit the maximum allowable
EIRP and it can be expressed in linear domain as follows [43]:

q1 D Pr

�
Ps 	 Ps;min C

XK

kD1
rU;kPU;k

�
; (37)

q2 D Pr
n
Ps 	 Ps;min C

PK
kD1 rU;kPU;k C r .�f;ms/GPIB

o
; (38)

where Ps.dBm/ is modeled as a Gaussian random variable with median ms and
standard deviation �s , and Ps;min is DTT receiver’s reference sensitivity level. The
parameter PU;k refers to received power of the k-th unwanted DTT signals, and
rU;k is the protection ratio of the received wanted DTT power and received k-th
unwanted DTT power at the point where DTT receiver fails. �f D fWSD � fDTT,
where fWSD is the frequency in which a WSD device operates and fDTT is the DTT
carrier frequency. The mean value of received power of wanted DTT signal Ps is
labeled asms . The DTT receiver’s location probability in the absence of interference
from WSDs is labeled as q1, and q2 is the DTT receiver’s location probability when
considering the additional WSDs’ interference. When the interference from WSDs
is considered, it results in a reduction in location probability �q D q1 � q2. To
identify the maximum allowable EIRP PIB in (38), �q is maximized by assigning
a maximal allowed value �qT to �q.

We can express (37) in decibel domain as follows [34]:

q1 D Pr
n
Ps 	 Ps;min C

PK
kD1 rU;kPU;k

o
D Pr fPs 	 Ps;min C V g

D Pr
n
1 	

Ps;min
Ps
C V

Ps

o
D Pr f1 	 AC Bg

D Pr f1 	 Xg

; (39)

where V.dBm/ is modeled as a Gaussian random variable with median mV and
standard deviation �V . Furthermore, A.dB/ and B.dB/ can be modeled as Gaussian
random variables. In addition, X.dB/ can be modeled as a Gaussian random
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variable with median mX and standard deviation �X . As a result, (39) can be
given by:

q1 D Pr
˚
0 	 X.dB/

�
D
1

2
erfc

�
mX
p
2�X


: (40)

Similarly, q2 can be expressed in decibel domain as follows:

q2 D Pr
n
Ps 	 Ps;min C

PK
kD1 rU;kPU;k C r .�f;ms/GPIB

o
D Pr fPs 	 Ps;min C V C r .�f;ms/GPIBg

D Pr
n
1 	

Ps;min
Ps
C VCr.�f;ms/GPIB

Ps

o

D Pr
n
1 	 AC VCC

Ps

o

D Pr
n
1 	 AC D

Ps

o
D Pr f1 	 ACEg

D Pr f1 	 Y g

; (41)

where C.dBm/ is a Gaussian random variable. V and C are two uncorrelated log-
normal random variables, D.dBm/ can be modeled as a Gaussian random variable
with median mD and standard deviation �D . Furthermore, as D and PS are both
log-normal random variables, E.dB/ is also Gaussian variable withmE D mD �mS

and �E D
q
�2D C �

2
S . Eventually, asA and E are both log-normal random variables,

Y.dB/ can be modeled as a Gaussian random variable with mean mY and standard
deviation �Y .Furthermore, (41) can be expressed as:

q2 D Pr
˚
0 	 Y.dB/

�
D
1

2
erfc

�
mY
p
2�Y


: (42)

Once q2 is obtained, the corresponding PIB can be calculated for each channel to
indicate the maximum allowable EIRP as the output of the geo-location database.

Hybrid Framework with Spectrum Sensing and Geo-Location
Database

Geo-location database can only protect registered channel users, while some of the
PUs may not be registered, which may pose significant challenges to a geo-location
database. For example, PMSE devices operate mostly on an unlicensed basis,
without any record in TVWS [33]. Therefore, the approach to protect unregistered
applications such as wireless microphone is through spectrum sensing. Spectrum
sensing requires SUs to have the capability to detect spectrum holes that are not
occupied by PUs. However, it may cause interference to some reserved channels as
they would be determined as vacant by sensing alone.
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As the geo-location database will not be updated instantly when the PUs
temporally stop or begin the data transmission, conventional geo-location database
cannot make a full utilization of vacant channels and prevent interference to the
incumbent users concurrently. To reduce the risk of interference caused by the
unregistered PMSE and improve the spectrum efficiency, Wang et al. proposed a
hybrid framework incorporating the advantages of both geo-location database and
spectrum sensing, where different spectrum sensing modules will be performed
when the channel state is initially determined by the geo-location database [47], as
illustrated in Fig. 9. WSDs classifies the vacant and occupied channels by referring
to the geo-location database which contains the information of registered licensed
users. If the channel is vacant on the geo-location database, PMSE sensing module
will be applied such that if unregistered PMSE users appear on the vacant channel,
instant sensing will provide a good protection to these users. While if geo-location
database presents that the channel is occupied, the assistance of the DTT sensing
module shown in the left dotted square circle of Fig. 9 helps the SUs to use the
bands in which PUs temporally pause the data transmission.

Considering the appearance of unregistered PMSE users with probability 0:1,
Fig. 10 shows the spectral efficiency of SUs against different SNRs for the geo-
location database alone, hybrid database-augmented sensing with fixed (5) or
adaptive threshold (7), and sensing only algorithm. Both fixed and adaptive
database-augmented sensing algorithms’ spectral efficiency outperform that of the

Fig. 9 The framework of the database-augmented spectrum sensing algorithm in [47]
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Fig. 10 Spectral efficiency for geo-location database, the database-augmented sensing with fixed
and adaptive threshold

geo-location database alone approach about 1.83 bps/Hz at SNR D 5 dB. This is
because of the increased number of paused transmission bands. The database-
augmented sensing algorithm incorporated with the adaptive sensing algorithm has
a better spectral efficiency than that of the fixed threshold, especially with the
increasing SNRs. This is due to the lower Pf obtained by the adaptive sensing
approach compared to that of the fixed one. Generally, it seems the sensing only
algorithm could have almost the same spectral efficiency with that of the database-
augmented sensing one. However, due to the reduced number of sensing bands, the
database-augmented sensing algorithm relaxes the computation complexity required
for the secondary device.

However, the hybrid framework requires the WSDs to set up a direct link to
the remote geo-location database, which will require an initial wired or wireless
link available at the WSD in order to report its location to the central database and
retrieve the related channel state information from database. Moreover, the sensing
module is based on the sequential manner to scan through the multiple channels
one by one, which could introduce a long sensing period and thus cause missed
opportunities or interferences to PUs.

In order to reduce the necessary sampling rate, the network load, and the
inevitable transmission errors between geo-location database and SUs, a hybrid
framework combining geo-location database and compressive spectrum sensing
is proposed in [29], called as data-assisted non-iterative reweighted least square
(DNRLS)-based compressive wideband sensing, where the maximum permitted
EIRP PIB of each channel obtained from geo-location database is utilized as the
prior information for compressive spectrum sensing. In addition, in order to further



232 Y. Gao and Y. Ma

Sub-Nyquist sampling

Signal 
recovery

Decision  
making

Remote geo-
location database

Locally stored

Existing hybrid framework

The proposed  hybrid framework

Secondary user (SU)

Nyquist sampling

Direct link

SU

Wideband spectrum

PU 2
Wideband spectrum

PU N

Wideband spectrum

PU 1

Multiple primary users (PUs) with wideband spectrum

Geo-
location 
database 

calculation 
algorithm

a b

c

Fig. 11 (a) Scenario of wideband spectrum sensing with multiple primary users; (b) the existing
hybrid framework with a direct link to remote database and conventional spectrum sensing at
Nyquist rate; and (c) the hybrid framework with the locally stored geo-location database calculation
algorithm and the data-assisted non-iterative reweighted least square (DNRLS)-based compressive
spectrum sensing at sub-Nyquist rate [29]

relax the SU, a Wilkinson’s method [6]-based DTT location probability is proposed
to calculate the maximum permitted EIRP PIB of each channel locally at the SU.
The whole procedure of the proposed standalone hybrid framework is shown in
Fig. 11c.

In order to rectify a key difference between l0 and l1 minimization and balance
the penalty on large coefficients and smaller coefficients of the sparse signal,
Candes et al. [19] proposed an iteratively reweighted l1 minimization algorithm
by introducing weight for each bin of the signal to be recovered. Another approach
to recover a sparse signal with fewer measurements is to replace the l1 norm with lP
norm. In order to solve the lp norm problem, an iteratively reweighted least squares
(IRLS) algorithm was proposed to perform sparse signal reconstruction [22–24,47–
49]. The optimization problem can be formulated in Lagrangian form as follows:

min
��� � hf Osf � x��22 C �W � Os2f ; (43)

where W is a diagonal matrix W D diag fw1; : : : ;wn; : : : ;wN g, which is updated
in each iteration. In the l-th .l D 0; 1; : : : ; L/ iteration of IRLS algorithm, the
weights are calculated with the recovered signal Os.l�1/f _n in the .l � 1/-th iteration
as:

w.l/n D

��
Os
.l�1/
f _n

�2
C ".l/

1� p2
; (44)
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where ".l/ is updated in each iteration, and it is a positive value to make sure that
a zero-valued component in Nsf does not strictly prohibit a nonzero estimate in the
next iteration of weights update. In addition, the solution of (43) at the l-th iteration
can be expressed as:

Os
.l/

f _n D arg min
��� � hf Osf � x��22 C �W .l/ � Os2f (45)

D W .l/�T
�
hf �W

.l/�T C �IP
��1

x;

where the initial value for the weights wn inW is 1, and thenW .0/ D IN . As a result,
Os
.0/

f _n D �T
�
hf C �IP

��1
x. It is noticed that (43) is a nonconvex optimization

problem when p < 1. As a result, the solution to (43) is a local minima. It is proved
in [4] that the computed local minimizers of (43) are actually global minimizer
when solved by IRLS.

In the traditional IRLS-based compressive spectrum sensing, it is noticed that
the key challenge is to find the optimal set of weights W in an iterative process
for a better estimate of the original signal. The iteration process generates more
computational complexities during signal recovery process. When part of the
allowable maximum EIRPs is available in advance, the iterative process can be
removed without degrading the recovery performance. The geo-location database
calculation algorithm is implemented at SUs locally to provide data for weights
calculation in a non-iterative method so that SUs would not need any additional link
to a centralized geo-location database. The weights are calculated as:

wn D
1

j�nj C "
; (46)

where N�n is constructed by the channel history information which would be
introduced in details in the following part.

In the .t C 1/-th sensing period, the geo-location database calculates the max-
imum allowable EIRP PIB .t C 1/ for current period before performing spectrum
sensing by the Wilkinson’s method-based DTT location probability model. It is
mapped to � .t C 1/. Furthermore, the averaged N� .t C 1/ is calculated as:

N� .t C 1/ D . N�.t/C � .t C 1//=2; (47)

where N�.t/ is the average values to construct the weights at the t -th sensing period,
t D f0; 1; : : : ; T g, and T is the window size for SUs to fuse the current allowable
maximum PIB with the history data. At an SU, only the N� .t/ is stored locally
after the t -th sensing period. If there is any new unregistered user showing up
in the spectrum of interest in t -th period, the DTT transmitter database, which is
used to calculate PIB , is updated locally. This rule makes the weights calculation
robust to the new unregistered users. Meanwhile, the DTT transmitter database at
other SUs would not be influenced. In the .t C 1/-th period, the � .t C 1/ provided
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by the local geo-location database would be updated accordingly by considering
the unregistered users. After N� .t C 1/ for the current sensing period obtained to
calculate the weights, a better spectrum estimation can be obtained by solving the
following non-iterative problem:

Osf D arg min
��� � hf Osf � x��22 C � QW � Os2f (48)

D QW�T
�
hf Osf QW�

T C �IP
��1
x;

where QW D diag .w1; : : : ;wn; : : : ;wN / is a diagonal matrix in which wn is
calculated by (46) to replace the iterative update of (44). In the DNRLS-based
compressive spectrum sensing algorithm, the accuracy of N� would influence the
recovery performance.

If there is no unregistered user in the spectrum of interest, which means the values
of � used to construct the weights are accurate, the recovery performance of DNRLS
is very good. When unregistered users show up in the spectrum of interest at the
first period, the N�.1/ is not accurate on all the bins of the signal to be recovered
as �.1/ is not accurate. As a result, the detection performance would be degraded
correspondingly. In the .t C 1/-th period after the unregistered user shows up in
the spectrum of interest, � .t C 1/ provided by the local geo-location database is
updated corresponding to the decision in t -th period. The accuracy of weights would
depend on the window size T for the weights fusion at SUs. The weights fusion
process is shown as follows when unregistered users show up in the spectrum of
interest:

N�.1/ D
N�.0/C �.1/

2
; .1st period/

N�.2/ D
N�.1/C �.2/

2
; .2nd period/

:::

N�.t/ D
N�.T � 1/C �.t/

2
; .Tth period/

(49)

where N�.0/ is the history average value for weights construction before unregistered
user showing up, and �.1/ is the data obtained from the geo-location database in
current period. As � .2/ D � � � D �.t/ D � , which is the data from local geo-
location database after the unregistered users show up, N�.t/ can be expressed as:

N�.t/ D
N�.0/

2T
C
�.1/

2T
C

1
2
�
�
1 �

�
1
2

�T�1�
� �

1 � 1
2

(50)

D
N�.0/

2T
C
�.1/

2T
C

 
1 �

�
1

2

T�1!
� �:
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Algorithm 4 Data-assisted non-iterative reweighted least square-based compressive
spectrum sensing
1: Input: p, �, �, x, ", N�.t/.
2: Calculate PIB .t C 1/ by the Wilkinson’s method.
3: Map PIB .t C 1/ to � .t C 1/.
4: Calculate N� .t C 1/ by (47).
5: Perform signal recovery by (48) to get Osf .
6: Make decision on spectrum occupancy by compare Osf with the threshold � defined in (5).

It is noticed that N�.t/would converge fast to � after unregistered users show up in
the spectrum of interest. In addition, part of channels are fixed and utilized by DTV
signals in TVWS and some channels are reserved for other purposes. Therefore,
at least the weights for those fixed channels in N�.0/ and �.1/ are accurate. This
would make sure the recovery performance would not be degraded heavily when
unregistered users show up in the spectrum of interest. With increasing window size
T , the influence of inaccurate parts in N�.0/ and �.1/ degrades.

The computational complexity reduction of the DNRLS-based compressive spec-
trum sensing comes from two parts. In the traditional IRLS algorithm, the inverse of�
hf �W

.l/�T C �IP
�

takes O
�
P 3
�

and it is required in each iteration. In large-size
compressive sensing problem, solving a problem with complexity O

�
P 3
�
L times

is time consuming. By implementing the DNRLS-based compressive spectrum
sensing to update the weights at SUs as summarized in Algorithm 4, the signal
recovery step in the algorithm is performed in a non-iterative approach. Therefore,
the computational complexity is 1

L
of the traditional IRLS-based compressive

spectrum sensing in which L iterations are required to get a good estimation of
the spectrum. Another reason of complexity reduction is that the DNRLS algorithm
can achieve exact recovery with fewer measurements. In the DNRLS algorithm,
the minimal number of measurements P for exact recovery can be reduced to
QP
�
QP < P

�
which leads to a big complexity reduction as the complexity of solving

the inverse of
�
hf �W

.l/�T C �IP
�

is O
�
QP 3
�
. The additional complexity of the

DNRLS-based compressive spectrum sensing comes from the calculation of PIB
for each channel in TVWS. To minimize the necessary computational complexity at
SU, the Wilkilson’s method is proposed to calculate PIB with lower complexity.

At an SU, the calculation of maximum permitted EIRP PIB of each channel
in TVWS should be efficient and accurate. Monte Carlo method and Schwartz-
Yeh’s method are the two algorithms approved by Ofcom to calculate the maximum
allowable EIRP PIB . Schwartz-Yeh’s method is an approximate algorithm in which
infinite loops are used to calculate the mean and standard deviation values of log-
normal distribution variables like variables A, B , and E in (39) and (41) [27].
As a result, the large computational complexity and low efficiency are difficult
to overcome at power-limited SUs. Therefore, Wilkinson’s method is proposed
to calculate the median and standard deviation values of log-normal distribution
variables for the calculation of q1, q2 and PIB in a more efficient way.
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Assuming variable Ik .k D 1; 2; : : : ; K/ is a log-normal random variable,
Mk D 10log10Ik can be modeled as a Gaussian random variable and M D

10log10
�PK

kD1 10
Mk
10

�
. It is assumed that e�1 C e�2 C � � � C e�K D eZ D 10M and

Z D �M , � D 1
10

ln 10 D 0:2302, the mean and standard deviation of parameter
M could be calculated by bringing in two parameters 1 and 2 as follows:

1 D E

�
mZ C

1

2
�2Z


D
XK

iD1
E

�
m�i C

1

2
�2�i


; (51)

2 D E
�
2mZ C 2�

2
Z

�
D
XK

iD1
E
�
2m�i C 2�

2
�i

�
(52)

C 2
XK�1

iD1

XK

jDiC1
E
�
m�i Cm�j

�

� E

�
1

2

�
�2�i C �

2
�j
C 2rij ��i ��j

�	
;

where m�i and ��i are the median and standard deviation of �i , and rij are
the correlation coefficients of �i and �j . Consequently, the median and standard
deviation of M can be calculated as:

�M D
1

�
.2 ln1 �

1

2
ln2/; (53)

�M D
1

�
.ln2 � 2 ln1/

1
2 : (54)

Based on the Wilkinson’s method explained above, q1 and q2 can be calcu-
lated. Taking the calculation of q1 as an example, as shown in (39), Ps;min

Ps
C

V
Ps
D A C B � 1. 10log10 .AC B/ � 0, which is equivalent to X.dB/ D

10log10
�
10

AdB
10 C 10

BdB
10

�
� 0. It can be fitted into the precondition of Wilkinson’s

method to get 10
AdB
10 C 10

BdB
10 D 10XdB D e�1 C e�2 . Therefore, �1 D � � A.dB/

and �2 D � � B.dB/. The relevant correlation coefficient of A and B can be given
as:

rA;B D
cov

�
A.dB/; B.dB/

�
q

var
�
A.dB/

�
var

�
B.dB/

� D �Sq
�2S C �

2
V

; (55)

where �S and �V can be calculated based on the DTT transmitter database available
at [44]. According to (51) and (52), 1 and 2 can be obtained. Consequently, mX

and �X can be calculated according to (53) and (54).
Similarly, q2 can be calculated by Wilkinson’s method by the following proce-

dure:



8 Spectrum Sensing, Database, and Its Hybrid 237

1. Input mS , �S , mV , �V , mC , and �C as shown in (41), which can be calculated
based on the DTT transmitter database available at [44];

2. Calculate mD and �D by Wilkinson’s method based on mV , �V , mC , and �C ;
3. Calculate mA, �A, mE , and �E by Wilkinson’s method based on mS , �S , mD ,

and �D;
4. Calculate mY and �Y by Wilkinson’s method based on mA, �A, mE , and �E ;
5. Calculate q2 by (42) based on mA, �A, mE , and �E .

In summary, the procedure of calculating PIB with the Wilkinson’s method is
shown in Fig. 12. Firstly, input the median and standard derivation of the received
power of wanted DTT signal, i.e., Ps and the minimum required power of wanted
DTT signal, i.e., V which can be obtained from the DTT transmitter database
from [44]. Secondly, the predefined maximum permitted value is assigned to PIB .
As defined in IEEE 802.22 standard, the maximum permitted EIRP that can be
utilized in TV frequency band is 4 watts [12]. In addition, q1 and q2 are calculated by
the Wilkinson’s method as aforementioned. Consequently, the corresponding PIB is
updated until q2 � q1 ��qT .

By taking the values calculated by Monte Carlo simulation as a benchmark,
the accuracy of the Schwartz-Yeh’s method and Wilkinson’s method can be
measured by error rate �Q .�/ =Q.Monte Carlo/ .�/, where Q.Monte Carlo/ .�/ refers to
values calculated by Monte Carlo simulation and �Q .�/ refers to the absolute
difference of parameters’ values calculated by the Schwartz-Yeh’s method and
Wilkinson’s method and that calculated by Monte Carlo simulation. More specif-

ically, �Q .q1/ D
ˇ̌̌
q
S;W
1 � qM1

ˇ̌̌
, �Q .q2/ D

ˇ̌̌
q
S;W
2 � qM2

ˇ̌̌
, and �Q .PIB/ D

Fig. 12 The procedure of calculating maximum allowable PIB by the Wilkinson’s method
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Table 1 Error rates comparison

q1 q2 PIB

Schwartz-Yeh’s method 31.25% 4.76% 7.87%

Wilkinson’s method 9.36% 1.31% 1.54%

Table 2 Running time comparison

q1 q2 PIB

Schwartz-Yeh’s method 15966.04% 153278.65% 75462.57%

Wilkinson’s method 99.06% 98.89% 99.47%

ˇ̌̌
P
S;W
IB � PM

IB

ˇ̌̌
, where qS;W1 , qS;W2 , and P

S;W
IB refer to the corresponding values

calculated by the Schwartz-Yeh’s method and Wilkinson’s method, respectively,
and qM1 , qM2 , and PM

IB refer to the corresponding values calculated by Monte
Carlo simulation. The error rates of q1, q2, and PIB calculated by the Schwartz-
Yeh’s method and Wilkinson’s method are shown in Table 1. It shows that the
Wilkinson’s method-based DTT location probability calculation outperforms that
of the Schwartz-Yeh’s method.

Similarly as the error rate calculation, running time of Monte Carlo simulation
with 10,000 points is chosen as a benchmark when measuring the running time
for q1, q2, and qIB calculation. Table 2 shows the running time comparison of the
Schwartz-Yeh’s and Wilkinson’s methods for the calculation of q1, q2, and PIB . We
can see that the Wilkinson’s method can reduce the running time significantly in
comparison with the Schwartz-Yeh’s method. Therefore, the Wilkinson’s method is
more suitable for SUs with limited power to obtain the q1, q2, and PIB efficiently.

With the validation of the accuracy and efficiency of the Wilkinson’s method,
a national grid reference (NGR)-based geo-location database is built with the
Wilkinson’s method. By using the data from the DTT transmitter database available
at [44], PIB can be calculated by the Wilkinson’s method-based DTT location
probability model for a specific location. To show the performance, an NGR number
of SP515065 in Oxford is chosen as a test location. The average allowed EIRP
calculated by the power control and the proposed location probability model are
shown in Table 3.

As shown in Table 3, there are 11 available channels at SP515065 in total. In the
Wilkinson’s location probability model, the transmission environment is classified
into three situations: open, suburban, and urban. Coupling gain in different situations
is treated differently, leading to different interference toleration levels of DTT
receivers. It is obvious that the power attenuation in open areas is much lower than
suburban and urban areas. As a result, the actual maximum allowable EIRP PIB in
open areas is lower than the other two situations at a certain NGR location. Taking
channel 51 as an example, the PIB is 0.0002 watts in power control model, while
the power could be utilized more effectively if the environment is classified into
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Table 3 Comparison of actual maximum allowable EIRP PIB in Oxford

Actual maximum allowable EIRP PIB (Watt)

The latest release of Ofcom TV white space
model by Wilkinson’s method

Available Channel Open Suburban Urban Power control model

22 0 4.0000 4.0000 4.0000

25 0 4.0000 4.0000 4.0000

28 0 4.0000 4.0000 4.0000

29 0.0025 4.0000 4.0000 4.0000

40 0 4.0000 4.0000 4.0000

43 0 4.0000 4.0000 4.0000

46 0 4.0000 4.0000 4.0000

49 0.0013 4.0000 4.0000 4.0000

51 0.3981 1.2589 4.0000 0.0002

54 0.0013 4.0000 4.0000 4.0000

58 0.0013 4.0000 4.0000 4.0000

Fig. 13 Detection performance on the simulated signals and data under different SNR values,
p D 0:1, compression ratio = 20%

different scenarios in location probability model. It is 0.3981 watts in open areas,
1.2589 watts in suburban areas, and 4.0000 watts in urban areas.

Based on the maximum allowable EIRP PIB from the local geo-location
database, the weights for the DNRLS-based compressive spectrum sensing can
be constructed by fusing with the historical data. Figure 13 shows detection
performance of the sensing only approach with IRLS and the hybrid framework with
DNRLS algorithms implemented at SUs, where p is set to be 0.1. It is observed
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that the detection performance of spectrum sensing only approach without CS
implemented at an SU is matched with the theoretical curve, which is presented
as a benchmark.

Figure 13 shows that detection performance of the sensing only approach with
IRLS used for signal recovery is lower than the theoretic curve due to the signal
recovery errors caused by the sub-Nyquist sampling (20%). However, it is noticed
that the sensing only approach with IRLS requires an iterative process to update
the weights. When the hybrid framework with DNRLS is performed, detection
probability increases greatly which can almost match with the theoretic curve. The
reason for the large performance improvement is that the data used to constructed
the weights is the exact representation of the spectrum of interest if there is no
unregistered user. As a result, the DNRLS-based compressive spectrum sensing
can achieve better detection performance with L�1

L
of computational complexity

reduced in comparison with the sensing only approach with IRLS.

Conclusion

Cognitive radio has emerged as one of the most crucial candidate solutions to
improve spectrum utilization in next-generation cellular networks. An important
requirement for future cognitive radio networks is wideband spectrum sensing,
where SUs can detect spectral opportunities across a wide frequency range.
However, special attention should be paid to the high signal sampling rate.
Therefore, sensing wideband spectrum presents a significant challenge in building
sampling hardware that operates at a sufficiently high rate and designing high-
speed signal processing algorithms. Sub-Nyquist approaches are drawing more
and more attention in wideband spectrum sensing, which refers to the procedure
of acquiring wideband signals using sampling rates lower than the Nyquist rate
and detecting spectral opportunities using these partial measurements. To fully
explore the advantages of both geo-location database and spectrum sensing, hybrid
frameworks are explored to maximize the benefits for both PUs and SUs based on
the initial information from geo-location database. The partially information from
geo-location database can be utilized to further reduce the number of sampling
measurements and computation complexity and improve the detection performance
for dynamic spectrum sensing.
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Abstract

Spectrum sensing is widely regarded as a key enabling technology to support
dynamic spectrum access (DSA) for cognitive radio (CR). Though in principle
spectrum sensing can be viewed as a traditional signal detection problem, the
design of spectrum sensing algorithms needs to take into account certain stringent
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requirements due to the nature of CR systems. Firstly, it is important for spectrum
sensing algorithms to be robust to signal models as it is often difficult in practice
for secondary users (SUs) to acquire complete or even partial knowledge about
primary signals. Secondly, a small detection delay is essential for the spectrum
sensing even under a fairly low detection signal-to-noise ratio (SNR) level with
low detection error probabilities. This chapter focuses on a particular type of
spectrum sensing algorithms, called sequential spectrum sensing algorithms for
CR systems. Compared with block-based sensing algorithms, sequential sensing
algorithms enable us to make detection decision with minimum delay while
still providing certain performance guarantee. We will first illustrate the benefits
of sequential detection for a single-band system. We will then discuss how to
design quickest sequential scanning algorithms for multiband systems to quickly
identify free channels.

Keywords
Detection delay � Sequential detection � Sequential probability ratio testing �
Spectrum scanning

Introduction

Spectrum sensing is widely regarded as a key enabling technology to support
dynamic spectrum access (DSA) for cognitive radio (CR) systems[1–20]. Though in
principle spectrum sensing can be viewed as a traditional signal detection problem,
the design of spectrum sensing algorithms needs to take into account certain
stringent requirements due to the nature of CR systems. Firstly, it is important for
spectrum sensing algorithms to be robust to signal models as it is often difficult in
practice for secondary users (SUs) to acquire complete or even partial knowledge
about primary signals. Secondly, a small detection delay is essential for the spectrum
sensing even under a fairly low detection signal-to-noise ratio (SNR) level with low
detection error probabilities. To this end, a number of spectrum sensing algorithms
have been proposed and studied [21–26]. Roughly speaking, spectrum sensing can
be classified into two categories: single-band sensing and multiband sensing. As
far as spectrum sensing is concerned, the major difference between single-band
sensing and multiband sensing is that in a multiband system, sensing needs to be
performed over spectrum bands that support different primary user (PU) activities.
In this chapter, we treat each single band as an entity in the sense that a single band
no matter whether it is a single-carrier or multi-carrier single band only has two
possible states: unoccupied or occupied.

This chapter focuses on a particular type of spectrum sensing algorithms,
called sequential spectrum sensing algorithms for CR systems. Compared with
block-based sensing algorithms, sequential sensing algorithms enable us to make
important detection decision with minimum delay while still providing certain
performance guarantee. The goal of this chapter is to introduce the sequential
sensing method and the performance benefits it brings under various scenarios.
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In particular, we will first illustrate the benefits of sequential sensing for single-
band systems in section “Sequential Detection for Single Channel.” We will then
present sequential algorithms that enable us to quickly locate all available channels
for multiband systems in section “Quickest Spectrum Scanning.”

Single-Band Sensing

Typical examples of single-band spectrum sensing algorithms include energy
detection [27], generalized likelihood ratio test [7], covariance sensing [21–23],
and feature detection [24]. From a practical point of view, energy detection is very
attractive, primarily because it has a low implementation complexity and requires
no deterministic knowledge of PU signals. However, to achieve a high sensing
accuracy, energy detection entails a large amount of sensing time especially when
the detection SNR is low [28].

To reduce sensing time, several sequential probability ratio test (SPRT)-based
sensing algorithms have been proposed under various CR settings [26, 29, 30].
The main motivation of using SPRT as a sensing algorithm is that SPRT requires
the shortest average sensing time for any given false-alarm and misdetection
probabilities in the simple hypothesis testing case [31, 32]. However, the detection
delay of SPRT is highly variable. Although the average detection delay of SPRT
is less than that of the fixed-sample-size detection algorithm under the same error
probabilities requirements, the detection delay of SPRT in a particular realization
might be significantly larger than the average value. In CR systems, on the other
hand, the decision must be made within a short period of sensing time [37]. In
other words, sequential sensing algorithms used in practice are essentially truncated
algorithms. There are two major drawbacks in the existing (truncated) SPRT-based
sensing algorithms [26, 29]. First, the complexity of SPRT under practical signal
models is high. In particular, the test statistic of SPRT is updated and is compared
to lower and upper thresholds after taking each sample. Thus, the computational
complexity of the test statistic determines the feasibility of SPRT. While in the
simple hypothesis testing case, evaluating the test statistic of SPRT is simple, but
it requires the perfect knowledge of primary signals. However, acquiring such
knowledge in practice is difficult in general. In the absence of such knowledge, the
evaluation of the test statistics at each time slot involves significant computation.
Second, the performance of SPRT is fairly sensitive to the choices of upper and
lower thresholds. In [31], Wald proposed an elegant method for selecting upper
and lower thresholds for the non-truncated SPRT. Existing SPRT-based algorithms
simply apply Wald’s method to select thresholds. Such selection does not work
well for truncated sensing algorithms since it leads to an increase in detection error
probabilities.

In this chapter, we introduce a low-complexity truncated sequential spectrum
sensing algorithm, called the sequential shifted chi-square test (SSCT). SSCT pos-
sesses several attractive features: (1) similar to energy detection, SSCT requires only
the knowledge on the noise power and does not require any deterministic knowledge



248 Y. Xin and L. Lai

of primary signals; (2) compared to fixed-sample-size detection algorithms such as
energy detection, SSCT is capable of achieving a comparable detection performance
with much reduced average sensing time; (3) in comparison with existing SPRT-
based sensing algorithms [29], SSCT has a much simpler test statistic and a lower
implementation complexity; and (4) SSCT offers desirable flexibility to strike a
trade-off between detection performance and sensing delay when the operating SNR
is higher than the minimum detection SNR. Furthermore, to evaluate the detection
performance of SSCT and hence guide the proper choice of parameters, which is
typically a challenging task, we derive the exact false-alarm probability and provide
numerical integration algorithms to compute the misdetection probability and the
average sample number (ASN) in a recursive manner.

Multiband Sensing

Besides single-band sensing, multiband (multichannel) spectrum sensing has
recently gained considerable research attention. More specifically, in [25] and [26],
multiple narrow-band sensors (detectors), each for a spectrum band, are used to
simultaneously observe multiple spectrum bands. Multiband joint energy detection
[25] and sequential detection [26] were developed to maximize overall throughput
performance. When the number of candidate bands is large, these spectrum sensing
schemes require a large number of sensors and joint simultaneous operation of these
sensors and thus are of prohibitively large implementation complexity. In [33] and
[34], a detector based on a wide-band receiver is used to collect signal samples from
all multiple candidate bands. SPRT and fixed-sample-size (FSS) sensing algorithms
are developed to minimize multiband sensing delay. However, a wide-band detector
typically requires a high-speed analog-to-digital converter (ADC) and extra signal
processing elements, thus incurring additional cost/complexity.

This chapter considers the problem of how to determine the availability of each
spectrum band in a multiband primary system with small delay and small error
probabilities using a single or few sensors. With one or a small number of sensors,
SUs are able to observe one band or a small subset of candidate bands at a time.
Two scenarios of practical interests are investigated. In the first scenario, there is
a strict delay constraint on the spectrum scanning. That is, the spectrum scanning
needs to be complete within a certain time period. In the second scenario, there is
no strict time constraint for the scanning. That is, the spectrum scanning continues
until the completion of the entire detection process. In both scenarios, our goal is
to design spectrum scanning schemes that minimize a cost function that strikes a
balance between error probabilities and detection delay.

We first consider a single sensor case, in which only one spectrum band is
observed at a time. To minimize the scanning cost, the detector needs to design
(1) selection rules that decide which band to collect signal samples at each time; (2)
termination rules that decide when to terminate the entire scanning process; and (3)
terminal decision rules that decide the availability of each band after the scanning
process is complete. We first show that the problem at hand can be converted
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into a Markovian optimal stopping time problem [35]. Using mathematical tools
from the optimal stopping theory, we derive the optimal algorithms for both
scenarios with and without a delay constraint. We show that in the scenario without
a delay constraint, the optimal scanning algorithm is a concatenated sequential
probability ratio test (C-SPRT). More specifically, we perform a SPRT test for the
first band. Once the SPRT test is complete for this band, we switch to another
band and carry out another SPRT on the newly switched band. The scanning
process completes once all the bands have been detected by using SPRT. Hence, the
scanning algorithm can be efficiently implemented. On the other hand, the imple-
mentation of the optimal algorithm for the scenario with a strict delay constraint
requires large lookup tables and frequent updating of posterior probabilities, thus
incurring a prohibitively high computational complexity. To reduce the complexity
for the delay-constrained scenario, we also propose several truncated C-SPRT
algorithms that have very low implementation complexity yet are asymptotically
optimal.

We next generalize the study to the multiple sensor case, in which multiple
spectrum bands can be simultaneously observed. The detector again needs to design
band selection rules (in this case, select a subset of bands), termination rules, and
terminal decision rules to minimize the cost function. The problem can also be
converted into a Markovian optimal stopping time problem, and optimal rules can be
derived using the tools from the optimal stopping theory. To reduce the complexity,
we also design several low-complexity algorithms. Extensive numerical results are
presented to show the effectiveness of the proposed algorithms.

Notation: Boldface upper and lower case letters are used to denote matrices and
vectors, respectively; Ik denotes a k�k identity matrix;EŒ�� denotes the expectation
operator. .�/T denotes the transpose operation; 1k denotes a k � 1 vector whose
entries are all ones; @qp denotes a set of consecutive integers from p to q, i.e., @qp WD
fp; : : : ; qg, where p is a non-negative integer and q is a positive integer greater than
p or C1; .�/c denotes a complement of a set; Ifx�tg denotes an indicator function
defined as Ifx�tg D 1 if x 	 t and Ifx�tg D 0 if x < t , where x is a variable and t
is a constant.

Sequential Detection for Single Channel

In this section, we start by presenting a statistical formulation of the spectrum
sensing problem for a single SU CR system. We next give a brief overview on two
sensing algorithms that are closely related to SSCT: energy detection and a SPRT-
based sensing algorithm.

Problem Formulation
In this section, we assume that there is a single SU in the CR system, which is
allowed to access the licensed spectrum of PU in an opportunistic manner. Upon
receiving signal samples, denoted by ri , SU is required to detect whether there are
primary signals or not before using the licensed spectrum. We use si ; i D 1; 2; : : : to
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denote the primary signal samples. Such a signal detection problem can be written
as the following classic binary hypothesis testing problem:

H0 W ri D wi ; i D 1; 2; : : : ; (1)

H1 W ri D hsi C wi ; i D 1; 2; : : : ; (2)

where wi denotes additive white Gaussian noise (AWGN) with zero mean and
variance �2w=2 per dimension, i.e., wi � C N .0; �2w/, and h is the channel coefficient
between PU and SU. We further assume that the channel coefficient h is a constant
during the sensing process, and the primary signal samples si are independent and
identically distributed (i.i.d.).

Preliminaries
Energy detection is a fixed-sample-size sensing algorithm in the sense that the
decision is made after collecting a fixed number of samples, say, M . Let r be
the 1 � M received signal vector defined as r WD Œr1; r2; : : : ; rM �. In energy
detection, we compute the energy of r and compare it with a predetermined value.
Mathematically, the testing procedure is described as: accept H1, if T .r/ WDPM

iD1 jri j
2 	 �ed; Accept H0, if T .r/ < �ed, where �ed denotes a threshold for

energy detection.
Since wi is a zero mean complex Gaussian random variable (RV) with variance

�2w=2 per dimension, 2T .r/=�2w is a central chi-square RV with 2M degrees
of freedom under H0 and is a noncentral chi-square RV with 2M degrees of
freedom and noncentrality parameter 2jhj2

PM
iD1 jsi j

2=�2w under H1 condition-
ing on jsi j2; i D 1; : : : ;M . As M increases, 2jhj2

PM
iD1 jsi j

2=�2w approaches
2M jhj2�2s =�

2
w, where �2s denotes the average symbol energy. Define SNRm as the

minimum detection SNR, at which the requirements on the target false-alarm and
misdetection probabilities are satisfied. The minimum detection SNR is a design
parameter, which depends on implementation scenarios but is not directly related to
a particular channel realization. In practice, it is highly likely that SNRm is different
from the exact operating SNR, which is defined as jhj2�2s =�

2
w. The exact operating

SNR depends on the channel gain h between PU and SU, which is difficult to acquire
in practice. To distinguish these two different SNRs, we denote by SNRo the exact
operating SNR.

It follows directly from the central limit theorem (CLT) that as M approaches
infinity, the distribution of 2T .r/=�2w converges to a normal distribution as follows
[36]: 2T .r/=�2w � N .2M; 4M/ under H0 while 2T .r/=�2w � N

�
2M.1 C

SNRm/; 4M.1 C 2SNRm/
�

under H1. Let N̨ed and Ňed be the target false-alarm
and misdetection probabilities, respectively. Generally speaking, the number of
required signal samples M is determined by N̨ed and Ňed. We use Mmin

ed to denote
the minimum number of sensing samples required to meet the target N̨ed and Ňed

requirements when the detection SNR is SNRm. As shown in [37], we have

Mmin
ed D

l
SNR�2m



 � � �

p
2SNRm C 1

�2m
(3)
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where  WD Q�1. N̨ed/, � WD Q�1.1 � Ňed/, and dxe denotes the smallest integer
greater than or equal to x, Q.�/ denotes the complementary cumulative distribution
function of the standard normal RV, i.e., Q.x/ WD .2�/�1=2

R1
x
e�t

2=2dt , and
Q�1.�/ denotes its inverse function. It is evident from (3) that for energy detection,
the minimum number of samples is proportional to SNR�2m for a sufficiently small
SNRm [28].

It is clear from the description above that energy detection has a simple test
statistic and a low implementation complexity [27]. In addition, known as a form
of non-coherent detection, energy detection requires only the knowledge of noise
power and does not rely on any deterministic knowledge about the primary signal
si . However, one major drawback of the energy detection is that, at a low SNR, it
requires a large amount of sensing time to achieve low detection error probabilities.

In comparison with a fixed-sample-size detection such as energy detection, SPRT
is capable of achieving the same detection performance with a much reduced
ASN [32]. We next investigate a SPRT-based sensing algorithm that relies on the
amplitude squares of the received signal samples [26, 29].

To simplify the description, we review a case in which the amplitude squares of
primary signals, jsi j2; i D 1; 2; : : :, are perfectly known at SU. In this case, the
spectrum sensing problem formulated in (1) becomes a simple hypothesis testing
problem, which is the original setup considered by Wald [31]. Normalize jri j2 as
vi WD 2jri j

2=�2w for the convenience of derivation. Note that under H0, vi is an
exponential RV with rate parameter 1=2, and underH1, vi is a noncentral chi-square
RV (conditional on jsi j2) with two degrees of freedom and noncentrality parameter
�i that can be readily obtained as �i D 2jhj2jsi j2=�2w. Hence, the probability density
function (PDF) of vi under H0 is

q0.vi / D
1

2
e�vi =2 (4)

whereas under H1, the PDF of vi (conditional on �i ) is

q1.vi j�i / D
1

2
e�.viC�i /=2I0.

p
�ivi / (5)

where I0.�/ is the zeroth-order modified Bessel function of the first kind. After
collecting N samples, we can express the accumulative log-likelihood ratio as

LN .vN j	N / D log
qvjH1.vN j	N /

qvjH0.vN /
D

NX
iD1

zi D �
NX
iD1

�i=2C

NX
iD1

log I0.
p
�ivi /

(6)
where vN WD .v1; v2; : : : ; vN /, zi D log

�
q1.vi j�i /=q0.vi /

�
, and 	N WD

.�1; �2; : : : ; �N /. The test procedure is given as follows: accept H1, if
LN .vN j	N / 	 bL; accept H0, if LN .vN j	N / � aL; and continue sensing,
if aL < LN .vN j	N / < bL. In [31], Wald specified a particular choice of
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thresholds aL and bL for the non-truncated SPRT as follows: aL D log Ňsprt=.1 �

N̨sprt/; and bL D log.1 � Ňsprt/= N̨sprt where N̨sprt and Ňsprt denote the target false-
alarm and misdetection probabilities, respectively. For a non-truncated SPRT, the
Wald’s choice on aL and bL yields true false-alarm and misdetection probabilities
that are fairly close to the target ones.

Let z be a RV having the same PDF as zi . It has been pointed out in [39]
that, in SPRT, if hypotheses H0 and H1 are distinct, then EH0.z/ < 0 < EH1.z/,
where EHi .�/ denotes the expectation under Hi; i D 1; 2. As evident from (6),
one shortcoming of this SPRT-based sensing algorithm is that the test statistic
contains a modified Bessel function, which may result in a high implementation
complexity. When the perfect knowledge of the instantaneous amplitude squares of
the primary signals is not available, PDF under H1 is not completely known, i.e.,
the alternative hypothesis is composite. Generally speaking, two approaches, the
Bayesian approach and the generalized likelihood ratio test, can be used to deal with
such a case. In the Bayesian approach, a prior PDF of the amplitude squares of the
primary signals is required and multiple summations over all possible amplitudes
of the primary signals need to be performed, whereas in the generalized likelihood
ratio test, a maximum likelihood estimation (MLE) of the amplitude squares of the
primary signals is needed [7]. Either of these two approaches, however, leads to a
considerable increase in the implementation complexity.

A Low-Complexity Sequential Spectrum Sensing Algorithm

We now propose a low-complexity sequential spectrum sensing algorithm depicted
as follows:

�N D

NX
iD1

�
jri j

2 ��
�
; (7)

in which � is a fixed and predetermined parameter. Suppose that the detector has
a decision deadline M . That is, the detector needs to make a decision within M
samples. We propose the following test procedure:

AcceptH1 W

if �N 	 b for 0 < N �M � 1; or if �M 	 � I (8)

AcceptH0 W

if �N � a for 0 < N �M � 1; or if �M < � I (9)

Continue Sensing W

if �N 2 .a; b/ for 0 < N �M � 1 (10)

where a, b, and � denote three predetermined and fixed constants satisfying the
following conditions: a < 0, b > 0, and � 2 .a; b/. In statistical term, the test
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Fig. 1 The test region of SSCT

procedure given in (8), (9), and (10) is nothing but a truncated sequential test. As
depicted in Fig. 1, the stopping boundaries of the test region consist of horizontal
lines b and a, which we call the upper and lower boundary, respectively. Notice that
each term jri j2 �� in�N is nothing but a shifted chi-square RV. Hence, we simply
name this sensing algorithm described in (8), (9), and (10) sequential shifted chi-
square test (SSCT). As can be seen from (7), SSCT has a simple test statistic that
contains only the amplitude squares of the received signals and the parameter �.

Let r be a RV with the same PDF as jri j2��, which is the i th incremental term in
the test statistic (7). Similar to the SPRT case, we choose �2w < � < �2w.1C SNRm/
to ensureEH0.r/ < 0 < EH1.r/. In SSCT, we haveEH0.r/ D �

2
w�� andEH1.r/ D

�2w.1CSNRo/��. Using SNRm � SNRo and �2w < � < �2w.1CSNRm/, we always
have EH0.r/ < 0 � SNRo � SNRm < EH1.r/. Note that with this choice, the
constant � depends on the minimum detection SNR instead of the exact operating
SNR. Normalize the test statistic �N by �2w=2 and define N�N WD 2�N=�

2
w. We

rewrite (7) as

N�N D

NX
iD1

.vi � 2�=�
2
w/ (11)

where vi WD 2jri j
2=�2w. Let �N denote the sum of vi for i D 1; : : : ; N , i.e., �N DPN

iD1 vi and let N� denote 2�=�2w. Applying this notation, we rewrite N�N as N�N D

�N �N N�: We let N�0 and �0 be 0 for notational simplicity. We further define ai and
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bi as: ai D 0 for @P0 , ai D Na C i N� for i 2 @1PC1, and bi D Nb C i N� for b 2 @10 ,
where Na WD 2a=�2w, Nb WD 2b=�2w, and P denotes the largest integer not greater
than �a=�, i.e., P WD floor.�a=�/. Applying the notation �N D

PN
iD1 vi , we

express the test procedure (8), (9), and (10) as

AcceptH1 W

if �N 	 bN for 0 < N �M � 1; or if �M 	 N�M I (12)

AcceptH0 W

if �N � aN for 0 < N �M � 1; or if �M < N�M I (13)

Continue Sensing W

if �N 2 .aN ; bN / for 0 < N �M � 1 (14)

where N�M D N� C M N� with N� WD 2�=�2w. The corresponding test region is
depicted in Fig. 2, where the stopping boundaries comprise two slant line segments.
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Fig. 2 The test region of the transformed test procedure
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Define ˛ssct and ˇssct as the false-alarm and misdetection probabilities of SSCT,
respectively.

The issue of how to select thresholds a, b, and � is critical to the performance of
SSCT. In [31], Wald proposed a method to select appropriate thresholds for the non-
truncated SPRT. Since the proposed test procedure in (8), (9), and (10) is a truncated
sequential test and is not necessarily a SPRT, the thresholds selected by the Wald’s
method cannot meet target detection performance requirements in general.

As a result, an alternative approach to select thresholds is needed. Typically,
the thresholds a, b, � , the parameter �, and the truncated size M are selected
beforehand and off-line, either purposefully or randomly, and the corresponding
˛ssct and ˇssct are then computed. If the resulted ˛ssct and ˇssct do not meet the
requirement, the thresholds and truncated size are subsequently adjusted. This
process continues until a desirable error probability performance is obtained. In the
above process, the key and challenging step is to accurately and efficiently evaluate
˛ssct and ˇssct as well as ASN for any prescribed thresholds a, b, � , the parameter
�, and the truncated sizeM . In the following section, we will show how to evaluate
these quantities for SSCT.

Evaluations of False-Alarm and Misdetection Probabilities

In this section, we present the exact false-alarm probability result and a numerical
integration algorithm that obtains the misdetection probability in a recursive manner
[38] for any given thresholds.

Preparatory Tools
We introduce the first integral as follows:

f .k/
�k
.�/ D

Z �


k

d�k

Z �k


k�1

d�k�1 � � �

Z �2


1

d�1; k 	 1

and f .k/
�k .�/ D 1 for k D 0, where �0 D ; and �k WD Œ
1; : : : ; 
k�1; 
k� with

0 � 
1 � : : : � 
k . The superscript k and the subscript �k are used to indicate
that f .k/

�k .�/ is a k-fold multiple integral with ordered lower limits specified by �k .

Evidently, the integral f .k/
�k .�/ is a polynomial in � of degree k. Lemma 1 shows

that the exact value of f .k/
�k .�/ can be computed recursively.

Lemma 1. The integral f .k/
�k .�/ is given by

f .k/
�k
.�/ D

k�1X
iD0

f
.k/
i .� � 
iC1/

k�i

.k � i/Š
C f

.k/

k (15)
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where f .k/
i ; i D 0; : : : ; k, for k 	 1 can be obtained recursively as follows: f .k/

i D

f
.k�1/
i ; i 2 @k�10 and

f
.k/

k D �

k�1X
iD0

f
.k�1/
i

.k � i/Š
.
k � 
iC1/

k�i

with f .0/
0 D 1. For the case where 
1 D 
2 D : : : D 
k D 
, the coefficients f .k/

�k

is given by

f .k/
�k
D

1

kŠ
.� � 
/k:

Additionally, the integral f .k/
�k .�/ has the following useful properties: 1) Differential

Property: df .k/
�k .�/=d� D f

.k�1/
�k�1

.�/ with �k�1 D Œ
1; : : : ; 
k�1� and k 	 2; 2)

Scaling Property: f .k/
t�k
.t�/D t kf

.k/
�k .�/ for t > 0; 3) Shift Property: f .k/

�k�ı1k
.��ı/D

f
.k/
�k .�/.

It is noteworthy to mention that formula (15) together with scaling and shift
properties are particularly useful in reducing round-off errors when evaluating
f
.k/
�k .�/. These two properties will be used to ensure the numerical stability of

the false-alarm probability computation method presented later in this section. The
second integral that will be useful is

I .0/ WD 1; and I .n/ WD
Z
� � �

Z
˝.n/

d
n; n 	 1 (16)

where 
n WD Œ�1; �2; : : : ; �n� with 0 � �1 � �2 � � � � �n, and ˝.n/ D

f.�1; �2; : : : ; �n/ W 0 � �1 � � � � � �nI ai < �i < bi ; i 2 @
n
1g. For n D 1, we

have I .1/ D
R b1
a1
d�1 D b1 � a1. We define c and d as two parameters satisfying

0 � c < d , aN�1 � c � bN and aN � d . For N 	 2, we define the following
vector

 N
n;cD

8̂̂
ˆ̂̂̂<
ˆ̂̂̂̂
:̂

ŒbnC1; : : : ; bnC1„ ƒ‚ …
Q

; aQCnC1; : : : ; aN�1; c„ ƒ‚ …
N�Q�n

�; n2@
N�Q�2
0

ŒbnC1; : : : ; bnC1; c„ ƒ‚ …
N�n

�; n 2 @s�1N�Q�1

bnC11N�n; n 2 @N�2s

where s and Q denote the integers satisfying bs < c � bsC1 and aQ � b1 <

aQC1 respectively. Let us define Ai as an .N � n/ � .N � n � i/ matrix Ai D

ŒIN�i�nj0.N�i�n/�i �T with i 2 @N�n1 . In addition, we define the following vectors
 N�i
n;c D  

N
n;c � Ai ; i 2 @

N�n
1 an2n1 D Œan1C1; : : : ; an2 �; n2 	 n1 	 0, where  N�i

n;c
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is an .N � i � n/ � 1 vector and an2n1 is an .n1 � n2/ � 1 vector. If n1 D n2, we
define an2n1 as ;. In what follows, we show that we can compute the exact value of
I .N/ in (16) recursively.

Lemma 2. The exact value of the integral I .N/ is given by

I .N/ D f
.N/

aN0
.bN / �

8̂̂
ˆ̂<
ˆ̂̂̂:

IfN�2g

N�2X
nD0

.bN � bnC1/
N�nI .n/

.N � n/Š
; N 2 @

Q
1

N�2X
nD0

f
.N�n/

 Nn;aN
.bN /I

.n/; N 2 @1QC1

with I .0/ D 1.
The third integral is given by

J
.N/

c;d .�/ W D
R
� � �
R

�
.N/

c;d

e���N d
N

where � > 0, N 	 1, and � .N/

c;d WD f.�1; : : : ; �N / W 0 � �1 � : : : � �N I ai < �i <

bi ; i 2 @
N�1
1 I c < �N < dg. Recall that c and d are two non-negative numbers

satisfying aN�1 � c � bN and 0 � c < d and d 	 aN . We define the following
function

g
.n/

c;d .�/D

8̂̂
ˆ̂̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂:

I .n/
h
�n�N e��bnC1 �

N�nX
iD1

��i� f
.N�n�i/
bnC11N�n�i

.d /e��d
i
; c�b1; n 2 @

N�2
0

I .n/
N�nX
iD1

��i
h
f
.N�n�i/

 N�i
n;c

.c/e��c�f
.N�n�i/

 N�i
n;c

.d /e��d
i
; c > b1; n 2 @

s�1
0

I .n/
h
�n�N e��bnC1 �

N�nX
iD1

��i�f
.N�n�i/
bnC11N�n�i

.d /e��d
i
; c>b1; n 2 @

N�2
s :

In the cases of .c; d/ D . N�N ;1/ and .c; d/ D .aN ; bN /, the exact values of the
integral J .N/c;d .�/ in (17) can be obtained from the following lemma.

Lemma 3. For any N�N satisfying aN � N�N < bN , the exact values of the integrals
J
.N/

N�N ;1
.�/ and J .N/aN ;bN

.�/ are given by

J
.N/

N�N ;1
.�/ D

NX
iD1

��i f
.N�i/

aN�i
0

. N�N /e
�� N�N � IfN�2g

N�2X
nD0

g
.n/

N�N ;1
.�/

J
.N/

aN ;bN
.�/D

NX
iD1

��i
h
f
.N�i/

aN�i
0

.aN /e
��aN �f

.N�i/

aN�i
0

.bN /e
��bN

i
�IfN�2g

N�2X
nD0

g
.n/

aN ;bN
.�/:
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We next show how to apply these preparatory results to evaluate the exact false-
alarm probability.

False-Alarm Probability
Define EN WD f�N 	 b and a < �n < b for n 2 @N�11 with N 2 @M�11 g

and EM WD f�M 	 � and a < �n < b for n 2 @M�11 g and let PH0.EN / be
the probability of event EN occurring under H0. Since the test procedure described
in (8), (9), and (10) is the same as that described in (12) (13), and (14), we have

PH0.EN / D

(
PH0.ai < �i < bi ; i 2 @

N�1
1 I �N 	 bN /; for N 2 @M�11 I

PH0.ai < �i < bi ; i 2 @
M�1
1 I �M 	 N�M /; for N DM:

(17)

Clearly, the false-alarm probability ˛ssct can be written ˛ssct D
PM

ND1 PH0.EN /.
The following proposition gives the exact false-alarm probability ˛ssct.

Proposition 1. The false-alarm probability, ˛ssct, is given by ˛ssctD
PM

ND1PH0.EN /,
where PH0.EN / is given by

PH0.EN / D8̂̂
ˆ̂̂̂̂
ˆ̂̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂:

AN
b1b

N�2
N

.N � 1/Š
; N 2 @PC11 I

AN

h
f
.N�1/

aN�1
0

.bN�1/ � IfN�3g

N�3X
nD0

e
bnC1
2
PH0.EnC1/.bN�1 � bnC1/

N�n�12n

.N � n � 1/Š

i
;

N 2 @
QC1
PC2 I

AN

h
f
.N�1/

aN�1
0

.bN�1/ �

N�3X
nD0

f
.N�1�n/

 N�1
n;aN�1

.bN�1/2
ne

bnC1
2 PH0.EnC1/

i
; N 2 @M�1QC2 I

2�MJ
.M/

N�M ;1
.1=2/; N DM;

(18)

where AN WD 2�.N�1/e�bN =2.

Misdetection Probability
We now show how to evaluate the misdetection probability ˇssct for SSCT. Evaluat-
ing ˇssct is more difficult than evaluating ˛ssct. The main reason is that to compute
ˇssct, one needs to know q1.vi /. However, computing q1.vi / is intractable except
when primary signal samples have the constant-modulus property, i.e., jsi j2 D
�2s . We next show that at a relatively low detection SNR level, the misdetection
probability obtained by using constant-modulus primary signals can be used to well
approximate the actual ˇssct. Our arguments are primarily based on the following
two properties of SSCT.
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The first property shows that as N approaches infinity, the distribution of the
test statistic �N in SSCT converges to a normal distribution that is independent of a
specific choice of �1; �2; : : : ; �N .

Property 1. The statistical distribution of �N converges to a normal distribution
given by

�N �

(
N .2N; 4N /; under H0;

N
�
2N.1C SNRm/; 4N .1C 2SNRm/

�
; under H1;

as N approaches infinity.
The property can be readily proved by using CLT [39]. However, unlike energy

detection, this property alone is not sufficient to explain that the constant-modulus
assumption is valid in approximating ˇssct. This is because each �N for N D

1; : : : ;M , including small values of N , may potentially affect the value of ˇssct.
To complete our argument, we first present the following definitions. Let Q�i denote
the test statistic using the constant-modulus assumption, i.e., jsi j2 D �2s . Define
�N WD bN for N 2 @M�11 and �M WD N�M for N D M . Let FN and QFN denote the
events that �N 	 �N , and ai < �i < bi for i 2 @M1 , and Q�N 	 �N and ai < Q�i < bi
for i 2 @M1 , respectively. Let PH1.FN / and PH1. QFN / denote the probabilities of
the events FN and QFN under H1. Let Q̌ssct denote the misdetection probability
obtained by assuming constant-modulus signals with average symbol energy �2s ,
i.e., jsi j2 D �2s . As clear from their definitions, we have ˇssct D

PM
ND1 PH1.FN /

and Q̌ssct D
PM

ND1 PH1.
QFN /.

Let A lN
N denote the event that ai < �i < bi ; i 2 @

lN
1 for some integer lN 2 @N1 ,

and let QA lN
N denote its counterpart for the constant-modulus case. Let BlN

N denote
the event that �N 	 �N and ai < �i < bi ; i 2 @

N
lNC1

and let QBlN
N denote its

counterpart in the constant-modulus case. We now present the second property.

Property 2. For any " > 0, if for each N , there exists a positive integer lN 2 @N1
such that PH1.A

lN
N / 	 1 � "=.3M/, PH1. QA lN

N / 	 1 � "=.3M/, and jPH1.B
lN
N / �

PH1.
QBlN
N /j < "=.3M/, then jˇssct � Q̌ssctj � ":

Relying on these two properties, we provide an outline of our arguments. To
achieve a high detection accuracy at a low SNR level, ASN and M are typically
quite large. When the sample index N is relatively small, it is highly unlikely that
the test statistics �N and Q�N cross either of the two boundaries. In such a situation,
there exists some integer lN such that PH1.A

lN
N / and PH1. QA lN

N / are fairly close to
1, whereas PH1.B

lN
N / and PH1. QB

lN
N / are fairly close to 0. Hence, the conditions

in Property 2 can be easily satisfied. On the other hand, when N is relatively
large, one can find a sufficiently large lN such that PH1.A

lN
N / and PH1.

QA lN
N /

are fairly close to one, while jPH1.B
lN
N / � PH1.

QBlN
N /j is sufficiently small due

to Property 1 guaranteed by the CLT. Collectively, at a low detection SNR level,
Q̌
ssct evaluated under the constant-modulus assumption is a close approximation of
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ˇssct. Therefore, we will focus on the case in which all �i ’s are equal to a constant
� WD 2jhj2�2s =�

2
w D 2SNRm.

Recall that under H1, vi is a noncentral chi-square random variable, whose
PDF involves the zeroth-order modified Bessel function of the first kind as given
in (5). Hence, it is mathematically intractable to evaluate Q̌ssct by applying the
computational approach used in section “False-Alarm Probability.” To obtain Q̌ssct,
we apply a numerical integration algorithm proposed in [38].

Defining ui D vi � N�, we express N�N in (11) as N�N D
PN

iD1 ui . Clearly, the
PDF of ui under hypothesis H1 can be rewritten as

q1.ui / D
1

2
e�.uiC

N�C�/I0

�q
�.ui C N�/

�
; ui > � N�:

Note that SSCT observes at most M samples before making a decision. Let tk
denote N�M�k . We also useGk.tk/ to denote the conditional misdetection probability
conditioning on the follow event: the first .M � k/ samples have been collected,
the present observation value is tk D N�M�k , and the test statistic of the previous
.M � k � 1/ samples has not crossed either the upper or lower boundary. When
Na < tk < Nb for k D 1; : : : ;M , SSCT needs to collect an additional sample (the
.M�kC1/th sample). For notation simplicity, we use u to denote the next observed
value of ui . We can write the conditional probability Gk.tkju/ as

Gk.tkju/ D

8̂̂
<
ˆ̂:
0 if u > Nb � tk

1 if u < Na � tk

Gk�1.tk C u/ if Na � tk � u � Nb � tk:

(19)

Using (19), we can compute Gk.tk/ as

Gk.tk/ D

Z Na�tk
�1

q1.u/duC
Z Nb�tk
Na�tk

Gk�1.tk C u/q1.u/du (20)

for k D 1; � � � ;M with the following initial condition: G0.t0/ D 0 if t0 	 N� and
G0.t0/ D 1, otherwise. Note thatGM.0/ is indeed the misdetection probability Q̌ssct.
By applying the backward recursion algorithm described above, the value ofGM.0/
is obtained.

Evaluation of the Average Sample Number

In this section, we discuss how to evaluate ASN of the proposed algorithm. Let Ns
denote the number of samples required to yield a decision. Clearly, Ns is a RV in
SSCT, and its mean value is ASN, which can be written as

E.Ns/ D EH0.Ns/�0 CEH1.Ns/�1 (21)
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where EHi .Ns/ denotes ASN under Hi , and �i denotes the priori probability of
hypothesis Hi , for i D 0; 1.

According to (8), (9), and (10), we have 1 � Ns � M . Hence, we can express
EHi .Ns/ as

EHi .Ns/ D

MX
ND1

NPHi .Ns D N/; i D 0; 1 (22)

where PHi .Ns D N/ is the probability that the detector makes a decision at theN th
sample under Hi . We now need to determine PHi .Ns D N/. Let CN denote the
event that the test statistics .�1; �2; : : : ; �N / do not cross either the upper or lower
boundary before or at the N th sample, i.e., CN D f.�1; �2; : : : ; �N / 2 �

.N/

aN ;bN
g for

N 2 @M1 . For notional convenience, let us define C0 as a universe set. Hence, we
have P .C0/ D 1. The test procedure described in (12) (13), and (14) implies that
PHi .Ns D N/; i D 0; 1 can be obtained as

PHi .Ns D N/
.a/
D PHi

�
CN�1

�
� PHi

�
CN
�
; N 2 @M�11 (23)

PHi .Ns DM/
.b/
D PHi

�
CM�1

�
; N DM (24)

where PHi .CN�1/ and PHi .CN / in .a/ denote the respective probabilities of the
following events: underHi , the test statistic does not cross either the upper or lower
boundary before or at the .N �1/th sample and theN th sample forN 2 @M�11 ; and
PHi .CM�1/ in .b/ denotes the probability of the following event: under Hi , the test
statistic does not cross either upper or lower boundary before or at the .M � 1/th
sample. Clearly, using (23) and (24), we can express (22) as

EHi .Ns/D

M�1X
ND1

N
�
PHi .CN�1/ � PHi .CN /

�
CMPHi .CM�1/ D 1C

M�1X
ND1

PHi .CN /:

(25)

Applying (23), and (24), we obtain PH0
�
CN
�
D 2�NJ

.N/

aN ;bN
.1=2/; N 2 @M�11 :

Hence, according to (25), we have

EH0.Ns/ D 1C

M�1X
ND1

2�NJ
.N/

aN ;bN
.1=2/: (26)

We next show how to obtain PH1.CN / or equivalently how to obtain PH1.C
c
N /.

To compute PH1.C
c
N /, we apply a similar computation method to the one used in

computing the misdetection probability. It should be noted that C c
N indicates the

following event: under H1, the test procedure given in (12) (13), and (14) stops
before or at the N th sample, i.e., the test statistic crosses either the upper or lower
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boundary before or at the N th sample. With a slight abuse of notation, we rewrite
Gk.tk/ as Gk.tk; N�/. We use VN to denote the following event: the test statistic
crosses the lower boundary before or at the N th sample under H1, and we use UN
to denote the following event: the test statistic does not cross the upper boundary
before or at the N th sample under H1. By the definitions of VN , UN , and GN ,
we have PH1.VN / D GN .0; Na/ and PH1.UN / D GN .0; Nb/. Clearly, we can write
PH1.C

c
N / as

PH1
�
C c
N

�
D GN .0; Na/C 1 �GN .0; Nb/ (27)

where GN .t; Na/ and GN .t; Nb/ can be obtained by applying (20) recursively.
From (27), we have PH1.CN / D GN .0; Nb/ �GN .0; Na/. According to (25), we have

EH1.Ns/ D 1C

M�1X
ND1

.GN .0; Nb/ �GN .0; Na//: (28)

In the following proposition, we present the ASN of SSCT.

Proposition 2. The ASN of SSCT can be obtained as

E.Ns/ D �0

 
1C

M�1X
ND1

2�NJ
.N/

aN ;bN
.1=2/

!
C �1

 
1C

M�1X
ND1

.GN .0; Nb/ �GN .0; Na//

!
:

Numerical Examples

In this section, we present several numerical examples to test the SSCT algorithm
and validate the results obtained in sections “Evaluations of False-Alarm and
Misdetection Probabilities” and “Evaluation of the Average Sample Number.” In
these examples, the parameter N� is selected to be 2 C SNRm. With this choice of
N�, we have EH0.jri j

2 � �/ D EH1.jri j
2 � �/ D ��2s =2 and thus EH0.�N / D

�EH1.�N / for every N 	 0. It implies that statically, the test statistic �N moves
the same distance on average upward or downward at each step. Roughly speaking,
such choice of the parameter � will lead to an approximately same average sample
number under H0 or H1. In the first three test examples, we select the parameter M
to be the minimum required sample number Mmin

ed for energy detection to achieve
the target false-alarm and misdetection probabilities, and we choose Na to be �Nb.
In all test examples, the channel gains jhj are equal to one, and primary signals
are constant-modulus quadrature phase shift-keying (QPSK) signals except for Test
Example 2, in which the modulation formats of the primary signals are explicitly
stated. Following conventional terminology in the sequential detection, we define
the efficiency of SSCT as ESSCT D 1 � ASNSSCT=M

ed
min.
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Table 1 SCCT versus energy detection

SNRm (dB) 0 �5 �10 �15

N� �8.5 �5.69 �4 �1.897
Nb 27 35.32 69.30 158.47
N� 3 2.316 2.100 2.032

˛ssct .Monte Carlo/ 0.011 0.055 0.103 0.153

˛ssct .Numerical/ 0.011 0.055 0.103 0.153

˛ed .Energy detect./ 0.011 0.055 0.101 0.150

ˇssct .Monte Carlo/ 0.008 0.046 0.099 0.154

ˇssct .Numerical/ 0.008 0.047 0.100 0.156

ˇed .Energy detect./ 0.008 0.046 0.096 0.149

ASN .Monte Carlo/ 26 95 509 3154

ASN .Numerical/ 26 96 515 3185

M (Energy detect.) 40 140 730 4450

Efficiency 	 35% 32% 30% 29%

Test Example 1: Table 1 lists false-alarm and misdetection probabilities and ASN
for different SNRm for both SSCT and energy detection. For SNRm D 0, �5, �10,
and�15 dB, we select the corresponding truncation sizes to be the minimum sample
sizes required by energy detection to achieve . N̨ed; Ňed/ D .0:01; 0:01/, .0:05; 0:05/,
.0:1; 0:1/, and .0:15; 0:15/, respectively. The parameters Nb; N�, and N� are given in
the table. Table 1 shows that while maintaining a comparable detection performance,
SSCT is capable of achieving about 29% � 35% savings in terms of the average
sensing time as compared with energy detection. We use an abbreviation, numerical,
in the parenthesis, to indicate the results obtained by either the exact formula (18) for
false-alarm probabilities or by the numerical integration algorithm for misdetection
probabilities. As can be seen from the table, the results obtained by the numerical
approach and those obtained by the Monte Carlo simulation are fairly close.

Test Example 2: In this example, we assume that primary signals are square 64-
quadrature amplitude modulation (QAM) signals with �2s D 10SNRm=10�2w. Table 2
lists misdetection probabilities and ASN for SSCT and energy detection when
SNRm D 0, �5, �10, and �15 dB. To demonstrate the fact that SSCT does not
rely on the knowledge of the modulation format of primary signals, we determine
the parameters Na, Nb, N� , N�, and M in SSCT, by applying QPSK signals with
average symbol energy �2s D 10SNRm=10�2w while we apply these design parameters
determined by QPSK primary signals to detect the i.i.d. 64-QAM signal samples,
which are drawn from 64-QAM constellation points with equal probability. It
is evident from the table that the misdetection probabilities obtained in the 64-
QAM case and the QPSK case match well except for the case of SNRm D 0 dB
(correspondingly,M D 40). This is becauseM is not large enough to neglect errors
caused by using the CLT approximation. However, the energy detection and SSCT
sensing algorithms have a similar amount of approximation error in terms of the
misdetection probability.
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Table 2 Detection performance without knowing modulation types of the primary signals

SNRm (dB) 0 �5 �10 �15

ˇssct .QPSK,Monte Carlo/ 0.008 0.046 0.099 0.154

ˇssct .QPSK,Numerical/ 0.008 0.047 0.100 0.156

ˇed .QPSK,Energy detect./ 0.008 0.046 0.096 0.149

ˇssct .64-QAM,Monte Carlo/ 0.012 0.048 0.099 0.154

ˇssct .64-QAM,Numerical/ 0.012 0.050 0.103 0.157

ˇed .64-QAM,Energy detect./ 0.012 0.047 0.096 0.149

ASN .QPSK,Monte Carlo/ 26 95 509 3154

ASN .QPSK,Numerical/ 26 96 515 3185

ASN .64-QAM,Monte Carlo/ 26 95 509 3154

ASN .64-QAM,Numerical/ 26 96 514 3190

Table 3 Mismatch between SNRm and SNRo (SNRm D �15 dB)

SNRo (dB) �12 �13 �14 �15

ˇssct .Monte Carlo/ 0.0018 0.0153 0.0629 0.154

ˇssct .Numerical/ 0.0017 0.0151 0.0628 0.156

ˇed .Energy detect./ 0.0012 0.0131 0.0584 0.149

ASN .Monte Carlo/ 2425 2686 2948 3154

ASN .Numerical/ 2499 2769 3035 3185

M (Energy detect.) 4450 4450 4450 4450

Essct 46% 40% 34% 29%

Test Example 3: In this example, we study the detection performance of SSCT
and the energy detection when there is a mismatch between SNRo and SNRm. For
SNRo D �12,�13,�14 dB, and SNRm D �15 dB, the false-alarm and misdetection
probabilities and ASN are listed in Table 3. We choose the parameters for SSCT
and energy detection such that target false-alarm and misdetection probabilities
are around .0:15; 0:15/ at SNRm D �15 dB. As can be seen from the table, for
both SSCT and energy detection, the misdetection probabilities decrease as SNRo
increases, while the false-alarm probabilities keep the same. It is clear from the table
that the false-alarm and misdetection .˛ssct; ˇssct/ satisfy the target detection error
probability requirements. As the mismatch between SNRo and SNRm increases, the
efficiency of SSCT increases from 29% to 46%. This implies that compared with
the energy detection, SSCT offers an additional flexibility in striking a desirable
sensing time and detection performance trade-off in the SNR mismatch case.

Quickest Spectrum Scanning

In this section, we consider the problem of how to determine the availability of
each spectrum band in a multiband primary system with small delay and small
error probabilities using a single or few sensors. With one or a small number of
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sensors, secondary users (SUs) are able to observe one band or a small subset of
candidate bands at a time. Two scenarios of practical interests are investigated. In
the first scenario, there is a strict delay constraint on the spectrum scanning. That
is, the spectrum scanning needs to be complete within a certain time period. In
the second scenario, there is no strict time constraint for the scanning. That is, the
spectrum scanning continues until the completion of the entire detection process.
In both scenarios, our goal is to design spectrum scanning schemes that minimize
a cost function that strikes a balance between error probabilities and detection
delay.

System Model and Problem Formulation

In the system considered, the SU can make simultaneous observations on a subset
of M spectrum bands from the set K , which consists of all K candidate spectrum
bands. Let r.k/i denote the signal sample received by the SU, at time i from band k.
Compared with section “Sequential Detection for Single Channel,” we have multiple
channels in this section, and hence we additionally use .k/ to denote the channel
index. If there is no primary transmission over band k at time i , then the received
signal sample r.k/i can be written as r.k/i D w.k/i , in which w.k/i is the background

noise, whereas, if there is a primary transmission over band k at time i , then r.k/i

can be written as r.k/i D h.k/s
.k/
i C w.k/i , in which h.k/s.k/i is the primary signal

sample. Mathematically, the detection of the primary signals at the kth band can be
formulated as a binary hypothesis testing problem as follows:

H
.k/
0 W r

.k/
i D w.k/i ; i D 1; 2; � � � ;

H
.k/
1 W r

.k/
i D h

.k/s
.k/
i C w.k/i ; i D 1; 2; � � � (29)

where H.k/
0 refers to the hypothesis that channel k is free and H.k/

1 refers to the

hypothesis that channel k is occupied. We use q.k/0 .�/ to denote the density function

of the signal received at the kth band when there is only noise and use q.k/1 .�/

to denote the density function of the signal received at the kth band when there
is primary signal. The algorithms developed in this chapter work for any form
of density functions q.k/0 .�/ and q.k/1 .�/. Furthermore, for generality, we allow the
density functions to be different for different k.

Let �.k/0 denote the a priori probability that band k is occupied by the primary

user (PU). Generally speaking, the values of �.k/0 can be different for different
bands. We further assume that the status (occupied/unoccupied) of each band is
independent of the status of other bands and the channel status remains unchanged
during the scanning process. Our goal is to design an algorithm to decide the
presence/absence of the PU on each band in a way that minimizes an appropriate
measure, which takes into account detection error probabilities and the sampling
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cost. We consider a sequential testing setup in which the SU needs to detect the
status of all K candidate spectrum bands. At each time i , the SU tunes to a subset
of bands M from the set K to make an observation, the set M has a size ofM that
represents the number of simultaneous observations. After taking one observation
each from these M bands, the detector needs to decide whether to terminate the
scanning or to continue. Let � denote the termination rule that SU uses to decide
whether or not to terminate the scanning. If SU terminates the scanning at time
i , then it determines the occupancy of all bands using a terminal decision rule
ıi D .ı

.1/
i ; � � � ; ı

.K/
i /, in which ı.k/i takes values in f0; 1g with 0 indicating that band

k is free and 1 indicating that band k is occupied. Let ı D fıi ; i D 1; 2; � � � g denote
the sequence of decision rules used at the SU. If SU chooses to continue scanning,
then it uses the band selection function �i to select M bands from the set K and
makes another observation from the selected band. We use � D f�i ; i D 1; 2; : : : ; g
to denote the sequence of band selection functions. At the end of the scanning
process, there are two types of error probabilities for band k. The first one is the
false-alarm probability P .k/

FA that is the probability of declaring hypothesis H.k/
1

is true, while hypothesis H.k/
0 is true, and the second one is the misdetection

probability P .k/
MD that is the probability of declaring hypothesisH.k/

0 to be true while

hypothesis H.k/
1 is true.

Intuitively speaking, the lower P .k/
FA is, the higher number of spectrum bands are

successfully identified as free and hence more secondary transmission opportunities
can be exploited. Whereas the lower P .k/

MD is, the lower the probability that the
SU interferes with primary transmissions. Both types of error probabilities can be
made arbitrarily small by letting the number of samples go to infinity. However,
this will incur significant delay to reach a decision. Therefore, an appropriate cost
function needs to strike a desirable trade-off between the decision delay and the
detection error probabilities. In this chapter, we aim to determine the termination
rule � , the terminal decision rules ı and the band selection rules � that minimize
the cost

inf
�;ı;�

h
cEf�g C

KX
kD1

�
c
.k/
0 .1� �

.k/
0 /P

.k/
FA C c

.k/
1 �

.k/
0 P

.k/
MD

� i
; (30)

where E is expectation under the probability measure q� D Œq.1/; q.2/; : : : ; q.K/�

with q.k/ WD .1 � �
.k/
0 /q

.k/
0 C �

.k/
0 q

.k/
1 . The parameter c denotes the cost

of unit delay, and hence the term cEf�g in the cost function represents the
average cost of scanning delay. Similarly, c.k/0 denotes the cost of a false-alarm

event happening over band k, and c.k/1 denotes the cost of a misdetection event

happening over band k. For generality, we allow c
.k/
0 and c

.k/
1 to be different

for different bands. Clearly, the term .1 � �
.k/
0 /c

.k/
0 P

.k/
FA C �

.k/
0 c

.k/
1 P

.k/
MD is the

average cost of detection errors over band k. Hence, the cost function specified
in (30) takes into consideration detection error probabilities and sampling cost,
which are two key parameters closely related to the throughput of the SU sys-
tems.
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Two different scenarios will be considered. In the first scenario, the SU needs
to stop the scanning by time T . That is, the stopping time � is restricted to a finite
interval Œ0; T �, called the delay-constrained scenario. This models the situation in
which there is a strict delay constraint. In the second scenario, there is no delay
constraint on the scanning time, called the non-delay-constrained scenario. Relying
on results from optimal stopping theory, we obtain optimal solutions for both
scenarios.

The Single Observation Case

In this section, we develop scanning algorithms that solve (30) for both delay-
constrained and non-delay-constrained scenarios when M D 1, i.e., the single
observation case. Hence, at time i , the detector will use the band selection rule
�i to select which band to perform sensing. The results for this special case provide
insights for the solution of the general case.

Let �.k/i denote the posterior probability that band k is occupied after collecting

observations up to time i . We define � i WD .�
.1/
i ; � � � ; �

.K/
i /. If �i D k, then the

SU selects band k to sense at time i . Via Bayesian rule, we can update the posterior
probability of band k being occupied after collecting an observation r.k/i using the
following equation

�
.k/
i D

�
.k/
i�1q

.k/
1 .r

.k/
i /

�
.k/
i�1q

.k/
1 .r

.k/
i /C .1 � �

.k/
i�1/q

.k/
0 .r

.k/
i /

; (31)

where the sequence �.k/i is evaluated recursively as in [35]. For band k that is not

selected at time i , the posterior probability �.k/i is not updated, i.e., �.k/i D �
.k/
i�1.

At this point, it is not clear whether or not � i is a sufficient statistic for the
optimization problem (30). If � i is a sufficient statistic, then at time i , we can make
our termination rule � , terminal decision rule ı and band selection rule � solely
based on � i . This will greatly simplify our problem. We will show below that � i is
indeed a sufficient statistic for the problem under study.

We first study the optimal terminal decision rule ı. For any given termination
rule � and band selection rules �, following a standard argument in [40], it is easy
to show that the following simple terminal decision rule is optimal:

ı.k/� D

(
1; if c

.k/
1 �

.k/
� 	 c

.k/
0 .1 � �

.k/
� /;

0; if c
.k/
1 �

.k/
� < c

.k/
0 .1 � �

.k/
� /;

(32)

for any k 2 f1; : : : ; Kg. The interpretation of this decision rule is clear. More
specifically, c.k/1 �

.k/
� is the average cost of making a misdetection error. That is,

we declare band k to be free while band k is busy. Similarly c.k/0 .1 � �
.k/
� / is the

average cost of making a false-alarm error, that is we declare band k to be busy while
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band k is free. Thus, we declare that band k is occupied if the cost of a misdetection
event is larger than that of a false-alarm event and vice visa. This result suggests that
the terminal decisions can be made only based on � i . With these terminal decision
rules, the objective function in (30) is then converted into

inf
�;�

E

"
c� C

KX
kD1

min
n
c
.k/
0 .1� �.k/� /; c

.k/
1 �.k/�

o#
: (33)

We will use results from optimal stopping theory [35] to solve this problem.

The Delay-Constrained Scenario
We first consider the scenario in which we have strict delay constraint T , i.e., we
need to finish the scanning by time T . At each time instant i , the SU needs to decide
whether or not to terminate the scanning based on the observations that have been
collected so far. Let Fi denote the set of observations till time i , and let QJi;T .Fi /

denote the minimal expected cost-to-go function at time i . This is the minimal value
of the expected additional cost that will incur by any strategy between time i and T .
Note that QJi;T .Fi / is a function of Fi , i and T . At this stage, it is not clear what the
optimal strategy between time i and T is, and it is also not clear what the form of
the function QJi;T .Fi / is. In the following, we will obtain the form of this function
recursively using dynamic programming and then obtain the optimal solution based
on this function.

At first, it is clear that QJT;T D
KP
kD1

min
n
c
.k/
0 .1 � �

.k/
T /; c

.k/
1 �

.k/
T

o
; since we have

to stop at time T . Given QJiC1;T .FiC1/, we have the following equation:

QJi;T .Fi /Dmin

(
KX
kD1

min
n
c
.k/
0 .1 � �

.k/
i /; c

.k/
1 �

.k/
i

o
; c C inf

�i
E
˚
QJiC1;T .FiC1/jFi ; �i /

�)
:

In this equation, the term
KP
kD1

min
n
c
.k/
0 .1 � �

.k/
i /; c

.k/
1 �

.k/
i

o
is the additional cost

that will incur if the SU decides to stop scanning at time i . The term

c C inf
�i

E
˚
QJiC1;T .FiC1/jFi ; �i

�

is the minimal expected additional cost that will incur if the SU does not stop at
time i . Note that the term E

˚
QJiC1;T .FiC1/jFi ; �i

�
depends on Fi , the observation

up to time i and �i , the band selection rule. Hence, QJi;T .Fi / also depends on the
entire observation up to time i , namely, Fi . The following lemma shows that one
can greatly simplify the form of these functions.

Lemma 4. For each i , the minimal expected cost-to-go function QJi;T .Fi / can be
written as a function of � i , say, Ji;T .� i / and the optimal band selection function �i
depends only on � i .
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Proof. We will prove the lemma by induction. Clearly,

QJT;T .FT / D

KX
kD1

min
n
c
.k/
0 .1 � �

.k/
T /; c

.k/
1 �

.k/
T

o
(34)

is a function of �T only. Let JT;T .�T / denote this function.
Suppose that QJiC1;T .FiC1/ depends on � iC1 only. Let us use JiC1;T .� iC1/ to

denote it. We now show that QJi;T .Fi / depends on � i only. First, we have

QJi;T .Fi / D min

(
KX
kD1

min
n
c
.k/
0 .1 � �

.k/
i /; c

.k/
1 �

.k/
i

o
; c C inf

�i
E
˚
QJiC1;T .FiC1/jFi ; �i

�)

D min

(
KX
kD1

min
n
c
.k/
0 .1 � �

.k/
i /; c

.k/
1 �

.k/
i

o
; c C inf

�i
E fJiC1;T .� iC1/jFi ; �i g

)
:

Since �i admits only K possible values, the term c C inf
�i

E fJiC1;T .� iC1/jFi ; �ig

can be written as c Cmin
�i

E fJiC1;T .� iC1/jFi ; �ig. If �i D k, then

E
˚
JiC1;T .� iC1/jFi ; �i D k

�

D

Z
JiC1;T

�
�
.1/
i ; � � � ;

�
.k/
i q

.k/
1 .y

.k/
iC1/

�
.k/
i q

.k/
1 .y

.k/
iC1/C .1 � �

.k/
i /q

.k/
0 .y

.k/
iC1/

; � � � ; �
.k/
i

�

h
�
.k/
i q

.k/
1 .y

.k/
iC1/C .1 � �

.k/
i /q

.k/
0 .y

.k/
iC1/

i
dy

.k/
iC1 WD A

.k/
i;T .� i /; (35)

since if we select band k, only the posterior probability of band k will be updated.
Clearly, this is a function of � i , and we will use A.k/i;T .� i / to denote this function.

As a result, we have

QJi;T .Fi / D min

(
KX
kD1

min
n
c
.k/
0 .1��

.k/
i /; c

.k/
1 �

.k/
i

o
; cCinf

�i
E
˚
QJ TiC1.FiC1/jFi ; �i

�)

D min

(
KX
kD1

min
n
c
.k/
0 .1 � �

.k/
i /; c

.k/
1 �

.k/
i

o
; c Cmin

k

n
A
.k/
i;T .� i /

o)
; (36)

is a function of � i only, and we will use Ji;T .� i / to denote this function.
Now, the optimal band selection function is given by

�i D arg
n
A
.k/
i;T .� i /

o
; (37)

which depends on � i .
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From this result, we know that � i is a sufficient statistic for this problem. Without
loss of optimality, we can make our decisions solely based on � i . Furthermore,
since �i depends on � i only, we have that f� i W i D 0; 1; � � � g forms a Markov
process.

Regarding the functions Ji;T .� i / and A.k/i;T .� i /, we have the following result. Let
0 denote a vector whose entries are all zeros and 1 denote a vector whose entries are
all ones.

Lemma 5. The functions Ji;T .� i / and A.k/i;T .� i / are non-negative concave func-

tions of � i . And Ji;T .0/ D Ji;T .1/ D A
.k/
i;T .0/ D A

.k/
i;T .1/ D 0.

These supporting lemmas show that the finite-horizon version of the optimization
problem (33) can be converted to a Markov optimal stopping time problem [35].
Using the results from optimal stopping theory, we know that the optimal termina-
tion rule � has the following form

�opt D inf

(
i W

KX
kD1

min
n
c
.k/
0 .1 � �

.k/
i /; c

.k/
1 �

.k/
i

o
D c Cmin

k

n
A
.k/
i;T .� i /

o)
: (38)

That is, the optimal time to terminate the scanning is the time when the cost that
will incur if SU decides to stop scanning is equal to the minimal expected cost that
will incur if SU does not stop.

In summary, the optimal scanning algorithm with a deadline T is described as
follows:

1. Initialization: Given the maximum sensing time T , density functions q.k/0 and

q
.k/
1 , the cost of errors c.k/0 and c.k/1 , we use (34), (35), and (36) to recursively

compute the functions Ji;T .�/ and A.k/i;T .�/.
2. After collecting a sample, we use (31) to update the posterior probability that a

selected band is being occupied.
3. Use (37) to select which band to sense if we decide to continuing sensing.
4. Use (38) to decide whether we should terminate scanning or not. If we decide to

continue scanning, go back to (2). If we decide to terminate scanning, then we
use decision rule (32) to decide the availability of each band.

Remark 1. In the delay-constrained scenario, the optimal algorithm involves recur-
sive computation of Ji;T .�/ and A.k/i;T .�/ and frequent updating of the posterior

probability �.k/j . These steps incur high computational complexity and thus are the
major hurdles in the implementation. We will develop several low-complexity algo-
rithms in section “Truncated C-SPRT Schemes” based on insights gained from the
non-delay-constrained scenario discussed in section “The Non-delay-Constrained
Scenario.”
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The Non-delay-Constrained Scenario
In this section, we consider the non-delay-constrained scenario. We can obtain
the optimal solution for this problem via two approaches. The first one is to let
the delay constraint T defined in section “The Delay-Constrained Scenario” go
to 1. For each T , we obtain the optimal solution as outlined in section “The
Delay-Constrained Scenario.” As T increases, the solution will converge to the
optimal solution for the case with no deadline constraint. The convergence is
guaranteed by Theorem 3.7 of [35].

Another approach is to exploit the decoupled structure of the optimization
problem (33). In the following, we will adopt this approach. For any stopping time
� , let �.k/ be the amount of time we spend on detecting band k. We can express (33)
as

cE

(
KX
kD1

� .k/

)
C

KX
kD1

min
n
c
.k/
0 .1 � �.k/� /; c

.k/
1 �.k/�

o

D

KX
kD1

n
cEf�.k/g Cmin

n
c
.k/
0 .1 � �.k/� /; c

.k/
1 �.k/�

oo
: (39)

As a result, the quantity to be minimized is related to only the total amount of
detection time. Particularly, the quantity is irrespective of sensing ordering � (band

selection rules). Once Ef�.k/g C min
n
c
.k/
0 .1 � �

.k/
� /; c

.k/
1 �

.k/
�

o
is minimized for

each band, the summation is also minimized. One key observation is that these
K optimization problems are independent of each other. We can minimize each
term independently. Note that this is not the case for the scenario considered
in section “The Delay-Constrained Scenario.” In section “The Delay-Constrained
Scenario”, we need to stop before time T , and hence we have an additional

constraint
KP
kD1

� .k/ � T , which couples these K optimization problems.

For each k, the solution that minimizes Ef�.k/g Cmin
n
c
.k/
0 .1 � �

.k/
� /; c

.k/
1 �

.k/
�

o
is the well-known SPRT algorithm [35]. More specifically, for any c, c.k/0 , c.k/1 ,

q
.k/
0 and q.k/1 , the solution is parameterized by two parameters U .k/ and L.k/. The

stopping rule of the sequential test at the kth band is

 .k/
� D

(
0; if L.k/ < �

.k/
i < U .k/;

1; otherwise;
(40)

and the terminal decision rule in (32) becomes

ı.k/� D

(
1; if �

.k/
i 	 U

.k/;

0; if �
.k/
i � L

.k/:
(41)

The stopping rule in (40) requires the sequential test to continue if the posterior
probability lies within the boundaries U .k/ and L.k/ and to stop sensing otherwise.
Once the sequential test is stopped, a decision should be made based on the terminal
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decision rule of (41). That is, claiming hypothesis H.k/
0 if �.k/i � L

.k/ or claiming

hypothesis H.k/
1 if �.k/i 	 U

.k/. In the original Wald’s SPRT [41], there is no upper
limit on the number of observations required to reach a decision. This may lead to
an increase in number of samples in case of ambiguous observations. However, this
problem will be treated in section “Truncated C-SPRT Schemes” by truncation as
we propose different truncation schemes as an alternative to the optimal multiband
delay-constrained scenario.

The optimization problem does not depend on �, and no delay constraint is
imposed on the scanning process. Hence, with no loss of optimality, we can start
scanning from band 1; once we finish scanning band 1, we switch to band 2. The
entire scanning process is terminated, once we finish scanning bandK. In summary,
we have the following solution:

1. Initialization: Given density functions q.k/0 and q.k/1 , the costs of errors c.k/0 and

c
.k/
1 , compute parameters L.k/ and U .k/.

2. Starting from band 1, after taking each sample from band k, use (31) to update
the posterior probability. If �.k/ 2 .L.k/; U .k//, stay on band k to collect more
samples. If �k 	 U .k/, claim that band k is busy, and switch to band k C 1 to
sense. If �.k/ � L.k/, claim that band k is free, and switch to band kC1 to sense.

3. The scanning is finished, once we finish scanning band K.

Remark 2. It is clear that the optimal algorithm is a concatenation of SPRTs
(C-SPRT), which is much simpler as compared with the solution for the delay-
constrained scenario.

This algorithm can be further simplified for specific density functions. Here, we
give an example for Gaussian random variables. In this example, we assume

q0.r
.k/
i / D

1

�Œ�.k/�2
exp

�
�
jr
.k/
i j

2

Œ�.k/�2

�
; (42)

and q1.r
.k/
i / D

1

�.P .k/ C Œ�.k/�2/
exp

�
�

jr
.k/
i j

2

P .k/ C Œ�.k/�2

�
: (43)

Here, Œ�.k/�2 is the variance of the Gaussian noise over band k and P .k/ is the power
of the signal over band k. Let S .k/ denote the set of time slot in which we select
band k to sense up to time j . Using Bayes’ rule and the fact that the observations
are assumed to be independent and identically distributed (i.i.d.) [40], the posterior
probability can be written as

�
.k/
i D

�
.k/
0

Q
i2S .k/

q
.k/
1 .Y

.k/
i /

�
.k/
0

Q
i2S .k/

q
.k/
1 .Y

.k/
i /C .1 � �

.k/
0 /

Q
i2S .k/

q
.k/
0 .Y

.k/
i /

;
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hence �.k/i > U .k/ and �.k/i < L.k/ imply that

Q
l2S .k/

q
.k/
1 .Y

.k/

l /

Q
l2S .k/

q
.k/
0 .Y

.k/

l /
>
U .k/.1 � �

.k/
0 /

�
.k/
0 .1 � U .k//

WD B
.k/
U ; (44)

and

Q
l2S .k/

q
.k/
1 .Y

.k/

l /

Q
l2S .k/

q
.k/
0 .Y

.k/

l /
<
L.k/.1 � �

.k/
0 /

�
.k/
0 .1 � L.k//

WD B
.k/
L ;

respectively. Let SNR.k/ D P .k/=Œ�.k/�2 denote the signal-to-noise ratio (SNR) at
band k. Since Q0 � C N .0; Œ�.k/�2/ and Q1 � C N .0; P .k/ C Œ�.k/�2/, these two
equations can be further simplified as

X
l2S .k/

ŒY
.k/

l �2 > d.k/
�
jS .k/j log

�
1C SNR.k/

�
C logB.k/

U

�
; (45)

X
l2S .k/

ŒY
.k/

l �2 < d.k/
�
jS .k/j log

�
1C SNR.k/

�
C logB.k/

L

�
; (46)

in which d.k/ D Œ�.k/�2.SNR.k/C1/=SNR.k/ and jS .k/j is the size of the set S .k/.
In general, it is difficult to obtain a closed form expressions for the boundary

values B.k/
U and B.k/

L [41]. Since the optimal solution is the concatenated SPRT, we
can use the approximation techniques for the SPRT to simplify the computation of
B
.k/
L and B.k/

U . In practice, we will first specify the target error probabilities. That is,
NP
.k/
FA and NP .k/

MD are given. Then, using Wald’s approximation [35, 41], we have

B
.k/
U D .1 �

NP
.k/
MD/=

NP
.k/
FA ; B

.k/
L D

NP
.k/
MD=.1 �

NP
.k/
FA /: (47)

The actual false-alarm and misdetection probabilities of SPRT using upper- and
lower bounds in (47) are upper bounded by the target NP .k/

FA and NP .k/
MD , respectively,

and more importantly the actual error probabilities become quite close to the target
counterparts when NP .k/

FA and NP .k/
MD are small. In SPRT, the number of observations

required to reach a decision is a random number. The average (expected) sample
number (ASN) is thus considered as a useful benchmark for SPRT.

We next evaluate ASN of C-SPRT. Let us first consider the kth band. Let �.k/l be
the sample number required to reach a decision for the kth band under Hl for l D

0; 1. Let us define Z.k/
i WD log

h
q
.k/
1 .Y

.k/
i /=q

.k/
0 .Y

.k/
i /

i
and r.k/ D 1=.SNR.k/C 1/.

We can readily compute Z.k/
i as

Z
.k/
i D log r.k/ C jY .k/i j

2=d .k/;
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By some straightforward computation, we have


.k/
0 WDEŒZ

.k/
i jH0�D log r.k/C1�r.k/; and.k/1 WDEŒZ

.k/
i jH1�D log r.k/CŒr.k/��1�1:

Following from [35], we have

E
h
�
.k/

l jHl

i
�

1


.k/

l

B
.k/
L Œexp.tlB

.k/
U / � 1�C B

.k/
U Œ1 � exp.tlB

.k/
L /�

exp.tlB
.k/
U / � exp.tlB

.k/
L /

; l D 0; 1

where tl is a nonzero constant satisfying EŒexp.tlZ
.k/
i /jHl� D 1. It can be readily

determined that t0 is equal to 1 while t1 is equal to �1. Clearly, the overall ASN can
be expressed as

E.�/ D

KX
kD1

E
h
�
.k/

l jH0

i
.1 � �

.k/
0 /CE

h
�
.k/

l jH1

i
�
.k/
0 : (48)

To compare the ASN of C-SPRT with the fixed sample size (FSS) of the energy
detector, we compute the minimum FSS required to achieve target NP .k/

FA and NP .k/
MD in

the multiband setup for the same density functions above. The test statistic in this
case is the energy of the received signal compared to a threshold [42]. By simple
manipulations, the FSS can be expressed as

FSS D

KX
kD1

�
1

SNR.k/

h
Q�1. NP

.k/
FA / � .SNR

.k/ C 1/Q�1.1 � NP
.k/
MD/

i2
: (49)

In summary, we have the following simplified scanning scheme:

1. Given target error probabilities NP .k/
MD and NP .k/

FA , we use (47) to compute B.k/
L and

B
.k/
U .

2. After taking a sample Y .k/i from band k, we use (45) and (46) to decide whether
we should skip to the next band or not. If (45) is satisfied, claim that band k is
busy and skip to the next band. If (46) is satisfied, then we declare that band k is
free and skip to the next band. If neither of these two is satisfied, stay on band k
to observe more samples.

Truncated C-SPRT Schemes

As mentioned above, the complexity of the optimal solution for the delay-
constrained scenario is very high. Inspired by the solution for the scenario with
no delay constraint, we propose several truncated C-SPRT that can be used for
the delay-constrained scenario. In the truncated C-SPRT, SPRT will be run on
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each band. However, a deadline will be imposed on each band. If SPRT does
not finish before the deadline is reached, then it will be forced to finish, and
a decision will be made using the information gathered at that time. In the
following, we consider several truncation methods, namely, uniform truncation, tail
truncation, uniformly added truncation, and sequentially added truncation. All these
truncated algorithms are asymptotically optimal as the delay constraint is relaxed.
In these truncation schemes, we adopt a simple scanning order (from channel 1 to
channel K), which is not necessarily optimal. One can find the optimal scanning
order following the steps in [43]. However, the complexity of the algorithm for
finding the optimal scanning order is very high. Since our goal is to find a low
complexity but asymptotically optimal schemes, we opt to use this simple scanning
order.

Uniform Truncation
In the uniform truncation, we need to finish detecting each band within a period of
time T =K as illustrated in Fig. 3. That is, the maximal detection time is equal for all
bands. In particular, the saved time for detecting a band will not be reallocated for
detecting other bands. As it can be seen from the above description, the advantage
of uniform truncation is that it can always guarantee no random decision will take
place in the detection process, but the disadvantage of the method is that it does not
utilize the saved time from the bands that can be quickly detected.

Tail Truncation
In the tail truncation, we need to finish the detection process within a period of
time T . It implies that detection time is distributed unevenly among K bands.
To be specific, the maximum detection time for the kth band is T �

Pk�1
lD1 �

.l/

as shown in Fig. 4. Intuitively, if T is sufficiently large, then C-SPRT with tail
truncation will be able to scan all the bands, thus being able to achieve a probability
similar to one achieved by the non-truncated C-SPRT. If T is quite small, then it is
highly likely that C-SPRT with tail truncation will not have time to finish detecting

Fig. 3 An illustration of
C-SPRT with the uniform
truncation

...
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t(3) (T/K)
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3

K

τ(1)

τ(2)

τ(3)

T

T − τ(1)

T − τ(1) − τ(2)

τ(K)
T −Σ K−1

1 τ(k)

Fig. 4 An illustration of C-SPRT with the tail truncation

all K bands. In such a case, we assume that a random decision (like tossing a coin)
will be made for undetected bands, thus incurring high detection errors. This is the
major disadvantage of C-SPRT with tail truncation.

Uniformly Added Truncation
To overcome potential drawbacks of the uniform truncation and the tail truncation,
we next present the uniformly added truncation. As shown in Fig. 5, we initially set
the maximal detection time to be T . During the detection process, we will use the
detection time saved in any detection stage to extend the maximal detection time
for a later detection stage in a uniform manner. That is, the saved detection time
will be added to the maximum detection time of the undetected bands equally. The
maximum detection time for the kth band is T =K C �.k�1/, where �.k/ can be
recursively computed as

�.0/ D 0; and �.k/ D �.k�1/ C
lT =K C�.k�1/ � �.k/

K � k

mC
; k D 1; : : : ; K � 1;

where dxeC denotes maxf0; xg. As an example, if K D 16, T D 1600 and
�.1/ D 10, then after detecting the first band, we save 90 sample periods and will
use it to equally extend the maximum detection time for the rest 15 bands. Thus, the
maximum detection time for the rest bands now is 106 sample periods. By doing so,
uniformly added truncation can guarantee that no random detection will take place
and the detector can fully utilize available detection time.

Sequentially Added Truncation
In the uniformly added truncation, the saved detection time will be added to the
maximum detection time of the undetected bands in a uniform manner. Apparently,
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Fig. 5 An illustration of C-SPRT with the uniformly added truncation

when T is small, it may lead to too much truncation in an early detection stage. To
amend this deficiency, we next propose an alternative truncation method, called the
sequential added truncation. The method is the same as the uniformly add truncation
except that the saved time on detecting the current band will be used to extend only
the maximum detection time of the next band. The maximum detection time of the
kth band can be written as T =K C ı.k�1/, where ı.0/ D 0 and ı.k/ D ı.k�1/ C

dT =K � �.k/eC.

Numerical Examples

In this section, we provide several numerical examples to illustrate the effectiveness
of the algorithms developed in this chapter. In all the examples, we assume that
�
.k/
0 for k D 1; : : : ; K is equal to 1=2 unless indicated otherwise, and the results

are obtained by using Monte Carlo simulations. Furthermore, we assume that both
noise and signal are complex Gaussian.

Table 4 compares C-SPRT in terms of false-alarm and misdetection probabilities
and ASN for different SNR for K D 4; 16; 64 for the single observation case. In
this table, we use PFA and PMD to denote average false-alarm and misdetection
probabilities. That is, PFA D

PK
kD1 P

.k/
FA=K and PMD D

PK
kD1 P

.k/
MD=K. As can

be observed from the table, ASN increases linearly as K increases. ASN obtained
by Monte Carlo simulation is quite close to one obtained by using an approximation
in (48). Table 4 also compares C-SPRT and energy detection in terms of the number
of samples required to achieve the same false-alarm and misdetection probabilities.
As can be seen from the table, C-SPRT requires much less ASN than energy
detection in the cases of .PFA; PMD/ D .0:1; 0:1/ and .PFA; PMD/ D .0:01; 0:01/.
Furthermore, it can be observed from the table that as compared to energy detection,
the lower the target error probabilities are, the higher the ASN savings can be
achieved for C-SPRT.
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Table 4 Detection performance of C-SPRT for K D 4; 16; 64

SNR (dB) 0 �5 �10

PFA .K D 4; Monte Carlo/ 0.005 0.04 0.09

PFA .K D 16; Monte Carlo/ 0.005 0.04 0.09

PFA .K D 64; Monte Carlo/ 0.005 0.04 0.09

PMD .K D 4; Monte Carlo/ 0.008 0.05 0.1

PMD .K D 16; Monte Carlo/ 0.008 0.05 0.1

PMD .K D 64; Monte Carlo/ 0.008 0.05 0.1

ASN .K D 4; Monte Carlo/ 85 305 1615

ASN .K D 16; Monte Carlo/ 342 1222 6468

ASN .K D 64; Monte Carlo/ 1368 4888 25,875

ASN .K D 4; Numerical/ 76 281 1548

ASN .K D 16; Numerical/ 304 1126 6194

ASN .K D 64; Numerical/ 1216 4502 24,775

ASN .K D 16; PFA D PMD D 0:1/ 161 844 6468

FSS .K D 16; PFA D PMD D 0:1/ 240 1424 11,600

ASN .K D 16; PFA D PMD D 0:01/ 342 1990 16,138

FSS .K D 16; PFA D PMD D 0:01/ 784 4656 38,192

In this example, we compare four truncation methods in terms of the false-alarm
probability, the misdetection probability for different cases of SNR, the number
of bands, and truncation time for the single observation case. The results of the
error probabilities for three different parameter configuration cases are shown in
Table 5.

Figure 6 shows ASN versus SNR for the first case. Comparing the results of PFA
and PMD in this case (i.e., K D 16, T D 3560) and ASN in Fig. 6 yields to a
conclusion that when the delay constraint is strict, all truncations suffers from large
error when SNR is small while the non-truncated C-SPRT suffers from large ASN
to scan all the available bands when SNR is small. The tail truncation approach
suffers a large number of random decision errors and requires the largest ASN
among these truncation methods to achieve similar detection performance. The
overall performance shows that among the four truncation methods, the sequentially
added truncation method yields the most desirable trade-off between the detection
performance and the detection delay. This is because the sequentially added
truncation method avoids random detection and fully utilizes available detection
time. In the second case, both the number of bands K and the allowed time T are
increased by a factor of 4. From Table 5, it is clear that the performance is very
similar to the first case. The results in the third case shows that the average number
of errors decreases considerably when the allowable delay T is increased while K
is fixed. The truncated schemes perform similarly to non-truncated C-SPRT when
SNR increases.
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Table 5 Detection performance of C-SPRT for different values of SNR

SNR =�15 dB SNR =�10 dB SNR =�5 dB

Methods PFA PMD PFA PMD PFA PMDCase 1: K D
16, T D 3560 No truncation 0.1014 0.1051 0.0917 0.0933 0.0773 0.0875

Uniform truncation 0.4052 0.4262 0.2357 0.2528 0.0793 0.0913

Uniformly added
truncation

0.4032 0.4147 0.2145 0.2341 0.0791 0.0922

Tail truncation 0.4720 0.4670 0.2767 0.2747 0.0799 0.0933

Sequentially
added truncation

0.3958 0.4183 0.2139 0.2239 0.0730 0.0951

Case 2:
K D 64,
T D 14240

No Truncation 0.0960 0.0983 0.0902 0.0973 0.0747 0.0933

Uniform truncation 0.3986 0.4181 0.2339 0.2446 0.0745 0.0959

Uniformly added
truncation

0.3988 0.4168 0.2201 0.2292 0.0773 0.0919

Tail truncation 0.4693 0.4765 0.2750 0.2797 0.07916 0.0921

Sequentially
added truncation

0.3969 0.4159 0.2184 0.2278 0.0768 0.0936

Case 3:
K D 64,
T D 113920

No truncation 0.0962 0.0982 0.0910 0.0972 0.0751 0.0929

Uniform truncation 0.2534 0.2624 0.0957 0.0997 0.0780 0.0961

Uniformly added
truncation

0.2460 0.2535 0.0925 0.0973 0.0737 0.0931

Tail truncation 0.3027 0.2991 0.0916 0.0980 0.0762 0.0922

Sequentially
added truncation

0.2427 0.2454 0.0923 0.0945 0.0739 0.0913
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103

104
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Fig. 6 ASN versus SNR of the truncation C-SPRT with K D 16 , T D 3560
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Conclusion

In this chapter, we have reviewed sequential spectrum sensing algorithms for
CR systems. Compared with block-based sensing algorithms, sequential sensing
algorithms enable us to make detection decision with minimum delay while
still providing certain performance guarantee. We have illustrated the benefits of
sequential detection for a single-band system. We have also discussed how to design
quickest sequential scanning algoithms for multiband systems to quickly identify
free channels. These algorithms enable us to deal with scenarios where SUs do not
have complete or even partial knowledge about primary signals. They also enable
us to achieve a small detection delay even under a fairly low detection SNR level
with low detection error probabilities.
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Abstract

The first and foremost function in cognitive radio is spectrum sensing. To
overcome the performance bottleneck created by fading and shadowing effects
of the wireless channel, cooperation among sensing users is proposed as a
promising solution. However, most designs of cooperative sensing strategies
are developed in a rather ad hoc manner due to the lack of the fundamental
knowledge on the cooperation gain. Hence, in this chapter, the cooperation
gain in the context of cooperative spectrum sensing is rigorously quantified via
diversity and error exponent analyses. The fundamental limits of the diversity
and error exponent are derived as functions of key system parameters. After
that, a couple of case studies are presented to illustrate how the concepts of
diversity and error exponent can guide practical designs of cooperative spectrum
sensing.

Introduction

In cognitive radio systems, the unlicensed wireless users (a.k.a. secondary
users) take chances to access the spectrum (temporarily or spatially) released
by the licensed users (a.k.a. primary users) so that the spectrum access is
dynamic and somewhat opportunistic [27]. To realize this, the first step is to
find such opportunities in the primary users’ spectrum usage; this is spectrum
sensing.

Among existing work on spectrum sensing, some focus on algorithms to improve
a single-user’s sensing performance by utilizing some side information (see, e.g.,
[2, 13]). Nonetheless, single-user spectrum sensing is still the system performance
bottleneck due to fading and shadowing effects of the wireless channel, as well as the
noise uncertainty of the device [22]. To this end, cooperative spectrum sensing by
multiple secondary users can significantly improve the sensing performance. Hence,
this has become the focus of most ongoing research (see, e.g., [10, 12, 13, 20, 26]).

At the center of all these research reside the rules by which the cooperating
sensing users and the fusion center act and interact. These rules determine how
each sensing user processes the local sensing data, what information the sensing
users will forward to the fusion center, and how the fusion center makes a
decision on the spectrum sensing. However, most existing designs of such rules are
developed in a rather ad hoc manner due to the lack of the fundamental knowledge
on the cooperation gain. In fact, though the benefit of cooperative sensing as
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opposed to an individual user sensing has been recognized in various scenarios,
the fundamental cooperation gain has never been rigorously defined, proved, or
quantified.

Hence, the rigorous quantification of the cooperation gain in the context of
cooperative spectrum sensing has both scientific and practical promises: in addition
to furthering the fundamental understanding of this very problem, it can also provide
the necessary knowledge to guide systematic design of the rules governing the sens-
ing user interactions. In this chapter, we discuss the fundamental limits and practical
designs of cooperative spectrum sensing in the following two aspects: (i) coopera-
tive spectrum sensing performance scaling with signal parameters: we will quantify
the cooperation gain using the notion of “diversity,” which characterizes how the
cooperative spectrum sensing performance scales with the signal parameter when
the number of cooperative sensing users is fixed (section “Performance Scaling
with SNR: Cooperative Diversity”); (ii) cooperative spectrum sensing performance
scaling with the number of cooperative sensing users: we will extract this scaling
factor in the form of the error exponent based on large deviation analysis. We will
first determine the exact scaling factor. Due to the interweaved nature of this scaling
factor and the optimum local and fusion rules, we show that the local rules that are
globally optimum can be obtained (section “Performance Scaling with the Number
of Sensing Users: Error Exponent”). Based on the discussions on the fundamental
limits in these two aspects, a couple of practical design issues will be investigated
in section “Practical Designs: Case Studies”. Specifically, in section “Sensing with
Ternary Local Decisions: A Design from the Diversity Perspective”, diversity is
used as a guideline to design a simple but effective fusion rule for sensing fusion
with local ternary decisions, and in section “Sensing with Joint Diversity and Error
Exponent Considerations”, a joint analysis of diversity and error exponent is used
to derive a closed-form local threshold for cooperative spectrum sensing to achieve
both the maximum diversity and error exponent.
Notation: Subscripts “f ,” “md ,” “d ,” and ‘e’ refer to false alarm, missed detection,
detection, and average error, respectively. x � CN .; �2/ denotes a proper
complex Gaussian random variable x with mean  and variance �2; b � Ber.p0/
denotes a Bernoulli random variable b with p0 D P rŒb D 0�; X � Bin.N; p/
denotes a binomial random variable; u � U .a; b/ denotes a real random variable
u uniformly distributed over interval Œa; b�. f .�/ � g.�/ denotes two func-
tions of � with lim�!C1

f .�/

g.�/
D k, where k is a nonzero constant; g.�/ �

f .�/ means lim
�!C1

g.�/

f .�/
D 1. Throughout this chapter, DKL.pjjq/ denotes the

Kullback-Leibler distance between Bernouilli distributions, Ber.p/ and Ber.q/.
That is,

DKL.pjjq/ D Ep log

�
Ber.p/

Ber.q/


D p log

�
p

q


C .1 � p/ log

�
1 � p

1 � q


:
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Performance Scaling with SNR: Cooperative Diversity

While diversity has been well acknowledged as the intuitive benefit of cooperative
sensing, its rigorous meaning in this setup has remained largely unexplored. In this
section, we will determine quantitatively the diversity order in various cooperative
spectrum sensing schemes.

Diversity has been widely adopted as a fundamental performance indicator in
communication systems, where it is defined and quantified in terms of the signal-
to-noise ratio (SNR)-dependent behavior of the bit error rate (BER) for symbol
detection [23, Chapter 3] or the probability distribution of the mutual information
[23, Chapter 5]. This concept was also extended to the context of cooperative
estimation in wireless sensor networks [5]. Therein, diversity refers to the SNR-
dependent behavior of the outage probability that the estimation variance exceeds
a predefined value. In [18], the missed detection probability is adopted for the
determination of diversity in a cooperative detection scenario while keeping the
false alarm probability fixed (SNR independent). In [26], the opposite is considered
by emphasizing the false alarm probability while fixing the missed detection
probability. However, in the spectrum sensing problem, none of these measures can
sufficiently and appropriately quantify diversity.

Unlike traditional detection problems where focusing on either the false alarm or
missed detection probabilities while fixing the other is a rather common exercise,
doing so in a spectrum sensing problem will risk unbalanced treatment between
the system efficiency and reliability. On the one hand, false alarm probability is of
critical importance because the whole purpose of cognitive radio is to maximally
utilize the spectrum vacancies, while false alarms lead to undetected spectrum
holes and can significantly reduce the efficiency of such usage. On the other hand,
missed detections lead to deteriorated “cognition” level and give rise to unexpected
interference from the secondary users to the primary ones. In short, false alarm and
missed detection probabilities, respectively, capture the efficiency and reliability
of the overall cognitive system. Hence, a diversity measure of cooperative sensing
performance should fairly account for both probabilities. In this work, we consider
the false alarm and missed detection probabilities both individually and jointly
in terms of the average error probability, which balances system efficiency and
reliability.

The technical contributions of this section are summarized as follows: (i) We
derive the optimum detection thresholds by minimizing the average error probability
in both noncooperative single-user and cooperative multiuser sensing scenarios. The
diversity orders of all three probabilities are then quantified under the optimum
thresholds. We also prove that such thresholds lead to the maximum diversity
order in both sensing scenarios. (ii) We consider two cooperative strategies, namely,
multiuser sensing with soft information fusion and hard/binary information fusion.
The former provides a theoretical bound on the diversity orders and error probability
performance in an ideal cooperative sensing setup, whereas the latter leads to
practical fusion and decision rules together with their respective quantified diversity
orders. (iii) We investigate the trade-off between the system efficiency (via false
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alarm probability) and reliability (via missed detection probability) and present
analytical results to guide practical system designs with differing preferences. (iv)
Depending on whether the secondary users have knowledge of the number of
cooperative users, we find that the optimal hard fusion rules are, respectively, the
majority-fusion rule and the OR-fusion rule. (v) We verify the benefit of cooperative
sensing and compare the performances of majority-fusion and OR-fusion rules at
low SNR.

Sensing Strategies and Performance Metrics

In the spectrum sensing process, the sensing users observe signals under the
following two hypotheses:

H0 W absence of primary user in the spectrum band of interest;

H1 W presence of primary user in the spectrum band of interest:

We adopt the signal model in [13], where the channels between the primary and
the sensing users are Rayleigh fading with additive white Gaussian noise (AWGN).
Then the received signal at the sensing user is given by [13]:

r jH0 D n � CN .0; �2n/;

r jH1 D hx C n � CN .0; Ex�
2
h C �

2
n/;

where n is AWGN with variance �2n , h is the channel coefficient with variance �2h ,
and x is the signal from the primary user with energy Ex . Suppose that the sensing
users know the noise variance, hence, without loss of generality, we normalize the
noise variance to 1. Accordingly, the signal at the sensing users becomes:

r jH0 D n � CN .0; 1/;

r jH1 D hx C n � CN .0; � C 1/;
(1)

where � , Ex�
2
h=�

2
n is the average signal-to-noise ratio (SNR) at the sensing users.

With geographically distributed sensing users, it is reasonable to assume that
they experience independent fading channels. Thus, the received signals for different
sensing users ri s are conditionally identically independently distributed (i.i.d.) under
each hypothesis.

Cooperative spectrum sensing requires cooperation among multiple sensing
users. In our analysis, a fusion center collects information from all secondary users
and facilitates their cooperation. Ideally, the cooperation benefit is maximized if
all sensing information from all secondary users reaches the fusion center without
any loss. This condition, however, cannot always be satisfied due to the limited
spectrum resource available to the secondary user system. Hence, we will next
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consider two types of sensing strategies, namely, cooperative multiuser sensing
with soft information fusion and cooperative multiuser sensing with hard/binary
information fusion.

Cooperative Sensing with Soft Information Fusion
In this case, the fusion center can obtain information from the distributed secondary
users perfectly. This provides a best case scenario for cooperative sensing among
multiple secondary users. Although this may not be practically achievable, it does
provide a useful bound on the multiuser sensing performance. Moreover, this is also
a good model for the case where multiple independent faded copies of the primary
user’s signal are collected at a single secondary user. For example, multiple receive
antennas with appropriate antenna spacing can provide independent faded copies of
the signal, or in the case of a fast fading scenario, the signals from different time
slots are independently distributed. In these cases, the single secondary user can be
regarded as the fusion center and the different sources of independent faded signals
can be regarded as the multiple spectrum sensing nodes with lossless transmission
to the fusion center, leading to soft information fusion.

Cooperative Sensing with Hard/Binary Information Fusion
In a more practical multiuser setup, each distributed secondary user senses the
spectrum usage and then only transmits the one-bit sensing decision, “0” for absence
of primary users or “1” for presence of primary users, to the fusion center.

Performance Metric and Diversity Order
In traditional signal detection problems, the receiver operating characteristic (ROC)
curves (false alarm probability Pf vs. missed detection probability Pmd ) are
generally used to graphically illustrate the detection performance [19]. Every ROC
curve is plotted for a certain combination of the system parameters such as SNR,
number of cooperative users, and so on. As a result, they do not provide an explicit
quantitative relationship between the system parameters and the system metrics
(false alarm, missed detection, and average detection error probabilities) [10].
Hence, to better illustrate the effects of the system parameters on the performance,
in this chapter, we analyze each single system metric as a function of the system
parameter variables.

As aforementioned, the performance of spectrum sensing is indicated by the false
alarm probability Pf , the missed detection probability Pmd , and the average error
probability Pe . Pf is the probability of deciding on H1 when H0 is true (type I
error); Pmd is the probability of deciding on H0 when H1 is true (type II error); Pe
is the average probability of making a wrong decision. Physically, Pf determines
the capability of detecting the available spectrum resource, and thus the efficiency
of the system; and Pmd indicates the level of interference that the secondary user
system introduces to the primary user system and thus the reliability of the system.
As a result, Pe combines the efficiency and reliability considerations. We denote
the probability of the absence of the primary user (H0) as �0 and thus that of the
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presence of the primary user (H1) as .1��0/, and then the average error probability
is Pe D �0Pf C .1 � �0/Pmd .

The concept of diversity was introduced in wireless communications to quantify
the effects of independent fading in space, time, frequency, or code space on the
improvement of the system performance [23]. Quantitatively, the diversity order is
defined as:

d D � lim
SNR!C1

logP

log SNR

where P can be the bit error rate or the outage probability of the communication
system and SNR is the average signal-to-noise ratio. In cooperative sensing, the
fusion center also receives multiple copies of the original signal under independent
fading. Hence, the sensing performance is expected to exhibit a similar behavior.
Here we define the diversity order in sensing scenarios as:

d� D � lim
�!C1

logP�
log �

where � can be f (false alarm), md (missed detection), or e (average error).
Accordingly, there will be false alarm diversity df , missed detection diversity
dmd and average error diversity de . Obviously, de D minfdf ; dmd g when df ¤
dmd . In the following, we will quantify the diversity order of spectrum sensing
according to the definitions above for three cases: single-user sensing, multiuser
cooperative sensing with soft information fusion, and multiuser cooperative sensing
with hard/binary information fusion. In addition, we will show that, though the
diversity order is defined in the limit when � ! C1, it actually shows up quite
early at low SNR.

Diversity Analysis for Single-User Sensing

To achieve uniformly most powerful detection performance, we use the Neyman-
Pearson (NP) detector [19]. With our signal model, the NP test is the likelihood
ratio test:

� D jr j2
H1

R
H0

� (2)

where � is the threshold of the test. According to (1), the distribution of the decision
statistic is:

f .�jH0/ D e
�� .� > 0/

f .�jH1/ D
1

� C 1
e
� �
�C1 .� > 0/:

(3)
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Hence, the probabilities of false alarm and missed detection are, respectively:

Pf D

Z C1
�

f .�jH0/d� D

Z C1
�

e��d� D e�� (4)

and

Pmd D

Z �

0

f .�jH1/d� D

Z �

0

1

� C 1
e
� �
�C1 d� D 1 � e

� �
�C1 : (5)

Diversity Order When Minimizing Pe

As shown in (4) and (5), the performance metrics Pf , Pmd , and Pe all rely
on the choice of the decision threshold � . Clearly, one may choose different
thresholds when optimizing different performance metrics. Recall that Pf captures
the cognitive system’s efficiency while Pmd captures its reliability. To balance the
system efficiency and reliability, we will optimize the threshold � by minimizing
the average error probability Pe D �0Pf C .1� �0/Pmd . Setting dPe=d� D 0 and
solving for � , we obtain the optimum threshold as:

�o D

�
1C

1

�


log

�
�0

1 � �0
.� C 1/

	
; (6)

where log is base-e throughout this chapter unless otherwise specified. Using this
threshold, as � !C1, we have:

Pf D e
�� D e

�.1C 1
� / log

h
�0

1��0
.�C1/

i

D .� C 1/
�.1C 1

� /

�
�0

1 � �0

��1C 1
�

�
� .1C �/�1

(7)

and

Pmd D 1 � e
� �
�C1 D 1 � e

� 1
� log

h
�0

1��0
.�C1/

i

� ��1 log

�
�0

1 � �0
.� C 1/

	
:

(8)

Thus, their respective diversity orders can be obtained as:

df D � lim
�!C1

logPf
log �

D 1

dmd D � lim
�!C1

logPmd
log �

D 1

de D min.df ; dmd / D 1:

(9)
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Accordingly, we establish the following result:

Theorem 1. For single-user spectrum sensing, when the threshold � is chosen to
minimize the average error probability Pe as in (6), the diversity order of the NP
detector is de D df D dmd D 1.

This theorem is quite intuitive since any single sensing user only has one copy of
the original signal going through the fading channel, and it is well known that the
probability of deep fading in this case is proportional to ��1 (see, e.g., [23]).

From the analysis above, we see that the prior probabilities of the hypotheses
�0 and .1 � �0/ do not affect the diversity orders of the performance. Without loss
of generality, to simplify the following analyses on the diversity orders, we choose
�0 D

1
2

for the rest of this chapter.

False Alarm Diversity Versus Missed Detection SNR Gain
In Theorem 1, we choose �o to minimize the average detection error probability Pe ,
which is the average of efficiency and reliability. However, in some systems, the two
features may have different levels of importance. Thus, we will next analyze Pf and
Pmd separately. Our analysis will reveal an interesting trade-off between the system
efficiency and reliability. This trade-off can be exploited to achieve the desirable Pf
and Pmd performance and accordingly the preferable spectrum usage efficiency and
interference level.

From (4) and (6), we notice that, if one changes the threshold to � 0 D d0�o, then
the false alarm diversity order changes from 1 in (9) to:

d 0f D � lim
�!C1

logP 0f
log �

D � lim
�!C1

�d0.1C
1
�
/ log.� C 1/

log �
D d0: (10)

On the other hand, with this new threshold � 0, as � !C1, we have:

P 0md D 1 � e
� �0

�C1 D 1 � e
�
d0
� log.�C1/

� d0�
�1 log.� C 1/: (11)

This implies that d 0md D 1, which is identical to dmd in (9) with threshold �o.
In other words, the missed detection diversity order remains unaltered. However,
the scalar difference between (8) and (11) suggests that, to ensure P 0md � Pmd as
� ! C1, ones needs � 0 D d0� . This implies that the missed detection probability
Pmd exhibits a �10 log10 d0 dB SNR gain (or equivalently 10 log10 d0 dB SNR
loss) when the threshold is chosen as � D d0�

o. This interesting phenomenon may
result from the fact that the false alarm probability is the right tail of the Rayleigh
distribution which decays very rapidly, whereas the missed detection is the left tail
of the Rayleigh distribution which decays quite slowly.

We summarize the trade-off between the false alarm diversity and the missed
detection SNR gain in the following corollary:



292 D. Duan et al.

Corollary 1. For single-user spectrum sensing, when the threshold is set to d0�o

with �o given in (6), the false alarm diversity order becomes df D d0, while the
missed detection diversity order remains dmd D 1 but the Pmd curve exhibits
a � log10 d0 dB SNR gain.

The trade-off between the false alarm diversity and the missed detection
SNR gain presented above provides system designers with a flexible tool
to achieve the desirable trade-off between the spectrum usage efficiency of
the secondary users and the reliability of the primary users. For example,
if the primary users in the cognitive system are capable of interference
suppression and the spectrum usage efficiency is of major concern for the
system designer, then, by the properties above, the secondary users can set
the threshold as d0�o with d0 > 1. This means, the false alarm diversity is
increased to d0.> 1/ by sacrificing a 10 log10 d0 dB SNR loss for the missed
detection probability. On the other hand, if the primary users are vulnerable to
interference and the performance of primary users in the cognitive system is
of the major concern, then the secondary users can set the threshold at d0�o

with 0 < d0 < 1. As a result, there will be a �10 log10 d0 dB SNR gain
for the missed detection probability by reducing the false alarm diversity to
d0.< 1/.

As shown later in section “Hard/Binary Information Fusion”, this flexibility of
the false alarm diversity can also be utilized to maximize the diversity order of the
multiuser sensing with hard/binary information fusion.

Diversity Analysis for Multiuser Sensing

Soft Information Fusion
With a soft information fusion strategy, the fusion center receives r1; r2; : : : ; rN from
the distributed sensing users, where N is the total number of cooperative sensing
users and ri s are conditionally independent identically distributed (i.i.d.) under both
H0 andH1. Similar to section “Diversity Analysis for Single-User Sensing”, the NP
test is

�s D

NX
iD1

jri j
2

H1

R
H0

�s; (12)

where the subscript “s” refers to soft information fusion.
Since ri s are conditionally independent, and according to (1), we have:

f .�sjH0/ D �
N�1
s

e��s

.N � 1/Š
.�s > 0/

f .�sjH1/ D �
N�1
s

e
� �s
�C1

.N � 1/Š.� C 1/N
.�s > 0/:

(13)
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Hence, the probabilities of false alarm and missed detection are, respectively:

Pf;s D

Z C1
�s

f .�sjH0/d�s D

 
N�1X
iD0

� is
i Š

!
e��s (14)

and

Pmd;s D

Z �s

0

f .�sjH1/d�s D

 
C1X
iDN

�is
i Š.� C 1/i

!
e
� �s
�C1 : (15)

Accordingly, the average error probability is Pe;s D 1
2
Pf;s C

1
2
Pmd;s . Similar to

section “Diversity Analysis for Single-User Sensing”, minimizing Pe;s by taking
dPe;s=d�s D 0, we obtain the optimum threshold as:

�os D N

�
1C

1

�


log.� C 1/: (16)

Using this threshold, we establish the following theorem:

Theorem 2. For multiuser sensing with soft information fusion, when the threshold
�s is chosen as in (16) to minimize the average error probability Pe;s , the diversity
order of the NP detector is de;s D df;s D dmd;s D N , where N is the number of
cooperative users.

Proof. See section “Appendix 1: Proof of Theorem 2”.
This theorem is also intuitive in that the fusion center has copies of the original

received signals from N independently fading channels. Similar to section “False
Alarm Diversity Versus Missed Detection SNR Gain”, we can also choose the
threshold as � 0s D d0�

o
s , where d0 can be any positive number and is not necessarily

an integer, to increase the false alarm diversity to d0N while keeping the missed
detection diversity unaltered at N . In this case, there is also a trade-off between
the missed detection SNR gain and the false alarm diversity. For the false alarm
diversity to be d0N , the missed detection probability will exhibit a �10 log10 d0 dB
SNR gain (or equivalently 10 log10 d0 dB SNR loss).

Hard/Binary Information Fusion
With the hard/binary information fusion strategy, each sensing user makes its own
local hard decision and then sends the binary decision bi to the fusion center. For
simplicity, we assume that all distributed sensing users employ the same threshold
�l for their local decisions where subscript “l” stands for local. The corresponding
local false alarm and missed detection probabilities are denoted as Pf;l and Pmd;l ,
respectively. Clearly, bi follows conditionally i.i.d. Bernoulli distribution with
.1 � Pf;l / and Pmd;l as the probabilities of value 0 under H0 and H1, respectively;
that is:
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bi jH0 � Ber.1 � Pf;l /

bi jH1 � Ber.Pmd;l /:
(17)

In this case, the NP test becomes:

�h D

NX
iD1

bi

H1

R
H0

�h; �h D 1; 2; : : : ; N; (18)

where subscript “h” refers to hard information fusion. Accordingly, the distribution
of �h is:

f .�hjH0/ D

 
N

�h

!
P
�h
f;l .1 � Pf;l /

N��h ; �h D 0; 1; : : : ; N I

f .�hjH1/ D

 
N

�h

!
.1 � Pmd;l /

�hP
N��h
md;l ; �h D 0; 1; : : : ; N:

(19)

In hard information fusion, there are two levels of decision making, each level
having its own decision performance. For the local decision, there are diversity
orders for the local false alarm probabilities (df;l ) and local missed detection
probabilities (dmd;l ). At the fusion center, there are also corresponding diversity
orders for the overall hard decision false alarm probability (df;h), missed detection
probability (dmd;h), and average error probability (de;h). Here we establish the
relationship between the local decision diversity orders with the overall diversity
orders at the fusion center in the following theorem:

Theorem 3. For multiuser sensing with 1-bit hard information fusion, and with the
fusion center threshold �h (�h D 1; 2; : : : ; N ), the diversity orders of the NP detector
are df;h D �hdf;l , dmd;h D .N ��hC1/dmd;l , and de;h D minf�hdf;l ; .N ��hC1/
dmd;lg, where N is the number of cooperative users.

Proof. See section “Appendix 2: Proof of Theorem 3”.
Similar to the single-user sensing and cooperative sensing with soft information

fusion, cooperative sensing with hard information fusion also provides the system
designer with the flexibility of balancing between the spectrum efficiency of the
secondary users (via df;h) and the reliability of the primary users (via dmd;h) by the
choice of the threshold �h. A larger �h will improve the false alarm performance,
leading to higher spectrum usage efficiency of the secondary users, while a smaller
�h will improve the missed detection performance, leading to enhanced reliability
of the primary users. However, it is worth noting that the trade-off and flexibility
here are very different from what we have discussed in Corollary 1 for the single-
user sensing and the multiuser soft-fusion cases. In previous cases, the trade-off was
between the false alarm diversity and the missed detection SNR gain, while here in
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the case of multiuser hard fusion, the trade-off is between the false alarm diversity
and the missed detection diversity.

Note that, though the local threshold �l does not appear explicitly in Theorem 3,
it affects the overall system implicitly via df;l and dmd;l . Hence, if one opts to
minimize Pe;h D 1

2
Pf;h C

1
2
Pmd;h, one needs to jointly choose both the optimum

local threshold �l at the individual sensing users and the optimum hard decision
threshold �h at the fusion center. However, under this fusion rule, �l has a very
complicated form in Pe;h through parameters Pf;l and Pmd;l , rendering optimization
intractable. Even with numerical techniques, the optimization over �l still requires
knowledge of the total number of distributed sensors in the network N , which is
not always available to the secondary users in real applications. However, with
Theorem 3, one can optimize the overall hard decision fusion performance from
the diversity perspective with different strategies as detailed in the following two
scenarios.

(B.1) Number of Cooperative Users N Unknown
In this case, the sensing users can only perform their optimum detection locally.
From Theorem 1, the local threshold is �l D �o and the local diversities are df;l D
dmd;l D 1. According to Theorem 3, the diversity orders at the fusion center are
df;h D �h, dmd;h D N��hC1 and de;h D minf�h;N��hC1g. With equal emphasis
on false alarm and missed detection performance, by maximizing minf�h;N �
�hC1g, we obtain the optimum threshold �oh at the fusion center that maximizes the
detection error diversity:

Corollary 2. For multiuser sensing with 1-bit hard information fusion, and with
each sensing user using the locally optimum threshold �l D �o, the optimum
threshold at the fusion center in the sense of maximizing the detection error diversity
is �oh D b

NC1
2
c or �oh D d

NC1
2
e with de;h D b

NC1
2
c, where N is the number of

cooperative users.
In this case, the strategy is the so-termed majority-fusion rule. Notice that under this
rule, about half of the diversity is lost compared with the soft information fusion.
This indicates that a hard decision at each local sensing user leads to considerable
information loss of the received signal.

(B.2) Number of Cooperative Users N Known
From Corollary 1, we have seen that the false alarm diversity at each local sensing
user is flexible. It is shown in the following corollary that this property can be
utilized to maximize the average error diversity.

Corollary 3. For multiuser sensing with 1-bit hard information fusion, if each
distributed sensing user knows the number of cooperative users N , the average
error diversity order at the fusion center can be maximized by choosing local
decision threshold �l D N�o with �o given in (6) and the fusion decision threshold
�h D 1.
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Proof. See section “Appendix 3: Proof of Corollary 3”.
Notice that the decision strategy turns out to be the so-termed OR-fusion rule. From
this corollary, we see that with the number of sensors known at each local sensor,
the diversity of the average detection error probability of hard information fusion
equals that of soft information fusion (de;h D de;s D N ). In other words, knowledge
of N completely compensates for the loss of information by local hard decisions, in
terms of the detection error diversity. However, we should also notice that though the
diversity performance of the two cases are identical, their average error probability
performances are still different. As detailed in section “False Alarm Diversity Versus
Missed Detection SNR Gain”, there is a 10 logN SNR loss for the missed detection
probability Pmd;l by setting �l D N�o (such that df;l D N ).

Remark 1. As stated in section “Sensing Strategies and Performance Metrics”, our
results on multiuser sensing with soft information fusion can be readily applied to
the case of combining signals from different multiple time slots at a single user, as
long as the combined received signals experience independent fading. In this case,
if the system also uses cooperative multiuser sensing with hard/binary information
fusion among these multiple time slot sensors, our analysis in this section can be
readily extended by combining the results in Theorems 2 and 3. In addition, for
the correlated fading case, intuitively, we expect that the diversity orders equal the
rank of the correlation matrix of the received signals, which will be justified in the
following section.

Simulations

Single-User Sensing
For single-user sensing, we use the test given by (2) and the threshold of (6) to
obtain the average error probability, false alarm probability, and the missed detection
probability. These probabilities are shown as the solid curves in Fig. 1. All three
curves exhibit the same slope, indicating diversity orders df D dmd D de D 1.

To illustrate the trade-off between the false alarm diversity and missed detection
SNR gain (loss) discussed in section “False Alarm Diversity Versus Missed
Detection SNR Gain”, we change the threshold to � 0 D 2�o and obtain the dashed
curves in Fig. 1. From the figure, we see that d 0f D 2 and d 0md D dmd D 1, as
predicted by Corollary 1. In addition, by comparing the solid curve with the dashed
one for Pmd , one can easily verify that at high SNR, there is an approximately
10 log10 d0 D 3 dB SNR loss. This is the price paid for the increase of the diversity
for the false alarm probability.

Multiuser Sensing with Soft Information Fusion
Here, we simulate the multiuser sensing with soft information fusion strategy. The
total number of cooperative users is N D 5. From the analysis in section “Soft
Information Fusion”, we expect the relative performance of Pe;s , Pf;s and Pmd;s to
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Fig. 1 Single-user sensing. Solid curves: threshold � D �o; dashed curves: threshold � D 2�o

0 5 10 15 20 25 30

100

10–1

10–2

10–3

10–4

10–5

10–6

10–7

SNR γ (dB)

er
ro

r 
pr

ob
ab

ili
tie

s

Pe,s

Pf,s

Pmd,s

Fig. 2 N D 5multiuser sensing with soft decision fusion Solid curves: threshold � D �os ; dashed
curves: threshold � D 0:5�os

be similar to the single-user sensing case, except for the diversity order of 5. This
is verified in Fig. 2. The solid curves show that with the threshold minimizing the
average error probability, the diversity orders are de;s D df;s D dmd;s D N D 5.
In multiuser sensing with soft information fusion, we can also set the threshold
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Fig. 3 N D 5 multiuser sensing with soft decision fusion on correlated signals with correlation
EŒh�

i hj � D r ji�j j. In the direction of arrow: r D 0; r D 0:2; r D 0:5; r D 0:9; r D 1,
respectively

to � 0s D d0�
o
s to make df;s D d0N . The dashed curves in Fig. 2 show Pf;s

and Pmd;s with d0 D 0:5. Similar to the single-user sensing case, comparing the
solid curve with the dashed one for Pmd;s , we verify that at high SNR, there is
approximately �10 log10 d0 D 3 dB SNR gain for the decrease of the false alarm
diversity (from 5 to 2:5).

In the simulations above, the fading coefficients at each user are assumed
to be independent. However, for multi-time-slot sensing which can be modeled
as multiuser sensing with soft information fusion, the fading coefficients can be
correlated. To investigate the diversities in this case, we plot the simulation results
of the detector under the threshold 	os in Fig. 3. Notice that in this case, the signals
under hypothesisH0 remains unaltered; thus, it suffices to give the missed detection
performances only. In this simulation, the number of time slots N D 5 and the
correlations of the fading coefficients are assumed to be EŒh�i hj � D r ji�j j where i
and j are indices for the time slot. Under this assumption, the correlation matrix is

�h D EŒhHh� D

2
666664

1 r r2 r3 r4

r 1 r r2 r3

r2 r 1 r r2

r3 r2 r 1 r

r4 r3 r2 r 1

3
777775
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In Fig. 3, we see that when the correlation (r) among the fading coefficients
increases, the performance degrades. However, as long as the correlation matrix
�h is full rank, the diversity results obtained under the independent fading scenario
still hold. When the matrix loses rank to rank 1 at r D 1, the diversity order reduces
to 1.

Multiuser Sensing with Hard/Binary Information Fusion
For the multiuser sensing with hard/binary information fusion in section “Hard/Binary
Information Fusion”, we first consider the case where the number of cooperative
users N is not available to the individual sensing users. Then, each distributed
sensing user makes the locally optimum hard decision, i.e., �l D �o as defined
in (6). In this case, as Theorem 3 dictates, the false alarm diversity, the missed
detection diversity, and the average error diversity are all heavily dependent on the
threshold �h at the fusion center. Figure 4 shows the behavior of Pf;h, Pmd;h, and
Pe;h of the hard information fusion strategy with �h D 1 (solid curves) and �h D 2

(dashed curves) when the number of cooperative users is N D 5. When �h D 1, the
solid curves show that df;h D 1, dmd;h D 5, and de;h D 1; when �h D 2, the dashed
curves show that df;h D 2, dmd;h D 4, and de;h D 2. These results are consistent
with Theorem 3 and illustrate the trade-off between the false alarm diversity and the
missed detection diversity.

With locally optimum hard decision (�l D �o) at distributed sensing users, the
threshold maximizing the average error diversity should be chosen as bNC1

2
c or

dNC1
2
e according to Corollary 2. This result is shown in Fig. 5 when N D 5.
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Fig. 4 N D 5 multiuser sensing with hard decision fusion. Solid curves: threshold �l D �o,
�h D 1; dashed curves: threshold �l D �o, �h D 2



300 D. Duan et al.

0 5 10 15 20 25 30

100

10–1

10–2

10–3

10–4

10–5

10–6

10–7

SNR γ (dB)

P
e

θ
h
=3

θ
h
=2

θ
h
=1

θ
h
=5

θ
h
=4

soft, N=5

Fig. 5 N D 5 multiuser sensing with soft information fusion and hard information fusion with
�l D �o and various �hs

0 5 10 15 20 25 30
10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

SNR γ (dB)

Pe

Pf

Pmd

Fig. 6 N D 5 multiuser sensing with OR-fusion rule with �l D N�o (solid curves), majority-
fusion rule with �l D �o (dotted curves), and soft information fusion (dashed curves)



10 Cooperative Spectrum Sensing: From Fundamental Limits to Practical Designs 301

From this figure, we see that �h D 3 gives the maximum average error diversity.
Compared with the error performance under soft information fusion, we see here
that this locally optimum hard decision strategy suffers from a large loss of diversity.

When the distributed sensing users know the number of cooperative users in the
network, then the flexibility of the false alarm diversity in Corollary 1 can be utilized
to maximize the diversities of the hard information fusion. In this case, the local
decision threshold is �l D N�o where �o is defined in (6). Figure 6 shows the
performance with this strategy and compares this with that of the soft information
fusion strategy. From this figure, we see that in terms of diversity order de , the
hard information fusion with adjusted local threshold equals the soft information
fusion. However, the soft information fusion has a huge SNR advantage over the
hard information fusion on the missed detection and average error probabilities.
This is due to the fact that in the local decisions, a 10 log10 5 D 7 dB SNR loss of
missed detection probability is introduced to increase the false alarm diversity from
df;l D 1 to df;l D 5 by setting �l D 5�o. This also explains why the false alarm
performance in this hard information fusion strategy with knowledge of the number
of cooperative users is better than that in the soft information fusion strategy. In
addition, compared with the dotted curves, we see that this strategy recovers the
diversity loss introduced by the locally optimum hard decision.

Discussions

In this section, we analyzed various cooperative spectrum sensing strategies under
different scenarios. By considering both false alarm and missed detection prob-
abilities individually and jointly via the average error probability, we found
several trade-offs between the system efficiency and reliability under three different
spectrum sensing strategies. For single-user sensing and multiuser sensing with
soft information fusion, the trade-off is between the false alarm diversity gain and
the missed detection SNR loss by altering the detection threshold. For multiuser
sensing with hard/binary information fusion without information of cooperative
user number, there is a trade-off between the diversities of false alarm and missed
detection. In addition, under hard information fusion, with the knowledge of
cooperative user number, the soft decision diversity can be achieved at a given
missed detection SNR loss. With these diversity and trade-off results, we derived
the optimum threshold in each cooperative strategy to guide practical system design.
Simulations have also been presented to further illustrate the analytical results and
compare the various cooperative strategies.

Performance Scaling with the Number of Sensing Users: Error
Exponent

In our previous discussions, we have characterized the cooperative sensing perfor-
mance scaling with the signal parameter (i.e., SNR) for fixed number of cooperative
users by diversity. In this section, we will see how the cooperative sensing
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performance scales with the number of cooperative users for fixed signal model.
Since now we are not aiming at writing the sensing performance as a function of
any signal parameter, we start with a general sensing problem without any particular
signal model and then apply the results to our spectrum sensing problem with
the signal model given in section “Performance Scaling with SNR: Cooperative
Diversity”.

For a general detection fusion problem, we begin by assuming the prior
probability of an event is known, and the number of functioning sensors is known.
Each of these assumptions may be called into question. When they are, then
various strategies may be considered, which we review and analyze in this section.
Interestingly enough, when the asymptotically optimum detector is derived, it is
found to be an equalizer rule that is invariant to the prior probability of an event,
and therefore it is a minimax rule. Moreover the threshold setting at the fusion
center scales with the number of reported sensor decisions, so that the number of
cooperative sensors is not required to be known a priori.

The crux of the problem is this. At the global fusion center, the decision rule to
minimize the global error probability is known. It depends on the number of sensors
in the network, the prior probabilities of the underlying state, and the operating point
on the ROC curve of each individual sensor. So the only problem is to determine the
operating point on the local ROC curve for each individual sensor that minimizes
the global error probability. This problem is intractable [24], so approximations
are sought. Some designs for the operating point simply ignore the global error
probability and use an operating point at the local sensors that achieves an objective
like maximum entropy (ME), minimum error probability (MEP), or maximum
mutual information (MMI). None of these designs has any claim to optimality. Other
designs use an asymptotic theory to exponentially bound global error probability
and seek an operating point that maximizes the error exponent. The result of this
section uses the method of large deviations (LD) to do it.

Joint Optimization of Local and Fusion Decisions

In our analysis of the error exponent, we assume that the system is applying the
cooperative sensing scheme with hard/binary information fusion. As discussed at the
beginning of this section, we start with the sensing with any general signal models.
That is, with probability �0, each sensor (sensing user) measures a random variable
distributed as F0, and with probability �1 each sensor measures a random variable
distributed as F1. Each local detector will make its own local decision Di 2 f0; 1g

based on its observed signal (i.e., information fusion with hard/binary information
fusion). Then, a fusion center will collect allDi ’s and make a fused binary decision
�.D1;D2; : : : ;DN / D 0 or �.D1;D2; : : : ;DN / D 1.

Tsitsiklis [24] has shown that in the case of dependent signals at the local
detectors, the solution for optimal detection fusion is non-deterministic polynomial-
time hard [25]. Therefore, in our analysis, we assume that the signals at different
detectors are independent, which is the case in many applications, including our
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cooperative spectrum sensing problem discussed so far. Under this assumption,
Tsitsiklis [24] proved that, asymptotically in the number of sensors, all local
detectors use the same decision rule. For a finite number of local detectors, it
is suboptimal. Under this setup, the Di s are conditionally i.i.d. binary random
variables.

To describe the distribution of the local decision Di , we denote Pf;l D P .Di D

1jH0/ as the local false alarm probability and Pd;l D P .Di D 1jH1/ as the
local detection probability. Then, the local decisions fDig are conditionally i.i.d.
Bernoulli distributed with probabilities Pf;l and Pd;l underH0 andH1, respectively.
Note that .Pf;l ; Pd;l / 2 Œ0; 1�� Œ0; 1� is constrained to lie on ROC curve for the local
sensors, governed by the measurement model. At the fusion center that collects all
N detectors’ local decisions,Di 2 f0; 1g, the joint distribution of .D1;D2; : : : ;DN /

is

P .D1;D2; : : : ;DN jH0/ D P
PN
iD1 Di

f;l

�
1 � Pf;l

�N�PN
iD1 Di ;

P .D1;D2; : : : ;DN jH1/ D P
PN
iD1 Di

d;l .1 � Pd;l /
N�

PN
iD1 Di :

Accordingly, V D

NX
iD1

Di is the sufficient statistic and it follows a binomial

distribution under each hypothesis; that is,

V jH0 � Bin.N; Pf;l /;

V jH1 � Bin.N; Pd;l /:
(20)

A global binary decision strategy will involve both a detection rule for mapping
measurements into decisionDi at local detectors and a detection rule � at the fusion
center. We adopt the global average error probability Pe;h D �0P .�.V / D 1j

H0/ C �1P .�.V / D 0jH1/ as the performance metric. To obtain the optimum
performance, one needs to find a local threshold and a corresponding fusion rule
that jointly minimize Pe;h.

At the fusion center, if the local detector performance (Pf;l ; Pd;l ) is known,
then the maximum a posteriori (MAP) detector will minimize the global error
probability, Pe;h, via the likelihood ratio test:

�1P
v
d;l .1 � Pd;l /

N�v

�0P
v
f;l .1 � Pf;l /

N�v

H1

R
H0

1: (21)

The result is a threshold test,

v

H1

R
H0

vMAP (22)
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where

vMAP D

�
log 1�Pf;l

1�Pd;l

�
N C log

�
�0
�1

�

log Pd;l
Pf;l
C log

1�Pf;l
1�Pd;l

: (23)

Importantly, this threshold may be written, asymptotically in N , as

vMAP D N�LDI �LD D

�
log

1�Pf;l
1�Pd;l

�

log Pd;l
Pf;l
C log

1�Pf;l
1�Pd;l

: (24)

The �LD is the LD solution to be found in section “A Large Deviation (LD) Solution
of the Local Threshold”. It is also the finite-N solution when �0 D �1.

This solution scales withN , the number of decisions reported to the global fusion
center, and it is independent of the prior probabilities, �0 and �1. It will be shown
that the threshold N�LD is in fact the asymptotically optimum solution returned
from a large deviations error bound. So already the asymptotic solution for the
fusion threshold is known. The problem is to determine the asymptotic expression
for the global error probability,

Pe;hD�0
X

v�vMAP

 
N

v

!
P v
f;l .1 � Pf;l /

N�v C �1
X

v<vMAP

 
N

v

!
PV
d;l .1 � Pd;l /

N�v: (25)

The theory of LD will allow us to tightly bound this error probability for large N
and solve for the operating point that minimizes it.

From (23) and (25), it can be readily verified that for any given local false
alarm probability Pf;l , the larger the local detection probability Pd;l is, the smaller
the global average error probability Pe;h will be. Therefore, at the local detectors,
the NP detection rule maximizes the detection probability Pd;l for any given
false alarm probability Pf. However, the NP detector only determines an ROC
curve .Pf;l ; Pd;l / for the individual detectors. What remains to be determined is
how to select the operating point .Pf;l ; Pd;l / on the ROC curve for the local NP
detector that minimizes the global error probability, Pe;h. From (23) and (25), we
see that the minimization of Pe;h depends on the prior probabilities, the number
of sensors reporting, and the local error probabilities. This optimization problem
is non-convex. However, asymptotically, the operating point .Pf;l ; Pd;l / may be
determined independently of these parameters.

In summary,

• It is asymptotically optimal to select the same decision strategy for all local
sensors [24];

• The minimization of the average global error probability forces the local sensors
to use an NP detector;
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• Given the local operating point on a local ROC curve, the optimum fusion rule is
the threshold test of (21),

• The fundamental design problem is to determine the operating point .Pf;l ; Pd;l /
on the ROC curve for the local NP detector.

Detectors Based Only on a Local Optimality Criterion

None of the local detectors described in this section has any claim to global
optimality. But each has been proposed as a candidate for sensor fusion when the
prior probability of an event, �0, is known, but the number of functioning sensors in
the network is unknown.

Maximum Entropy (ME)
The local maximum entropy detector maximizes the entropy of the local decision
by equalizing P .Di D 0/ and P .Di D 1/ (see, e.g., [3]). Under this condition, the
local operating point .Pf;l ; Pd;l / 2 local ROC is determined as

choose.Pf;l ;Pd;l /2 local ROC such that :�1Pd;l � �0Pf;l D 0 (26)

This operating point treats each sensor as a source encoder, which “encodes” the
sensor measurement into the reported decision. However, this decision rule has
nothing to do with how the binary decision variableD carries the information about
the binary state variable H , so it is expected to perform poorly.

Local MEP
The local MEP detector selects the operating point on the local ROC that minimizes
the local average error probability:

min
.Pf;l ;Pd;l /2 local ROC

�
�0Pf;l C �1.1 � Pd;l /

�
: (27)

This detection rule minimizes local error probability, but it does not minimize global
error probability.

Maximum Mutual Information (MMI)
Maximizing the mutual information between the local decision D and the
hypothesis H maximizes the rate at which D carries information about the
hypothesis H , and it minimizes equivocation. Similar performance metrics were
introduced in [11] where the aim was to optimize over dependent operating points
rather than common points.

The mutual information I .H;D/ between the binary decision variable
D 2 f0; 1g and the binary hypothesized state H 2 fH0;H1g is defined to be

EH;D

h
log

�
P .H;D/

P .H/P .D/

�i
. Then, with prior probabilities P .H0/ D �0, P .H1/ D �1;
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and conditional probabilities P .D D 1jH0/ D Pf;l , P .D D 1jH1/ D Pd;l , a few
lines of algebra shows mutual information to be

I .D;H/ D �0DKL
�
Pf;l jj

�
�0Pf;l C �1Pd;l

��
C�1DKL

�
Pd;l jj

�
�0Pf;l C �1Pd;l

��
:

(28)

So the local operating point that maximizes mutual information is determined as,

max
.Pf;l ;Pd;l /2 local ROC

I .D;H/ (29)

It will be shown in due course that the local MMI operating point is superior to the
MEP operating point, which is superior to the ME operating point.

A Large Deviation (LD) Solution of the Local Threshold

In this section the operating point on the local ROC that minimizes global error
probability, asymptotically when the number of sensors approaches infinity, is
designed using LD.

Asymptotically Optimum Local Decision Rule
The sufficient statistics at the fusion center V D

PN
iD1 Di is binomial distributed as

in (20). With � 2 .0; 1/ such that Pf;l < � < Pd;l , and by large deviation analysis,
the global error probabilities are asymptotically exponential decaying functions of
N [1]:

Pf;h D P .V 	 �N jH0/ � e
�NDKL.� jjPf;l /;

Pmd;h D P .V < �N jH1/ � e
�NDKL.� jjPd;l /:

(30)

Accordingly, the global average error probability is asymptotically

Pe;hD�0Pf;hC�1Pmd;h

��0e
�NDKL.� jjPf;l /C�1e

�NDKL.� jjPd;l /�e�N min.DKL.� jjPf;l /;DKL.� jjPd;l //:

(31)

This error probability is maximized, globally, by maximizing the error exponent,
min.DKL.� jjPf;l /; DKL.� jjPd;l //. Hence, the operating point .Pf;l ; Pd;l / is deter-
mined as

max
.Pf;l ;Pd;l /2 local ROC

min
�

�
DKL.� jjPf;l /;DKL.� jjPd;l /

�
: (32)
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For Pf;l < � < Pd;l , DKL.� jjPf;l / is an increasing function of � and DKL.� jjPd;l /

is a decreasing function of � . As a result, the maximum is achieved when
DKL.� jjPf;l / D DKL.� jjPd;l /. Accordingly, the equalizing value of � is

�LD D
log 1�Pd;l

1�Pf;l

log
Pf;l
Pd;l
C log 1�Pd;l

1�Pf;l

; (33)

and the corresponding value of the error exponent is

DKL.�
LDjjPf;l / D DKL

0
@ log 1�Pd;l

1�Pf;l

log
Pf;l
Pd;l
C log 1�Pd;l

1�Pf;l

jjPf;l

1
A : (34)

Notice that the operating point .Pf;l ; Pd;l / and resulting error exponent are indepen-
dent of the prior probabilities �0 and �1. Thus the LD solution is asymptotically an
equalizer rule and therefore minimax.

In summary, the asymptotically optimum local decision rule is determined as

max
.Pf;l ;Pd;l /2 local ROC

DKL.�
LDjjPf;l /: (35)

This large deviation (LD) solution for the local threshold has a number of
important properties:

• Semi-parametric. The asymptotically optimal local decision strategy is indepen-
dent of the total number of sensors N and the prior probabilities �0 and �1 but
only dependent on the measurement model at the local sensors.

• Asymptotically Minimax. As shown in (32), the LD solution maximizes the
minimum of the false alarm and missed detection error exponents. Therefore,
asymptotically, the LD solution is an equalizer rule and consequently minimax
[21, Chapter 5.3]. In other words, the LD solution has constant error exponents
under any prior probabilities of the local hypotheses.

• One-Dimensional Search. In (35), we see that though .Pf;l ; Pd;l / is two-
dimensional, it actually only has one degree of freedom, as .Pf;l ; Pd;l / is
constrained by the ROC of the local detectors. This renders the optimization
a one-dimensional search. In fact, under many signal models, the NP local
detectors are in the form of a scalar compared against a single threshold, and
in this case Pf;l and Pd;l can be computed as a function of this threshold,
analytically in closed form. The objective functionDKL.�

LDjjPf;l / is convex and
hence can be easily optimized by line search techniques such as those in [4,
Chapter 7].

• Universality. The .Pf;l ; Pd;l / pair in (35) has to reside within the Œ0; 1� � Œ0; 1�
region of the local ROC curve. In Fig. 7, we plot the contours of the error
exponentDKL.�

LDjjPf;l / vs. the pair .Pf;l ; Pd;l /. This function is symmetrical
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about the line Pf;l D Pd;l which agrees with the fact that the fusion center can
always treat the hypothesesH0 andH1 symmetrically. These contours are convex
and universal, in the sense that they depend only on the binomial distribution at
the fusion center and are independent of the local measurement model. The local
measurement model determines where the local ROC intersects the universal set
of error exponents.

Simulations

The LD result obtained is applicable to general detection fusion problems with any
signal models. Here, we apply the result to our cooperative spectrum sensing prob-
lems with the signal model given in section “Sensing Strategies and Performance
Metrics”.

Performance Surface and Local Threshold Convergence
In Fig. 8 the global error probability (Pe;h) for the energy sensing problem is plotted
versus the local and fusion thresholds according to (25). In this figure, the number
of local detectors is N D 20. Evidently, there are four local minima. This verifies
our discussion of non-convexity in section “Joint Optimization of Local and Fusion
Decisions”.
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The LD error exponent is plotted versus the local decision threshold in Fig. 9.
In this figure, it can be observed that the error exponent is a unimodal function
of the local threshold. Therefore, the optimal local threshold can be found using a
one-dimensional line search algorithm.
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In Fig. 10, the optimum local thresholds, obtained by exhaustive search, are
plotted versus N and compared with the thresholds determined by LD. There are
three curves, for three values of SNR � . These curves illustrate the approximation
of the optimum thresholds, which depend on N , by the LD thresholds.

The behavior of the corresponding global fusion threshold is also interesting.
In Fig. 11, we see that, instead of converging to the LD solution from one side of
the ROC curve, the trace of the optimum operating points starts from the right side
(larger Pf and Pd ) of the LD solution, and then as the number of sensors increases,
it passes through the LD solution and then reaches the leftmost point (smaller Pd
and Pf ). Then, the optimum operating point will return to the other side of, but at
a closer distance to, the LD. This pattern repeats. This phenomenon comes from
the fact that the value of the global fusion statistics can only take integer values.
Within a certain range of N , the number of terms in the first summation in (25) will
remain at a constant, so the increase of N within this range is accounted for by an
increasing local threshold moving from right to left on the ROC curve in Fig. 11. As
N increases beyond this range, the number of terms in the first summation in (25)
will be increased by 1, bringing the local threshold down to the right side again.

To see this more clearly, consider a given number of sensors N , and the
corresponding optimal local ROC operating point .Pf;l .N /; Pd;l .N // and fusion
threshold vMAP.N /. It then follows that
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Pf;h.N / D �0

NX
vDdvMAP.N /e

 
N

v

! �
Pf;l .N /

�v �
1 � Pf;l .N /

�N�v
;

Pmd;h.N / D �1

dvMAP.N /e�1X
vD0

 
N

v

!
.Pd;l .N //

v .1 � Pd;l .N //
N�v:

(36)

When the number of sensors increases to .N C 1/, we have

Pf;h.N C 1/ D �0

NC1X
vDdvMAP.NC1/e

 
NC1

v

! �
Pf;l .N C 1/

�v �
1 � Pf;l .NC1/

�NC1�v
;

Pmd;h.N C 1/ D �1

dvMAP.NC1/e�1X
vD0

 
N C 1

v

!
.Pd;l .N //

v .1 � Pd;l .N //
NC1�v:

(37)
If dvMAP.N C 1/e D dvMAP.N /e, Pf;h.N C 1/ has one additional term compared
with Pf;h.N /, whereas Pmd;h.N C 1/ has the same number of terms as Pmd;h.N /.
To minimize .�0Pf;h.N C 1/ C �1Pmd;h.N C 1//, one has to reduce Pf;l .N / to
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compensate for the extra term in Pf;h.N C 1/. This leads to a higher local threshold
and results in the leftward movement of the optimal ROC point in Fig. 11. On the
other hand, if dvMAP.N C 1/e D dvMAP.N /e C 1, there will be one additional term
in Pmd;h.N C 1/, which by a similar argument will require a larger Pd;l .N / and
hence a lower local threshold. As a result, we have the abrupt changes of the ROC
operating point when N increases from 6 to 7, from 11 to 12 and from 16 to 17 in
Fig. 11.

Performance Comparisons
In this section, we compare the performance of the LD solution with previously
proposed local detectors. In Fig. 12, we show the traces of their respective local
detectors on the ROC curve as the SNR varies. Three of the ROC curves are
illustrated, but operating points are computed for 20 different SNRs. We see that the
LD solution has a lower operating point than other alternatives, and it remains very
close to the exhaustive search solution for any SNR value. Among local detectors,
the MMI detector is far superior to the others and nearly globally optimum for this
example.

In Fig. 13, we plot the global average error probability at SNR � D 15 dB as
a function of the number of local sensors N , using various local decision rules.
It can be observed that the average error probability decays exponentially with N
as the large deviation analysis indicates. In addition, LD closely approximates the
performance optimized by exhaustive search and actually does not require N to be
very large to approach the optimal performance. Interestingly, from Figs. 10 and 13,

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Pf

P
d

local MEP
ME
MMI
LD
Exhaustive Search (N=20)

10 dB

20 dB

SNR = 0 dB

Fig. 12 The operating ROC trace under different local thresholds
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we see that the exhaustive search solution with a fluctuating threshold results in a
smooth performance curve, while LD with a constant threshold leads to a fluctuating
performance curve, as our analysis in the preceding subsection implies.

Discussions

In this section, the method of LD is used to derive the operating point on local ROCs
that minimizes the global error probability in cooperative sensing, asymptotically as
the number of sensors grows large. The LD solution also establishes an important
connection with Kullback-Leibler divergence and with a solution that maximizes
mutual information at the local sensors. The LD solution is independent of the prior
probabilities of the hypotheses and the total number of sensors, can be found by a
simple line search, and is asymptotically minimax. It is also worth noting that the
LD solution is applicable so long as a local (theoretical or empirical) ROC curve is
known, regardless of whether or not it is the ROC curve for an NP detector.

Practical Designs: Case Studies

In this section, we will use two case studies to show how the fundamental limits
in terms of diversity and error exponent we derived can guide practical designs in
various system setups.
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Sensing with Ternary Local Decisions: A Design from the Diversity
Perspective

In section “Performance Scaling with SNR: Cooperative Diversity”, the gain of
cooperation is quantified in terms of the cooperative diversities for missed detection,
false alarm, and average error probabilities. Using diversity as the performance
metric, we optimally designed the sensing threshold strategies for cooperative
sensing with both soft information fusion (SCoS) and hard information fusion or
equivalently binary information fusion (BCoS). We found that while SCoS can
achieve the maximum diversity, BCoS either loses half of the diversity or achieves
the full diversity at the price of some signal-to-noise ratio (SNR) loss.

While the performance of SCoS is desirable, it is impractical since it requires
infinite bandwidth for the communications between the sensing users and the fusion
center. Intuitively, the performance gap between SCoS and BCoS results from
the loss of information with the single-bit local decisions in BCoS. It should be
possible to improve the performance by allowing the sensing users to provide more
information. In this section, we investigate a cooperative sensing scheme with local
ternary decisions. While developing the optimum strategies is complicated and
mathematically intractable, our focus is to show that with local ternary decisions,
it is possible to gain in terms of both diversity and SNR. This is in sharp contrary
with the inevitable diversity-SNR trade-off when binary local decisions are used.

Compared with existing work on cooperative spectrum sensing with multi-
threshold local decisions such as [3, 14–16] and [17], our design provides simple
and closed-form expressions for both the local thresholds and fusion rule based on
the metric of cooperative diversity. Moreover, we also obtain an explicit analytical
expression for the performance gain, which has only been illustrated by simulations
in the literature.

Binary Local Decision vs. Ternary Local Decision

Binary Local Decision (BD) and BCoS-k0

For BCoS introduced in section “Performance Scaling with SNR: Cooperative
Diversity”, the secondary users make local binary decisionsDi 2 f0; 1g and a fusion
center will collect all decisions and make a global decision. The local decisions are:

Di D

�
0 if 0 � krik2 < �l;B
1 if krik2 > �l;B :

(38)

If the local decision threshold is �l;B D k0�
o, where �o D .1 C 1

�
/ log.1 C �/

is the local optimum threshold. Then, as � ! C1, Pf;l D e��l;B � ��k0 , and

Pmd;l D e
�l;B
�C1 � k0�

�1. With the NP detector
PN

iD1 Di RH1
H0
�f;B , the diversities

are df;B D k0�f;B and dmd;B D N � �f;B � 1, where N is the total number
of secondary users. To jointly optimize both diversities, the fusion threshold can
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be selected as (It should be noticed that at the fusion center,
P
Di ’s can only

take integer values. However, to simplify the notation, the integer restrictions are
neglected without affecting the analysis.): arg max

�f;B
.min.k0�f;B ; N � �f;B � 1// D

N C 1

k0 C 1
. The optimized diversities can be determined accordingly as de D df D

dmd D
k0

k0C1
.N C 1/.

This indicates that with larger k0, BCoS-k0 can achieve higher diversities by
setting larger local threshold. However, in this case, the local decisions have missed
detection probabilities Pmd;B � k0�

�1 with �10 log10 k0 SNR loss and smaller
false alarm probabilities Pf;B � ��k0 . The larger missed detection probability Pmd
will dominate the overall average error probabilities performance Pe . Furthermore,
instead of the diversity gain, the SNR losses for the missed detection probabilities
will dominate the overall average error probability Pe at low-to-medium SNR.

Ternary Local Decision (TD)
The local decisions for TD are:

Di D

8<
:
0 if 0 � krik2 < �l;1
 if �l;1 � krik2 � �l;2
1 if krik2 > �l;2;

(39)

where �l;2 > �l;1 are two local decision thresholds and  means “not sure.” Then,
the “0” or “1” decisions (Note that the sensor will remain silent when the local
decision is  .) are sent to the fusion center for the global decision D 2 f0; 1g.

Under this local decisions, the conditional probabilities under each hypothesis
are:

P .Di D 0jH0/ D ˛1 D 1 � e
��l;1 ;

P .Di D jH0/ D ˛2 D e
��l;1 � e��l;2 ;

P .Di D 1jH0/ D ˛3 D e
��l;2 ;

P .Di D 0jH1/ D ˇ1 D 1 � e
�

�l;1
�C1 ;

P .Di D jH1/ D ˇ2 D e
�

�l;1
�C1 � e

�
�l;2
�C1 ;

P .Di D 1jH1/ D ˇ3 D e
�

�l;2
�C1 :

(40)

At the fusion center, Di s follow the trinomial distribution as:

P .D1;D2; : : : ;DN jH0/ D ˛
n0
1 ˛

N�n0�n1
2 ˛

n1
3 ;

P .D1;D2; : : : ;DN jH1/ D ˇ
n0
1 ˇ

N�n0�n1
2 ˇ

n1
3 ;

(41)
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where n0 D fthe number of Di D 0g, n1 D fthe number of Di D 1g, and N is the
total number of cooperating local detectors. Accordingly, the sufficient statistics is
.n0; n1/. Denoting R1 as the set of .n0; n1/ to make global decision D D 1 and R0

vice versa, we have:

Pf D
X

.n0;n1/2R1

P .n0; n1jH0/;

Pmd D
X

.n0;n1/2R0

P .n0; n1jH1/:
(42)

Based on Eqs. (40), (41), and (42), the optimum fusion rule can be obtained
by jointly optimizing Pe D 1

2
.Pf C Pmd / over �l;1, �l;2, and R1. However, not

only that this is mathematically intractable, the solution also does not provide any
clear insights on the diversity-SNR trade-off. As an alternative, we will first find the
relationship between fusions with TD and BD and then develop the fusion rule for
cooperative sensing with ternary local decisions (TCoS).

TCoS Fusion Rule
It is worth noting that at the fusion center, BD has a one-dimensional sufficient
statistics set with n0Cn1 D N , while TD has a two-dimensional set with n0Cn1 �
N . We find that when the fusion center with TD makes a global decision based on
only one of n0 and n1, it is equivalent to the fusion with BD as the following:

Theorem 4. For cooperative sensing based on local ternary decisions with thresh-
olds �l;1 and �l;2:

1. If R1 D f.n0; n1/ W n1 	 �tg, this TD fusion is equivalent to BD fusion with local
threshold �l;B D �l;2 and fusion threshold �f;B D �t ;

2. If R0 D f.n0; n1/ W n0 	 N � �t C 1g, this TD fusion is equivalent to BD fusion
with local threshold �l;B D �l;1 and fusion threshold �f;B D �t ;

Proof. See section “Appendix 4: Proof of Theorem 4”.
With the relationship between BD and TD established in Theorem 4, we will

next develop the fusion rule for TCoS. In particular, with local sensing thresholds
�l;1 D k1�

o and �l;2 D k2�
o and k1 < k2, the corresponding sensing strategy is

termed as TCoS-k1-k2.
Recall that from section “Binary Local Decision vs. Ternary Local Decision”,

BCoS-k1 has a smaller diversity order. On the other hand, BCoS-k2 achieves larger
diversity but suffers from the SNR loss with the missed detection probability.
Therefore, here we try to improve BCoS-k2 missed detection performance by
moving part of the decision region R0 to R1 while maintaining its larger false alarm
and hence the overall diversity.

With TCoS-k1-k2, the probabilities for local decisions are ˛1 � 1 � ��k1 ; ˛2 �

��k1 ; ˛3 � �
�k2 and ˇ1 � k1��1; ˇ2 � .k2�k1/��1; ˇ3 � 1�k2��1. Accordingly,
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P .n0; n1jH0/ � ˛
N�n0�n1
2 ˛

n1
3 ��

�.k1N�k1n0C.k2�k1/n1/; (43)

P .n0; n1jH1/ � ˇ
n0
1 ˇ

N�n0�n1
2 ���.N�k1/: (44)

The false alarm probability can be then calculated as:

Pf D
X

.n0;n1/2R1

P .n0; n1jH0/

�
X

.n0;n1/2R1

��.k1N�k1n0C.k2�k1/n1/:
(45)

By Theorem 4, the decision region corresponding to BCoS-k2 is R1 D

f.n0; n1/ W n1 	
NC1
k2C1
g, R0 D f.n0; n1/ W n1 < NC1

k2C1
g, and df;BCoS�k2 D

k2
k2C1

.N C 1/. In order to reduce the missed detection probability which dominates
the average error performance, we want to increase the decision region of R1 or
equivalently decrease R0. At the same time, however, the false alarm diversity
should be preserved. From Eq. (43), if k1N � k1n0 C .k2 � k1/n1 	

k2
k2C1

.N C 1/,

or equivalently n0 � .k2 � k1/n1 C
k1.k2C1/N�k2.NC1/

k2C1
, P .n0; n1jH0/ will have a

larger exponent of ��1 than df;BCoS�k2 . Therefore, all points in R0 satisfying n0 �
.k2 � k1/n1 C

k1.k2C1/N�k2.NC1/
k2C1

can be moved into R1 without affecting the false
alarm diversity according to (45). As a result, the boundary between R1 and R0 of
the resultant fusion rule is the line n0 D .

k2
k1
�1/n1C

k1.k2C1/N�k2.NC1/
k1.k2C1/

, which starts

from .n0; n1/ D
�
k1.k2C1/N�k2.NC1/

k1.k2C1/
; 0
�

and ends at .n0; n1/ D
�
k2N�1
k2C1

; NC1
k2C1

�
where k2N�1

k2C1
C NC1

k2C1
D N .

The decision region for TCoS-k1-k2 is illustrated in Fig. 14. The bold line is
the boundary between R0 and R1 for TCoS-k1-k2, while the dashed line is the
boundary corresponding to BCoS-k2.

Fig. 14 The decision region
for TCoS-k1-k2 with the
points at the boundary
belonging to R1
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Compared with BCoS-k2, TCoS-k1-k2 will provide the same overall diversities
with de D dmd D df D NC1

k2C1
. Denoting

�R D

�
.n0; n1/ W 0 � n1 <

N C 1

k2 C 1
; 0 � n0 � .k2 � k1/n1

C
k1.k2 C 1/N � k2.N C 1/

k2 C 1

�
;

the difference between the missed detection probabilities of TCoS-k1-k2 and BCoS-
k2 is

�Pmd D Pmd;TCoS�k1�k2�Pmd;BCoS�k2 D �
X
�R

ˇ
n0
1 ˇ

N�n0�n1
2 ˇ

n1
3 ; (46)

and the difference between the false alarm probabilities of TCoS-k1-k2 and BCoS-
k2 is

�Pf D Pf;TCoS�k1�k2 � Pf;BCoS�k2 D
X
�R

˛
n0
1 ˛

N�n0�n1
2 ˛

n1
3 : (47)

It should be noticed that �Pe D Pe;TCoS�k1�k2 � Pe;BCoS�k2 D
1
2
.�Pmd C

�Pf / < 0. Therefore, we obtain overall performance gain over BCoS-k2. This
once again confirms that TCoS not only keeps the diversity gain that captures high
SNR performance but also improves the SNR gain that characterizes the low to
medium.

Simulations
Although it is possible to optimize k1 for any given k2 to obtain the maximum
performance gain of TCoS by the analytical expressions given in section “TCoS
Fusion Rule”, the complexity is high. Therefore, we opt to verify and demonstrate
the performance gain of TCoS over BCoS using some simple k1 and k2 values.

To illustrate the performance gain of TCoS-k1-k2 over both BCoS-k1 and
BCoS-k2, we simulate TCoS-1-2 with 5 cooperating users and compare its per-
formance with BCoS-1 and BCoS-2 in Fig. 15. We see that BCoS-2 exhibit a higher
diversity than BCoS-1, but a worse performance at low SNR. Our proposed TCoS-
1-2 not only retains the higher diversity of BCoS-2 but also has better performance
at low SNR.

In Fig. 16, the performance of our proposed TCoS-1-2 is compared with the
optimal TCoS with exhaustive search. It can be seen that our TCoS-1-2 only
sacrifices a little performance (�1.5 dB) in exchange for the low-complexity closed-
form local and global decision rules.

In addition, we know that BCoS-N achieves the maximum diversity but suffers
from considerable SNR loss. Here, we compare the performance of TCoS-2:5-5
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Fig. 15 TCoS-1-2 (solid) vs. BCoS-1 (dotted) and BCoS-2 (dashed) with N D 5
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Fig. 16 TCoS-1-2 (solid) vs. optimal TCoS by exhaustive search (dashed) with N D 5

and BCoS-5 in Fig. 17. It can be observed that TCoS-2:5-5 also achieves the same
full diversity (de D 5), but has about 2dB SNR gain. Together with Fig. 15, it
is confirmed that the overall SNR gain is obtained without losing any false alarm
diversity.
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Fig. 17 TCoS-2:5-5 vs. BCoS-5 with N D 5

Discussions
In this case study, we introduced cooperative sensing with ternary local decisions
(TCoS) to improve upon binary hard decisions (BCoS) by gaining SNR while
maintaining the same diversity. The link between the fusion with BD and TD
has been established and further used to determine the fusion rule for TCoS. The
algorithm developed in this section provides simple and closed-form expressions
for both the local decision thresholds and the fusion rule. The performance gain was
also derived analytically. Furthermore, simulations confirmed that, as the middle
ground between BCoS and SCoS, TCoS provides a practical yet effective solution
for the inevitable diversity-SNR trade-off encountered by BCoS.

Sensing with Joint Diversity and Error Exponent Considerations

As discussed in section “Performance Scaling with SNR: Cooperative Diversity”,
for cooperative spectrum sensing, when the number of cooperative sensing users
N is fixed, the error probability decreases with SNR � at a certain rate. Generally
speaking, when the number of cooperating sensing usersN increases, the decreasing
rate of error probabilities in � will increase, thanks to more extensive sensing
cooperation. To quantify the gain of multiple sensors, the diversity order is defined
as

d.N / D � lim
�!C1

logPe;h.N; �/

log �
; (48)
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where Pe;h is the global average error probability for the hard/binary information
fusion. By definition, the diversity notion comes from the asymptotic performance
in terms of the signal model parameter � . It is shown in section “Performance
Scaling with SNR: Cooperative Diversity” that the maximum diversity order for
fusion with N sensors is N . It is interesting to see whether the large deviation
solution proposed in section “Performance Scaling with the Number of Sensing
Users: Error Exponent” also achieves the maximum diversity.

Diversity Analysis of the LD Solution for Spectrum Sensing
To evaluate the diversity of the LD solution which is the asymptotic performance in
terms of the average SNR � , we take � ! C1. In this case, the local probabilities
will have Pf;l ! 0 and Pd;l ! 1. Then, the first term within the KL divergence in
(34) is

log 1�Pd;l
1�Pf;l

log
Pf;l
Pd;l
C log 1�Pd;l

1�Pf;l

�
log.1 � Pd;l /

logPf;l C log.1 � Pd;l /
, �LD: (49)

As such, the objective function in (35) can be expanded as

DKL.�
LDjjPf;l / D �

LD log
�LD

Pf;l
C .1 � �LD/ log

1 � �LD

1 � Pf;l

D �LD log �LD C .1 � �LD/ log.1 � �LD/�LD logPf;l � .1 � �
LD/ log.1 � Pf;l /:

In the four terms of the resulting expansion, when Pf;l ! 0, we have

0 � �LD log �LD C .1 � �LD/ log.1 � �LD/ � 1
 E.�/;

.1 � �LD/ log.1 � Pf;l / � 0:
(50)

As a result, the error exponent

E.Pf;l ; Pd;l / � max
.Pf;l ;Pd;l /

.��LD logPf;l / D max
.Pf;l ;Pd;l /

� logPf;l log.1 � Pd;l /

logPf;l C log.1 � Pd;l /
;

(51)
where Pf;l and Pd;l are

Pf;l D e
��l ;

Pd;l D e
�

�l
�C1 ; (52)

according to the signal model given in (1) and �l is the local decision thresh-
old in (2).
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When � !C1, Pd;l D e
�

�l
�C1 � 1 � �l

�C1
, then

E.Pf;l ; Pd;l / �
� logPf;l log.1 � Pd;l /

logPf;l C log.1 � Pd;l /
D
�.��l / log �l

�C1

.��l /C log �l
�C1

: (53)

Setting
dE.Pf;l ;Pd;l /

d�l
D 0, we can see that the large deviation local threshold

satisfies

log �l C �
1
2

l D log.� C 1/: (54)

When � ! C1, we have �l ! C1, and therefore log �l 
 �
1
2

l . Ignoring the
term log �l in (54), we have an approximated optimal threshold in closed form:

Q�LD
l � .log.� C 1//2 : (55)

With this large deviation solution Q�LD
l and by (53), the error exponent becomes

QELD.�/ � log.� C 1/: (56)

An illustration of the resultant error exponents under the threshold achieved by (35),
(54) and (55) is given in Fig. 18. It could be observed that the closed-form expression
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Fig. 18 The error exponent E.�/ for cooperative spectrum sensing using different thresholds: (1)
solid curve, by solving (35); (2) dotted curve with circles, by solving (54); and (3) dashed curve
with stars: by using the closed-form expression (55)



10 Cooperative Spectrum Sensing: From Fundamental Limits to Practical Designs 323

0 2 4 6 8 10 12 14 16 18 20

100

10–1

10–2

10–3

10–4

10–5

10–6

SNR (dB)

T
he

 A
ve

ra
ge

 E
rr

or
 P

ro
ba

bi
lit

y 
at

 th
e 

F
us

io
n 

C
en

te
r 

P
E

N = 4, 5, 6, 7

Fig. 19 The LD solution achieves full diversity

can achieve the error exponent of the optimum large deviation solution given in (35)
very well.

To obtain the diversity of the resultant cooperative sensing strategy, by the
definition of the error exponent, as N !C1,

d.N / D � lim
�!C1

logPe;h.N; �/

log �
D � lim

�!C1

log.e�NE.�//

log �

D � lim
�!C1

�N log.� C 1/

log �
D N:

(57)

That is, the proposed large deviation solution can achieve the maximum diversity
gain. An illustration of the average error probability vs. N is shown in Fig. 19.

Discussions
From our analysis, we see that although in general the LD solution requires a one-
dimensional search, at high SNR we find a closed-form analytical solution for large
N , for the cooperative spectrum sensing problem. It should be noticed that this
closed-form solution will only be expected to achieve the optimal performance
when both the SNR � and the number of cooperative users N approaches infinity.
For cooperative spectrum sensing with fixed finite number of users, the strategies
provides in section “Performance Scaling with SNR: Cooperative Diversity” might
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still be better alternatives. However, another unique advantage of the closed-form
strategy given by joint considerations of diversity and error exponent is that the
resultant solution is entirely local and independent of the total number of sensing
users in cooperations. Therefore, it can be readily applied in the cases where the
number of sensing users is unknown and/or changing over time.

Summary

In this chapter, we have quantified the fundamental limits of cooperative spectrum
sensing performance (i) by diversity when the signal parameter SNR approaches
infinity and (ii) by error exponent when the number of cooperative users approaches
infinity. These fundamental limits can effectively guide practical designs under
different system setups. In particular, with the notion of diversity, we have seen
how cooperative spectrum sensing with ternary local decisions can be designed
to approach the performance with soft information fusion. On the other hand,
combining the LD solution with the notion of diversity in our spectrum sensing
problem, we have obtained a closed-form expression for the optimal local threshold
when both the SNR and the number of cooperative users approaches infinity.

Appendices

Appendix 1: Proof of Theorem 2

With �s D N.1C 1
�
/ log.�C1/, as � !C1, e��s D .1C�/�N.1C

1
� / � .�C1/�N

and
PN�1

iD0 �
i
s =i Š D

PN�1
iD0 N

i .1C 1
�
/i .log.� C 1//i=i Š � NN�1.log.� C 1//N�1=

.N � 1/Š. Thus, according to (14), Pf;s � NN�1

.N�1/Š
.log.� C 1//N�1.� C 1/�N and

df;s D � lim
�!C1

logPf;s
log �

D N:

Also, with �s defined above, as � ! C1, e��s=.�C1/ D e
�N� log.�C1/

! 1

and
PC1

iDN �
i
s =.i Š.� C 1/i / D

PC1
iDN N

i.1 C 1
�
/i .log.� C 1//i=.i Š.� C 1/i / �

NN .log.� C 1//N .� C 1/�N =N Š . Thus, according to (15), Pmd;s � NN

NŠ

.log.� C 1//N .� C 1/�N and

dmd;s D � lim
�!C1

logPmd;s
log �

D N:

Accordingly, de;s D min.df;s; dmd;s/ D N .
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Appendix 2: Proof of Theorem 3

From (18) and (19),

Pf;h D P .�h 	 �hjH0/ D

NX
iD�h

 
N

i

!
P i
f;l .1 � Pf;l /

N�i :

The false alarm diversity at the local sensing decision is df;l , so as � ! C1,
Pf;l � .� C 1/�df;l, 1 � Pf;l ! 1; thus P i

f;l .1 � Pf;l /
N�i � .� C 1/�idf;l. In the

summation of Pf;h, as � ! C1, the term with lowest power order of .� C 1/�1

will dominate; thus Pf;h �
�
N
�h

�
.� C 1/��hdf;l, and the false alarm diversity order is

df;h D � lim
�!C1

logPf;h
log �

D �hdf;l ; �h D 1; 2; : : : ; N:

From (18) and (19),

Pmd;h D P .�h < �hjH1/ D

�h�1X
iD0

 
N

i

!
.1 � Pmd;l /

iP N�i
md;l :

From the same argument, the missed detection diversity order is

dmd;h D � lim
�!C1

logPmd;h
log �

D .N � �h C 1/dmd;l ; �h D 1; 2; : : : ; N:

Appendix 3: Proof of Corollary 3

From Corollary 1, we know that the local threshold can be chosen as �l D d0�
o

(d0 > 0). In this case, df;l D d0 and dmd;l D 1. By Theorem 3, if the hard
decision threshold is �h (�h 2 f1; 2; : : : ; N g), the average error diversity is de;h D
min.�hd0;N � �h C 1/. To maximize de;h, we need to maximize both �hd0 and
.N � �h C 1/ simultaneously. By maximizing the latter, we obtain �h D 1. Then
de;h D min.d0; N /. Thus, as long as d0 	 N , we obtain the maximum diversity
de;h D N . However, as stated in Corollary 1, higher d0 will cause higher SNR
loss for the missed detection performance. Thus, we choose d0 D N to minimize
the SNR loss for the missed detection performance while achieving the maximum
average error diversity.

Appendix 4: Proof of Theorem 4

If R1 D f.n0; n1/ W n1 	 �tg, then:
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Pf;t D

NX
n1D�t

N�n1X
n0D0

N Š

n0Š.N � n0 � n1/Šn1Š
˛
n0
1 ˛

N�n0�n1
2 ˛

n1
3

D

NX
n1D�t

N

n1Š.N � n1/Š
.1 � ˛3/

N�n1˛
n1
3 ;

and

Pmd;t D

�t�1X
n1D0

N�n1X
n0D0

N Š

n0Š.N � n0 � n1/Šn1Š
ˇ
n0
1 ˇ

N�n0�n1
2 ˇ

n1
3

D

�t�1X
n1D0

N

n1Š.N � n1/Š
.1 � ˇ3/

N�n1ˇ
n1
3 :

This is equivalent to BT with �l;B D �l;2 and �f;B D �t .
If R0 D f.n0; n1/ W n0 	 N C 1 � �tg, then:

Pf;t D

N� �tC1X
n0D0

N�n0X
n1D0

N Š

n0Š.N � n0 � n1/Šn1Š
˛
n0
1 ˛

N�n0�n1
2 ˛

n1
3

D

N� �tC1X
n0D0

N

n0Š.N � n0/Š
˛
n0
1 .1 � ˛1/

N�n0 ;

and

Pmd;t D

NX
n0DN� �tC1

N�n1X
n1D0

N Š

n0Š.N � n0 � n1/Šn1Š
ˇ
n0
1 ˇ

N�n0�n1
2 ˇ

n1
3

D

NX
n0DN� �tC1

N

n0Š.N � n0/Š
ˇ
n0
1 .1 � ˇ1/

N�n0 :

This is equivalent to BT with �l;B D �l;1 and �f;B D �t .
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Abstract

Enabling cognitive radio (CR) requires revisiting the traditional task of spec-
trum sensing with specific and demanding requirements in terms of detection
performance, real-time processing, and robustness to noise. Unfortunately, con-
ventional spectrum sensing methods do not satisfy these demands. In particular,
the Nyquist rate of signals typically sensed by a CR is prohibitively high so
that sampling at this rate necessitates sophisticated and expensive analog to
digital converters, which lead to a torrent of samples. Over the past few years,
several sampling methods have been proposed that exploit signals’ a priori
known structure to sample them below Nyquist. In this chapter, we review
some of these techniques and tie them to the task of spectrum sensing for
CRs. We then show how other spectrum sensing challenges can be tackled in
the sub-Nyquist regime. First, to cope with low signal-to-noise ratios, spectrum
sensing may be based on second-order statistics recovered from the low rate
samples. In particular, cyclostationary detection allows to differentiate between
communication signals and stationary noise. Next, CR networks, that perform
collaborative low rate spectrum sensing, have been proposed to overcome fading
and shadowing channel effects. Last, to enhance CR efficiency, we present joint
spectrum sensing and direction of arrival estimation methods from sub-Nyquist
samples. These allow to map the temporarily vacant bands both in terms of
frequency and space. Throughout this chapter, we highlight the relation between
theoretical algorithms and results and their practical implementation. We show
hardware simulations performed on a prototype built with off-the-shelf devices,
demonstrating the feasibility of sub-Nyquist spectrum sensing in the context
of CR.

Introduction

In order to increase the chance of finding an unoccupied spectral band, cognitive
radios (CRs) have to sense a wide band of spectrum. Nyquist rates of wideband
signals are high and can even exceed today’s best analog to digital converters
(ADCs) front-end bandwidths. In addition, such high sampling rates generate a
large number of samples to process, affecting speed and power consumption. To
overcome the rate bottleneck, several sampling methods have been proposed that
leverage the a priori known received signal’s structure, enabling sampling rate
reduction [1,2]. These include the random demodulator [3], multi-rate sampling [4],
multicoset sampling, and the modulated wideband converter (MWC) [5–8].

The CR then performs spectrum sensing on the acquired samples to detect the
presence of primary users’ (PUs) transmissions. The simplest and most common
spectrum sensing approach is energy detection [9], which does not require any
a priori knowledge on the input signal. Unfortunately, energy detection is very
sensitive to noise and performs poorly in low signal-to-noise ratio (SNR) regimes.
This becomes even more critical in sub-Nyquist regimes since the sensitivity of
energy detection is amplified due to aliasing of the noise [10]. Therefore, this
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scheme fails to meet CR performance requirements in low SNRs. In contrast,
matched filter (MF) detection [11, 12], which correlates a known waveform with
the input signal to detect the presence of a transmission, is the optimal linear filter
for maximizing SNR in the presence of additive stochastic noise. However, this
technique requires perfect knowledge of the potential received transmission. When
no a priori knowledge is assumed on the received signals’ waveform, MF is difficult
to implement. A compromise between both methods is cyclostationary detection
[13, 14]. This strategy is more robust to noise than energy detection but at the
same time only assumes that the signal of interest exhibits cyclostationarity, which
is a typical characteristic of communication signals. Consequently, cyclostationary
detection is a natural candidate for spectrum sensing from sub-Nyquist samples in
low SNRs.

Besides noise, the task of spectrum sensing for CRs is further complicated
due to path loss, fading, and shadowing [15]. These phenomena are due to the
signal’s propagation that can be affected by obstacles and multipath and result in the
attenuation of the signal’s power. To overcome these practical issues, collaborative
CR networks have been considered, where different users share their sensing results
and cooperatively decide on the licensed spectrum occupancy [15–17]. Cooperative
spectrum sensing can be classified into three categories based on the way the data
is shared by the CRs in the network: centralized, distributed, and relay-assisted. In
each of these settings, two options of data fusion arise: decision fusion, or hard
decision, where the CRs only report their binary local decisions, and measurement
fusion, or soft decision, where they share their samples [15]. Cooperation has
been shown to improve detection performance and relax sensitivity requirements
by exploiting spatial diversity.

Finally, CRs may require, or at least benefit from, joint spectrum sensing and
direction of arrival (DOA) estimation. DOA recovery can enhance CR performance
by allowing exploitation of vacant bands in space in addition to the frequency
domain. For example, a spectral band occupied by a PU situated in a certain
direction with respect to the CR may be used by the latter for transmission to the
opposite direction, where receivers do not sense the PU’s signal. In order to estimate
jointly the carrier frequencies and DOAs of the received transmissions, arrays of
sensors have been considered. DOA recovery techniques, such as MUSIC [18, 19],
ESPRIT [20], or compressed sensing (CS) [21] techniques, may then be adapted
to the joint carrier and DOA estimation problem both in Nyquist and sub-Nyquist
regimes.

This chapter focuses on the spectrum sensing challenges for CR outlined
above. We first review sub-Nyquist sampling methods for multiband signals and
then consider different aspects of spectrum sensing performed on low rate sam-
ples, including cyclostationary detection, collaborative spectrum sensing, and joint
carrier frequency and DOA estimation. Our emphasis is on practical low rate
acquisition schemes and tailored recovery that can be implemented in real CR
settings. The approach adopted here focuses on the analog to digital interface of
CRs. In particular, we are concerned with compressive spectrum sensing, including
the application of CS to analog signals. Modeling the analog to digital conversion
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allows demonstrating the realization of the theoretical concepts on hardware
prototypes. We focus on the implementation of one sampling scheme reviewed here,
the MWC, and show how the same low rate samples can be used in the different
extensions of spectrum sensing described above.

Sub-Nyquist Sampling for CR

CR receivers sense signals composed of several transmissions with unknown
support, spread over a wide spectrum. Such sparse wideband signals belong to the
so-called multiband model [6, 7]. An example of a multiband signal x.t/ with K
bands is illustrated in Fig. 1. The bandwidth of each band is no greater than B and
is centered around unknown carrier frequencies jfi j � fNyq=2, where fNyq denotes
the signals’ Nyquist rate and i indexes the transmissions. Note that, for real-valued
signals, K is an even integer due to spectral conjugate symmetry and the number of
transmissions is Nsig D K=2.

When the frequency support of x.t/ is known, classic sampling methods such
as demodulation, undersampling ADCs, and interleaved ADCs (see [1, 2] and
references therein) may be used to reduce the sampling rate below Nyquist. Here,
since the frequency location of the transmissions are unknown, classic processing
first samples x.t/ at its Nyquist rate fNyq, which may be prohibitively high. To
overcome the sampling rate bottleneck, several blind sub-Nyquist sampling and
recovery schemes have been proposed that exploit the signal’s structure and in
particular its sparsity in the frequency domain, but do not require knowledge of
the carrier frequencies. It has been shown in [6] that the minimal sampling rate
for perfect blind recovery in multiband settings is twice the Landau rate [22], that
is twice the occupied bandwidth. This rate can be orders of magnitude lower than
Nyquist. In the remainder of this section, we survey several sub-Nyquist methods
that theoretically achieve this minimal sampling rate.

Multitone Model and the Random Demodulator

Tropp et al. [3] consider a discrete multitone model for multiband signals and
suggest sampling using the random demodulator, depicted in Fig. 2. Multitone
functions are composed of K active tones spread over a bandwidth W , such that

Fig. 1 Multiband model with K D 6 bands. Each band does not exceed the bandwidth B and is
modulated by an unknown carrier frequency jfi j � fNyq=2, for i D 1; 2; 3
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Pseudo-Random 
Number Generator

/

Seed

Fig. 2 Block diagram for the random demodulator, including a random number generator, a mixer,
an accumulator, and a sampler [3]

f .t/ D
X
!2˝

b!e�2�i!t ; t 2 Œ0; 1/ : (1)

Here, ˝ is a set of K normalized frequencies, or tones, that satisfies

˝ � f0;˙1;˙2; : : : ;˙.W =2 � 1/;˙W =2g; (2)

and b! , for ! 2 ˝, are a set of complex-valued amplitudes. The number of active
tonesK is assumed to be much smaller than the bandwidthW . The goal is to recover
both the tones ! and the corresponding amplitudes b! .

To sample the signal f .t/, it is first modulated by a high rate sequence pc.t/
created by a pseudorandom number generator. It is then integrated and sampled
at a low rate, as shown in Fig. 2. The random sequence used for modulation is a
square wave, which alternates between the levels˙1 with equal probability. The K
tones present in f .t/ are thus aliased by the pseudorandom sequence. The resulting
modulated signal y.t/ D f .t/pc.t/ is integrated over a period 1=R and sampled at
the low rate R. This integrate-and-dump approach results in the following samples

ym D R

Z .mC1/=R

m=R

y.t/dt; m D 0; 1; : : : ; R � 1: (3)

The samples ym acquired by the random demodulator can be written as a linear
combination of the W � 1 sparse amplitude vector b that contains the coefficients
b! at the corresponding locations ! [3]. In matrix form, we write

y D Ab; (4)

where y is the vector of size R that contains the samples ym and A is the known
sampling matrix that describes the overall action of the system on the vector
of amplitudes b, namely, modulation and filtering (see [3] for more details).
Capitalizing on the sparsity of the vector b, the amplitudes b! and their respective
locations ! can be recovered from the low rate samples y using CS [21] techniques,
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in turn allowing for the recovery of f .t/. CS provides a framework for simultaneous
sensing and compression of finite-dimensional vectors, which relies on linear
dimensionality reduction. It provides both recovery conditions and algorithms to
reconstruct sparse vectors from low-dimensional measurement vectors, represented
as linear combinations of the former. Here, the minimal required number of samples
R for perfect recovery of f .t/ in noiseless settings is 2K [21].

The random demodulator is one of the pioneer attempts to extend the inherently
discrete and finite CS theory to analog signals. However, truly analog signals,
as those we consider here, require a prohibitively large number of harmonics to
approximate them well within the discrete model. When attempting to approximate
signals such as those from the multiband model, the number of tones W is on the
order of the Nyquist rate, and the number of samples R is a multiple ofKB . This in
turn renders the reconstruction computationally prohibitive and very sensitive to the
grid choice (see [1] for a detailed analysis). Furthermore, the time domain approach
precludes processing at a low rate, even for multitone inputs since interpolation
to the Nyquist rate is an essential ingredient of signal reconstruction. In terms of
hardware and practical implementation, the random demodulator requires accurate
modulation by a periodic square mixing sequence and accurate integration, which
may be challenging when using analog signal generators, mixers, and filters.

In contrast to the random demodulator, which adopts a discrete multitone model,
the rest of the approaches we focus on treat the analog multiband model, illustrated
in Fig. 1, which is of interest to us in the context of CR.

Multi-rate Sampling

An alternative sampling approach is based on the synchronous multi-rate sampling
(SMRS) [4] scheme, which has been proposed in the context of electro-optical
systems to undersample multiband signals. The SMRS samples the input signal
at P different sampling rates Fi , each of which is an integer multiple of a basic
sampling rate�f . This procedure aliases the signal with different aliasing intervals,
as illustrated in Fig. 3. The Fourier transform of the undersampled signals is then
related to the original signal through an underdetermined system of linear equations,

z.f / D Qx.f /: (5)

Here, x.f / contains frequency slices of size �f of the original signal x.t/ and
z.f / is composed of the Fourier transform of the sampled signal. Each channel
contributes Mi D Fi=�f equations to the system (5), which concatenates the
observation vector of all the channels. The measurement matrix Q has exactly P
nonzero elements in every column that correspond to the locations of the spectral
replica in each channel baseband Œ0; Fi �.

This approach assumes that either the signal or the sampling time window is
finite. The continuous variable f is then discretized to a frequency resolution of
�f . Since x.t/ is sparse in the frequency domain, the vector x.f / is sparse and
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Fig. 3 Action of the SMRS
on a multiband signal: (a) the
input signal with K D 2

bands, (b) signals sampled at
rate F1 in channel 1, (c)
signals sampled at rate F2 in
channel 2, and (d) possible
support which is the
intersection of the supports in
channel 1 and 2 [4]

Original signals

Signals sampled at rate  

3

Signals sampled at rate 

Possible occupied support

2

2

a

b

c

d

can be recovered from (5) using CS techniques, for each discrete frequency f .
An alternative recovery method, referred to as the reduction procedure, consists
of detecting baseband frequencies in which there is no signal, by observing the
samples. These frequencies are assumed to account for the absence of signals of
interest in all the frequencies that are down-converted to that baseband frequency.
This allows to reduce the number of sampling channels. This assumption does not
hold in the case where two or more frequency components cancel each other due to
aliasing, which happens with probability zero. The procedure is illustrated in Fig. 3.
Once the corresponding components are eliminated from (5), the reduced system
can be inverted using the Moore-Penrose pseudo-inverse to recover x.f /.

There are several drawbacks to the SMRS that limit its performance and potential
implementation. First, the discretization process affects the SNR since some of the
samples are thrown out. Furthermore, spectral components down-converted to off
the grid frequencies are missed. In addition, the first recovery approach requires a
large number of sampling channels, proportional to the number of active bands K,
whereas the reduction procedure does not ensure a unique solution and the inversion
problem is ill-posed in many cases. Finally, in practice, synchronization between
channels sampling at different rates is challenging. Moreover, this scheme samples
wideband signals using low rate samplers. Practical ADCs introduce an inherent
bandwidth limitation, modeled by an anti-aliasing low-pass filter (LPF) with cutoff
frequency determined by the sampling rate, which distorts the samples. To avoid
this issue, the multi-rate strategy would require low rate samplers with large analog
bandwidth.
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Multicoset Sampling

A popular sampling scheme for sampling wideband signals at the Nyquist rate is
multicoset or interleaved ADCs [1, 6, 23] in which several channels are used, each
operating at a lower rate. We now discuss how such systems can be used in the
sub-Nyquist regime.

Multicoset sampling may be described as the selection of certain samples from
the uniform Nyquist grid, as shown in Fig. 4, where TNyq D 1=fNyq denotes
the Nyquist period. More precisely, the uniform grid is divided into blocks of N
consecutive samples, from which only M < N are kept. Mathematically, the i th
sampling sequence is defined as

xci Œn� D

�
x.nTNyq/; n D mN C ci ; m 2 Z

0; otherwise;
(6)

where the cosets ci are ordered integers so that 0 � c1 < c2 < � � � < cM < N .
A possible implementation of the sampling sequences (6) is depicted in Fig. 5. The
building blocks are M uniform samplers at rate 1=NTNyq, where the i th sampler is
shifted by ciTNyq from the origin. When sampling at the Nyquist rate, M D N and
ci D .i � 1/.

The samples in the Fourier domain can be written as linear combinations of
spectrum slices of x.t/, such that [6]

z.f / D Ax.f /; f 2 Fs : (7)

Here, Fs D Œ�fs=2; fs=2� with fs D 1
NTNyq

	 B the sampling rate of each channel.

The mth row of z.f / contains the discrete time Fourier transform of the samples
zmŒn�. The N � 1 vector x.f / denotes the spectrum slices of x.t/, where the i th
row of x.f / is xi .f / D X.f C .i � b.N C 2/=2c/fp/, and X.f / is the Fourier
transform of x.t/. Since x.t/ is assumed to be sparse, x.f / is sparse as well, and its
support, that is the set that contains the indices corresponding to its nonzero rows,
is determined by the frequency locations of the transmissions of x.t/. The M � N

Fig. 4 Illustration of
multicoset sampling

out of 
active cosets
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Δ

Time Shifts

Fig. 5 Schematic implementation of multicoset sampling. The input signal x.t/ is inserted into the
multicoset sampler that splits the signal intoM branches and delays each one by a fixed coefficient
ciTNyq. Every branch is sampled at the low rate 1=.NTNyq/ and then digitally processed to perform
spectrum sensing and signal reconstruction

sampling matrix A is a Vandermonde matrix with factors determined by the selected
delays or cosets ci . This relation is illustrated in Fig. 6. In the Nyquist regime, when
M D N , A is the Fourier matrix. The recovery processing described below is
performed in the time domain, where we have

zŒn� D AxŒn�; n 2 Z: (8)

The vector zŒn� collects the measurements at t D n=fs and xŒn� contains the sample
sequences corresponding to the spectrum slices of x.t/. Obviously, the sparsity
pattern of xŒn� is identical to that of x.f /, and it follows that xŒn� are jointly sparse
over time.

Our goal is to recover xŒn� from the samples zŒn�. The system (8) is underde-
termined due to the sub-Nyquist setup and known as infinite measurement vector
(IMV) in the CS literature [2, 21]. The digital reconstruction algorithm consists of
the following three stages [6] that we explain in more detail below:

1. The continuous-to-finite (CTF) block constructs a finite frame (or basis) from the
samples.

2. The support recovery formulates an optimization problem whose solution’s
support is identical to the support S of xŒn�, that is the active slices.

3. The signal is then digitally recovered by reducing (8) to the support of xŒn�.

The recovery of xŒn� for every n independently is inefficient and not robust to
noise. Instead, the CTF method, developed in [6], exploits the fact that the bands
occupy continuous spectral intervals so that xŒn� are jointly sparse, that is they have
the same spectral support S over time. The CTF then produces a finite system of
equations, called multiple measurement vectors (MMV) [2, 21] from the infinite
number of linear systems described by (8). The samples are first summed as
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Fig. 6 The spectrum slices of the input signal x.f / are shown here to be multiplied by the
coefficients ail of the sensing matrix A, resulting in the measurements zi for the i th channel.
Note that in multicoset sampling, only the slices’ complex phase is modified by the coefficients
ail . In the MWC sampling described below, both the phases and amplitudes are affected

Q D
X
n

zŒn�zH Œn�; (9)

and then decomposed to a frame V such that Q D VVH. Clearly, there are many
possible ways to select V. One option is to construct it by performing an eigen-
decomposition of Q and choosing V as the matrix of eigenvectors corresponding to
the nonzero (or large enough) eigenvalues. The finite-dimensional MMV system

V D AU (10)

is then solved for the sparsest matrix U with minimal number of nonidentically zero
rows using CS techniques [2, 21]. The key observation of this recovery strategy is
that the indices of the nonzero rows of U coincide with the active spectrum slices of
zŒn� [6]. These indices are referred to as the support of zŒn� and are denoted by S .

Once the support S is known, xŒn� is recovered by reducing the system of
equations (8) to S . The resulting matrix AS , that contains the columns of A
corresponding to S , is then inverted

xS Œn� D A�
SzŒn�: (11)
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Here, xS Œn� denotes the vector xŒn� reduced to its support. The remaining entries of
xŒn� are equal to zero.

The overall sampling rate of the multicoset system is

fTotal DMfs D
M

N
fNyq: (12)

The minimal number of channels is dictated by CS results [21] which imply that
M 	 2K with fs 	 B per channel. The sampling rate can thus be as low as 2KB ,
which is twice the Landau rate [22].

Although this sampling scheme seems relatively simple and straightforward, it
suffers from several practical drawbacks [1]. First, as in the multi-rate approach,
multicoset sampling requires low rate ADCs with large analog bandwidth. Another
issue arises from the time shift elements, since maintaining accurate time delays
between the ADCs on the order of the Nyquist interval TNyq is difficult. Last, the
number of channelsM required for recovery of the active bands can be prohibitively
high. The MWC, presented in the next section, uses similar recovery techniques
while overcoming these practical sampling issues.

MWC Sampling

The MWC [7] exploits the blind recovery ideas developed in [6] and combines
them with the advantages of analog RF demodulation. To circumvent the analog
bandwidth issue in the ADCs, an RF front-end mixes the input signal x.t/ with
periodic waveforms. This operation imitates the effect of delayed undersampling
used in the multicoset scheme and results in folding the spectrum to baseband
with different weights for each frequency interval. The MWC achieves aliasing by
mixing the signal, which is filtered prior to sampling. The ADC’s input is thus a
narrowband signal in contrast with multicoset which samples a wideband signal
at a low rate to create aliasing. This characteristic of the MWC enables practical
hardware implementation, which will be described in section “MWC Hardware”.

More specifically, the MWC is composed of M parallel channels. In each
channel, x.t/ is multiplied by a periodic mixing function pi .t/ with period Tp D
1=fp and Fourier expansion

pi .t/ D

1X
lD�1

aile
j 2�Tp

lt
: (13)

The mixing process aliases the spectrum, such that each band appears in baseband.
The signal then goes through a LPF with cutoff frequency fs=2 and is sampled at
rate fs 	 fp . The analog mixture boils down to the same mathematical relation
between the samples and the N D fNyq=fs frequency slices of x.t/ as in multicoset
sampling, namely, (7) in frequency and (8) in time, as shown in Fig. 6. Here, the
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a

b

Fig. 7 Illustration of the expander configuration for q D 5. (a) Spectrum of the output Qzi Œn� of the
physical i th channel, (b) spectrum of the samples zi;j Œn� of the q D 5 equivalent virtual channels,
for j D 1; : : : ; 5, after digital expansion

M � N sampling matrix A contains the Fourier coefficients ail of the periodic
mixing functions. The recovery conditions and algorithm are identical to those
described for multicoset sampling.

Choosing the channels’ sampling rate fs to be equal to the mixing rate fp results
in a similar configuration as the multicoset scheme in terms of the number of
channels. In this case, the minimal number of channels required for the recovery
of K bands is 2K. The number of branches dictates the total number of hardware
devices and thus governs the level of complexity of the practical implementation.
Reducing the number of channels is a crucial challenge for practical implementation
of a CR receiver. The MWC architecture presents an interesting flexibility property
that permits trading channels for sampling rate, allowing to drastically reduce the
number of channels, even down to a single channel.

Consider a configuration where fs D qfp , with odd q. In this case, the i th
physical channel provides q equations over Fp D Œ�fp=2; fp=2�, as illustrated in
Fig. 7. Conceptually, M physical channels sampled at rate fs D qfp are equivalent
toMq channels sampled at fs D fp . The number of channels is thus reduced at the
expense of higher sampling rate fs in each channel and additional digital processing.
The output of each of the M physical channels is digitally demodulated and filtered
to produce samples that would result from Mq equivalent virtual branches. This
happens in the so-called expander module, directly after the sampling stage and
before the digital processing described above, in the context of multicoset sampling.
At its brink, this strategy allows to collapse a system with M channels to a single
branch with sampling rate fs DMfp (further details can be found in [7, 24, 25]).

The MWC sampling and recovery processes are illustrated in Fig. 8. This
approach results in a hardware-efficient sub-Nyquist sampling method that does not
suffer from the practical limitations described in previous sections, in particular,
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Fig. 8 Schematic implementation of the MWC analog sampling front-end and digital signal
recovery from low rate samples

the analog bandwidth limitation of low rate ADCs. In addition, the number of
MWC channels can be drastically reduced below 2K to as few as one, using a
higher sampling rate fs in each channel and additional digital processing. This
tremendously reduces the burden on hardware implementation. However, the choice
of appropriate periodic functions pi .t/ to ensure correct recovery is challenging.
Some guidelines are provided in [2, 26, 27].

Uniform Linear Array-Based MWC

An alternative sensing configuration, composed of a uniform linear array (ULA) and
relying on the sampling paradigm of the MWC, is presented in [28]. The sensing
system consists of a ULA composed of M sensors, with two adjacent sensors
separated by a distance d , such that d < c=.j cos.�/jfNyq/, where c is the speed
of light and � is the angle representing the DOA of the signal x.t/. This system,
illustrated in Fig. 9, capitalizes on the different accumulated phases of the input
signal between sensors, given by ej 2�fi �m , where

�m D
dm

c
cos.�/ (14)

is the delay at the mth sensor with respect to the first one. Each sensor implements
one channel of the MWC, that is the input signal is mixed with a periodic function,
low-pass filtered and then sampled at a low rate.

This configuration has three main advantages over the standard MWC. First,
it allows for a simpler design of the mixing functions which can be identical
in all sensors. The only requirement on p.t/, besides being periodic with period
Tp � 1=B , is that none of its Fourier series coefficients within the signal’s Nyquist
bandwidth is zero. Second, the ULA-based system outperforms the MWC in terms
of recovery performance in low SNR regimes. Since all the MWC channels belong
to the same sensor, they are all affected by the same additive sensor noise. In the
ULA architecture, each channel belongs to a different sensor with uncorrelated
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Fig. 9 ULA configuration with M sensors, with distance d between two adjacent sensors. Each
sensor includes an analog front-end composed of a mixer with the same periodic function p.t/, a
LPF and a sampler, at rate fs

sensor noise between channels. The alternative approach benefits from the same
flexibility as the standard MWC in terms of collapsing the channels, which translates
into reducing the antennas in the alternative configuration. This lead to a trade-off
exists between hardware complexity, governed by the number of antennas, and SNR.
Finally, as will be shown in section “The CaSCADE System”, the modified system
can be easily extended to enable joint spectrum sensing and DOA estimation.

Similarly to the previous sampling schemes, the samples z.f / can be expressed
as a linear transformation of the unknown vector of slices x.f /, such that

z.f / D Ax.f /; f 2 Fs : (15)

Here, x.f / is a non-sparse vector that contains cyclic shifted, scaled, and sampled
versions of the active bands, as shown in Fig. 10. In contrast to the previous methods,
in this configuration, the matrix A, defined by

A D

0
BBB@

ej 2�f1�1 � � � ej 2�fN �1
:::

:::

ej 2�f1�M � � � ej 2�fN �M

1
CCCA ; (16)

depends on the unknown carrier frequencies. As before, in the time domain

zŒn� D AxŒn�; n 2 Z: (17)
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Fig. 10 (a) Original source
signals at baseband (before
modulation), (b) output
signals at baseband x.f /
after modulation, mixing,
filtering, and sampling
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Two approaches are presented in [28] to recover the carrier frequencies of the
transmissions composing the input signal. The first is based on CS algorithms and
assumes that the carriers lie on a predefined grid. In this case, the resulting sensing
matrix, which extends A with respect to the grid, is known and the expanded vector
x.f / is sparse. This leads to a similar system as (7) or (8) which can be solved using
the recovery paradigm from [6], described in the context of multicoset sampling.

In the second technique, the grid assumption is dropped, and ESPRIT [20] is
used to estimate the carrier frequencies. This approach first computes the sample
covariance of the measurements

R D
X
n

zŒn�zH Œn� (18)

and performs a singular value decomposition (SVD). The nonzero singular values
correspond to the signal’s subspace, and the carrier frequencies are then estimated
from these. Once the carriers are recovered, the signal itself is reconstructed by
inverting the sampling matrix A in (17).

The minimal number of sensors required by both reconstruction methods in
noiseless settings is M D 2K, with each sensor sampling at the minimal rate of
fs D B to allow for perfect signal recovery [28]. The proposed system thus achieves
the minimal sampling rate 2KB derived in [6]. We note that the expander strategy
proposed in the context of the MWC can be applied in this configuration as well.

MWC Hardware

MWC Prototype

One of the main aspects that distinguish the sub-Nyquist MWC from other
sampling schemes is its practical implementation [24], proving the feasibility
of sub-Nyquist sampling even under distorting effects of analog components and
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NI© PXIe-1071 with DC Coupled 4-Channel ADCThe MWC Card

FPGA Series Generator

XILINX FPGA – VC707

PC - Matlab Based Controller

+

PC - Labview + Matlab Based Controller

Signal Hound® Vector Signal Generator

Fig. 11 Hardware implementation of the MWC prototype, including the RF signal generators,
analog front-end board, FPGA series generator, ADC, and DSP

Fig. 12 MWC CR system prototype: (a) vector signal generator (VSG), (b) FPGA mixing
sequences generator, (c) MWC analog front-end board, (d) RF combiner, (e) spectrum analyzer,
(f) ADC, and DSP

physical phenomena. A hardware prototype, shown in Fig. 11, was developed and
built according to the block diagram in Fig. 8. The main hardware components
that were used in the prototype can be seen in Fig. 11. In particular, the system
receives an input signal with Nyquist rate of 6GHz and spectral occupancy of up
to 200MHz and samples at an effective rate of 480MHz, that is only 8% of the
Nyquist rate and 2:4 times the Landau rate. This rate constitutes a relatively small
oversampling factor of 20% with respect to the theoretical lower sampling bound.
This section describes the different components of the hardware prototype, shown
in Fig. 12, explaining the various considerations that were taken into account when
implementing the theoretical concepts on actual analog components.

At the heart of the system lies the proprietary MWC board [24] that implements
the sub-Nyquist analog front-end. The card uses a high-speed 1-to-4 analog splitter
that duplicates the wideband signal to M D 4 channels, with an expansion factor
of q D 5, yielding Mq D 20 virtual channels after digital expansion. Then,
an analog preprocessing step, composed of preliminary equalization, impedance
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Fig. 13 Hardware RF chain detailed schematics, including amplifiers, attenuators, filters, mixers,
samplers, and synchronization signals required for precise and accurate operation. The distortions
induced by each component are indicated as well

corrections, and gain adjustments, aims at maintaining the dynamic range and
fidelity of the input in each channel. Indeed, the signal and mixing sequences must
be amplified to specific levels before entering the analog mixers to ensure proper
behavior emulating mathematical multiplication with the mixing sequences. The
entire analog path of the multiband input signal is described in Fig. 13.

The modulated signal next passes through an analog anti-aliasing LPF. The anti-
aliasing filter must be characterized by both an almost linear phase response in the
pass band, between 0 to 50MHz, and an attenuation of more than 20 dB at fs=2 D
60MHz. A Chebyshev LPF of 7th order with cutoff frequency (�3 dB) of 50MHz
was chosen for the implementation. After impedance and gain corrections, the signal
now has a spectral content limited to 50MHz that contains a linear combination of
the occupied bands with different amplitudes and phases, as seen in Fig. 6. Finally
the low rate analog signal is sampled by a National Instruments c� ADC operating at
120MHz, leading to a total sampling rate of 480MHz.

The mixing sequences that modulate the signal play an essential part in signal
recovery. They must have low cross-correlations with each other, while spanning a
large bandwidth determined by the Nyquist rate of the input signal, and yet be easy
enough to generate with relatively cheap, off-the-shelf hardware. The sequences
pi .t/, for i D 1; : : : ; 4, are chosen as truncated versions of Gold Codes [29], which
are commonly used in telecommunication (CDMA) and satellite navigation (GPS).
Mixing sequences based on Gold codes were found to give good results in the MWC
system [26], primarily due to small bounded cross-correlations within a set.

Since Gold codes are binary, the mixing sequences are restricted to alternating
˙1 values. This fact allows to digitally generate the sequences on a dedicated
FPGA. Alternatively, they can be implemented on a small chip with very low power
and complexity. The added benefit of producing the mixing sequences on such
a platform is that the entire sampling scheme can be synchronized and triggered
using the same FPGA with minimally added phase noise and jitter, keeping a closed
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synchronization loop with the samplers and mixers. A XiLinX VC707 FPGA acts as
the central timing unit of the entire sub-Nyquist CR setup by generating the mixing
sequences and the synchronization signals required for successful operation. It is
crucial that both the mixing period Tp D 1=fp and the low rate samplers operating
at .q C 1/fp (due to intended oversampling) are fully synchronized, in order to
ensure correct modeling of the entire system and consequently guarantee accurate
support detection and signal reconstruction.

The digital back-end is implemented using a National Instruments c� PXIe-1065
computer with DC-coupled ADC. Since the digital processing is performed at the
low rate fs , very low computational load is required in order to achieve real-time
recovery. MATLAB R�and LabVIEW R� environments are used for implementing the
various digital operations and provide an easy and flexible research platform for
further experimentations, as discussed in the next sections. The sampling matrix A
is computed once off-line, using the calibration process outlined in [25].

Support Recovery

The prototype is fed with RF signals composed of up to 5 carrier transmissions
with an unknown total bandwidth occupancy of up to 200MHz and Nyquist rate of
6GHz. An RF input x.t/ is generated using vector signal generators (VSG), each
producing one modulated data channel with individual bandwidth of up to 20MHz.
The input transmissions then go through an RF combiner, resulting in a dynamic
multiband input signal. This allows to test the system’s ability to rapidly sense the
input spectrum and adapt to changes, as required by modern CR standards (e.g.,
IEEE 802.22). In addition, the described setup is able to simulate more complex
scenarios, including collaborative spectrum sensing [30,31], joint DOA estimation
[28], cyclostationary-based detection [32], and various modulation schemes such as
PSK, OFDM, and more, for verifying sub-Nyquist data reconstruction capabilities.

Support recovery is digitally performed on the low rate samples, as presented
above in the context of multicoset sampling. The prototype successfully recovers the
support of the transmitted bands transmitted, when SNR levels are above 15 dB, as
demonstrated in Fig. 14. Additional simulations presenting different input scenarios
can be found in [2]. More sophisticated detection schemes, such as cyclostationary
detection, allow to achieve perfect support recovery from the same sub-Nyquist
samples in lower SNR regimes of 0� 10 dB, as seen in Figs. 23 and 24, and will be
further discussed in section “Cyclostationary Detection”.

The main advantage of the MWC is that sensing is performed in real time for the
entire spectral range, even though the operation is performed solely on sub-Nyquist
samples, which results in substantial savings in both computational and memory
complexity. In additional tests, it is shown that the bandwidth occupied in each
band can also be very low without impeding the performance, as seen in Fig. 15,
where the support of signals with very low bandwidth (just 10% occupancy within
the 20MHz band) is correctly detected.
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Fig. 14 Screenshot from the MWC recovery software: low rate samples acquired from one MWC
channel at rate 120MHz (top), digital reconstruction of the entire spectrum, performed from sub-
Nyquist samples (middle), true input signal x.t/ showed using a fast spectrum analyzer (bottom)

Signal Reconstruction

Once the support is recovered, the data is reconstructed from the sub-Nyquist
samples. Reconstruction is performed by inverting the reduced sampling matrix
AS in the recovered support, applying (11). This step is performed in real time,
reconstructing the signal bands zŒn� one sample at a time, with low complexity due
to the small dimensions of the matrix-vector multiplication. We note that reconstruc-
tion does not require interpolation to the Nyquist grid. The active transmissions are
recovered at the low rate of 20MHz, corresponding to the bandwidth of the slices
z.f /.

The prototype’s digital recovery stage is further expanded to support decoding of
common communication modulations, including BPSK, QPSK, QAM, and OFDM.
An example for the decoding of three QPSK modulated bands is given in Fig. 16,
where the I/Q constellations are shown after reconstructing the original transmitted
signals xS (11), from their low rate and aliased sampled signals zn (8). The I/Q
constellations of the baseband signals is displayed, each individually decoded using
a general QPSK decoder. In this example, the user broadcasts text strings that are
then deciphered and displayed on screen.
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Fig. 15 The setup is identical to Fig. 14. In this case, the individual transmissions have low
bandwidth, highlighting the structure of the signal when folding to baseband

There are no restrictions regarding the modulation type, bandwidth, or other
parameters, since the baseband information is exactly reconstructed regardless
of its respective content. Therefore, any digital modulation method, as well as
analog broadcasts, can be transmitted and deciphered without loss of informa-
tion, by applying any desirable decoding scheme directly on the sub-Nyquist
samples.

By combining both spectrum sensing and signal reconstruction, the MWC
prototype serves as two separate communication devices. The first is a state-
of-the-art CR that can perform real-time spectrum sensing at sub-Nyquist rates,
and the second is a unique receiver able to decode multiple data transmissions
simultaneously, regardless of their carrier frequencies while adapting to temporal
spectral changes in real time. In cases where the support of the potential active
transmissions is a priori known (e.g., potential cellular carriers), the MWC
may be used as an RF demodulator that efficiently acquires several frequency
bands simultaneously. Other schemes would require a dedicated demodulation
channel for each potentially active band. In this case, the mixing sequences
should be designed so that their Fourier coefficients are nonzero only in
the bands of interest, increasing SNR, and the support recovery stage is not
needed [33].
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Fig. 16 Demodulation, reconstruction, and detection of Nsig D 3 inputs from sub-Nyquist
samples using the MWC CR prototype. At the bottom, the signal is sampled by an external
spectrum analyzer showing the entire bandwidth of 3 GHz. Sub-Nyquist samples from an MWC
channel zi Œn� in the Fourier domain are displayed in the middle. The I/Q phase diagrams, showing
the modulation pattern of the transmitted bands after reconstruction from the low rate samples, are
presented at the top left. In the upper right corner, we see the information that was sent on each
carrier, proving successful reconstruction

Statistics Detection

In the previous sections, we reviewed recent sub-Nyquist sampling methods that
reconstruct a multiband signal, such as a CR signal, from low rate samples.
However, the final goal of CRs often only requires detection of the presence or
absence of the PUs’ transmissions and not necessarily their perfect reconstruction.
In this case, several works have proposed performing detection on second-order
signal statistics, which share the same frequency support as the original signal.
In particular, power and cyclic spectra have been considered for stationary and
cyclostationary [13] signals, respectively. Instead of recovering the signal from
the low rate samples, its statistics are reconstructed and the support is estimated
[32, 34–40].

Recovering second-order statistics rather than the signal itself benefits from two
main advantages. First, it allows to further reduce the sampling rate, as we will
discuss in the remainder of this section. Intuitively, statistics have fewer degrees
of freedom than the signal itself, requiring less samples for their reconstruction.
This follows from the assumption that the signal of interest is either stationary or
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cyclostationary. Going one step further, the sparsity constraint can even be removed
in this case, and the power/cyclic spectrum of non-sparse signals is recoverable from
samples obtained below the Nyquist rate [32, 34, 37, 38, 40]. This is useful for CRs
operating in less sparse environments, in which the lower bound of twice the Landau
rate may exceed the Nyquist rate. Second, the robustness to noise is increased due
to the averaging performed to estimate statistics. This is drastically improved in the
case of cyclostationary signals in the presence of stationary noise. Indeed, exploiting
cyclostationarity properties exhibited by communication signals allows to separate
them from stationary noise, leading to better detection in low SNR regimes [41].
In this section, we first review power spectrum detection techniques in stationary
settings and then extend these to cyclic spectrum detection of cyclostationary
signals.

Power Spectrum-Based Detection

In the statistical setting, the signal x.t/ is modeled as the sum of uncorrelated
wide-sense stationary transmissions. The stationarity assumption is key to further
reducing the sampling rate. In frequency, stationarity is expressed by the absence of
correlation between distinct frequency components. Specifically, as shown in [42],
the Fourier transform of a wide-sense stationary signal is a nonstationary white
process, such that

EŒX.f1/X
�.f2/� D Sx.f1/ı.f1 � f2/: (19)

Here, the power spectrum Sx.f / of x.t/ is the Fourier transform of its autocorre-
lation rx.�/. Thus, obviously, the support of Sx.f / is identical to that of X.f /. In
addition, due to (19), the autocorrelation matrix of the N spectrum frequency slices
of x.t/ comprising x.f / is diagonal, containing only N degrees of freedom, which
allows sampling rate reduction.

Another intuitive interpretation to the reduced number of degrees of freedom
in statistics recovery is given in the time domain. There, the autocorrelation of
stationary signals rx.�/ D E Œx.t/x.t � �/� is only a function of the time lags � .
The cardinality of the difference set, namely, the set that contains the time lags, may
be greater than that of its associated original set, up to the order of its square, for
an appropriate choice of sampling times [35,43]. When the sampling scheme is not
tailored to power spectrum recovery, the sampling rate can be as low as the Landau
rate [38], which constitutes a worst-case scenario in terms of sampling rate. With
appropriate design, the autocorrelation or power spectrum may be estimated from
samples with arbitrarily low average sampling rate [34,35,43–45] at the expense of
increased latency.

We first review power spectrum recovery techniques that do not exploit any
specific design. We then present methods that further reduce the sampling rate by
adapting the sampling scheme to the purpose of autocorrelation or power spectrum
estimation. Finally, we extend these results to the cyclostationary model.
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Power Spectrum Recovery
In this section, we first focus on sampling with generic MWC or multicoset schemes
without specific design of the mixing sequences or cosets, respectively.

To recover Sx.f / from the low rates samples z.f /, consider the correlation
matrix of the latter Rz.f / D EŒz.f /zH.f /� [38]. Using (7), Rz.f / can be
related to correlations between the slices x.f /, that is Rx.f / D EŒx.f /xH.f /� as
follows

Rz.f / D ARx.f /AH ; f 2 Fs : (20)

From (19), the correlation matrix Rx.f / is diagonal and contains the power
spectrum Sx.f / at the corresponding frequencies, as

Rx.i;i/ .f / D Sx.f C ifs �
fNyq

2
/; f 2 Fs : (21)

Recovering the power spectrum Sx.f / is thus equivalent to recovering the matrix
Rx.f /. Exploiting the fact that Rx.f / is diagonal and denoting by rx.f / its
diagonal, (20) can be reduced to

rz.f / D . NAˇ A/rx.f /; (22)

where rz.f / D vec.Rz.f // concatenates the columns of Rz.f /. The matrix NA is
the conjugate of A andˇ denotes the Khatri-Rao product [46].

Generic choices of the sampling parameters, either mixing sequences or cosets,
which are only required to ensure that A is full spark, are investigated in [38].
Then, the Khatri-Rao product . NAˇ A/ is full spark as well if M > N=2, that is the
number of rows of A is at least half the number of slices N . The minimal sampling
rate to recover rx.f /, and consequently Sx.f /, from rz.f / in (22) is thus equal
to the Landau rate KB , namely, half the rate required for signal recovery [38].
The recovery of rx.f / is performed using the procedure presented in the context
of signal recovery on (22), that is CTF, support recovery, and power spectrum
reconstruction (rather than signal reconstruction).

The same result for the minimal sampling rate is valid for non-sparse signals, for
which KB is in the order of fNyq [38]. The power spectrum of such signals may
be recovered at half their Nyquist rate. This means that even without any sparsity
constraints on the signal in crowded environments, a CR can retrieve the power
spectrum of the received signal by exploiting the stationarity property of the latter.
In this case, the system (22) is overdetermined, and rx.f / is obtained by a simple
pseudo-inverse operation.

Obviously, in practice, we do not have access to Rz.f /, which thus needs to be
estimated. The overall sensing time is divided intoNf frames of lengthNs samples.
In [38], different choices of Nf and Ns are examined for a fixed sensing time. In
order to estimate the autocorrelation matrix Rz.f / in the frequency domain, we
first compute the estimates of zi .f /; 1 � i � M , denoted by Ozi .f /, using the fast
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Fourier transform (FFT) on the samples zi Œn� over a finite time window. We then
estimate the elements of Rz.f / as

ORz.i; j; f / D
1

Nf

NfX
`D1

Oz`.i; f /Oz`.j; f /; f 2 Fs; (23)

where Oz`.i; f / is the value of the FFT of the samples zi Œn� from the `th frame, at
frequency f. In practice, the number of samples dictates the number of FFT coef-
ficients in the frequency domain and therefore the resolution of the reconstructed
power spectrum.

Once Orx.f / is reconstructed, the following test statistic,

�i D
X
f 2Fs

jOrxi .f /j
2; 1 � i � N; (24)

may be adopted in order to detect the occupied support. Here, Orxi .f / is the i th entry
of Orx.f /, and the sum is performed over the frequency band of interest to detect
the presence of a PU. Alternatively, other detection statistics can be used on the
reconstructed power spectrum, such as eigenvalue-based test statistics [47].

Power Spectrum Sensing: Tailored Design
Sampling approaches specifically designed for estimating the autocorrelation of
stationary signals at much finer lags than the sample spacings have been studied
recently in detail [35,43,44,48]. The key observation here is that the autocorrelation
is a function of the lags only, namely, the differences between pairs of sample times.
Thus, it is estimated at all-time lags contained in the difference co-array, composed
of all the differences between pairs of elements from the original sampling array.
Since the size of the difference co-array may be greater than that of the sampling
set, it is possible to sample below the Nyquist rate and estimate the correlation at
all lags on the Nyquist grid, from the low rate samples. Therefore, the sampling
times should be carefully chosen so as to maximize the cardinality of the difference
co-array.

The first approach we present adopts multicoset sampling previously reviewed
while specifically designing the cosets to obtain a maximal number of differences. In
the previous section, the results were derived for any coset selection. Here, we show
that the sampling rate may be lower if the cosets are carefully chosen. When using
multicoset sampling, the sampling matrix A in (20) or (22) is a partial Fourier matrix
with .i; k/th element ej

2�
N ci k . A typical element of . NAˇ A/ is then ej

2�
N .ci�cj /k . If all

cosets are distinct, then the size of the difference set over one period is greater than
or equal to 2M � 1. This bound corresponds to a worst-case scenario, as discussed
in the previous section, and leads to a sampling rate of at least half Nyquist in the
non-sparse setting and at least Landau for a sparse signal with unknown support.
This happens, for example, if we select the first or last M cosets or if we keep only
the even or odd cosets.
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Fig. 17 Minimal sparse ruler of order M D 6 and length N D 10

To maximize the size of the difference set and increase the rank of . NAˇ A/, the
cosets can be chosen [35,48] using minimal linear and circular sparse rulers [49]. A
linear sparse ruler is a set of integers from the interval Œ0; N �, such that the associated
difference sets contain all integers in Œ0; N �. Intuitively, it can be seen as a ruler with
some marks erased but still able to measure all integer distances between 0 and its
length. For example, consider the minimal sparse ruler of length N D 10. This
ruler requires M D 6 marks, as shown in Fig. 17. Obviously, all the lags 0 � � �
10 on the integer grid are identifiable. There is no closed form expression for the
maximum compression ratioM=N that is achievable using a sparse ruler; however,
the following bounds hold

p
�.N � 1/

N
�
M

N
�

p
3.N � 1/

N
; (25)

where � � 2:4345 [48]. A circular or modular sparse ruler extends this idea to
include periodicity. Such designs that seek minimal sparse rulers, that is rulers with
minimal number of marks M , allow to achieve compression ratios M=N on the
order of

p
N . As N increases, the compression ratio may be arbitrarily low.

Two additional sampling techniques specifically designed for autocorrelation
recovery are nested arrays [43] and co-prime sampling [44], presented in the context
of autocorrelation estimation as well as beamforming and DOA estimation applica-
tions. In nested and co-prime structures, similarly to multicoset, the corresponding
co-arrays have more degrees of freedom than those of the original arrays, leading
to a finer grid for the time lags with respect to the sampling times. We now briefly
review both sampling structures and their corresponding difference co-arrays and
show how the autocorrelation of an arbitrary stationary signal can be recovered on
the Nyquist grid from these low rate samples.

In its simplest form, the nested array [43] structure has two levels of sampling
density. The first-level samples are at the N1 locations f`TNyqg1�`�N1 , and the
second-level samples are at the N2 locations f.N1 C 1/kTNyqg1�k�N2 . This nonuni-
form sampling is then repeated with period .N1C1/N2TNyq. Since there areN1CN2
samples in intervals of length .N1C1/N2TNyq, the average sampling rate of a nested
array sampling set is given by

fs D
N1 CN2

.N1 C 1/N2TNyq
�

1

N1TNyq
C

1

N2TNyq
; (26)

which can be arbitrarily low since N1 and N2 may be as large as we choose, at the
expense of latency.

Now, consider the difference co-array which has contribution from the cross-
differences and the self-differences. The non-negative cross-differences, normalized
by TNyq for clarity, are given by
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n D .N1 C 1/k � `; 1 � k � N2; 1 � ` � N1: (27)

All differences in the range 1 � n � .N1 C 1/N2 � 1 are covered, except for
the multiples of N1 C 1. These are precisely the self-differences among the second
array. As a result, the difference co-array is a filled array represented by the set
of all integers �Œ.N1 C 1/N2 � 1� � n � Œ.N1 C 1/N2 � 1�. Going back to our
autocorrelation or power spectrum estimation problem, this result shows that by
proper averaging, we can estimate R.�/ at any lag � on the Nyquist grid for any
stationary signal from the nested array samples, with arbitrarily low sampling rate.

Co-prime sampling involves two uniform sampling sets with spacingN1TNyq and
N2TNyq, respectively, whereN1 andN2 are co-prime integers. Therefore, the average
sampling rate of such a sampling set, given by

fs D
1

N1TNyq
C

1

N2TNyq
; (28)

can be made arbitrarily small compared to the Nyquist rate 1=TNyq.
The associated difference set normalized by TNyq is composed of elements of

the form n D N1k � N2`. Since N1 and N2 are co-prime, there exist integers k
and ` such that the above difference achieves any integer value n. Therefore, the
autocorrelation can be estimated by proper averaging, as

ORŒn� D
1

Q

Q�1X
qD0

x.N1.k CN2q//x
�.N2.`CN1q//; (29)

where Q is the number of snapshots used for averaging. Again, the autocorrelation
of any stationary signal may be estimated over the Nyquist grid from samples with
arbitrarily low rate, and without any sparsity constraint.

The main drawback of both techniques, besides the practical issue of analog
bandwidth and channel synchronization similarly to multicoset sampling, is the
added latency required for sufficient averaging. In addition, nested array sampling
still requires one sampler operating at the Nyquist rate. Thus, there is no saving in
terms of hardware but only in memory and computation.

Cyclostationary Detection

Communication signals typically exhibit statistical periodicity, due to modulation
schemes such as carrier modulation or periodic keying [50]. Therefore, such signals
are better modeled as cyclostationary rather than stationary processes. A character-
istic function of such processes, the cyclic spectrum S˛x .f /, extends the traditional
power spectrum to a two dimensional map, with respect to two frequency variables,
angular and cyclic. The cyclic spectrum exhibits spectral peaks at certain frequency
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locations, the cyclic frequencies, which are determined by the signal’s parameters,
particularly the carrier frequency and symbol rate [41]. This constitutes the main
advantage of cyclostationary detection. Stationary noise and interference exhibit no
spectral correlation [41], as shown in (19), rendering such detectors highly robust
to noise. Compressive power spectrum recovery techniques have been extended to
reconstruction of the cyclic spectrum from the same compressive measurements. In
this section, we first provide some general background on cyclostationarity and then
review sub-Nyquist cyclostationary detection approaches.

Cyclostationarity
A process x.t/ is said to be wide-sense cyclostationary with period T0 if its mean
x.t/ D EŒx.t/� and autocorrelation Rs.t; �/ D EŒx.t/x.t C �/� are both periodic
with period T0 [13], that is

x.t C T0/ D x.t/; Rx.t C T0; �/ D Rx.t; �/; (30)

for all t 2 R. Given a wide-sense cyclostationary random process, its autocorrela-
tion Rx.t; �/ can be expanded in a Fourier series

Rx.t; �/ D
X
˛

R˛x.�/e
j 2�˛t; (31)

where the sum is over integer multiples of the fundamental frequency 1=T0 and the
Fourier coefficients, referred to as cyclic autocorrelation functions, are given by

R˛x.�/ D
1

T0

Z T0=2

�T0=2

Rx.t; �/e
�j 2�˛tdt: (32)

The cyclic spectrum is the Fourier transform of (32) with respect to � , namely,

S˛x .f / D

Z 1
�1

R˛x.�/e
�j 2�f �d�; (33)

where ˛ is referred to as the cyclic frequency and f is the angular frequency [13]. If
there is more than one fundamental frequency 1=T0, then the process x.t/ is said to
be poly-cyclostationary in the wide sense. In this case, the cyclic spectrum contains
harmonics (integer multiples) of each of the fundamental cyclic frequencies [41].
These cyclic frequencies are governed by the transmissions’ carrier frequencies and
symbol rates as well as modulation types.

An alternative and more intuitive interpretation of the cyclic spectrum expresses
it as the cross-spectral density S˛x .f / D Suv.f / of two frequency-shifted versions
of x.t/, u.t/ and v.t/, such that

u.t/ , x.t/e�j�˛t ; v.t/ , x.t/eCj�˛t : (34)
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Fig. 18 Support region of
the cyclic spectrum of a
bandpass cyclostationary
signal with carrier frequency
fc and bandwidth B

Fig. 19 Cyclic spectrum magnitude of signals with (a) AM and (b) BPSK modulations

Then, from [42], it holds that

S˛x .f / D Suv.f / D E

h
X
�
f C

˛

2

�
X�

�
f �

˛

2

�i
: (35)

Thus, the cyclic spectrum S˛x .f / measures correlations between different spectral
components of x.t/. Stationary signals, which do not exhibit spectral correlation
between distinct frequency components, appear only at ˛ D 0. This property is the
key to robust detection of cyclostationary signals in the presence of stationary noise,
in low SNR regimes.

The support region in the .f; ˛/ plane of the cyclic spectrum of a bandpass cyclo-
stationary signal is composed of four diamonds, as shown in Fig. 18. Therefore, the
cyclic spectrum S˛x .f / of a multiband signal with K uncorrelated transmissions is
supported over 4K diamond-shaped areas. Figure 19 illustrates the cyclic spectrum
of two modulation types, AM and BPSK.

Cyclic Spectrum Recovery
In the previous section, we showed how the power spectrum Sx.f / can be
reconstructed from correlations Rz.f / between the samples obtained using the
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MWC or multicoset sampling. To that end, we first related Sx.f / to the slices’
correlation matrix Rx.f / and then recovered the latter from Rz.f /. Here, this
approach is extended to the cyclic spectrum S˛x .f /. We first show how it is related

to shifted correlations between the slices, namely, Ra
x.
Qf / D E

h
x. Qf /xH. Qf C a/

i
,

for a 2 Œ0; fs� and Qf 2 Œ0; fs � a�. Next, similarly to power spectrum
recovery, Ra

x.
Qf / is reconstructed from shifted correlations of the samples Ra

z .
Qf / D

E

h
z. Qf /zH. Qf C a/

i
. Once the cyclic spectrum S˛x .f / is recovered, we estimate

the transmissions’ carriers and bandwidth by locating its peaks. Since the cyclic
spectrum of stationary noise n.t/ is zero for ˛ ¤ 0, cyclostationary detection is
more robust to noise than stationary detection.

The alternative definition of the cyclic spectrum (35) implies that the elements
in the matrix Ra

x.
Qf / are equal to S˛x .f / at the corresponding ˛ and f . Indeed, it is

easily shown [32] that

Ra
x.
Qf /.i;j / D S

˛
x .f /; (36)

for

˛ D .j � i/fs C a

f D �
fNyq

2
C Qf �

fs

2
C
.j C i/fs

2
C
a

2
: (37)

Here Ra
x.
Qf /.i;j / denotes the .i; j /th element of Ra

x.
Qf /. This means that each entry

of the cyclic spectrum S˛x .f / can be mapped to an element from one of the
correlation matrices Ra

x.
Qf / and vice versa. Using (7) and similarly to (20) in the

context of power spectrum recovery, we relate the shifted correlations matrices of
x.f / and z.f / as

Ra
z .
Qf / D ARa

x.
Qf /AH ; Qf 2 Œ0; fs � a� ; (38)

for all a 2 Œ0; fs�.
Recall that, in the context of stationary signals, Rx.f / is diagonal. Here,

understanding the structure of Ra
x.
Qf / is more involved. It was shown [32] that

Ra
x.
Qf / contains nonzero elements on its 0, 1, and �1 diagonals and anti-diagonals.

Besides the nonzero entries being contained only in the three main and anti-
diagonals, additional structure is exhibited, limiting to two the number of nonzero
elements per row and column of the matrix Ra

x.
Qf /. The above pattern follows from

two main considerations. First, each frequency component, namely, each entry of
x.f /, is correlated to at most two frequencies from the shifted vector of slices
x. Qf C a/, one from the same frequency band and one from the symmetric band.
Second, the correlated component can be either in the same/symmetric slice or in
one of the adjacent slices.

Figures 21 and 22 illustrate these correlations for a D 0 and a D fs=2,
respectively. First, in Fig. 20, an illustration of the spectrum of x.t/, namely, X.f /,
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Fig. 20 Original spectrum X.f /. The cyclostationary transmissions are shown as a triangle-,
trapezoid-, and rectangle-shaped spectral components, buried in a flat stationary noise

Fig. 21 (a) Spectrum slices vector x. Qf /, (b) correlated slices of x. Qf / in the matrix R0
x.
Qf /

is presented for the case of a sparse signal buried in stationary noise. It can be seen
that frequency bands of X.f / either appear in one fp-slice or are split between two
slices at most since fp 	 B . The resulting vector of spectrum slices x.f / and the
correlations between these slices without any shift, namely, R0

x.
Qf /, are shown in

Fig. 21a, b, respectively. In Fig. 21b, we observe that self-correlations appear only
on the main diagonal since every frequency component is correlated with itself. In
particular, the main diagonal contains the noise’s power spectrum (in green). Cross-
correlations between the yellow symmetric triangles appear in the 0-anti-diagonal,
whereas those of the blue trapezes are contained in the �1 and C1 anti-diagonals.
The red rectangles do not contribute any cross-correlations for a D 0.

Figure 22a, b show the vector x. Qf / and its shifted version x. QfCa/ for a D fs=2,
respectively. The resulting correlation matrix Ra

x.
Qf / appears in Fig. 22c. Here, the

self-correlations of the triangle-shaped frequency component appear in the main
diagonal and that of the trapezoid-shaped component in the �1 diagonal. The cross-
correlations all appear in the anti-diagonal for the shift a D fs=2. Note that since
the noise is assumed to be wide-sense stationary, from (19), a noise frequency
component is correlated only with itself. Thus, n.t/ contributes nonzero elements
only on the diagonal of R0

x.
Qf /.
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Fig. 22 (a) Spectrum slices vector x. Qf /, (b) spectrum slices shifted vector x. Qf C a/, for a D
fs=2, (c) correlated slices of x. Qf / and x. Qf C a/ in the matrix Ra

x.
Qf /, with a D fs=2

To recover Ra
x.
Qf / from Ra

z .
Qf /, structured CS techniques are used in [32] that

aim at reconstructing a sparse matrix while taking into account its specific structure,
as described above. Once the cyclic spectrum is reconstructed, the number of
transmissions and their respective carrier frequencies and bandwidths are estimated,
as discussed in the next section. The detection performed on the cyclic spectrum is
more robust to stationary noise than power spectrum-based detection, at the expense
of a slightly higher sampling rate, as shown in [32]. More precisely, in the presence
of stationary noise, the cyclic spectrum may be reconstructed from samples obtained
at 4=5 of the Nyquist rate, without any sparsity assumption on the signal. If the
signal of interest is sparse, then the minimal sampling rate is further reduced to 8=5
of the Landau rate [32].

Carrier Frequency and Bandwidth Estimation
Many detection and classification algorithms based on cyclostationarity have been
proposed (see reviews [13,14]). To assess the presence or absence of a signal, a first
group of techniques requires a priori knowledge of its parameters and particularly
of the carrier frequency, which is the information that CRs should uncover in the
first place. A second strategy focuses on a single transmission, which does not fit
the multiband model. Alternative approaches apply machine learning tools to the
modulation classification of a single signal with unknown carrier frequency and
symbol rate. Besides being only suitable for a single transmission, these methods
require a training phase, which would be a main drawback for CR purposes. In
particular, these techniques can only cope with PUs whose modulation type and
parameters were part of the training set.
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For CR purposes, we need a detector designed to comply with certain require-
ments: (1) carrier frequency and bandwidth estimation rather than simple detection
of the presence or absence of a signal; (2) blind detection, namely, without knowl-
edge of the carrier frequencies, bandwidths, and symbol rates of the transmissions;
(3) simultaneous detection of several transmissions; (4) non-learning approach, i.e.,
with no training phase. The parameter estimation algorithm, presented in [51], is a
simple parameter extraction method from the cyclic spectrum of multiband signals
that answers these requirements. It allows the estimation of several carriers and
several bandwidths simultaneously, as well as the number of transmissions, namely,
half the number of occupied bands K=2 for real-valued signals. The proposed
parameter estimation algorithm can be decomposed into the following four main
steps: preprocessing, thresholding, clustering, and parameter estimation.

The preprocessing simply aims at compensating for the presence of stationary
noise in the cyclic spectrum at the cyclic frequency ˛ D 0, by attenuating the
energy of the cyclic spectrum at this frequency. Thresholding is then applied to
the resulting cyclic spectrum in order to find its peaks. The locations and values of
the selected peaks are then clustered using k-means to find the corresponding cyclic
feature, after estimating the number of clusters by applying the elbow method [52].
It follows that, apart from the cluster present in DC, the number of real signals,
namely, Nsig D K=2, is equal to half the number of clusters. Next, the carrier
frequency fi , which corresponds to the highest peak [41], is estimated for each
transmission. The bandwidth Bi is found by locating the edge of the support of the
angular frequencies at the corresponding cyclic frequency ˛i D 2fi .

Results presented in [32] demonstrate that cyclostationary-based detection, as
described in this section, outperforms energy detection carried on the signal’s
spectrum or power spectrum, at the expense of increased complexity. We now show
similar results obtained from hardware simulations, performed using the prototype
from Fig. 12.

Hardware Simulations: Robustness to Noise

Cyclostationary detection has been implemented in the MWC CR prototype. The
analog front-end is identical to that of the original prototype, and only the digital
recovery part is modified since the cyclic spectrum is recovered directly from the
MWC low rate samples. Preliminary testing suggests that sensing success is achiev-
able at SNRs lower by 10 dB than those allowed by energy detection performed on
the recovered spectrum or power spectrum. Representative results shown in Figs. 23
and 24 demonstrate the advantage of cyclostationary detection over energy detection
in the presence of noise. The figures show the reconstructed cyclic spectrum from
samples of the MWC prototype as well as cross-sections at f D 0 and ˛ D 0, which
corresponds to the power spectrum. This increased robustness to noise comes at the
expense of more complex digital processing on the low rate samples, stemming from
the higher dimensionality involved, since we reconstruct the 2-dimensional cyclic
spectrum rather than the 1-dimensional (power) spectrum.



11 Analog to Digital Cognitive Radio 361

1

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

4.5

4

3.5

3

2.5

2

1.5
1

0.5

0
–1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1

–1.5–2 –1 –0.5 0 0.5 1 1.5 2

0.5

0
2

1.5

1

0.5

� 109

� 105

� 109

� 109

� 109

0
–1 –0.8 –0.6 –0.4 –0.2 0 0.2

f

f

Cyclic Spectrum

Cyclic Spectrum for f = 0

Power Spectrum for (α = 0)

α

α = 2fc

α

0.4 0.6 0.8 1

a

b

c

Fig. 23 Screenshot from the MWC with cyclostationary detection. The input signal is composed
of Nsig D 3 transmissions (or K D 6 bands) with carriers f1 D 320MHz, f2 D 600MHz and
f3 D 860MHz. (a) The recovered cyclic spectrum from low rate samples. (b) The cyclic spectrum
profile at the angular frequency f D 0; the cyclic peaks are clearly visible at twice the carrier
frequencies. (c) The power spectrum recovery is displayed and shown to fail in the presence of
noise
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Fig. 24 The setup is identical to Fig. 23, with carrier frequencies f1 D 220MHz, f2 D 380MHz
and f3 D 720MHz
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Collaborative Spectrum Sensing

Collaborative Model

Until now, we assumed direct observation of the spectrum. In practice, the task
of spectrum sensing for CR is further complicated due to physical channel effects
such as path loss, fading, and shadowing [15]. To overcome these practical issues,
collaborative CR networks have been considered, where different users share their
sensing results and cooperatively decide on the licensed spectrum occupancy.

The different collaborative approaches can be distinguished according to several
criteria [15]. First, cooperation can be either centralized or distributed. In centralized
settings, the data is sent to a fusion center which combines the shared data to jointly
estimate the spectrum or determine its occupancy. In the distributed approach, the
CRs communicate among themselves and iteratively converge to a common estimate
or decision. While centralized cooperation does not require iterations and can reach
the optimal estimate based on the shared data, convergence to this estimate is not
always guaranteed in its distributed counterpart. On the other hand, the latter is
less power hungry and more robust to node and link failure, increasing the network
survivability. An additional criterion concerns the shared data type; the CRs may
share local binary decisions on the spectrum occupation (hard decision) or a portion
of their samples (soft decision).

We consider the following collaborative model. A network of Nrec CRs receives
the Nsig transmissions, such that the received signal at the j th CR is given by

x.j /.t/ D

NsigX
iD1

rij .t/ D

NsigX
iD1

si .t/ � hij .t/: (39)

The channel response hij .t/ is determined by fading and shadowing effects. Typical
models are Rayleigh fading, or small-scale fading, and log-normal shadowing, or
large-scale fading [16, 53, 54]. In the frequency domain, the Fourier transform of
the j th received signal is given by

X.j /.f / D

NsigX
iD1

Si .f /Hij .f /: (40)

Therefore, the support of x.j /.t/ is included in the support of the original signal
x.t/. Since the transmissions are affected differently by fading and shadowing from
each transmitter to each CR, we can assume that the union of their respective
supports is equivalent to the frequency support of x.t/. The goal here is therefore
to assess the support of the transmitted signal x.t/ from sub-Nyquist samples of the
received x.j /.t/; 1 � j � Nrec, by exploiting their joint frequency sparsity.

A simple and naive approach is to perform support recovery at each CR from
its low rate samples and combine the local binary decisions, either in a fusion
center for centralized collaboration or in a distributed manner. In this hard decision
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strategy, the combination can be performed using several fusion rules such as AND,
OR, or majority rule. Although this method is attractive due to its simplicity and
low communication overhead, it typically achieves lower performance than its soft
decision counterpart. To mitigate the communication overhead, soft decision-based
methods can rely on sharing observations based on the low rate samples with smaller
dimensions, rather than the samples themselves. In the next section, we review such
techniques both in centralized and distributed contexts.

Centralized Collaborative Support Recovery

One approach [55, 56] to centralized spectrum sensing considers a digital model
based upon a linear relation between the M sub-Nyquist samples z.j / at CR j and
N Nyquist samples x.j / obtained for a given sensing time frame, namely,

z.j / D Ax.j /; (41)

where A is the sampling matrix. In particular, the authors consider multicoset
sampling where z selects certain samples from the Nyquist grid x and A is the
corresponding selection matrix. The goal is to recover the power spectrum of the
true signal x, assumed to be stationary. To that end, the covariance matrices of sub-
Nyquist and Nyquist samples are related by the following quadratic equation

Rz
.j / D ARx

.j /AH ; (42)

where Rx
.j / is diagonal. Each CR sends its autocorrelation matrix Rz

.j / to the
fusion center. The common sparsity of the diagonal of Rx

.j / is then exploited in
the frequency domain across all CRs to jointly reconstruct them at the fusion center,
using a modified simultaneous orthogonal matching pursuit (SOMP) [21] algorithm.

In [55] only the autocorrelation Rz
.j / between the samples of each CR j is

considered. This approach is extended in [56] to include cross-correlations between
measurements from different CRs,

Rz.j /z.k/ D EŒz.j /.z.k//
H
�; (43)

where j and k are the indices of two CRs. Here, each CR sends its measurement
vector z.j / to the fusion center and the cross-correlations are then computed. The
cross-correlations are related to the common power spectrum sx D Frx by

Rz.j /z.j / D C.j /Sx.C.j //
H
; (44)

where Sx is the diagonal matrix that contains the power spectrum vector sx and
C.j / D A.j /FHH.j /. The sampling matrix A.j / can be different for each CR j ,
F is the N � N Fourier matrix, and H.j / is a diagonal matrix that contains the
frequency channel state information (CSI). After vectorization, similarly to (42),
theN2 auto- and cross-correlation measurements are concatenated and the goal is to
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recover sx, that is the diagonal of Sx from these. It is shown that if the total number
of samples NrecM is greater than N and these are suitably chosen to account for
enough measurement diversity, then the power spectrum sx of a non-sparse signal
can be recovered from compressed samples from a sufficient number of CRs. This
shows that the minimal rate per CR is lower by a factor of Nrec with respect to
that required for an individual CR and the number of receivers may be traded for
the number of samples per CR. However, increasing the number of samples per
CR does not increase spatial diversity, as does increasing the number of receivers.
A drawback of this technique is that CSI is traditionally unknown by the CRs and
should be estimated prior to detection.

An alternative approach [31] relies on the analog model from (7) and does not
assume any a priori knowledge on the CSI. This method considers collaborative
spectrum sensing from samples acquired via multicoset sampling or the MWC at
each CR. In this approach, the j th CR shares its observation matrix V.j /, as defined
in (10), rather than the sub-Nyquist samples themselves, and its measurement matrix
A.j /, with a fusion center. The sampling matrices are considered to be different
from one another in order to allow for more measurement diversity. However,
the same known matrix may be used to reduce the communication overhead. The
underlying matrices U.j / are jointly sparse since fading and shadowing do not affect
the original signal’s support. Capitalizing on the joint support of U.j /, the support
of the transmitted signal x.t/ can be recovered at the fusion center by solving

arg min
U.j /

SNrec
iD1 jjU

.j /jj0 (45)

s.t. V.j / D A.j /U.j /; for all 1 � j � Nrec:

To recover the joint support of U.j / from the observation matrices V.j /, both
the orthogonal matching pursuit (OMP) and iterative hard thresholding (IHT) algo-
rithms, two popular CS techniques, are extended to the collaborative setting [31].
Previously we considered support recovery from an individual CR, which boils
down to an MMV system of equations (10). CS algorithms have been extended to
this case, such as SOMP from [57] and simultaneous IHT (SIHT) presented in [58].
These now need to account for the joint sparsity across the CRs.

The distributed CS-SOMP (DCS-SOMP) algorithm [59], which extends the
original SOMP to allow for different sampling matrices A.j / for each receiver,
is adapted to the CR collaborative setting [31]. The main modification appears
in the computation of the index that accounts for the greatest amount of residual
energy. Here, the selected index is the one that maximizes the sum of residual
projections over all the receivers. Once the shared support is updated, the residual
matrices can be computed for each CR separately. The resulting modified algorithm
is referred to as block sparse OMP (BSOMP) [31]. The sparse IHT algorithm can
also be extended to this setting by selecting the indices of the common support
though averaging over all the estimated U.j / in each iteration. Once the support is
selected, the update calculations are performed separately for each receiver [31].
Both methods are suitable for centralized cooperation, in the presence of a fusion
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center. As in the previous approach, if the CSI is known, then the sampling rate
per CR can be reduced by a factor of Nrec with respect to the rate required from an
individual CR.

Distributed Collaborative Support Recovery

In the distributed approach, there is no fusion center, and the CRs are restricted
to communicate only with their neighbors. Both the digital and analog centralized
approaches have been extended to the distributed settings. First, in [60, 61], the
digital model (41) is used, and the low rate samples z.j / of the j th CR are expressed
with respect to the spectrum w.j / D Fx.j /, such that

z.j / D A.j /FHH.j /w.j /: (46)

Both unknown and known CSI cases are considered. In the first case, each CR
computes its local binary decision c.j / for each spectral band by recovering the
sparse spectrum using CS techniques and comparing the local spectrum estimate
w.j / to a chosen threshold. Then, an average consensus approach is adopted, with
respect to the shared hard decision. Specifically, each node j broadcasts its current
decision c.j /.t/ to its neighbors N .j / and updates itself by adding a weighted sum
of the local discrepancies, that is

c.j /.t C 1/ D c.j /.t/C
X

k2N .j /

˛jk.c.k/.t/ � c.j /.t//; (47)

where ˛jk is a weight associated with the edge .j; k/. If the CSI is known, then
the joint spectrum itself and not only its support can be collaboratively recovered.
Each CR iteratively solves an `1 optimization problem for the sparse spectrum w.j /

constrained to consent with one-hop neighbors. In [60], the proposed algorithm
iterates through the following steps: local spectrum reconstruction given the support
and consensus averaging on the spectrum estimate. In [61], a distributed augmented
Lagrangian algorithm is adopted.

Another approach extends the method presented in [31], based on the analog
model (7), to comply with distributed settings [30]. The i th CR contacts a random
neighbor j , chosen with some probability Pij , according to the Metropolis-Hastings
scheme for random transition probabilities,

Pij D

8̂<
:̂

minf 1
di
; 1
dj
g .i; j / 2 E;P

.i;k/2E maxf0; 1
di
� 1

dk
g i D j;

0 otherwise:

(48)

Here di denotes the cardinality of the neighbor set of the i th CR, and E is the set of
communication links between CRs in the network.
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A single vector, computed from the low rate samples (and that will be defined
below for each recovery algorithm), is passed between the CR nodes in the network,
rather than the samples themselves, effectively reducing communication overhead.
When a CR receives this vector, it performs local computation to update both
the shared vector and its own estimate of the signal support accordingly. Finally,
the vector is sent to a neighbor CR, chosen according to the random walk with
probability (48). Two distributed algorithms are presented in [30]. The first,
distributed one-step greedy algorithm (DOSGA), extends the OSGA from [59] to
distributed settings. The second method, referred to as randomized distributed IHT
(RDSIHT), adapts the centralized BSIHT [31] to the distributed case.

To describe the DOSGA algorithm, we first present its centralized counterpart
OSGA. Each CR computes the `2-norm of the projections of the observation matrix
V.j / onto the columns of the measurement matrix A.j /, stored in the vector w.j / of
size N . The fusion center then averages over all receivers’ vectors, such that

Ow D
1

Nrec

NrecX
jD1

w.j /; (49)

and retains the highest values of Ow whose indices constitute the support of interest.
In the absence of a fusion center, finding this average is a standard distributed
average consensus problem, also referred to as distributed averaging or distributed
consensus. DOSGA [30] then uses a randomized gossip algorithm [62] for this
purpose, where the vectors w.j / are exchanged, with the Metropolis-Hastings
transition probabilities.

Next, we turn to the RDSIHT algorithm, which adapts the centralized BSIHT
[31] to the distributed scenario. The distributed approach from [30] was inspired by
the randomized incremental subgradient method proposed in [63] and recent work
on a stochastic version of IHT [64]. A vector w of size N , that sums the `2-norms
of the rows of the estimates of U.j / before thresholding, is shared in the network
through a random walk. The indices of its k largest values correspond to the current
estimated support. When the i th CR receives w, it locally updates it by performing a
gradient step using its own objective function that is then added to w. Next, it selects
a neighbor j to send the vector to with probability Pij (48). The joint sparsity across
the CRs is exploited by sharing one common vector w by the network. It is shown
numerically in [30] that both DOSGA and RDSIHT converge to their centralized
counterparts.

Hardware Simulations: Collaborative vs. Individual Spectrum
Sensing

Here, we would like to confirm that the collaborative algorithms for spectrum
sensing perform better than their individual counterparts. We demonstrate a col-
laborative setting simulated on the MWC CR prototype, as can be seen in Fig. 25.
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Fig. 25 Screenshot from the MWC CR collaborative hardware prototype. On the upper left
side, we see the spatial map of the receivers in white and transmitters in green. On the bottom
left, the occupied band indices of the real spectral support are shown, while to the right of the
transmitter/receiver map, the estimated indices by each CR individually are presented. On the
right, we see the spectrum sensing results of 4 different algorithms: Hard Co-Op (hard decision
collaboration that selects the most popular frequency band indices), BSIHT, BSOMP, and RDSIHT.
These results show both the superiority of collaborative spectrum sensing methods over individual
detection and that of soft decision methods compared to the plain union of all the CR results

During the simulations conducted, Nrec D 5 CR receivers, spread across different
locations, are emulated, denoted by white circles on the transmitter/receiver map.
The transmitters are also positioned in various locations depicted by green x-marks.
The transmitter positions and broadcasts are mimicking the effects of physical
channel phenomena, i.e., fading and shadowing. The frequency support recovered
by each of the CRs is false, since they individually receive only a partial spectral
image of their surroundings, as expected in a real-world scenario.

In all simulated scenarios, collaborative spectrum sensing outperforms detection
realized by individual CRs. This result is expected, since the soft collaborative
methods take advantage of the spatial deployment of the receivers to reproduce the
exact spectral map of the environment. Moreover, the centralized and distributed
algorithms BSOMP, BSIHT and RDSIHT, based on soft decisions, showed superior
results in comparison with a hard decision method. The same result can be seen in
Fig. 25, where the hard decision support algorithm (Hard Co-Op) fails to recover the
entire active frequency support (depicted by red bins).

Joint Carrier Frequency and Direction Estimation

The final extension we consider is joint spectrum sensing and DOA estimation. In
order for CRs to map vacant bands more efficiently, spatial information about the
PUs’ locations can be of great interest. Consider the network of CRs presented
in Fig. 26 and focus on CR1. Now, picture a scenario where PU2, with DOA �2
with respect to CR1, is transmitting in a certain frequency band with carrier f2.
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Fig. 26 Illustration of Nsig D 3 source signals in the yz plane. Each transmission is associated
with a carrier frequency fi and DOA �i

Assuming that CR2 does not receive PU2’s transmission, CR1 may transmit in the
same frequency band in the opposite direction of PU2 toward CR2. DOA estimation
can thus enhance CR performance by allowing exploitation of vacant bands in space
in addition to the frequency domain.

Model and System Description

To formulate the joint spectrum sensing and DOA estimation problem mathemat-
ically, assume that the input signal x.t/ is composed of Nsig source signals si .t/
with both unknown and different carrier frequencies fi and DOAs �i . The main
difference between this scenario and the one that has been discussed in the previous
sections is the additional unknown DOAs �i . Figure 26 illustrates this signal model.
To recover the unknown DOAs, an array of sensors is required. A similar problem
thoroughly treated in the literature is the 2D-DOA recovery problem, where two
angles are traditionally recovered and paired. In our case, the second variable is the
signal’s carrier frequency instead of an additional angle.

Multicoset Approach

A few works have recently considered joint DOA and spectrum sensing of multiband
signals from sub-Nyquist samples. In [65] and [66], the low rate samples are
obtained using multicoset sampling. In [65], which considers the digital model (41),
both time and spatial compression are applied by selecting samples from the Nyquist
grid and receivers from a uniform linear array (ULA), such that
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ZŒn� D CsXŒn�Ct : (50)

Here, XŒn� is the matrix of Nyquist samples from all receivers in the ULA, the
selection matrices Cs and Ct operate on the spatial and time domain, respectively,
to form the matrix of compressed samples ZŒn�. The 2D power spectrum matrix
of the underlying signal is then reconstructed from the samples, where every row
gives the power spectrum in the frequency domain for a given DOA and every
column provides the power spectrum information in the angular domain for a given
frequency.

In [66], an L-shaped array with two interleaved, or multicoset, channels, with a
fixed delay between the two, �TNyq with � 2 Œ0; 1�, samples the signal below the
Nyquist rate. The delayed path signal received at themth sensor is approximated by

xdm.t/ D

KX
iD1

si .t/e
j 2�fi .t��TNyqC�m.�i //; (51)

using the narrowband assumption on the envelope si .t/. Here,K denotes the number
of transmissions, fi and �i are the carrier and DOAs of transmission i and �m.�i / is
the time difference between themth element to the reference point for a plane wave
arriving from the source i in direction �i . The samples of both paths is then written
in frequency as

Z D AX; Zd D ADX; (52)

where Z and Zd concatenate all samples for each sensor of the direct and delayed
path, respectively. Here, A is the unknown steering matrix that depends on fi and
�i , X is the unknown matrix that contains frequency slices of the signal, and

D , diag


ej 2�f1�TNyq � � � ej 2�fK�TNyq

�
: (53)

Exploiting correlations between samples from the direct path and its delayed
version, the frequencies and their corresponding DOAs are estimated using MUSIC
[18, 19]. However, the pairing issue between the two, that is matching each
frequency with its corresponding angle, is not discussed.

In the next section, we describe the compressed carrier and DOA estimation
(CaSCADE) system, presented in [28], that utilizes the sampling principles of the
MWC. This technique addresses the pairing problem and avoids the hardware issues
involved in multicoset sampling.

The CaSCADE System

The CaSCADE system implements the modified, or ULA based, MWC over an L-
shaped array with 2M � 1 sensors (M sensors along the y axis and M sensors
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Fig. 27 CaSCADE system:
L-shaped array with M
sensors along the y axis and
M sensors along the z axis
including a common sensor at
the origin. The sub-arrays y1
and y2 (and similarly z1 and
z2) are defined in the
derivation of the 2D-ESPRIT
algorithm

d
y

z

y1 y2 y3 yM−1 yM

z1

z2

z3
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zM

(fj, θj) (fi, θi)

θj θi

sub-array y2

sub-array y1

along the z axis including a common sensor at the origin) in the yz plane. Each
transmission si .t/ impinges on the array with its corresponding DOA �i , as shown
in Fig. 27. The array sensors have the same sampling pattern as the alternative
MWC. Each sensor is composed of an analog mixing front-end, implementing one
physical branch of the MWC, that includes a mixer, a LPF, and a sampler.

By treating the L-shaped array as two orthogonal ULAs, one along the y axis and
the other along the z axis, two systems of equations similar to (15) can be derived.
For the ULA along the y axis, we obtain

y.f / D Ayx.f /; f 2 Fs; (54)

where

Ay D

2
66664

ej 2�f1�
y
1 .�1/ � � � ej 2�fK�

y
1 .�K/

:::
:::

ej 2�f1�
y
M .�1/ � � � ej 2�fK�

y
M .�K/

3
77775 : (55)

Similarly, along the z axis, we get

z.f / D Azx.f /; f 2 Fs; (56)
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where Az is defined accordingly. Here,

�ym .�/ D
dm

c
cos .�/ ; � z

m .�/ D
dm

c
sin .�/ (57)

denote the delays at the mth sensors in the y and z axis, respectively, with respect
to the first sensor. The matrices Ay and Az thus depend on both the unknown carrier
frequencies and DOAs. In the time domain,

yŒn� D AyxŒn�; n 2 Z (58)

zŒn� D AzxŒn�; n 2 Z: (59)

Two joint recovery approaches for the carrier frequencies and DOAs of the
transmissions are proposed in [28]. Note that once the carriers and DOAs are
estimated, the signals can be reconstructed, as shown for the alternative MWC.
For the sake of simplicity, a statistical model where x.t/ is wide-sense stationary
is considered. The first recovery approach is based on CS techniques and allows
recovery of both parameters assuming the electronic angles fi cos �i and fi sin �i
lie on a predefined grid. The CS problem is formulated in such a way that no
pairing issue arises between the carrier frequencies and their corresponding DOAs.
To that end, the samples from both ULAs are concatenated into one vector vŒn� D

yT Œn� zT Œn�

�T
, whose correlation matrix,

R D E


vŒn�vH Œn�

�
D ARxAH ; (60)

is computed. Here, A D ŒAT
y AT

z �
T

and the autocorrelation matrix Rx D

E


xŒk�xH Œk�

�
is sparse and diagonal, from the stationarity of x.t/. From the grid

assumption, (60) may be discretized with respect to the possible values taken by
the electronic angles. The resulting sparse matrix derived from Rx is diagonal as
well, and its sparse diagonal is recovered using traditional CS techniques, similarly
to (22).

The second recovery approach, inspired by [67], extends the ESPRIT algorithm
to the joint estimation of carriers and DOAs while overcoming the pairing issue.
The 2D-ESPRIT algorithm presented in [28] is directly applied to the sub-Nyquist
samples, by considering cross-correlation matrices between the sub-arrays of both
axis. Dropping the time variable n for clarity, the samples from the sub-arrays can
be written as

y1 D Ay1x; y2 D Ay2x

z1 D Az1x; z2 D Az2x; (61)

where y1, y2, z1, z2 are samples from the sub-arrays shown in Fig. 27. The matrices
Ay1 and Ay2 are the first and last M � 1 rows of Ay , respectively, and Az1 and Az2
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are similarly defined. Each couple of sub-array matrices along the same axis are
related by

Ay2 D Ay1D�

Az2 D Az1D ; (62)

where

D� , diag
h
ej 2�f1�

y
1 .�1/ � � � ej 2�fK�

y
1 .�K/

i

D , diag


ej 2�f1�

z
1.�1/ � � � ej 2�fK�

z
1.�K/

�
: (63)

We can see from (63) that the carrier frequencies fi and DOAs �i are embedded
in the diagonal matrices D� and D . Applying the ESPRIT framework on cross-
correlations matrices between the subarrays of both axis allows to jointly recover D�

and D [28]. This leads to proper pairing of the corresponding elements fi�
y
1 .�i /

and fi�
z
1.�i /. The DOAs �i and carrier frequencies fi are then given by

�i D tan�1
�
†.D /i i
†.D�/i i


fi D

†.D�/i i

2� d
c

cos .�i /
: (64)

It is proven in [28] that the minimal number of sensors required for perfect
recovery is 2K C 1. This leads to a minimal sampling rate of .2K C 1/B , which
is slightly higher than the minimal rate 2KB required for spectrum sensing in the
absence of DOA recovery. These ideas can also be extended to jointly recover the
transmissions’ carrier frequencies, azimuth, and elevation angles in a 3D framework.

Summary

In this chapter, we reviewed several challenges imposed on the traditional task of
spectrum sensing by the new application of CR. We first investigated sub-Nyquist
sampling schemes, enabling sampling, and processing of wideband signals at low
rate, by exploiting their a priori known structure. A possible extension of these
works is to include adaptive updating of the detected support, triggered by a change
in a PU’s activity, either starting a transmission in a previously vacant band or
withdrawing from an active band. To increase efficiency, this should be performed
by taking the current detected support as a prior and updating it with respect to the
newly acquired samples, without going through the entire support recovery process
from scratch. Additional preliminary assumptions on the structure or statistical
behavior of the potentially active signals, such as statistics on channel occupancy,
can be exploited as well.

We then considered detection challenges in the presence of noise, where second-
order statistics recovery, and in particular cyclostationary detection, is shown to
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perform better than simple energy detection. Next, fading and shadowing channel
effects were overcome by collaborative CR networks. We then addressed the joint
spectrum sensing and DOA estimation problem, allowing for better exploitation of
frequency vacant bands by exploiting spatial sparsity as well. All these methods
should next be combined in order to map the occupied spectrum, in frequency,
time, and space, thus maximizing the CR network’s throughput. This would require
an adequate spectrum access protocol as well that translates the data acquired by
spectrum sensing into transmission opportunities for the CRs.

An essential part of the approach adopted in this survey is the relation between
the theoretical algorithms and practical implementation, demonstrating real-time
spectrum sensing from low rate samples using off-the-shelf hardware components.
Indeed, we believe that prototype development is an important component to
enabling sub-Nyquist sampling as a solution to the task of spectrum sensing in CR
platforms.
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Abstract

Cognitive radio (CR) technology is a promising solution to the inevitable
problem of spectrum scarcity and underutilization. Cognitive radios can perform
spectrum sensing, dynamically identify unused spectrum, and opportunisti-
cally utilize those spectrum holes for their own transmission. Cognitive radio
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technology is also a key concept suggested to be part of the fifth generation
of cellular wireless standards (5G). Efficient spectrum sensing is crucial to
the effective deployment of CR networks. Cooperative spectrum sensing (CSS)
schemes can significantly improve the sensing accuracy of CR networks by
exploiting multiuser spatial diversity. However, the cooperative gain can be
impacted by factors such as the detection performance of each secondary user
(SU) and the fusion techniques used to combine the secondary users’ decisions.
Moreover, CSS incurs cooperation overhead that may deteriorate its overall
performance. In this chapter, we provide a comprehensive survey on the different
factors that contribute to the efficient design of CSS schemes for cognitive radio
networks. We specifically focus on the elements of cooperative sensing that
can leverage the achievable cooperative gain, limit the cooperation overhead, or
provide trade-off between the gain and overhead such as the number of channels
sensed in each sensing period, the selection of secondary users, the selection of
the fusion scheme, and the correlation between the cooperating secondary users.
We also highlight key open research challenges in cooperative spectrum sensing.

Introduction

Driven by the proliferation of new wireless services and applications, as well as
the steadily increasing number of wireless users, the demand for radio spectrum
has increased dramatically. The government regulatory agencies employ inflexible
spectrum management approaches by granting each operator an exclusive license
to operate in a certain frequency band. With most of the prime radio frequency
spectrum already exclusively assigned, it is becoming exceedingly hard to find
vacant bands to either deploy new services or enhance existing ones. However,
this spectrum scarcity is mainly due to inefficient fixed frequency allocations
rather than a physical shortage in the spectrum. This inefficiency in the spectrum
usage necessitates a new communication paradigm to exploit the existing wireless
spectrum opportunistically. Dynamic spectrum access (DSA) has been proposed as
an alternative policy to allow the radio spectrum to be more efficiently utilized
[1]. Using DSA, a portion of the spectrum can be licensed to one or more users,
which are called primary users (PUs); however, the use of that spectrum is not
exclusively granted to these licensed users, although they have higher priority in
using it. The unlicensed users, which are referred to as secondary users, are allowed
to opportunistically utilize the unused licensed bands, commonly referred to as
“white spaces” or “spectrum holes,” as long as the primary users’ transmissions
can be adequately protected. By doing so, the radio spectrum can be reused in an
opportunistic manner or shared all the time which can significantly improve the
spectrum utilization efficiency [2]. The key enabling technology of DSA is the
cognitive radio (CR) technology.

A cognitive radio system is a radio system which is aware of its operational
and geographical environment, established policies, and its internal state. Moreover,
it is able to dynamically and autonomously adapt its operational parameters and
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protocols and to learn from its previous experience [3]. Cognitive radios are enabled
by the rapid and significant advancements in radio technologies (e.g., software-
defined radios, frequency agility, power control, etc.) and can be characterized by
the utilization of disruptive techniques such as wideband spectrum sensing, real-
time spectrum allocation and acquisition, and real-time measurement dissemination
[4]. To reliably identify the vacant licensed bands, some methods that the secondary
users can employ are geolocation combined with access to database, beacons,
spectrum sensing, or a combination of any of those methods [5,6]. In the geolocation
method, primary users register the relevant data such as their location and transmit
power as well as expected duration of usage at a centralized database. Secondary
users then have to access this database to determine the availability of vacant
licensed bands at their location. Geolocation database is based on field strength
estimates for the primary users obtained using terrain-based radio propagation
models. However, the limited geographical information restricts the achievable
accuracy of the field strength estimates. Therefore, radio environment mapping
(REM) has been introduced as an alternative or complementary procedure to radio
propagation models [7–9].

In the beacon method, secondary users only transmit if they receive a control
signal (beacon) identifying vacant channels within their service areas. Without
reception of this control signal, no transmissions are permitted by the secondary
users. In [10], beacon-assisted channel access was assumed in which a codeword
from the codebook of the primary users is reserved as a beacon, and each time
a primary user releases a channel, it broadcasts this beacon message. The authors
assumed that the codebook of the primary users as well as the beacon codeword was
a priori known to the secondary users. The proposed protocol showed performance
gain in terms of more reliable detection of spectrum holes as well as achieving
higher secondary channel capacity. In [11], novel detection schemes employed at
the fusion center, namely, the robust estimator-correlator detector and the robust
generalized likelihood detector, were proposed for multiple beacon signaling-based
cooperative spectrum sensing in multiple-input multiple-output wireless cognitive
radio networks with channel state information (CSI) uncertainty. Simulation results
demonstrated that the proposed detection techniques yield a significant improve-
ment in the detection performance compared to the conventional CSI uncertainty
matched filter detector.

With the aforementioned methods, secondary devices will need additional
connectivity in a different band in order to be able to access the database [5] or
a dedicated standardized channel will be needed to broadcast the beacons [6]. In
the spectrum sensing method, secondary users autonomously detect the presence
of the primary signals and only use the channels that are not used by the primary
users. All the abovementioned methods have their advantages and disadvantages. It
is up to the regulator to decide on the best approach with the considerations from
all the stakeholders. However, it is expected that in the future, both database and
spectrum sensing techniques will be used together in order to have flexibility and
achieve maximum efficiency for secondary users [12]. In this chapter, we focus
on spectrum sensing performed by cognitive radios because of its relatively lower



384 L. Khalid and A. Anpalagan

infrastructure cost and its compatibility with licensed primary systems which allows
for broader application areas.

Spectrum sensing enables the capability of a cognitive radio to measure, learn,
and be aware of the radio’s operating environment, such as the spectrum availability
and interference status. Availability of radio spectrum varies depending on time,
frequency, and location resulting in spectrum access opportunities. Secondary users
can use the available idle spectrum in an opportunistic manner by identifying the
available spectrum reliably and rapidly. It also helps in quickly determining if the
primary users have become active in the bands used by secondary users so that
those bands can be vacated immediately. This is important for ensuring that the
interference caused to the primary users’ transmissions remains below a permitted
level. Moreover, detection of other secondary users may be necessary as well for
coexistence with other secondary networks. However, due to the effects of multipath
fading and shadowing, the signal-to-noise ratio (SNR) of the received primary
signal can be extremely low, and a secondary user may not be able to distinguish
between a deeply faded band and an idle one. Since receiver sensitivity indicates the
capability of detecting weak signals, the sensitivity requirement of the secondary
user’s receiver may end up being too stringent. In order to mitigate these effects,
secondary users often cooperate for spectrum sensing.

The main idea of cooperative spectrum sensing (CSS) is to enhance the sensing
performance by exploiting the spatial diversity in the observations of spatially
located secondary users [13–17]. Having multiple cooperating secondary users
increases diversity by providing multiple measurements of the signal and, therefore,
guarantees a better detection performance. Consequently, the diversity gain achieved
through cooperative spectrum sensing improves the overall detection sensitivity
without imposing higher sensitivity requirements on individual secondary users
[18]. A less stringent sensitivity requirement is particularly appealing from the
implementation point of view due to the reduced hardware cost and complexity.
The performance improvement due to spatial diversity is called cooperative gain.
However, cooperative gain is not limited to the improved detection performance
and relaxed sensitivity requirement. For instance, since it is difficult, using a
single radio, to transmit on a licensed band and sense it simultaneously, sensing
has to be interleaved with data transmission [13, 19]. Therefore, if the sensing
time can be reduced due to cooperation, secondary users will have more time for
data transmission so as to improve their opportunistic throughput which is also
considered a part of the cooperative gain. From the above discussion, it is apparent
that well-designed techniques for cooperative spectrum sensing can significantly
contribute to improving the achievable cooperative gain. However, CSS can incur
cooperation overhead and the achievable cooperative gain can be impacted by many
factors. The goal of this chapter is to point out several aspects of cooperative
spectrum sensing. These aspects are discussed in the rest of this chapter.

In section “Fundamental Concepts of Spectrum Sensing,” we present the
fundamental concepts of spectrum sensing. In section “Sensing Techniques,” we
review the most common spectrum sensing techniques for cognitive radio networks
and detail their advantages and disadvantages. In section “Cooperative Spectrum



12 Principles and Challenges of Cooperative Spectrum Sensing in: : : 385

Sensing (CSS),” we present the different elements of cooperative spectrum sensing.
In section “Performance of Cooperative Spectrum Sensing,” we discuss the
different factors impacting the performance of cooperative spectrum sensing.
We present some research challenges which offer directions for future work in
section “Research Challenges.” Section “Conclusions” concludes this chapter.

Fundamental Concepts of Spectrum Sensing

The spectrum sensing problem is traditionally formulated as a binary hypothesis
testing problem as described below. To identify the idle spectrum and protect
the primary users’ transmissions, different local spectrum sensing techniques have
been proposed for individual secondary users based on hypothesis testing. Some
of the most common spectrum sensing techniques for the detection of primary
users’ transmissions for cognitive radio networks are discussed in section Sensing
Techniques.

Hypothesis Testing

A key task in spectrum sensing is to decide whether the spectrum is idle or busy.
The spectrum sensing problem is traditionally formulated as a binary hypothesis test
[20]. The null hypothesis denoted by H0 corresponds to the absence of the primary
user’s transmission, i.e., the received signal being only noise. On the other hand, the
alternative hypothesis denoted by H1 indicates that the primary user’s transmission
is present, i.e., the received signal contains the primary signal along with noise.
In case the hypotheses have no unknown parameters, the hypotheses are called
simple. If there are unknown or unspecified parameters, then the hypotheses are
called composite. As an example, a binary hypothesis test for detecting the primary
user’s transmission in an additive white Gaussian noise (AWGN) channel is given
by

x.n/ D

�
v.n/; H0

h.n/s.n/C v.n/; H1

(1)

where x.n/ denotes the sampled received signal with sampling rate fs (Hz) and
an observation time T . The channel gain and primary user’s transmitted signal are
denoted by h.n/ and s.n/, respectively, and v.n/ is the AWGN noise.

In most practical cases, a test statistic Y is computed from the observation vector
x D Œx.1/; x.2/; ::; x.N /� containing N observation samples, where N , fsT is
assumed to be an integer. The detection is based on comparing the test statistic Y
to the threshold � . If the test statistic is greater than the threshold, i.e., Y > � , then
H1 is declared true. Otherwise, H0 is declared true. Two main performance metrics
that are crucial in the design of spectrum sensing techniques are the probability
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of miss-detection, Pm, and the probability of false alarm, Pf . The probability of
miss-detection is defined as the probability that the detector declares the absence
of a primary user (PU) transmission (decide H0), when PU transmission is actually
present (H1 is true). The probability of false alarm is defined as the probability
that the detector declares the presence of PU transmission (decide H1), when PU
transmission is actually absent (H0 is true). Therefore, we represent the probabilities
of miss-detection and false alarm, respectively, as [21]

Pm D P .H0jH1/ D P .Y � � jH1/; (2)

and

Pf D P .H1jH0/ D P .Y > � jH0/: (3)

It is clear that we need the probability of detection to be high as it indicates
the level of protection of the primary users’ transmissions from the interfering
secondary users’ transmissions. On the other hand, low probabilities of false alarm
are necessary in order to maintain high opportunistic secondary throughput, since a
false alarm would prevent the unused bands from being accessed by secondary users
leading to inefficient spectrum usage.

Primary Transmitter Detection

The transmitter detection model is based on the detection of weak signals from a
primary transmitter through the local observations of secondary users. This model
has a wider applicability due to its compatibility with the licensed systems. The main
drawback of the primary transmitter sensing model is its reliance on the detection of
primary transmitters to infer the availability of white spaces while the interference
happens at the primary receivers. As such, a detection margin has to be included in
order to protect primary receivers [6].

When the primary system employs bursty transmission, the secondary user can
detect the empty time slots and multiplex its signal over them without causing
any performance degradation at the primary receivers. On the other hand, when
the primary system employs continuous transmission, the secondary user has to
estimate the interference it generates at the primary receivers by using signal level
measurements. If the transmitter of the secondary user is far from the primary
receiver, depending on the signal-to-interference ratio (SIR) limit at the receiver
of the primary user supplied by the regulatory bodies, both the primary user and
the secondary user could transmit data simultaneously [6, 22]. In this case, the
interference range is defined as the minimum distance that a secondary transmitter
should be away from the primary receiver such that it does not cause harmful
interference at this receiver. Figure 1 shows the primary receiver located at a
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distance D01 from the primary transmitter and D02 is the interference range. The
interference range will depend on the SU-transmitted power and the primary
receiver’s interference tolerance and can be obtained from [23]

SIR D
P 0uh.D

0
1/

P 0s h.D
0
2/C P

0
b

; (4)

where P 0u and P 0s are the transmit power of the primary and secondary users,
respectively, h.D0/ is the channel gain at distance D0 from the transmitter, and P 0b
is the background interference power at the primary receiver.

To avoid causing harmful interference to the primary receiver, the secondary user
must be able to detect a signal from the primary transmitter within the range of
D01 CD

0
2 which can translate to a certain sensitivity requirement for the secondary

detector. Although the cases where an active primary transmitter is present but it is
far away from the secondary user fall under hypothesis H1, the interference to the
primary receiver would not be harmful, and as such these cases should be treated as
white space by definition. In particular, since the detection of the primary transmitter
is dependent on the SNR at the secondary user as seen in (1), it would be unlikely
for low-SNR primary signals to trigger the secondary user’s detector resulting in
unusable white spaces [24].

Sensing Techniques

In this section, we will discuss some of the most common spectrum sensing tech-
niques for the detection of the primary transmitter in the cognitive radio literature.
From the perspective of signal detection, sensing techniques can be classified into
two broad categories: coherent and noncoherent detection. In coherent detection,



388 L. Khalid and A. Anpalagan

Cyclostationary
Feature Detection

Matched
Filter

Detection

Waveform-based
Sensing

Energy
Detection

Multitaper
Spectrum
Estimation

Wavelet Detection

N
arrow

band
W

ideband
N

on
-c

oh
er

en
t

C
oh

er
en

t

Fig. 2 Classification of spectrum sensing techniques

the primary signal can be coherently detected by comparing the received signal
or the extracted signal characteristics with prior knowledge of primary signals. In
noncoherent detection, no prior knowledge of the primary signal is required for
detection. Another way to classify sensing techniques is based on the bandwidth
of the spectrum of interest, that is, narrowband and wideband. The classification of
sensing techniques is shown in Fig. 2. Next, we introduce matched filter detection,
energy detection, and cyclostationary detection and briefly discuss some other
spectrum sensing techniques. A more complete review on various spectrum sensing
techniques and design challenges can be found in [25, 26].

Matched Filter Detection

Matched filtering is known as the optimum method for the detection of the primary
signal when the transmitted signal is known, since it maximizes the received signal-
to-noise ratio (SNR). The main advantage of matched filtering is the short time
it requires to achieve a certain detection performance, such as low probabilities of
miss-detection and false alarm [27], since a matched filter needs less received signal
samples. However, matched filtering requires the secondary users to demodulate
the received signals. Therefore, it requires perfect knowledge of the primary users’
signaling features such as bandwidth, operating frequency, modulation type and
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order, and pulse shaping as well as accurate synchronization at the secondary user
[25, 28, 29]. However, in cognitive radio networks, such knowledge is not readily
available to secondary users, and the implementation cost and complexity of this
detector are high. Another significant drawback of matched filter detection is that a
secondary user would need a dedicated receiver for every primary user class [30].

Energy Detection

Energy detection [21,31] is a noncoherent detection method that is most commonly
used if the receiver cannot gather sufficient information about the primary user’s
signal. This simple scheme accumulates the energy of the received signal during the
sensing interval and declares the primary band to be occupied if the energy surpasses
a certain threshold which depends on the noise floor [21]. Due to its simplicity and
the fact that it does not require prior knowledge of the primary users’ signals, energy
detection is the most popular sensing technique among others for spectrum sensing
[6, 15, 32–34]. However, some of the challenges with energy detection include
selection of the threshold for detecting primary users, inability to differentiate
interference from primary users’ transmission and noise, and poor performance
under low signal-to-noise ratio [29]. Moreover, energy detection does not work
efficiently for detecting spread spectrum signals for which more sophisticated signal
processing algorithms need to be devised [35].

In addition to narrowband sensing, energy detection has been used for multiband
joint detection in wideband sensing by employing an array of energy detectors,
each of which detects one frequency band [36]. The multiband joint detection
framework enables secondary users to simultaneously detect primary users’ signals
across multiple frequency bands for efficient management of the wideband spectrum
resource at the cost of detection hardware.

Cyclostationary Feature Detection

Another detection method that can be applied for spectrum sensing is the cyclosta-
tionary feature detection. Modulated signals are in general coupled with sinusoidal
wave carriers, pulse trains, repeated spreading or hopping sequences, or cyclic
prefixes, which result in built-in periodicity. Cyclostationary features are caused by
the periodicity in the signal or in its statistics such as mean and autocorrelation
[29]. Cyclostationary feature detection is a method for detecting primary user
transmissions by exploiting the cyclostationary features of the received signals.
Instead of power spectral density (PSD), cyclic correlation function is used for
detecting signals present in a given spectrum. The cyclostationary-based detection
algorithms can differentiate noise from primary users’ signals. This is a result of
the fact that noise is wide-sense stationary with no correlation, while modulated
signals are cyclostationary with spectral correlation due to the redundancy of signal
periodicity. Therefore, a cyclostationary feature detector can perform better than



390 L. Khalid and A. Anpalagan

the energy detector in discriminating against noise due to its robustness to the
uncertainty in noise power [28, 37]. However, it is computationally complex and
requires significantly long observation time. Moreover, it requires the knowledge
of the cyclic frequencies of the primary users, which may not be available to the
secondary users.

Other Sensing Techniques

Alternative spectrum sensing methods include waveform-based sensing, multitaper
spectral estimation, and wavelet detection. Waveform-based sensing is usually based
on correlation with known signal patterns. Known patterns are usually utilized
in wireless systems to assist synchronization or for other purposes. Such patterns
include preambles, regularly transmitted pilot patterns, and spreading sequences.
In [35], it was shown that waveform-based sensing outperforms energy detector-
based sensing in reliability and convergence time. Furthermore, it was shown that
the performance of the sensing algorithm increases as the length of the known
signal pattern increases. Waveform-based sensing, however, is only possible when
the target primary user’s signal contains known signal patterns.

In [38], the authors proposed a spectrum sensing method based on the auto-
correlation of the received samples. The proposed method was evaluated by means
of experiments wherein the probabilities of detection and false alarm at different
signal-to-noise ratios (SNRs) were observed. A metric called the Euclidean distance
was derived to analyze the autocorrelation of the received samples in order to decide
whether only noise was present or signal plus noise. Simulation results showed that
the proposed method is more efficient than using autocorrelation function at first lag
method in terms of probability of detection and false alarm and more efficient than
the energy detection method in terms of probability of false alarm.

Multitaper spectrum estimation was proposed in [39]. The proposed algorithm
was shown to be an approximation to the maximum likelihood power spectral
density estimator, and for wideband signals, it is nearly optimal. Most importantly,
unlike the maximum likelihood spectral estimator, the multitaper spectral estimator
is computationally feasible. In [40], wavelets are used for detecting edges in the
power spectral density of a wideband channel. Once the edges, which correspond to
transitions from an occupied band to an empty band or vice versa, are detected, the
power within the bands between two edges is estimated. Using this information and
the edges’ positions, the power spectral density can be characterized as occupied
or empty in a binary fashion. The assumptions made in [40], however, need to be
relaxed for building a practical sensing algorithm. The method proposed in [40] was
extended in [41] by using sub-Nyquist sampling (compressed sensing). Assuming
that the signal spectrum is sparse, sub-Nyquist sampling is used to obtain a coarse
spectrum knowledge in an efficient way. Table 1 presents a brief comparison of the
above spectrum sensing techniques.
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Table 1 Comparison of spectrum sensing techniques

Spectrum sensing technique Advantages Disadvantages

Matched filter detection - Optimal performance
- Low computational cost

Requires prior knowledge of the
primary user’s signal

Energy detection - Low complexity
- No primary knowledge
required

- Poor performance for low SNR
- Cannot differentiate signal and
noise

Cyclostationary detection - Robust in low SNR region
- Robust against interference

- Requires partial prior
information
- High computational cost

Waveform-based detection - Robust in low SNR region
- Short measuring time

- Requires prior knowledge of
the primary user’s signal
- Susceptible to synchronization
errors

Multitaper spectrum
estimation

- Near-optimal performance for
wideband signals
- No primary knowledge
required

High implementation
complexity

Wavelet detection Effective for wideband signal
detection

- Requires high sampling rate
analog-to-digital converter
- High computational cost

Cooperative Spectrum Sensing (CSS)

In cooperative spectrum sensing, information from multiple secondary users are
incorporated for the detection of the primary signal. In the literature, cooperative
sensing is discussed as a solution to problems that arise in spectrum sensing due
to noise uncertainty, fading, and shadowing since the uncertainty in a single user’s
detection can be minimized [32]. The main idea of cooperative sensing is to enhance
the sensing performance by exploiting the spatial diversity in the observations
of spatially located secondary users. By cooperation, secondary users can share
their sensing information for making a combined decision more accurate than the
individual decisions [17]. The performance improvement due to spatial diversity
is called cooperative gain. While cooperative gain such as improved detection
performance and relaxed sensitivity requirement can be obtained, cooperative
sensing can incur cooperation overhead. Cooperation overhead refers to any extra
sensing time, delay, energy, and operations devoted to cooperative sensing and any
performance degradation caused by cooperative sensing.

Cooperation Architecture

Depending on how the secondary users share their sensing data, several cooperative
spectrum sensing architectures for CR networks have been proposed in the literature
[15, 42–44]. The most commonly proposed architecture is the parallel fusion
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Fig. 3 Parallel fusion architecture

architecture, in which all the sensing secondary users send their sensing information
directly to a centralized controller called a fusion center. This fusion center then
makes a final decision regarding the presence or absence of the primary signal
and broadcasts this information to other secondary users or directly controls the
cognitive radio network traffic [15, 32, 42]. The parallel fusion architecture is
illustrated in Fig. 3.

Another possible sensing architecture is the decentralized sensing architecture
which does not rely on a fusion center for making the cooperative decision [16, 35,
44]. In this case, secondary users exchange the sensing observations and converge
to a unified decision on the presence or absence of primary user’s transmissions
by iterations. Based on a distributed algorithm, each secondary user sends its own
sensing data to other users, combines its data with the received sensing data, and
decides whether or not the primary user’s transmission is present by using a local
criterion. If the criterion is not satisfied, secondary users send their combined results
to other users again and repeat this process until the algorithm is converged and a
decision is reached. The decentralized sensing architecture is illustrated in Fig. 4.

Fusion Schemes

In cooperative sensing, a fusion scheme refers to the process of combining locally
sensed data of individual secondary users. Depending on which type of sensing data
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is transmitted to the fusion center or shared with neighboring users, CSS can employ
data or decision fusion schemes. In soft-decision schemes (data fusion), secondary
users exchange their test statistics calculated from their local observations. On the
other hand, in the hard decision schemes (decision fusion), secondary users only
exchange their individual binary decisions.

Soft Combining and Data Fusion
Existing receiver diversity techniques such as equal gain combining (EGC) and
maximal ratio combining (MRC) can be utilized for soft combining of local
observations or test statistics. If the channel state information (CSI) between the
primary users and the secondary users are perfectly known, the optimal combining
strategy, which is MRC, can be used for achieving the highest output SNR. In
MRC, the local observations of secondary users are weighted proportionately to
their channel gain and then summed up [45]. In EGC, the local observations of
secondary users are weighted equally [46]. The EGC scheme has a performance
close to that of MRC but with simpler implementation.

It was shown in [47] that the soft combining scheme yields better gain than the
hard combining scheme. However, there is a significant difference in the cooperation
overhead between the hard- and soft-decision-based detectors, which requires a
wideband control channel for the soft-decision cooperative approach. The soft
information-based signal detection method for the single-carrier case and multi-
carrier case was investigated in [48]. In [33], a linear cooperation strategy was
developed which is based on the optimal combination of the local statistics from
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spatially distributed secondary users. In [49], an optimal soft combination scheme
based on Neyman-Pearson criterion was proposed to combine the weighted local
observations. The proposed scheme reduces to EGC at high SNR and reduces to
MRC at low SNR. Since such a soft combining scheme results in large overhead, a
softened two-bit combining scheme was also proposed for energy detection. In this
method, there are three decision thresholds dividing the whole range of test statistics
into four regions. Each secondary user reports the quantized two-bit information
of its local test statistics. The performance of this method is comparable to the
performance of the EGC scheme with less complexity and overhead.

In [50], the authors proposed a cooperation strategy in which the local decisions
are combined with weighting factors that reflect the local sensing reliability of each
secondary user based on partial channel side information to make a final decision
with the correspondingly optimized threshold level. In [51], the authors proposed
a weighted cooperative spectrum sensing scheme for which the optimal weights
are derived under the constraint of equal probabilities of false alarm and miss-
detection. They also incorporated reference matrix into the weight setting procedure
to store the most recent sensing data in either noise matrix or signal energy matrix
according to their corresponding sensing decisions in order to acquire the primary
user signal energies from the sensing data of the cooperating sensing nodes. In [52],
the authors proposed a cooperative spectrum sensing technique which considers the
spatial variation of secondary users, and each user’s contribution is weighted by
a factor that depends on the received power and path loss. The proposed scheme
provides better probability of detection and spectrum utilization when compared to
EGC scheme.

In [53], the authors proposed a weighted cooperative sensing scheme that assigns
weights to secondary users based on the local detection accuracy of each SU,
instead of SNR. In this scheme, the authors used the total error probability, which
combines the false-alarm probability and miss-detection probability, to measure the
detection accuracy. At the fusion center, each cooperating user is assigned a weight
corresponding to its probability of error, i.e., an SU with higher probability of error
is assigned lower weight. The optimal detection threshold, as well as the number of
SUs required to participate in cooperative sensing, was derived, subject to a given
total error probability. Simulation results showed that the proposed scheme provides
performance improvement, in terms of the probability of error, when compared to
the equal weighted and SNR-based weighted schemes. The authors in [54] proposed
a penalty-based weight adjustment mechanism for cooperative spectrum sensing
(CSS) to enhance the adaptability of secondary users in time-varying environments.
Similar to [53], each secondary user is characterized by its probability of error but
the weight factor is adjusted using a penalty mechanism based on the current local
decision made by the secondary user. The final result is then computed by fusion of
weighted soft decisions made by each cooperating secondary user.

In [55], an adaptive weighting scheme with double threshold energy detection
based on the water-filling principle was proposed for cooperative spectrum sensing.
For this scheme, each secondary user was allocated a weighting factor based on
the relation between the instantaneous SNR of the sensing channel and the water
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level. The authors showed that the proposed weighting scheme can achieve better
detection performance and lower average number of sensing bits when compared
to the equal weighted and SNR weighted schemes. A cooperative spectrum sensing
scheme based on ROCQ reputation management model for cognitive radio networks
was proposed in [56]. The ROCQ scheme is a reputation-based trust management
system that computes the trustworthiness of peers on the basis of transaction-
based feedback. The ROCQ model combines four parameters: (i) reputation,
(ii) a peer’s global trust rating or opinion formed by a peer’s firsthand interactions,
(iii) credibility of a reporting peer, and (iv) the quality or the confidence a reporting
peer puts on the feedback it provides. In this scheme, each secondary user has a
reputation degree used to calculate its coefficient in the linear fusion process, and
the reputation degree is initialized and adjusted by the fusion center according to
each secondary user’s sensing result, sensing correctness, and report consistency.
Simulation results showed that the detection performance of the proposed scheme
in [56] is approximately the same as that of the optimal linear fusion scheme while
it requires no instantaneous SNR.

Hard Combining and Decision Fusion
In the hard combining scheme, the final decision is reached by taking into
consideration the individual local decisions reported by each secondary user. When
binary local decisions are reported to the fusion center, it is convenient to apply
linear fusion rules to obtain the cooperative decision. The main advantage of the
hard combining scheme is the reduction of communication overhead. Hard decision
combining for CSS has been considered in several works [47,49,57]. The commonly
used fusion rules are AND, OR, and majority voting rules which are special cases
of the general K-out-of-M rule. Those decision fusion rules can be summarized as
below [58]:

• K-out-of-M rule: In this fusion rule, the fusion center decides on the presence
of the primary user’s transmission if, and only if, K or more than K secondary
users out of the total M cooperating secondary users report the detection of the
primary user’s signal, where K 2 Œ1;M �. Therefore, in the K-out-of-M rule, if
K users or more decide in favor of H1, then the cooperative decision declares
that H1 is true. If the decisions from all the secondary users are independent, the
network probabilities of detection and false alarm are, respectively, given by [59]
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where Pd;k and Pf;k are, respectively, the probabilities of detection and false
alarm of the kth secondary user and
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• Majority voting (MV) rule: In the MV fusion rule, also known as half-voting
rule, if half, or more than half, of the local detectors decide that there is a primary
user’s transmission, then the final decision at the fusion center declares that there
is a primary user’s transmission [58]. Therefore, for the MV rule, the cooperative
decision declares H1 only if half or more than half of the secondary users decide
onH1, i.e.,K D dM

2
e in (5) and (6), where dM

2
e denotes the smallest integer not

less than M
2

. If the decisions from all the secondary users are independent, the
network probabilities of detection and false alarm are, respectively, given by
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• Logical OR rule: In this fusion rule, the fusion decides on the presence of
primary user’s transmission if any of the secondary users reports the detection
of the primary user’s transmission. Therefore, for the OR rule, the cooperative
decision declares H1 if any of the secondary users decides on H1, i.e., setting
K D 1 in (5) and (6). Since an SU occupying a licensed frequency band may
cause interference to the primary users, the risk of SUs causing interference to
the primary users is minimized using the logical OR rule. If the decisions from
all the secondary users are independent, the network probabilities of detection
and false alarm are, respectively, given by
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• Logical AND rule: In the AND fusion rule, if all local detectors decide that
there is a primary user’s transmission, then the final decision at the fusion center
declares that there is a primary user’s transmission [58]. Therefore, for the AND
rule, the cooperative decision declares H1 only if all of the secondary users
decide on H1, i.e., setting K D M in (5) and (6). Using this fusion rule, the



12 Principles and Challenges of Cooperative Spectrum Sensing in: : : 397

probability of false alarm is minimized, but the risk of causing interference
to primary users will increase. If the decisions from all the secondary users
are independent, the network probabilities of detection and false alarm are,
respectively, given by

PD D
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Pd;k; (11)

and
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kD1

Pf;k: (12)

In [60], the authors proposed a decision fusion rule for the sensing-throughput
trade-off design that considers the differences in the signal-to-noise ratios of the
secondary users. These differences were reflected in the weighing of the decisions
based on the likelihood ratio test at the fusion center. A decision fusion scheme
was proposed in [61] that combines all secondary users decisions, taking into
account the credibility of each decision via Dempster-Shafer (D-S) theory of
evidence. This scheme can give a significant improvement in detection probability
as well as reduction in false-alarm rate and is best suited for a fast-changing
radio frequency environment. In [62], an enhanced scheme was proposed that
assigns a reliability value to each detector based on its SNR. This value reflects
the relative relationship between detectors and is used to adjust the credibility of
each decision to a more accurate value before combining the decisions via D-S
theory. In [63], the authors proposed a trust weighted cooperative spectrum sensing
scheme to identify malicious secondary users and mitigate their harmful effect on
sensing performance. To make an accurate final decision, the trust weight factor
of each SU is calculated by their trust values. The fusion center initializes the
trust values of SUs by the number of true sensing that agrees with the primary
user’s actual behavior and the number of total sensing. The trust value for each
secondary user is then increased or decreased according to whether it provides true
or false sensing information. Simulation results showed a performance improvement
in the probability of detection as compared to the conventional cooperative spectrum
sensing scheme without trust weighted factors for OR, AND, and majority fusion
rules. In [64], a centralized trust management scheme for secondary user base
station was proposed. The authors introduced the notion of self-confidence and trust.
Self-confidence is a rate supplied by a sensing secondary user of its own confidence
on the accuracy of its sensing results. Trust is a measure of reputation and represents
the historical accuracy of secondary user’s sensing reports. The authors incorporated
the trustworthiness evaluation from a modified beta reputation model into theK-out-
of-M decision fusion rule to give greater weight to the opinions of more trustworthy
secondary users.
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Performance of Cooperative Spectrum Sensing

In this section, we discuss some of the factors affecting the performance of CSS,
in terms of cooperation gain or incurred overhead, such as the number of channels
sensed in each sensing period, the selection of secondary users, the selection of the
fusion scheme, and the correlation between the cooperating secondary users. We
also discuss the performance of cooperative wideband spectrum sensing.

Cooperative User Selection

The selection of secondary users for cooperative sensing plays a key role in
determining the performance of CSS because it can be utilized to improve the
trade-off between cooperative gain and cooperation overhead. In [57], for the
case of independent secondary users’ observations with energy detection-based
cooperation, it was shown that cooperating with all users in the network does
not necessarily achieve the optimum performance. It was observed that including
secondary users experiencing bad channels, in terms of the SNR received at a
secondary user, for cooperation may degrade the performance. In order to relax
the requirement on prior knowledge of the received SNR at each secondary user,
the authors in [65] proposed to select the sensing secondary users that have the best
detection probabilities with respect to a given false-alarm probability. Specifically,
the false-alarm probability is set to be identical at each secondary user. Therefore,
the SU that reports the largest number of 1’s is first chosen to participate in
cooperative sensing. In [66], the optimal number of secondary users, K, that
minimizes the total error probability for secondary users with independent local
decisions for the general K-out-of-M fusion rule was found to be approximately
half of the total number of secondary users M . A user selection strategy based
on a modified deflection coefficient with low complexity was proposed in [67].
The optimal number of secondary users and the user set were obtained in order to
provide sufficient protection to the primary users and improve the total throughput
of the cognitive radio network. CSS using counting rule was studied in [68], and the
sensing errors were minimized by choosing the optimal probability of false alarm
to satisfy a given constraint and the optimal number of cooperating secondary users
for both matched filtering and energy detection.

When the cooperating secondary users experience correlated shadowing, it
was shown in [18] that selecting independent secondary users for cooperation
can improve the robustness of sensing results. In [69], a correlation-aware user
selection algorithm was developed to address the dynamic changes in the spatial
correlation experienced by mobile secondary users. To accurately derive the spatial
correlation coefficient, a correlation model between mobile secondary users was first
developed. Based on this correlation model, a distributed user selection algorithm
that adaptively selects uncorrelated secondary users through the spatial correlation
coefficient was designed. In [70], a joint spatial-temporal sensing scheme for CR
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networks was proposed, where secondary users collaboratively estimate the location
and transmit power of the primary transmitter. Based on those estimates, secondary
users determine their maximum allowable transmission power and use the location
information to decide which users should participate in cooperative sensing in order
to minimize the correlation among the secondary users’ observations. CSS with
correlated secondary users’ local decisions was studied in [71]. The probability of
sensing error was minimized by choosing the optimal assignments for the number
of cooperating secondary users, K, in the K-out-of-M fusion rule and the local
threshold for a certain correlation index.

Moreover, removing malicious users from cooperation ensures the security and
the reliability of the network. A robust secondary user selection algorithm for CSS
considering the presence of malicious users was proposed in [72]. The users were
selected based on the consistency check with known trusted users, and simulation
results showed that the proposed algorithm is effective in identifying and excluding
malicious secondary users. The authors in [73] presented a soft-decision reporting
scheme that is robust against malicious users. They proposed a heuristic approach to
iteratively identify malicious users, where the fusion center computes the secondary
user’s suspicious level, i.e., the posterior probability that this SU is an attacker,
based on the honest SU and malicious SU report probabilities. These probabilities
are estimated assuming that the fusion center knows the position of the users’ and
the attackers’ policy. When the suspicious level of the secondary user goes beyond a
threshold, it is discarded from the final decision process and moved into a malicious
user set. This process is repeated until no more malicious users can be found, and
only the reports from honest users are fused to make the final decision.

Most of the existing cooperative sensing schemes assume all the secondary users
are willing to cooperate. In reality, some selfish secondary users may refuse to pro-
vide the sensing results to save energy or transmission time, while benefiting from
sensing results of other users which may disrupt CSS. To enhance the cooperation,
several researchers investigate this incentive problem from the perspective of game
theory.

In [74], the authors modeled the cooperative spectrum sensing as an N-player
horizontal infinite game and then studied various strategies with it. They examined
the classical grim trigger strategy and proved it can sustain cooperation easily
but will result in poor performance under uncertainty of wireless channel. They
then proposed a strategy based on the carrot-and- stick strategy which can recover
cooperation from deviation. The authors proved that the proposed strategy can
achieve mutual cooperation as well as recover from failures. Performance evaluation
showed that the proposed strategy can achieve good network performance and
reduce interference to primary users.

In [75], the author proposed an evolutionary game-theoretic framework to
develop the best cooperation strategy for cooperative sensing with selfish users.
Using replicator dynamics, users can try different strategies (behavior dynamics)
and learn a better strategy through strategic interactions (evolutionarily stable
strategy). The authors also proposed a distributed learning algorithm that aids the
secondary users approach the evolutionarily stable strategy only with their own
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payoff history. Simulation results showed that the proposed game has a better
performance, in terms of total throughput, than having all secondary users sense
at every time slot.

In [76], the authors proposed a game in which every user can choose to
collaborate or not in each time slot depending on whether the benefit of the
cooperation is worth the cost. From this perspective, the cooperative spectrum
sensing game was modeled as the stag hunt game. The authors then proposed
cooperative communication incentive scheme (CCIS) to enhance the cooperative
sensing. The basic idea is to introduce a periodically available trusted authority to
compensate the secondary users (e.g., using the relay to help transmit their data
during transmission time) who suffer losses in the cooperative sensing.

Cooperation Overhead

The exploitation of spatial diversity in cooperative sensing results in a significant
improvement in detection performance. However, cooperation among secondary
users may also introduce a variety of overheads that limit or even compromise
this improved detection performance. The overhead associated with all elements of
cooperative sensing is called cooperation overhead. Cooperation overhead can refer
to any transmission cost, extra sensing time, delay, energy, and operations devoted
to cooperative sensing and any performance degradation caused by cooperative
sensing.

Since the sensing time is proportional to the number of samples taken by each
individual secondary user, the longer the sensing time is, the better the detection
performance will be. However, when each secondary user is equipped with a single
radio transceiver, it will be difficult for the secondary users to simultaneously
perform sensing and transmission. Therefore, the more time is devoted to sensing,
the less time is available for transmissions which reduces the secondary users’
throughput, also known as opportunistic throughput. In addition, the cooperation
overhead due to the extra sensing time will generally increase with the number of
cooperating users due to the increased volume of data that needs to be reported
to and be processed by the fusion center. This is known as the sensing efficiency
problem [77] or the sensing-throughput trade-off [59] in spectrum sensing.

The cooperation overhead, in terms of the extra sensing time or reduced
opportunistic throughput, will also increase as the delay in finding an available
channel increases [78]. In [79], a sensing-period optimization mechanism and an
optimal channel-sequencing algorithm were developed to maximize the discovery
of spectrum access opportunities and minimize the delay in discovering an available
channel when all secondary users participate in sensing an identical channel in
each sensing period. In [80], two different channel sensing policies, the random
sensing policy and the negotiation-based sensing policy, were proposed to discover
the available channels. In both policies, different users are allowed to sense different
channels that are selected either randomly or through negotiation, which enables
SUs to identify and utilize the maximum number of vacant channels. The authors
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assumed that each secondary user is equipped with two transceivers. One transceiver
is tuned to the dedicated control channel, and another transceiver is used to
periodically sense and dynamically use the identified unused channels. Parallel
cooperative sensing was proposed in [81,82] where the cooperative secondary users
are divided into multiple groups, and each group senses one channel such that more
than one channel are sensed in each sensing period. Since multiple channels are
detected in one sensing period, the cooperation overhead associated with the delay
in finding an available channel is significantly reduced.

Since each sensing phase is usually separated into several subslots used for signal
detection and decision reporting, reporting delay will also affect the performance of
cooperative spectrum sensing. In [83], the authors proposed cooperative spectrum
sensing where the secondary network optimizes the decision thresholds at the
sensors and the division between time samples used for sensing the primary users
and time slots used for reporting the sensing results. Simulation results showed
that joint optimization of thresholds and sensing/reporting time slots achieve good
sensing performance in terms of the network probabilities of false alarm and miss-
detection.

In [84], the authors proposed two distributed reporting SU selection methods
to reduce the overall sensing overhead and to mitigate the interference to PUs
in CR networks. The authors also considered the reporting channel errors and
the interference impact on PUs induced by decision reporting. Simulation results
showed that the proposed strategies achieve better detection performance and lower
sensing overhead than the traditional case.

In cooperative sensing, secondary users involve in activities such as local
sensing and data reporting that consume additional energy. The energy consumption
overhead can be significant if the number of cooperating secondary users or the
amount of sensing results to be reported is large. One approach to address this
issue is to use censoring to limit the amount of reported sensing data according
to certain criteria or constraints. Since the censoring criteria are chosen to refrain
cooperating secondary users from transmitting unnecessary or uninformative data,
the energy efficiency can be improved in cooperative sensing. In [85], a simple
censoring method was proposed to decrease the average number of sensing bits
reported to the fusion center. In this method, the energy detector output of each
secondary user is compared to two thresholds, and the decision is sent to the fusion
center if the energy detector output is between those two thresholds. Otherwise, no
decision is made and this sensing output is censored from reporting. The simulation
results showed that even though the network probability of false alarm may degrade
due to the possibility that the sensing outputs of all secondary users are censored,
the amount of reported local decisions can be dramatically reduced. Therefore, the
energy efficiency can be traded off with the network probability of false alarm.

Another approach to reduce the cooperation overhead in terms of energy
consumption is to minimize the energy consumption with detection performance
constraints. In [86], the energy efficiency problem was addressed by energy
minimization under detection performance constraints. This method investigates the
trade-off between the two aspects of sensing time. On one hand, longer sensing
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time consumes more energy at each secondary user. On the other hand, longer
sensing time can improve detection performance at each secondary user and reduce
the number of cooperating users and the associated energy consumption overhead.
Therefore, this method finds the optimal sensing time and the optimal number of
cooperating users to balance the energy consumption in local sensing and the energy
overhead due to cooperation for a required detection performance.

An energy-efficient CSS scheme was proposed in [87] to maximize the energy
efficiency. The authors proposed a method in which sensing time, sensing threshold,
and the number of cooperating SUs are jointly optimized. In [88], the authors
proposed an efficient algorithm to solve the general problem of spectrum efficiency
and energy efficiency trade-off in cognitive radio with cooperative sensing. The
authors then considered the trade-off between spectrum efficiency and energy
efficiency such that the energy efficiency (spectrum efficiency) is maximized
via joint optimization of sensing duration and final decision threshold under the
constraint that the spectrum efficiency (energy efficiency) requirement is satisfied.
Simulation results showed that different spectrum efficiency (energy efficiency)
requirements need different optimal values of sensing duration and final decision
threshold, and there exists a trade-off between the spectrum efficiency and energy
efficiency.

To alleviate the energy deficiency, radio frequency (RF) harvesting techniques
have become alternative methods through which green energy can be used to
power the next generation wireless networks [89]. Recently, energy harvesting
communication has been considered for cognitive radio networks in order to
improve both energy and spectral efficiency in wireless and mobile networks. In
[90], the transmitters in a CR network either opportunistically harvest RF energy
from transmissions by nearby devices in a primary network or transmit data if
the devices are not in the interference range of any other primary network. The
optimal transmit power and density of the secondary transmitters that maximize the
throughput of the CR network were derived under an outage probability constraint.
The authors in [91] investigated the optimal detection threshold for opportunistic
spectrum access in an energy harvesting CR network to maximize the expected total
throughput under both the energy causality constraint and the collision constraint.
In [92], the authors extended the work in [91] to investigate the optimal sensing
duration and sensing threshold that jointly maximize the average throughput for a
given amount of harvested energy.

Multiband Spectrum Sensing

Wideband spectrum sensing, which we also refer to in this chapter as multiband
sensing, faces technical challenges, and there is limited work on it in the literature.
To sense multiple frequency bands simultaneously, secondary users may need to
scan the spectrum or use multiple radio frequency (RF) front ends for sensing
multiple bands. However, using these approaches for wideband sensing either
causes long sensing delay or incurs high computational complexity and hardware
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cost. Recent advances in compressed sensing [41, 93] enable the sampling of
the wideband signals at sub-Nyquist rate to relax the analog-to-digital converter
(ADC) requirements. The techniques of compressed sensing provide promising
solutions to promptly recover wideband signals and facilitate wideband sensing at
a reasonable computational complexity. Compressed sensing can be achieved by
various sensing matrix techniques such as random matrices. However, due to the
sub-Nyquist rate sampling and insufficient number of samples, a weak primary
user’s signal with a nearby strong signal may not be properly reconstructed for
detection in a wideband spectrum [17]. In addition, a new ADC architecture with
nonuniform timing and a pseudorandom clock generator is needed [94]. In [95],
the authors proposed two algorithms for wideband spectrum sensing at sub-Nyquist
sampling rates for the single node and cooperative multiple nodes, respectively.
In single node spectrum sensing, a two-phase spectrum sensing algorithm based
on compressive sensing is proposed to reduce the computational complexity and
improve the robustness at secondary users. In the cooperative multiple node case,
the signals received at SUs exhibit a sparsity property that yields a low-rank
matrix of compressed measurements at the fusion center. This leads to a two-phase
cooperative spectrum sensing algorithm for cooperative multiple SUs based on low-
rank matrix completion. The numerical results showed that the proposed algorithms
are robust to channel noise with low computational complexity.

In multiband cooperative sensing, secondary users cooperate to sense multiple
narrowbands instead of focusing on one band at a time. In [36], a multiband joint
detection scheme was proposed for combining the statistics of sensing multiple
bands from spatially distributed secondary users. The fusion center calculates the
test statistic and makes a cooperative decision in each band. The weight coefficients
and detection thresholds of all bands were obtained by jointly maximizing the
aggregate opportunistic throughput in each band subject to constraints on the miss-
detection and false-alarm probabilities. To enable the multiband sensing at each
secondary user, an energy detector is required for each band of interest. As a result,
the method may incur high hardware cost when the number of bands for cooperative
sensing is large. In [96], the authors proposed a multiband adaptive joint detection
framework for wideband spectrum sensing that collectively searches the secondary
transmission opportunities over multiple frequency bands. In this framework, both
the sensing slot duration and detection thresholds for each narrowband detector
were jointly optimized to maximize the achievable opportunistic throughput of the
secondary network subject to a limit on the interference introduced to primary users.

In [81], a parallel cooperative sensing scheme was proposed to enable the
multichannel sensing by optimally selected cooperating secondary users. Different
from the multiband sensing scheme in [36, 96], each cooperating secondary user
senses a different channel. In [82], the authors proposed a group-based CSS scheme
in which the cooperative secondary users are divided into several groups, and each
group senses a different channel during a sensing period, while the secondary users
in the same group perform joint detection on the targeted channel. In [97], the
authors proposed an adaptive user-group assignment algorithm for group-based CSS
that considers cooperating secondary users with heterogeneous sensing ability in
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terms of the sensing accuracy. By the methods in [81,82,97], multiple channels can
be cooperatively sensed in each sensing period. The objective is to maximize the
secondary opportunistic throughput while minimizing the sensing overhead such as
the sensing time and the number of secondary users required for cooperation.

Implementation of Sensing Techniques on Testbeds

Testbeds are essential to advance the development of cognitive radio networks by
verification of proposed sensing techniques in a practical system and evaluation of
key performance metrics. Some of the existing CR testbed researches are focusing
on the algorithms of spectrum sensing and signal processing. In [98], the authors
proposed an experimental setup based on the Berkeley Emulation Engine 2 (BEE2)
platform, which is a multi-FPGA emulation platform, to experiment with various
sensing techniques and develop a set of metrics and test cases to allow them to
measure the sensing performance of these techniques. The authors in [99] proposed
KNOWS, which has a reconfigurable transceiver based on a modified Wi-Fi hard-
ware. The hardware consists of a development board with a scanner/receiver radio
and a reconfigurable transceiver. KNOWS spectrum allocation engine maintains
up-to-date information about the spectrum usage by all its neighbors and stores
it in a resource allocation matrix (RAM). The authors studied the bandwidth
allocation problem and designed a spectrum-aware medium access control (MAC)
protocol. The MAC protocol uses the RAM to dynamically decide on the portion
of the spectrum to use for a given communication. Simulations results showed that
KNOWS significantly increases the capacity when compared to IEEE 802.11-based
systems.

In [100], the authors presented a real-time testbed, based on programmable
system-on-chip processors, for the evaluation of cognitive radio MAC algorithms.
The proposed testbed is much easier to configure and control than the traditional
FPGA-based testbed. The authors introduced the testbed implementation details of
the spectrum sensing of PHY layer, the channel selection strategy, and the access
control strategy of MAC layer.

In [101], the author studied the performance of normal collaborative spectrum
sensing (NCSS) based on coalitional games and implemented NCSS in wireless
open-access research platform. Wireless open-access research platform is a scalable
and extensible programmable wireless platform, developed by Rice University
[102], to prototype advanced wireless networks. Based on testbed implementation,
the authors showed that under poor reporting channel conditions, the coalition
splits and the weaker SUs exhibit inefficient sensing performance. The authors
then proposed relay-based collaborative spectrum sensing that uses neighboring SU
with low error-prone relay path to share sensing results between affected SUs and
channel. Testbed results revealed that relay-based collaborative spectrum sensing
performs better than all other collections of coalitions, and it improves sum-utility
by 20%, as compared to NCSS at the cost of minimal 2.3% loss in energy efficiency.
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Research Challenges

Many operations in cooperative spectrum sensing, such as sharing data, broadcast-
ing spectrum-aware routing information, and coordinating spectrum access, rely
on control message exchange on a common control channel. The implementation
of a common control channel is one of the most challenging issues in cognitive
radio networks, since a fully reliable control channel cannot be created without
reserving bandwidth specifically for this purpose. However, if a dedicated channel is
used, the bandwidth available for traffic communications reduces. In addition, since
the common control channel may be subject to primary user’s activity, secondary
users have to negotiate a new control channel when the original one is occupied by
primary users. In [103], the authors investigate a promising solution that exploits
the ultrawideband (UWB) technology to allow the secondary users to discover
each other and exchange control information for establishing a communication
link. Other works assume that secondary users use an out-of-band common control
channel to report the local sensing results to the fusion center to avoid interfering
with the primary user [104, 105]. Setting up and maintaining common control
channel is still an open issue for CR networks.

In cooperative spectrum sensing, it is usually assumed that all cooperating CR
users are perfectly synchronized, and their sensing results are also assumed to
be available instantly at the fusion center. In reality, this is not always valid, and
therefore, the CSS scheme should consider the case of asynchronous observations
and reporting delay which result in time offsets between local sensing observations
and the final decision at the fusion center. In [106], a probability-based combination
scheme was proposed to combine asynchronous reports at the fusion center. The
proposed combining scheme considers both detection errors and time offsets
between local sensing observations and the final decision. Based on the knowledge
of the primary user channel usage model and the Bayesian decision rule, the
conditional probabilities of the local sensing decisions received at different times,
conditioned on each hypothesis, and their combined likelihood ratio were calculated
to make the final decision at the fusion center.

Most of the studies on CSS analyze its performance based on the assumption of
perfect knowledge of the average received SNR at the secondary user. However, in
practice, this is not always the case. The effect of average SNR estimation errors
on the performance of CSS was examined in [107]. In the noiseless sample-based
case, it was found that the probability of false alarm decreases as the average SNR
estimation error decreases for both independent and correlated shadowing. In the
noise sample-based case, it was found that there exists a threshold for the noise
level. Below this threshold, the probability of false alarm increases as the noise
level increases, while above the threshold, the probability of false alarm decreases
as the noise level increases.

Spectrum mobility, in which SU has to move from one spectrum hole to another
to avoid interference in case of the reappearance of PU, is another challenging
problem in CR networks. CR networks need to perform mobility management
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adaptively depending on the heterogeneous spectrum availability that is dependent
on the primary traffic.

Some new research directions focus on the design of architectures for the
integration of cognition network and cooperative communications in wireless
heterogeneous networks (HetNet) for better utilization of radio resources and
guaranteeing quality of service. The authors in [108] have focused their research
on the coexistence of wireless fidelity (Wi-Fi)and 4G cellular networks sharing the
unlicensed spectrum. They have introduced the network architecture for long-term
evolution (LTE)/LTE-advanced small cells to exploit unlicensed spectrum used by
Wi-Fi systems. They showed that the proposed architecture along with interference
avoidance schemes increases the capacity of 4G cellular networks by maintaining
the quality of service (QoS)of Wi-Fi systems. Cognitive radio networks are also
highly promising for providing timely smart grid wireless communications by
utilizing all available spectrum resources [109].

Conclusions

Cognitive radio technology allows a wireless network to expand its spectrum on
demand at a relatively low cost, thereby offering a natural solution to cope with
random and diverse mobile data traffic which makes it a promising candidate for
5G communication networks. In this chapter, the most common spectrum sensing
techniques for cognitive radio networks were surveyed and classified to provide
an overview of the research direction in the area of cognitive radio networks. To
address the limitations of the spectrum sensing techniques by a single secondary
user, cooperative spectrum sensing and its main elements have been discussed.
Different cooperation architectures and fusion schemes for fusion the decisions of
cooperating secondary users were presented, and their advantages and disadvantages
were highlighted.

We further identified some of the main factors that contribute to the efficient
design of cooperative spectrum sensing schemes for cognitive radio networks.
Different criteria for selecting the cooperating secondary users were discussed,
and the performance improvement achieved by the different selection criteria was
highlighted. The performance degradation due to cooperation overhead in terms
of transmission cost, extra sensing time, delay, energy, and operations devoted to
cooperative sensing was investigated which provided an insight on some of the key
challenges facing cooperative spectrum sensing in cognitive radio networks.
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Abstract

In this chapter, an application-aware spectrum sharing and allocation problem
for cellular systems with multiple frequency bands is presented. Mobile users
are categorized based on applications running on their devices. They could
be either delay-tolerant or real-time applications which are approximated by
logarithmic utility functions and sigmoidal-like utility functions, respectively.
The objective is to share spectrum resources from multiple base stations with
different frequency bands according to a utility proportional fairness policy. This
policy guarantees no user is dropped, i.e., allocated zero resource. Additionally,
it ensures that mobile users with real-time applications are given priority in
resource allocation to achieve higher overall user satisfaction with the available
shared resources. Hence, this problem is casted as a convex optimization problem
to ensure optimality and the existence of a tractable global optimal solution.
Using optimization techniques, e.g., duality and Lagrange multipliers, a dis-
tributed spectrum sharing and allocation algorithm is constructed. This algorithm
is tested for convergence in different traffic conditions. Based on the convergence
analysis, a robust resource allocation and sharing algorithm is developed to allo-
cate the optimal resources for high-traffic situations where conventional resource
allocation algorithms fail to converge. Additionally, this algorithm provides the
option of traffic-dependent pricing for network providers. This pricing approach
can be used to flatten the network traffic and decrease cost per bandwidth for
mobile users. The simulation results of the performance of this robust optimal
algorithm are explored for a single-carrier and two-carrier scenarios.

Keywords
Inelastic traffic � Convex optimization � Robust algorithm � Traffic-dependent
pricing � Optimal resource allocation � Joint carrier aggregation �
Application-aware � Sigmoidal-like utility

Introduction

Nowadays, mobile phones are becoming smarter with a wide variety of advanced
applications that are hungry for bandwidth resources. Mobile phone industry is
witnessing a rapid growth in both number of subscribers and traffic consumption per
subscriber. Mobile subscribers are currently running multiple applications, simulta-
neously, on their smart phones. Network providers are moving from single service
(e.g., Internet access) to multiple service offering (e.g., multimedia telephony,
mobile-TV, etc.) [16]. In order to meet this strong demand for wireless resources
by mobile users, more spectrum resources are needed [40]. However, due to the
scarcity of the dedicated cellular spectrum, it is difficult to have a single frequency
band fulfilling this demand. Therefore, the dedicated cellular frequency bands are
not sufficient to satisfy demands of this industry, and sharing other frequency bands
is necessary for pushing further advances in the mobile phone industry.
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The National Broadband Plan (NBP) and the findings of the President’s
Council of Advisors on Science and Technology (PCAST) spectrum study
have recommended that underutilized federal spectrum be made available for
secondary use [19,36]. Furthermore, National Telecommunications and Information
Administration (NTIA) findings revealed that not efficiently sharing radar band can
result in large exclusion zones that reach up to tens of kilometers from the west and
east coasts [34]. Hence, this excludes millions of mobile users living within tens
of kilometers from the west and east coasts from aggregating additional secondary
band to their existing primary spectrum. Additionally, the Federal Communications
Commission (FCC) recommended the use of small cells, i.e., low-power wireless
base stations, to operate in the 3.5 GHz radar band efficiently [21]. Hence, radar
band can be shared by cellular networks similar to previous sharing examples, e.g.,
Wi-Fi, Bluetooth, wireless local area network (WLAN), etc. [20].

Making more spectrum available will certainly provide opportunities for mobile
broadband capacity gains, but only if those resources can be aggregated efficiently
with the existing commercial mobile system [35, 49, 50]. The efficient sharing and
aggregation of federal spectrum with the existing cellular network is a challenging
task. The challenges are both in hardware implementation and sharing and allocation
of spectrum resource from multiple carriers with different bands. Hardware imple-
mentation challenges are in the need for multiple oscillators, multiple RF chains,
more powerful signal processing, and longer battery life [5]. For sharing of spectrum
resources from multiple base stations, e.g., macro cells and small cells, with multiple
bands, e.g., dedicated cellular bands and secondary radar bands, a distributed
resource allocation and aggregation algorithm is needed to optimally allocate these
spectrum resources from different carriers operating using different frequency
bands. Hence, the problem boils down to optimally allocating resources from differ-
ent carriers with different frequency bands. In other words, it is a resource allocation
optimization problem with carrier aggregation. This problem holds for sharing
federal or commercial spectrum from various network providers as well [39].

The area of resource allocation optimization has received significant interest
since the seminal network utility maximization problem presented in [28]. The
network utility maximization problem allocates the resources among users based
on bandwidth proportional fairness and using Lagrange multiplier methods of
optimization theory. An iterative algorithm based on the dual problem has been
proposed to solve the resource allocation optimization problem in [32]. The
utility functions used in early research work, as in [28] and [32], are logarithmic
utility functions that are good approximations of elastic Internet traffic for wired
communication networks. Therefore, all utility functions are strictly concave
functions, and hence the optimization problem is convex and converges to the
global optimal solution.

Nowadays, there has been an increasing demand for wireless adaptive real-time
applications. The utility functions that approximate real-time applications are non-
concave functions. Applications with utility functions that are not strictly concave
are presented in [41]. For example, voice-over-IP (VoIP) can be approximated as
a step function where the utility percentage is zero below a certain rate threshold
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and is 100% above that threshold, while rate-adaptive applications, e.g., video
streaming, have utility functions that can be approximated as a sigmoidal-like
function according to [41]. The sigmoidal-like function is a convex function for
rates below the curve inflection point and is a concave function for rates above
that inflection point. Hence, there is an urgent need to provide an optimal sharing
and allocation algorithm that is aware of different applications running on mobile
devices. The developed algorithm has to allocate shared spectrum resources based
on the characteristics of the applications running on users’ devices and the impact
of that on users’ experience. In other words, an application-aware spectrum sharing
solution is needed.

In this chapter, a single carrier resource allocation optimization problem that
includes users with non-concave utility functions (i.e., sigmoidal-like functions)
and users with strictly concave utility functions (i.e., logarithmic utility functions)
is discussed first. The optimization problem is formulated to ensure application
awareness and fairness when allocating available evolved Node B (eNodeB)
resources to all users. A resource allocation algorithm is developed to give priority
to real-time application users who have non-concave utility functions approximated
by sigmoidal-like functions with different parameters for different real-time applica-
tions. The algorithm and corresponding optimization problem inherently guarantee
by construction that all users are assigned a fraction of the resources. This satisfies
the objective of cellular system to provide a minimum quality of service (QoS) for
all the users subscribing for the mobile service.

This developed rate allocation algorithm converges to the optimal rate only when
the maximum available rate by the eNodeB exceeds the mid-utilization point for
all the real-time application users as shown in section “Convergence Analysis”.
So, this algorithm does not converge for eNodeB with scarce bandwidth resources
with respect to the number of users. This situation is a realistic situation during
peak network traffic hours. Therefore, a modified algorithm to solve this problem is
presented in section “A More Robust Algorithm”. The modified algorithm provides
a more robust algorithm that converges for both scarce and abundant bandwidth
resources. Additionally, this robust algorithm provides traffic-dependent pricing.
This pricing approach can be utilized by network providers to incentivize users to
use the mobile service during less congested times [25].

By extending the single carrier optimization problem, an application-aware spec-
trum sharing optimization problem is formulated. In this problem multiple spectrum
bands are shared by solving for resource allocation of multiple carriers. This
resource allocation optimization problem with joint carrier aggregation is casted
into a convex optimization framework. Application awareness is augmented by
usage of logarithmic and sigmoidal-like utility functions to represent delay-tolerant
and real-time applications, respectively. This model supports both contiguous
and noncontiguous carrier aggregation from one or more frequency bands. The
corresponding distributed algorithm allocates resources from one or more carriers
to provide the lowest resource prices for mobile users. In addition, this algorithm
uses utility proportional fairness policy to be aware of the priority of real-time
applications over delay-tolerant applications when allocating resources.
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Related Work

A distributed power allocation algorithm for mobile cellular system is presented in
[30]. The authors used non-concave sigmoidal-like utility functions. The proposed
algorithm approximates the global optimal solution but could drop users to maxi-
mize the overall system utilities; therefore, it does not guarantee minimum QoS for
all users. In [7,46,47], the authors presented novel algorithms for different scenarios
of power allocation in cellular systems that are optimal based on the optimality proof
in [24].

A weighted aggregation of elastic and inelastic utility functions in each user
equipment (UE) is presented in [29]. These aggregated utility functions are then
approximated to the nearest concave utility function from a set of functions using
minimum mean-square error. That approximate utility function is used to solve
the rate allocation problem using a modified version of distributed rate allocation
algorithm presented in [28]. In [24], the authors showed that sigmoidal-like
and logarithmic utility functions are suitable for representing real-time and delay-
tolerant applications, respectively.

In [43] and [44], the authors presented a non-convex optimization formulation for
the maximization of utility functions in wireless networks. They used both elastic
and sigmoidal-like utility functions and proposed a distributed algorithm to solve it
when the duality gap is zero. But the algorithm does not converge to the optimal
solution for a positive duality gap. A fair allocation heuristic is included to ensure
network stability which resulted in a high aggregated utility.

In [26], the authors proposed a utility max-min fairness resource allocation for
users with elastic and real-time traffic sharing a single path in the network. In
[45], the authors proposed a utility proportional fair optimization formulation for
high-SINR wireless networks using a utility max-min architecture. They compared
their algorithm to the traditional bandwidth proportional fair algorithms [33] and
presented a closed form solution that prevents oscillations in the network.

In [25], the authors conducted a pilot trial with 50 iPhone or iPad 3G data
users, who were charged according to time-dependent pricing algorithms. Their
results show that time-dependent pricing benefits both operators and customers. The
algorithms flatten demand fluctuations over time. It also allows users to choose the
time and volume of their usage and hence save money. However, this method lacks
application awareness which is essential in advancing mobile service industry.

A Round Robin packet scheduling method which distributes the load among
multiple component carriers across the network is proposed in [48]. A collaborative
scheme, where users covered by multiple base stations are allocated resources from
the base station with the best channel, is presented in [15]. The problem of spectrum
sharing of resources using carrier aggregation for LTE Advanced is addressed in
[42]. The authors consider modulation and coding scheme (MCS) selection and
mobile users’ MIMO capabilities. These proposed methods in [15, 42, 48] are not
application-aware and hence are less efficient in maximizing user’s satisfaction and
quality of experience. In this chapter, we address quality of experience by including
application-awareness into spectrum sharing problem.
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Our Contributions

Our contributions in this chapter are summarized as:

• An application-aware utility proportional fairness optimization problem that
solves for utility functions that are both strictly concave and non-concave
(i.e., sigmoidal-like [24]) is formulated. In addition, the optimization problem
inherently gives priority to real-time application users (i.e., with sigmoidal-like
utility functions) while allocating resources.

• The proposed application-aware optimization problem is convex, and therefore
the global optimal solution is tractable. A distributed rate allocation algorithm is
presented.

• The convergence of the distributed rate allocation algorithm is analyzed. A
modified distributed rate allocation algorithm that converges to the optimal rates
for high-traffic and low-traffic periods is identified.

• A pricing policy is proposed for service providers to charge to service subscribers
that can flatten traffic load on the network.

• Extension of the application-aware optimization problem to include spectrum
sharing with carrier aggregation between multiple different frequency bands is
formulated.

• Simulation results for one- and two-carrier scenarios are explored.

The chapter is organized as follows. Section “Single-Carrier Scenario” presents
the single-carrier problem formulation. Section “Optimality” shows that the single-
carrier optimization problem is convex, and section “UE and eNodeB Subprob-
lems” provides the corresponding distributed subproblems. Section “Distributed
Algorithm for Single-Carrier Scenario” presents a single-carrier algorithm. Sec-
tion “Simulation Example: One Carrier” explores the simulation results for a
single-carrier scenario setup. Section “Convergence Analysis” analyzes the algo-
rithm convergence. Section “A More Robust Algorithm” constructs a more robust
single-carrier algorithm, and the corresponding simulation results are shown in sec-
tion “Simulation Example: One Carrier (Cont.)”. The multiple-carrier optimization
problem is formulated in section “Multiple-Carrier Scenario”, its optimality shown
in section “Optimality and Subproblems”, corresponding algorithm developed in
section “Distributed Algorithm for Multiple-Carrier Scenario”, and its simulation
results provided in section “Simulation Example: Two Carriers”. Section “Conclu-
sion and Future Direction” concludes the chapter with future direction.

Single-Carrier Scenario

A single-cell system consisting of a single eNodeB andM UEs is considered as our
system model. The bandwidth allocated by the eNodeB to i th UE is given by ri .
Each UE has its own utility function Ui.ri / that corresponds to the type of traffic
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being handled by it. Our objective is to determine the bandwidth the eNodeB should
allocate to the UEs. We assume the utility functions Ui.ri / to be strictly concave or
a sigmoidal-like functions. The utility functions have the following properties:

• Ui.0/ D 0, and Ui.ri / is an increasing function of ri .
• Ui.ri / is twice continuously differentiable in ri .

In our model, we use the normalized sigmoidal-like utility function, as in [24, 30],
that can be expressed as

Ui.ri/ D ci

� 1

1C e�ai .ri�bi /
� di

�
(1)

where ci D 1Ceai bi

eai bi
and di D 1

1Ceai bi
. So, it satisfies U.0/ D 0 and U.1/ D 1. In

Fig. 1, the normalized sigmoidal-like utility function with a D 5 and b D 10 is a
good approximation for a step function (e.g., VoIP), and a D 0:5 and b D 20 is a
good approximation to an adaptive real-time application (e.g., video streaming). In
addition, we use the normalized logarithmic utility function, as in [18, 45], that can
be expressed as

Ui.ri/ D
log.1C ki ri /

log.1C ki rmax/
(2)

where rmax is the required rate for the user to achieve 100% utility percentage and ki
is the rate of increase of utility percentage with the allocated rate ri . So, it satisfies
U.0/ D 0 and U.rmax/ D 1. The logarithmic utility functions with k D 15 and

Fig. 1 The sigmoidal-like utility functions (representing real-time traffic) and logarithmic utility
functions (representing delay-tolerant traffic) Ui .ri/
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k D 0:1 are shown in Fig. 1. We consider the utility proportional fairness objective
function given by

max
r

MY
iD1

Ui .ri/ (3)

where r D fr1; r2; : : : ; rM g and M is the number of UEs in the coverage area of
the eNodeB. The goal of this resource allocation objective function is to allocate
the resources for each UE that maximize the total mobile system objective (i.e.,
the product of the utilities of all the UEs) while ensuring proportional fairness
between individual utilities. This resource allocation objective function ensures
nonzero resource allocation for all users. Therefore, the corresponding resource
allocation optimization problem guarantees minimum QoS for all users. In addition,
this approach allocates more resources to users with real-time applications providing
improvement to the QoS of cellular system.

The basic formulation of the utility proportional fairness resource allocation
problem is given by the following optimization problem:

max
r

MY
iD1

Ui .ri/

subject to
MX
iD1

ri � R

ri 	 0; i D 1; 2; : : : ;M:

(4)

where R is the total rate of the eNodeB covering the M UEs, and r D
fr1; r2; : : : ; rM g.

We prove in section “Optimality” that there exists a tractable global optimal
solution to the optimization problem (4).

Optimality

In the optimization problem (4), since the objective function arg max
r

QM
iD1 Ui .ri/

is equivalent to arg max
r

PM
iD1 log.Ui .ri//, then optimization problem (4) can be

written as:

max
r

MX
iD1

log.Ui .ri//

subject to
MX
iD1

ri � R

ri 	 0; i D 1; 2; : : : ;M:

(5)
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In section “Single-Carrier Scenario”, we assume that all the utility functions of
the UEs are strictly concave or sigmoidal-like functions. In the strictly concave
utility function case, recall the utility function properties in section “Single-Carrier
Scenario”; the utility function is positive Ui.ri/ > 0, increasing, and twice differen-
tiable with respect to ri . Then, it follows that U 0i .ri/ D

dUi .ri/

dri
> 0 and U 00i .ri/ D

d2Ui .ri/

dr2i
< 0. It follows that, the utility function log.Ui .ri// in the optimization

problem (5) has d log.Ui .ri//
dri

D
U 0

i .ri/

Ui .ri/
> 0 and d2 log.Ui .ri//

dr2i
D

U 00

i .ri/Ui .ri/�U
02
i .ri/

U 2i .ri/
< 0.

Therefore, the strictly concave utility function Ui.ri/ natural logarithm log.Ui .ri// is
also strictly concave. It follows that the natural logarithm of the logarithmic utility
function in equation (2) is strictly concave.

In the sigmoidal-like utility function case, the utility function of the normalized

sigmoidal-like function is given by equation (1) as Ui.ri/ D c
�

1

1Ce�ai .ri�bi /
� d

�
.

For 0 < ri < R, we have 0 < 1 � di .1C e
�ai .ri�bi // < 1

1Cci di
. It follows that for

0 < ri < R, we have the first and second derivative as

d

dri
logUi.ri/ > 0 and

d2

dr2i
logUi.ri/ < 0:

Therefore, the sigmoidal-like utility function Ui.ri/ natural logarithm log.Ui .ri// is
strictly a concave function.

All the utility functions in the optimization problem presented in equation (5)
have strictly concave natural logarithms. For visualization, an example of four users
is shown in Fig. 1 where two users run applications with sigmoidal-like utility
functions and the other two users run application with logarithmic utility functions.
The sigmoidal-like utility functions parameters are a D f5; 0:5g and b D f10; 20g,
respectively. The logarithmic utility functions parameters are k D f15; 0:1g and
rmax D 100. The natural logarithms of the utility functions of Fig. 1 are shown in
Fig. 2, and the derivatives of natural logarithms of the utility functions are shown in
Fig. 3. It follows that for all UEs, utility functions are strictly concave. Therefore, the

Fig. 2 The natural logarithm of sigmoidal-like and logarithmic utility functions logUi .ri/
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Fig. 3 The first derivative of the natural logarithm of sigmoidal-like and logarithmic utility
functions @ logUi .ri/

@ri

optimization problem (5) is a convex optimization problem [10]. The optimization
problem (5) is equivalent to optimization problem (4); therefore it is also a convex
optimization problem. For a convex optimization problem, there exists a unique
tractable global optimal solution [8].

UE and eNodeB Subproblems

The key to UE and eNodeB subproblems from the primal problem in (5) is to convert
to the dual problem, similar to [28] and [32]. The optimization problem (5) can
be divided into two simpler problems by using the dual problem. We define the
Lagrangian

L.r; p/ D
MX
iD1

log.Ui .ri// � p

 
MX
iD1

ri C z �R

!
(6)

where z 	 0 is the slack variable and p is Lagrange multiplier or the shadow price
(i.e., the total price per unit bandwidth for all theM channels). Therefore, the i th UE
bid for bandwidth can be given by wi D pri , and we have

PM
iD1 wi D p

PM
iD1 ri .

The first term in equation (6) is separable in ri . Hence, the dual problem objective
function can be written as

D.p/ D

MX
iD1

max
ri

�
log.Ui .ri// � pri

�
C p.R � z/ (7)

The dual problem is given by

min
p

D.p/

subject to p 	 0:

(8)
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Hence,

@D.p/

@p
D R �

MX
iD1

ri � z D 0 (9)

substituting by
PM

iD1 wi D p
PM

iD1 ri we have

p D

PM
iD1 wi
R � z

(10)

Now, divide the primal problem (5) into two simpler optimization problems in the
UEs and the eNodeB. The i th UE optimization problem is given by:

max
ri

logUi.ri/ � pri

subject to p 	 0

ri 	 0; i D 1; 2; : : : ;M:

(11)

The eNodeB optimization problem is given by:

min
p

D.p/

subject to p 	 0:

(12)

The minimization of shadow price p is achieved by the minimization of the slack
variable z 	 0 from equation (10). Therefore, the maximum utility percentage for
the available eNodeB bandwidth is achieved by setting the slack variable z D 0.
In this case, we replace the inequality in primal problem (5) constraint by equality

constraint, and so we have
PM

iD1 wi D pR. Therefore, we have p D
PM
iD1 wi
R

where
wi D pri is transmitted by the i th UE to the eNodeB. The utility proportional
fairness in the objective function of the optimization problem (4) is guaranteed in
the solution of the optimization problems (11) and (12).

Distributed Algorithm for Single-Carrier Scenario

The distributed application-aware resource allocation algorithm for optimization
problems (11) and (12) is an iterative algorithm for allocating the network resources
with awareness of applications running on UEs. For the Algorithm in (1) and (2),
each UE starts with an initial bid wi .1/ which is transmitted to the eNodeB. The
eNodeB calculates the difference between the received bid wi .n/ and the previously
received bid wi .n�1/ and exits if it is less than a prespecified threshold ı. Note that
wi .0/ D 0. If the value is greater than the threshold ı, eNodeB calculates the shadow

price p.n/ D
PM
iD1 wi .n/
R

and sends that value to all the UEs. Each UE receives the
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Algorithm 1 UE algorithm for a single-carrier scenario
Send initial bid wi .1/ to eNodeB
loop

Receive shadow price p.n/ from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i D

wi .n/
p.n/

STOP
else

Solve ri .n/ D arg max
ri

�
logUi .ri/� p.n/ri

�
Send new bid wi .n/ D p.n/ri .n/ to eNodeB

end if
end loop

Algorithm 2 eNodeB algorithm for a single-carrier scenario
loop

Receive bids wi .n/ from UEs {Let wi .0/ D 0 8i}
if jwi .n/� wi .n� 1/j < ı 8i then

Allocate rates, ropt
i D

wi .n/
p.n/

to user i
STOP

else
Calculate p.n/ D

PM
iD1 wi .n/
R

Send new shadow price p.n/ to all UEs
end if

end loop

shadow price to solve for the rate ri that maximizes logUi.ri/ � p.n/ri . That rate
is used to calculate the new bid wi .n/ D p.n/ri .n/. Each UE sends the value of its
new bid wi .n/ to the eNodeB. This process is repeated until jwi .n/ � wi .n � 1/j is
less than the prespecified threshold ı.

Simulation Example: One Carrier

In this section, the Algorithm in (1) and (2) is applied to the cell in Fig. 4 with
six utility functions corresponding to six UEs shown in Fig. 5. We use real-time
applications represented by equation (1) with different parameters, a D 5, b D 10,
which is an approximation to VoIP application at rate r D 10, a D 3, b D 20

which is an approximation of a standard definition video streaming application with
inflection point at rate r D 20, and a D 1, b D 30 which is also an approximation
of a high definition video streaming application with inflection point at rate r D 30.
We use three logarithmic functions that are expressed by equation (2) with rmax

=100 and different ki parameters which are approximations for delay-tolerant
applications (e.g., browsing, FTP, emails). We use k D f15; 3; 0:5g, and eNodeB has
R = 100 [23].

In Fig. 6, the allocated rates for each users per iteration are shown. The real-
time applications have priority over delay-tolerant applications. In Fig. 7, the
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Fig. 4 System model with one carrier and six users

Fig. 5 The users utility functions Ui .ri/ [or Ui .r1i C r2i / for section “Simulation Example: Two
Carriers”] used in the simulation (three sigmoidal-like functions and three logarithmic functions)

Fig. 6 The users allocated rate convergence ri .n/ with number of iterations n for eNodeB rate
R D 100
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Fig. 7 The users bid convergence wi .n/ with number of iterations n for eNodeB rate R D 100

corresponding bids per iteration are shown. Note that the distributed algorithm
avoids the situation of allocating zero rate to any user (i.e., no user is dropped).

Convergence Analysis

In this section, the convergence analysis of Algorithms (1) and (2) for different
values of R is explored.

For the sigmoidal-like function Ui.ri/ D ci .
1

1Ce�ai .ri�bi /
� di /, let Si .ri/ D

@ logUi .ri/
@ri

be the slope curvature function. Then,

@Si

@ri
D

�a2i di e
�ai .ri�bi /

ci

�
1 � di .1C e�ai .ri�bi //

�2 � a2i e
�ai .ri�bi /�

1C e�ai .ri�bi /
�2

and

@2Si

@r2i
D
a3i di e

�ai .ri�bi /
�
1 � di .1 � e

�ai .ri�bi //
�

ci

�
1 � di

�
1C e�ai .ri�bi /

� �3

C
a3i e
�ai .ri�bi /.1 � e�ai .ri�bi //�
1C e�ai .ri�bi /

�3 :

(13)

By inspection, @Si
@ri

< 0 8 ri . The first term S1i of @2Si
@r2i

in equation (13) can be

written as

S1i D
a3i e

ai bi .eai bi C e�ai .ri�bi //

.eai bi � e�ai .ri�bi //3
(14)
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and hence

lim
ri!0

S1i D1; and lim
ri!bi

S1i D 0 for bi �
1

ai
: (15)

For second term S2i of @2Si
@r2i

in equation (13), the following properties are satisfied

S2i .bi / D 0; S
2
i .ri > bi / > 0; and S2i .ri < bi / < 0: (16)

From equations (15) and (16), Si has an inflection point at ri D rsi � bi . In
addition, the curvature of Si changes from a convex function close to origin to a
concave function before the inflection point ri D rsi then to a convex function after
the inflection point. Therefore, the first remark is that for sigmoidal-like utility
functions Ui.ri/, the slope curvature function @ logUi .ri/

@ri
has an inflection point at

ri D r
s
i � bi and is convex for ri > rsi .

For the sigmoidal-like function Ui.ri/ D ci .
1

1Ce�ai .ri�bi /
� di /, the optimal

solution is achieved by solving the optimization problem (5). In Algorithms (1), an
important step to reach to the optimal solution is to solve the optimization problem
ri .n/ D arg max

ri
.logUi.ri/�p.n/ri / for every UE. The solution of this problem can

be written using Lagrange multipliers method in the form

@ logUi.ri/

@ri
� p D Si .ri/ � p D 0: (17)

From equation (15) and (16), the curvature of Si .ri/ is convex for ri > rsi � bi . The
Algorithm in (1) and (2) is guaranteed to converge to the global optimal solution
when the slope Si .ri/ of all the utility functions natural logarithm logUi.ri/ is in a
convex domain, similar to the analysis of logarithmic functions in [27] and [12].
Therefore, the natural logarithm of sigmoidal-like functions logUi.ri/ converges
to the global optimal solution for ri > r	i bi . The inflection point of sigmoidal-
like function Ui.ri/ is at r inf

i D bi . For
PM

iD1 r
inf
i 
 R, Algorithms (1) and (2)

allocate rates ri > bi for all users. Since Si .ri/ is convex for ri > rsi � bi , then the
optimal solution can be achieved by Algorithm (1) and (2). We have from equation
(17), and Si .ri/ is convex for ri > rsi � bi , that pss < Si .ri D max bi / where

Si .ri D max bi / D
aimaxdimax
1�dimax

C
aimax
2

and imax D arg maxi bi . Therefore, the second

remark is that if
PM

iD1 r
inf
i 
 R then Algorithms (1) and (2) converge to the

global optimal rates which corresponds to the steady state shadow price pss <
aimaxdimax
1�dimax

C
aimax
2

where imax D arg maxi bi .

For
PM

iD1 r
inf
i > R there exists i such that the allocated rates ropt

i < bi .

Therefore, if pss �
ai di e

ai bi
2

1�di .1Ce
ai bi
2 /

C ai e
ai bi
2

.1Ce
ai bi
2 /

is the optimal shadow price for

optimization problem (5), then a small change in the shadow price p.n/ in the
nth iteration can lead to rate ri .n/ (root of Si .ri/ � p.n/ D 0) to fluctuate
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Fig. 8 The @ logUi .ri/
@ri

diff log of sigmoidal-like utility function and shadow price p.n/ in algorithm
(1) and (2) for R D 25

between the concave and convex curvature of slope curvature Si .ri/ for the i th user.
Hence, this causes fluctuation in the bid wi .n/ sent to eNodeB and fluctuation in
the shadow price p.n/ set by eNodeB. Then, the iterative solution of Algorithms
(1) and (2) fluctuates about the global optimal rates ropt

i . Therefore, the third
remark is that for

PM
iD1 r

inf
i > R and the global optimal shadow price pss �

ai di e
ai bi
2

1�di .1Ce
ai bi
2 /

C ai e
ai bi
2

.1Ce
ai bi
2 /

, then Algorithms (1) and (2) fluctuate about the global

optimal solution.
From the first, second, and third remarks, the Algorithm in (1) and (2) does not

converge to the global optimal solution for all values of R.

Oscillation example: An example of four users with the utilities shown in Fig. 1
and the assumption that eNodeB maximum rate is R D 25, i.e.,

P4
iD1 r

inf
i D

30 > R D 25. Therefore, we cannot guarantee convergence with Algorithms (1)
and (2), as stated in section “Convergence Analysis”. In Fig. 8, the shadow price
p.n/ oscillates between a concave and convex curvature of the @ logUi .ri/

@ri
curve. The

oscillation in the shadow price p.n/ causes an oscillation in the allocated rates
and hinders the convergence to the optimal rates, and therefore the optimal rate
allocation is not achievable by Algorithm in (1) and (2).

A More Robust Algorithm

In this section, a robust algorithm is developed to ensure the proposed rate allocation
algorithm converges for all values of the eNodeB rate R. For

P
r inf
i > R, the
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Fig. 9 The @ logUi .ri/
@ri

diff log of sigmoidal-like utility function and p.n/ for Algorithm in (3) and

(4) with �w D 5e�
n
10 and �w D 10

n
and R D 25

algorithm must avoid fluctuations in the non-convergent region discussed in sec-
tion “Convergence Analysis”. This is achievable by adding a convergence measure
�w.n/ that senses the fluctuations in the bids wi s. In case of fluctuations, this robust
algorithm decreases the step size between current and previous bid wi .n/�wi .n�1/
for each user i using fluctuations decay function. The fluctuations decay function
could be in the following forms:

• Exponential function: It takes the form �w.n/ D l1e
� n
l2 .

• Rational function: It takes the form �w.n/ D l3
n

.

where l1; l2; l3 can be adjusted to change the rate of decay of the bids wi s. The
fluctuations decay function can be included in Algorithm (3) of the UE or Algorithm
(4) of the eNodeB. In this model, the decay part is added to Algorithm (3) of the UE.
The example of four users with the utilities shown in Fig. 1 and R D 25 is executed
with fluctuation decay functions as shown in Fig. 9.

Simulation Example: One Carrier (Cont.)

In this section, simulation setup and parameters are similar to section “Simulation
Example: One Carrier” with the exception of R = 45 for a comparison between
Algorithm in (1) and (2) and Algorithm in (3) and (4). Here, we choose the
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Algorithm 3 Modified UE algorithm for a single-carrier scenario
Send initial bid wi .1/ to eNodeB
Set rmin

i D 0

loop
Receive shadow price p.n/ from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i D

wi .n/
p.n/

else
Calculate new bid wi .n/ D p.n/ri .n/

if jwi .n/� wi .n� 1/j > �w.n/ then
wi .n/ D wi .n� 1/C sign.wi .n/� wi .n� 1//�w.n/ {�w D l1e

�
n
l2 or �w D l3

n
}

end if
Send new bid wi .n/ to eNodeB

end if
end loop

Algorithm 4 Modified eNodeB algorithm for a single-carrier scenario
Receive r inf

i from UEs
loop

Receive bids wi .n/ from UEs {Let wi .0/ D 0 8i}
if jwi .n/� wi .n� 1/j < ı 8i then

STOP and calculate rates ropt
i D

wi .n/
p.n/

else
Calculate p.n/ D

PM
iD1 wi .n/
R

Send new shadow price p.n/ to all UEs
end if

end loop

eNodeB rateR to be less than the sum of real-time application user inflection pointsP
bi . As expected Algorithm in (1) and (2) does not converge in this region as

shown in Fig. 10 for rates and in Fig. 11 for bids. On the other hand, Algorithm
in (3) and (4) behavior is more robust due to the fluctuation decay function. It
damps the fluctuations with every iteration for rates as shown in Fig. 12 and for
bids as shown in Fig. 13. Figure 14 shows the oscillatory shadow price p.n/ of
Algorithm in (1) and (2) and the damping shadow price p.n/ of Algorithm in (3)
and (4).

For ı D 10�3 and R changing between 5 and 100 with step of 5, the final
rates and the corresponding final bids of different users with different eNodeB rate
R are shown in Figs. 15 and 16, respectively. Note that the eNodeB allocates the
majority of its resources to the UEs running adaptive real-time application until
they reach their inflection rates ri D bi . When the total rate R exceeds the sum of
the inflection rates

P
bi of all the adaptive real-time applications, eNodeB allocates

more resources to the UEs with delay-tolerant application. Additionally, real-time
application users bid higher when the resources are scare, and their bids decrease
as R increases. Therefore, the pricing which is proportional to the bids is traffic-
dependent. This gives the service providers the option to increase the service price
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Fig. 10 The rate convergence ri .n/ of Algorithm in (1) and (2) with number of iterations n for
different users and R D 45

Fig. 11 The bid convergence wi .n/ of Algorithm in (1) and (2) with number of iterations n for
different users and R D 45

for subscribers when the traffic load on the cellular system is high. In other words,
service providers can motivate subscribers to use the network when the traffic is
lower as they pay less for the same QoS. Figure 17 shows the shadow price p.n/
with eNodeB rate R. The price is high for high-traffic case (i.e., fixed number of
users but less resources, R is small) which decreases for low traffic (i.e., same
number of users but more resources, R is large).
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Fig. 12 The rate convergence ri .n/ of Algorithm in (3) and (4) with number of iterations n for
different users and R D 45

Fig. 13 The bid convergence wi .n/ of Algorithm in (3) and (4) with number of iterations n for
different users and R D 45

Fig. 14 The shadow price p.n/ convergence with the number of iterations n
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Fig. 15 The allocated rates ri for different values of R and ı D 10�3 for Algorithm in (3) and (4)

Fig. 16 The final bids wi for different values of R and ı D 10�3 for Algorithm in (3) and (4)

Fig. 17 The final shadow price p for different values of R and ı D 10�3 for Algorithm in (3)
and (4)



434 A. Abdelhadi and C. Clancy

Multiple-Carrier Scenario

In this scenario, UEs share the spectrum of K carriers eNodeBs. These carriers
could be forming macro or small cells, i.e.,K cells, withM UEs distributed in these
cells. The rate allocated by the l th carrier eNodeB to i th UE is given by rli where
l D f1; 2; : : : ; Kg and i D f1; 2; : : : ;M g. Each UE has its own utility function
Ui.r1i C r2i C : : : C rKi / that corresponds to the type of traffic being handled by
the i th UE. The objective is similar to section “Single-Carrier Scenario” which is
to determine the optimal rates that the l th carrier eNodeB should allocate to UEs
under its coverage. The utility functions Ui.r1i C r2i C : : :C rKi / are assumed to be
a strictly concave or a sigmoidal-like functions. Hence, the utility functions satisfy
the following properties:

• Ui.0/ D 0 and Ui.r1i C r2i C : : :C rKi / is an increasing function of rli for all l .
• Ui.r1i C r2i C : : :C rKi / is twice continuously differentiable in rli for all l .

In our model, we use the normalized sigmoidal-like utility function, as in [37], that
can be expressed as

Ui.r1i C r2i C : : :C rKi / D ci

� 1

1C e�ai .
PK
lD1 rli�bi /

� di

�
(18)

where ci D 1Ceai bi

eai bi
and di D 1

1Ceai bi
. So, it satisfies Ui.0/ D 0 and Ui.1/ D 1. We

use the normalized logarithmic utility function, as in [38], that can be expressed as

Ui.r1i C r2i C : : :C rKi / D
log.1C ki

PK
lD1 rli /

log.1C ki rmax/
(19)

where rmax is the required rate for the user to achieve 100% utilization and ki is
the rate of increase of utilization with allocated rates. So, it satisfies Ui.0/ D 0

and Ui.rmax/ D 1. We consider the utility proportional fairness objective function
given by

max
r

MY
iD1

Ui .r1i C r2i C : : :C rKi / (20)

where r D fr1; r2; : : : ; rM g and ri D fr1i ; r2i ; : : : ; rKig. This resource allocation
objective function has a similar goal which is to allocate the resources that
maximizes the total system utility while ensuring proportional fairness between
utilities (i.e., the product of the utilities of all UEs). This construction of resource
allocation objective function ensures nonzero resource allocation for all users.
Therefore, the corresponding resource allocation optimization problem provides
minimum QoS for all users. In addition, this approach allocates more resources
to users with real-time applications which improves QoS for cellular system.
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Hence, the formulation of application-aware resource allocation with spectrum
sharing is given by the following optimization problem:

max
r

MY
iD1

Ui .r1i C r2i C : : :C rKi /

subject to
MX
iD1

r1i � R1;

MX
iD1

r2i � R2; : : :

: : : ;

MX
iD1

rKi � RK;

rli 	 0; l D 1; 2; : : : ; K; i D 1; 2; : : : ;M:

(21)

where Rl is the total available rate at the l th carrier eNodeB.

Optimality and Subproblems

Similar to the analysis in section “Optimality”, the optimization problem (21) can
be written as:

max
r

MX
iD1

log
�
Ui.r1i C r2i C : : :C rKi /

�

subject to
MX
iD1

r1i � R1;

MX
iD1

r2i � R2; : : :

: : : ;

MX
iD1

rKi � RK;

rli 	 0; l D 1; 2; : : : ; K; i D 1; 2; : : : ;M:

(22)

For strictly concave utility function in section “Multiple-Carrier Scenario”,
the utility function is positive Ui.r1i C : : : C rKi / > 0, increasing, and twice
differentiable with respect to rli . Then, it follows that @Ui .r1iC:::CrKi /

@rli
> 0 and

@2Ui .r1iC:::CrKi /

@r2li
< 0. It follows that the utility function log.Ui .r1iCr2iC: : :CrKi // in

the optimization problem (22) has @ log.Ui .r1iC:::CrKi //
@rli

>0 and @2 log.Ui .r1iC:::CrKi //
@r2li

<0:

Hence, the strictly concave utility functionUi.r1iCr2iC: : :CrKi / natural logarithm
log.Ui .r1i C r2i C : : : C rKi // is also strictly concave. It follows that the natural
logarithm of the logarithmic utility function in equation (19) is strictly concave.
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In the sigmoidal-like utility function case, the utility function of the normalized
sigmoidal-like function is given by equation (18) as Ui.r1i C r2i C : : : C rKi / D

ci

�
1

1Ce
�ai .

PK
lD1

rli�bi /
� di

�
. For 0 <

PK
lD1 rli <

PK
lD1 Rl , we have

0 < 1 � di

�
1C e�ai .

PK
lD1 rli�bi /

�
<

1

1C cidi
:

It follows that for 0 <
PK

lD1 rli <
PK

lD1 Rl , we have the first and second derivative

as @
@rli

logUi.r1i C : : :C rKi / > 0 and @2

@r2li
logUi.r1i C : : :C rKi / < 0. Hence, the

sigmoidal-like utility function Ui.r1i C : : : C rKi / natural logarithm log.Ui .r1i C
: : :C rKi // is strictly concave function. Then, all the utility functions in our model
have strictly concave natural logarithm. Therefore, the optimization problem (22) is
a convex optimization problem [10]. The optimization problem (22) is equivalent
to optimization problem (21); therefore it is a convex optimization problem. For
a convex optimization problem, there exists a unique tractable global optimal
solution [9].

Similar to section “UE and eNodeB Subproblems”, the optimization problem
(22) can be divided into simpler subproblems by using the dual problem. We define
the Lagrangian

L.r;p/ D
MX
iD1

log .Ui .r1i C r2i C : : :C rKi //

� p1

 
MX
iD1

r1i C z1 �R1

!
� : : :

� pK

 
MX
iD1

rKi C zK �RK

!
(23)

where zl 	 0 is the l th slack variable and pl is Lagrange multiplier or the shadow
price of the l th carrier eNodeB and p D fp1; p2; : : : ; pKg. Therefore, the i th UE
bid for rate from the l th carrier eNodeB can be written as wli D plrli , and we havePM

iD1 wli D pl
PM

iD1 rli . The first term in equation (23) is separable in ri . Hence,
the dual problem objective function can be written as

D.p/ D
MX
iD1

max
ri
.Li .ri ;p//C

KX
lD1

pl .Rl � zl / (24)

and the corresponding dual problem is given by
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min
p

D.p/

subject to pl 	 0; l D 1; 2; : : : ; K:

(25)

By differentiating @D.p/
@pl

and substituting by
PM

iD1 wli D pl
PM

iD1 rli , we have

pl D

PM
iD1 wli
Rl � zl

: (26)

Now, divide the primal problem (22) into simpler optimization problems in the UEs
and the eNodeBs. The i th UE optimization problem is given by:

max
ri

log.Ui .r1i C r2i C : : :C rKi // �
KX
lD1

plrli

subject to pl 	 0

rli 	 0; i D 1; 2; : : : ;M; l D 1; 2; : : : ; K:

(27)

The second problem is the l th eNodeB optimization problem for rate propor-
tional fairness that is given by:

min
pl

D.p/

subject to pl 	 0:

(28)

The minimization of shadow price pl is achieved by the minimization of the slack
variable zl 	 0 from equation (26). Therefore, the maximum utilization of the l th
eNodeB rateRl is achieved by setting the slack variable zl D 0. In this case, replace
the inequality in primal problem (22) constraints by equality constraints and soPM

iD1 wli D plRl . Accordingly, pl D
PM
iD1 wli
Rl

where wli D plrli is transmitted by
the i th UE to l th eNodeB. The utility proportional fairness in the objective function
of the optimization problem (21) is guaranteed in the solution of the optimization
problems (27) and (28).

Distributed Algorithm for Multiple-Carrier Scenario

In this section, a distributed algorithm for multiple-carrier scenario using optimiza-
tion problems (27) and (28) is presented. The algorithm provides a share spectrum
mechanism from multiple carriers simultaneously with an application awareness
policy. The algorithm is divided into the i th UE algorithm shown in Algorithm
(5) and the l th eNodeB carrier algorithm shown in Algorithm (6). In Algorithms
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(5) and (6), the i th UE starts with an initial bid wli .1/ which is transmitted to
the l th carrier eNodeB. The l th eNodeB calculates the difference between the
received bid wli .n/ and the previously received bid wli .n � 1/ and exits if it is
less than a prespecified threshold ı. We set wli .0/ D 0. If the value is greater

than the threshold, the l th eNodeB calculates the shadow price pl.n/ D
PM
iD1 wli .n/
Rl

and sends that value to all the UEs in its coverage area. The i th UE receives the
shadow prices pl from the in-range carrier eNodeBs and compares them to find the
first minimum shadow price p1min.n/ and the corresponding carrier index l1 2 L
where L 2 f1; 2; : : : ; Kg. The i th UE solves for the l1 carrier rate rl1i .n/ that
maximizes logUi.r1i C : : : C rKi / �

PK
lD1 pl .n/rli with respect to rl1i . The rate

r1i .n/ D rl1i .n/ is used to calculate the new bid wl1i .n/ D p1min.n/r
1
i .n/. The i th

UE sends the value of its new bid wl1i .n/ to the l1 carrier eNodeB. Then, the i th
selects the second minimum shadow price p2min.n/ and the corresponding carrier
index l2 2 L. The i th UE solves for the l2 carrier rate rl2i .n/ that maximizes
logUi.r1iC: : :CrKi /�

PK
lD1 pl .n/rli with respect to rl2i . The rate rl2i .n/ subtracted

by the rate from l1 carrier r2i .n/ D rl2i .n/ � r
1
i .n/ is used to calculate the new bid

wl2i .n/ D p2min.n/r
2
i .n/ which is sent to l2 carrier eNodeB. In general, the i th UE

selects themth minimum shadow price pmmin.n/with carrier index lm 2 L and solves
for the lm carrier rate rlmi .n/ that maximizes logUi.r1iC : : :CrKi /�

PK
lD1 pl .n/rli

with respect to rlmi . The rate rlmi .n/ subtracted by l1; l2; : : : ; lm�1 carrier rates
rmi .n/ D rlmi .n/ � .r

1
i .n/ C r

2
i .n/ C : : : C r

m�1
i .n// is used to calculate the new

bid wlmi .n/ D pmmin.n/r
m
i .n/ which is sent to lm carrier eNodeB. This process is

repeated until jwli .n/ � wli .n � 1/j is less than the threshold ı.
This application-aware spectrum sharing algorithm ensures no user is dropped.

Additionally, the UE chooses from the nearby carrier eNodeBs the one with the
lowest shadow price and request spectrum resources from that carrier eNodeB.
If the allocated rate is not enough or the price of the resources increases due to
high demand on that carrier eNodeB resources from other UEs, the UE switches to
allocate the rest of the required resources from another nearby eNodeB carrier with
a lower resource price. This is done iteratively until an equilibrium between demand
and supply of resources is achieved and the optimal rates are allocated in the mobile
network.

Simulation Example: Two Carriers

In this section, Algorithm in (5) and (6) is used to simulate spectrum sharing
of frequency bands of two carriers and 18 UEs shown in Fig. 18. The UEs are
divided into three groups. The 1st group is connected to 1st carrier eNodeB only
(index i D 1; 2; 3; 4; 5; 6), the 2nd group is connected to 2nd carrier eNodeB
only (index i D 7; 8; 9; 10; 11; 12), and the 3rd group is connected to both 1st
and 2nd carrier eNodeBs (index i D 13; 14; 15; 16; 17; 18). Hence, the 3rd group
of users experiences spectrum sharing from 1st and 2nd carrier eNodeBs. Similar
utility functions as in section “Simulation Example: One Carrier”, shown in Fig. 5,
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Algorithm 5 The i th UE algorithm for multiple-carrier scenario
Send initial bid wli .1/ to l th carrier eNodeB (where l 2 L D f1; 2; : : : ; Kg)
loop

Receive shadow prices pl2L.n/ from all in range carriers eNodeBs
if STOP from all in range carriers eNodeBs then

Calculate allocated rates ropt
li D

wli .n/
pl .n/

STOP
else

Set p0min D fg and r0i D 0

for m D 1! K do
pmmin.n/ D min.p n fp0min; p

1
min; : : : ; p

m�1
min g/

lm D fl 2 L W pl D min.p n fp0min; p
1
min; : : : ; p

m�1
min g/g {lm is the index of the

corresponding carrier}

Solve rlmi .n/ D arg max
rlmi

�
logUi .r1i C : : :C rKi /�

PK
lD1 pl .n/rli

�
for the lm carrier

eNodeB
rmi .n/ D rlmi .n/�

Pm�1
jD0 r

j
i .n/

if rmi .n/ < 0 then
Set rmi .n/ D 0

end if
Calculate new bid wlmi .n/ D pmmin.n/r

m
i .n/

if jwlmi .n/� wlmi .n� 1/j > �w.n/ then
wlmi .n/ D wi .n � 1/ C sign.wlmi .n/ � wlmi .n � 1//�w.n/ {�w D h1e

�
n
h2 or

�w D h3
n

}
end if

end for
end if

end loop

Algorithm 6 The l th eNodeB algorithm for multiple-carrier scenario
loop

Receive bids wli .n/ from UEs {Let wli .0/ D 0 8i}
if jwli .n/� wli .n� 1/j < ı 8i then

Allocate rates, ropt
li D

wli .n/
pl .n/

to i th UE
STOP

else
Calculate pl .n/ D

PM
iD1 wli .n/
Rl

Send new shadow price pl .n/ to all UEs
end if

end loop

are used. UEs with indexes i D f1; 7; 13g have utility parameters a D 5 and
b D 10, indexes i D f2; 8; 14g have utility parameters a D 3 and b D 20, and
indexes i D f3; 9; 15g have utility parameters a D 1 and b D 30, while UEs
with indexes i D f4; 10; 16g have utility parameters k D 15 and rmax D 100,
indexes i D f5; 11; 17g have utility parameters k D 3 and rmax D 100, and indexes
i D f6; 12; 18g have utility parameters k D 0:5 and rmax D 100.



440 A. Abdelhadi and C. Clancy

1

2

4

3

5

C1 9

7

8

10

12

6

11

13

14

17

16 15

18

C2

Fig. 18 System model with three groups of users and two carriers. The 1st group with UE indexes
i D f1; 2; 3; 4; 5; 6g (red), 2nd group with UE indexes i D f7; 8; 9; 10; 11; 12g (blue), and 3rd
group with UE indexes i D f13; 14; 15; 16; 17; 18g (green)

The simulation setup is ı D 10�3, the 1st carrier eNodeB rate R1 takes values
between 20 and 300 with step of 10, and the 2nd carrier eNodeB rate is fixed at
R2 D 100. In Fig. 19, the final rates of different users with different 1st carrier
eNodeB total rates R1 are shown. In Fig. 19a, c, the increase in the rate allocated to
the users of 1st and 3rd groups is due to the increase in R1 (i.e., in range carrier). In
Fig. 19b, the increase in the rate allocated to the users of 2nd groups is associated
with the increase in R1 (i.e., out of range carrier). This is due to the decrease in
the number of users requesting resources from the 2nd carrier eNodeB (the users of
the 3rd group allocate most of their rates from the resources of 1st carrier eNodeB
and so decrease the load/demand on the 2nd carrier eNodeB). In spite of fixed 2nd
carrier eNodeB rate at R2 D 100, an increase in the allocated rates in the 2nd
group is observed with the increase in R1. This is more clear when monitoring the
change in the rates allocated to the 3rd group of users from the 1st carrier eNodeB
in Fig. 20a and from the 2nd carrier eNodeB in Fig. 20b. In Fig. 20a, b, when the
resources available at the 2nd carrier is more than that at 1st carrier, most of the
3rd group rates are allocated by the 2nd carrier. With the increase in R1, a gradual
increase in the 3rd group rates allocated from the 1st carrier is observed as well as a
gradual decrease from the 2nd carrier eNodeB resources. This shift in the resource
allocation increases the available resources to be allocated to 2nd group of users by
2nd carrier eNodeB.

The final bids of different users with different values of R1 are shown in Fig. 21.
It is observed that the users bid high when the resources are scarce and their
bids decrease as R1 increases. Hence, pricing in this model is traffic-dependent
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Fig. 19 The rates rli of the 3rd group of users verses 1st carrier rate 20 < R1 < 300 with 2nd
carrier rate fixed at R2 D 100. (a) The rates allocated r1i from the 1st carrier eNodeB to users of
the 1st group (i.e., i D 1; 2; 3; 4; 5; 6). (b) The rates allocated r2i from 2nd carrier eNodeB to users
of the 2nd group (i.e., i D 7; 8; 9; 10; 11; 12). (c) The rates allocated r1i C r2i from 1st and 2nd
carriers eNodeBs to users of the 3rd group (i.e., i D 13; 14; 15; 16; 17; 18)
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Fig. 20 The allocated rates rli from the l th carrier eNodeB to the 3rd group of users with 1st
carrier eNodeB rate 20 < R1 < 300 and 2nd carrier eNodeB rate fixed at R2 D 100. (a) The
allocated rates r1i from the 1st carrier eNodeB to the 3rd group of users. (b) The allocated rates r2i
from the 2nd carrier eNodeB to the 3rd group of users

(i.e., demand by users increase the price increase and vice versa). In Fig. 21a, c, the
decrease in the 1st and 3rd group users’ bids with the increase in R1 is noticeable.
The supply increases, and the demand is still the same. In Fig. 21b, the decrease
in the 2nd group users’ bids with the increase in R1 (which is an out-of-range
carrier) is observable. This is due to the decrease in the demand on 2nd carrier
eNodeB resources with fixed supply from 2nd carrier. In Fig. 22, the shadow price
of the 1st carrier eNodeB is higher than that of 2nd carrier eNodeB for R1 � 50,
approximately equal for 60 < R1 � 200, and lower for R1 > 200. This shows
how it is very efficient to have joint carrier aggregation on the pricing of the
user. In addition, provided this traffic-dependent pricing, the network providers can
flatten the traffic specially during peak hours by setting traffic-dependent bandwidth
resource price, which gives an incentive for users to use the network during less-
congested hours.
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Fig. 21 The users final bids wli (i.e., network provider pricing) for the three group of users vs
1st carrier eNodeB available rate 20 < R1 < 300 with 2nd carrier rate fixed at R2 D 100.
(a) The bids w1i of users of the 1st group (i.e., i D 1; 2; 3; 4; 5; 6). (b) The bids w2i of users
of the 2nd group (i.e., i D 7; 8; 9; 10; 11; 12). (c) The bids w1i C w2i of users of the 3rd group
(i.e., i D 13; 14; 15; 16; 17; 18)
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Fig. 22 The 1st carrier shadow price p1 and 2nd carrier shadow price p2 with the 1st carrier
eNodeB rate 20 < R1 < 300 and the 2nd carrier eNodeB rate R2 D 100

Conclusion and Future Direction

In this chapter, an application-aware optimization problem for UEs with delay-
tolerant and real-time applications in cellular networks is presented. Two scenarios
are discussed, i.e., one-carrier scenario and multiple-carrier scenario. Starting
with one-carrier scenario, the global optimal solution exists and is tractable for
the resource allocation optimization problem for UEs with logarithmic (delay-
tolerant applications) and sigmoidal-like (real-time application) utility functions.
A distributed algorithm for allocating the eNodeB resources optimally to the
UEs is presented. Additionally, convergence analysis is discussed. A solution
for ensuring convergence for different network traffic conditions is discussed.
Hence, this modified robust algorithm converges for high and low traffic loads.
The algorithm is aware of different applications and ensures fairness in the
utility percentage achieved by the allocated resources for all the users. Therefore,
the algorithm gives priority to the users with real-time applications over delay-
tolerant applications. In addition, a minimum resource allocation for users with
elastic or inelastic traffic is guaranteed to satisfy a minimum QoS for all service
subscribers. Simulations provide that the robust algorithm converges to the optimal
rates and allocates the eNodeB resources with priority to users running real-
time applications. For multiple-carrier scenario, spectrum sharing through carrier
aggregation is presented. The assumptions of applications running on smart phones
are similar to one-carrier scenario. But in this case, users share multiple bands
in an application-aware scheme. Optimality is shown for this scenario as well,
and robustness of convergence is considered in the resource allocation algorithm
design. Simulations provided for the two-carrier scenario for a proof of concept. The
algorithm guarantees allocating resources from the carrier with the lowest resource
price for the user. Hence, the algorithm converges to the optimal rate allocation with
the lowest possible resource price.

The algorithms discussed in this chapter can be extended to include cellular
system features such as frequency reuse [6]. Additionally, resource block allocation
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problems for an application-aware spectrum sharing can be included in the math-
ematical model presented in this chapter. Some preliminary examples are shown
in [17, 23]. The algorithm, presented in this chapter, provides a pricing approach
for network providers to flatten network traffic over time. Hence, it provides a
traffic-dependent pricing approach. This could be utilized to give the subscribers
the incentive to decrease the cost of using the network by choosing to access the
network at low-cost low-traffic load time. Additionally, the provided algorithm in
this chapter can be extended to a centralized method rather than distributed to
minimize overheads; more details are in [24].

The presented techniques could be used for allocating resources for smart grids
and power system as well, for example, the extension of the research work in
[31] to include sigmoidal-like utilities. Additionally, the pricing incentive used
in the presented model could be extended to improve smart grid current models,
e.g., [11]. Finally, this work can provide a platform for sharing radar spectrum
with communication systems. For instance, carrier aggregation between radar and
communication bands can improve the overall user QoS as shown in [22], radar
transmitters can be utilized as auxiliary network base stations as shown in [4],
and cooperative radar and communications signaling schemes can be considered
as shown in [13, 14].
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Abstract

From static spectrum allocation to nowadays more liberated policies such as
spectrum refarming or even opportunistically exploiting the so-called spectrum
holes or “white spaces,” we have witnessed many changes all over the world
regarding how spectrum is being allocated. The message is clear, and that
spectrum allocation needs to be more dynamic and adaptive to the environment
and applications. However, dynamic spectrum sharing and access is complicated
in many ways. Firstly, it requires global knowledge of channel states for all
communication links in the entire network and, secondly, the required large-scale
optimization would be computationally prohibitive to achieve, not to mention
that channel states vary over time as well. Importantly, there is a strong desire that
such dynamic spectrum sharing be realized by a large number of uncoordinated
mobile radios in a distributed and autonomous fashion. This is the focus of
this chapter which discusses game-theoretic methods for self-optimization of
cognitive mobile radios in spectrum sharing. The chapter will begin by reviewing
the not-so-flexible spectrum management in cellular networks and then covering
the topics of using forward-looking games in spectrum allocation. A major result
is that autonomous spectrum sharing leading to spectral-efficient solutions is
shown possible by well-designed games requiring only local channel knowledge
at individual mobile radios and such interactive self-optimization can also be
employed under the hierarchical spectrum sharing model in which primary
spectrum owners are present and need to be protected.

Introduction

Wireless is an open medium that has not only given us the convenience for bound-
aryless communications, but its openness is unfortunately exposed to unwanted
interference. For wireless communications to be useful, simultaneous communica-
tions have to be managed in a way that mutual interference is either eliminated
or controlled to an acceptable level. In the past, this was usually achieved by
separating coexisting communication links onto disjoint radio resource units (e.g.,
time, frequency, code, etc.), and occupying the same radio channel was deemed
destructive and therefore prohibitive. On the policy level, this approach implies an
exclusive use spectrum allocation model which grants exclusive use to licensees
who pay multibillion dollars for several MHz of spectrum. This static spectrum
management policy has, nevertheless, fueled the misbelief that the spectrum was
precious.

The fundamental problem of today’s wireless communications provision is
spectrum scarcity because the usable spectrum is inevitably limited, while the
demand is kept on increasing at an alarming rate. The wasteful static allocations
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from tight regulations on the spectrum use and lack of network coordination have
made the problem even worse [1]. Historically, spectrum regulation is more about
“command and control” with primary considerations on economics and politics.
Since mid-1980s, a market-based approach by various forms of auction has been
adopted to assign new spectrum. A well-known example was the multibillion dollars
price for a 20 MHz frequency band at the European 3G spectrum auction [2].

In the command-and-control management approach, the allocation decisions
are often static in both temporal and spatial dimensions, which are valid for
extended periods of time (usually 10s of years) and for large geographical regions
(countrywide). The usage for each spectrum band is often set to be exclusive to
a single provider (licensee), hence maintaining interference-free communication.
However, this approach is unable to encourage the development and use of some
spectrum-efficient technologies because it may not provide the freedom needed for
these technologies to operate across existing spectrum designations.

The issue is further clarified by the regulatory bodies such as FCC in the USA
and Ofcom in the UK, reporting that most of the radio spectrum was inefficiently
utilized and that spectrum usage depends strongly on both time and place. For
example, amateur radio and paging frequencies are very lightly loaded most of the
time. Spectrum will become abundant if these spectrum holes, a.k.a. “white spaces,”
can be released for use by other users in need. In an attempt to unlock those available
spectrum spaces, we have witnessed some radical changes on spectrum allocation
in recent years worldwide. For instance, FCC has reclaimed approximately 85 MHz
of UHF broadcast spectrum and authorized the reuse of 500 MHz of spectrum
for a novel tower-based video and data service that shares spectrum with existing
satellite television. Germany also switched off analogue broadcasting in Berlin and
reclaimed the spectrum for other uses. In the UK, Ofcom also granted permission to
the UK’s mobile operators to redeploy their existing 2G and 3G radio spectrum
for 4G services in 2013. The decision was Ofcom’s one of many attempts to
liberalize mobile spectrum for use with all currently available technologies for
improved spectrum utilization. It is also anticipated that there will be relaxation of
the commercial limitations on existing spectrum licenses by, for example, granting
existing mobile radio licensees the right to lease or resell their spectrum to third
parties that value it most. An example of this was the May 2003 order by FCC in the
USA, permitting cellular licensees to lease some or their entire spectrum, reshaping
the market, and leading to a new business model for service providers.

Recognizing the fact that the low spectral efficiency is all down to the rigid
and inflexible use of spectrum, there have been restless efforts attempting to make
spectrum utilization more intelligent, from reusing the frequency bands of the
macrocells for small cells in a heterogeneous network (HetNet) to a conventional
cellular network permitting the use of frequency channels in adjacent cells and to the
dynamic frequency allocation autonomously achieved by a self-organizing group of
cognitive radios in an open spectrum access environment, just to name a few.

The focus of this chapter is on autonomous dynamic spectrum access technolo-
gies that allow mobile radios to compete and share the same spectrum in a healthy
and self-organizing fashion without coordination. This setup is motivated by the new
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understanding of spectrum scarcity together with the increasing capability of mobile
handsets, leading to reconfigurable software-defined radios, a.k.a. cognitive radios,
which are expected to possess the ability to sense, observe the radio environment,
and adapt their operating parameters for optimized performance on the fly.

Before we describe autonomous technologies for dynamic spectrum access,
this chapter will first review the spectrum management in cellular networks in
section “Spectrum Management in Cellular Networks” and the well-known models
for dynamic spectrum access in section “Models for Dynamic Spectrum Access
Strategies.” In section “Dynamic Spectrum Access as a Global Resource Allocation
Optimization Problem,” we describe the orthogonal frequency-division multiple-
access (OFDMA) interference channel model and use it as the model to discuss
how to achieve the optimal frequency allocation to users, if a centralized spectrum
manager exists. Section “The OFDMA Forward-Looking Game” then views the
OFDMA interference channel as a resource competition game with radio users
modeled as players so that self-optimization of the radio users can be investigated
and analyzed. In particular, section “The OFDMA Forward-Looking Game” will
introduce the forward-looking game, a specific type of games that is especially
useful for designing efficient games. This chapter will be concluded by considering
the cognitive radio scenarios where the frequency allocation of the secondary users
(SUs) is optimized autonomously and at the same time avoiding the channels
occupied by the primary users (PUs) by using well-designed games. Concluding
remarks will be provided in section “Conclusions.”

Spectrum Management in Cellular Networks

Radio spectrum is a precious natural resource, and mobile service providers need to
pay billions and billions of dollars to operate on those designated frequency bands.
Notwithstanding this, providing radio coverage is far more challenging than simply
assigning a band to a service user. First, in order to generate revenues, there is a
strong desire to cope with as many users as possible for the given bandwidth, with
the aim to maximizing the spectral efficiency (sometimes measured in bps/Hz/km2).
In addition, coverage is an important criterion for reflecting the quality of service
(QoS) of a mobile service operator. Nevertheless, a radio base station can provide
radio coverage over only a limited area because the power of a radio wave attenuates
as it propagates, regardless of whether it is in indoor or outdoor. It is thus important
not to drain the power of the base station while not compromising the coverage.
Meeting these mutually conflicting objectives requires the cellular radio approach.

In a cellular radio system, a large area is divided into many small areas (usually
called cells), each of which is served by a base station located at the center of
the cell. When joined together, these cells provide radio coverage over a wide
geographic area. This enables a large number of portable transceivers (e.g., mobile
phones, etc.) to communicate with each other anywhere in the network, via base
stations.
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Fig. 1 The range-and-power relationship if ˛ D 4

Moving from a single large cell to many small cells has many advantages. First of
all, radiation power attenuates severely as it propagates (i.e.,/ d�˛ with distance d
and the pathloss exponent ˛ typically ranging from 3 to 6). Thus, just to extend the
range only slightly would require a substantial effort in raising the transmit power
of the base station in the downlink (or mobile terminal in the uplink). For instance,
as shown in Fig. 1, if we like to extend the range from 100 to 200m, then one will
need to increase its transmit power by 16 times or 12 dB for the same quality to be
achieved if ˛ D 4. Secondly, in general, the actual coverage of a cell can be very
irregular due to different propagation environments in different directions. This will
either cause coverage holes (or dead spots) in certain directions or excessive transmit
power will have to be used in some directions leading to excessive interference in
these directions. This problem will be greatly alleviated if the cell is smaller, hence
motivating the small cell architecture in recent years. These properties can be easily
converted to increased capacity, larger coverage area, and reduced interference.

The requirement of a cellular radio system is that more base stations need to be
placed to provide coverage and they are required to be connected to the mobile
switching centers (MSCs) to handle mobility managements and handover from
one cell to another. The MSCs are also connected to the wider public switched
telephone network (PSTN), a worldwide net of telephone lines, fiber-optic and
undersea telephone cables, microwave transmission links, cellular networks, and
satellites.

Frequency Reuse

To design a cellular radio system and characterize its network performance, it is
required to consider the geometrical tessellation of the overall coverage region.
With idealized propagation (i.e., same pathloss properties in all directions, no
shadowing and fading), the most natural choice is to fill the region by circular
coverage areas; see Fig. 2b. However, circles overlap (or leave gaps) which confuses
the responsibility of the base stations. Hexagonal cells are therefore a much better
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a b c

Fig. 2 Illustration of cell tessellation. (a) Actual coverage areas. (b) Circular coverage areas.
(c) Hexagonal coverage areas

choice which can partly reflect the circular propagation pattern and fill the area
without gaps or overlapping areas, as shown in Fig. 2c.

In conventional designs, the base station of each cell is only responsible for
providing coverage of its own cell, and its transmit power should be assigned to
just do that. As such, it is possible to reuse the same set of frequency channels
at a different cell (referred to as a co-channel cell) or location if it is sufficiently
far away so that the interference has traveled long enough to die down to an
acceptable level. Frequency reuse is an important concept for cellular networks
which allows us to increase the network capacity per unit area. Much of the work
for cellular radio system planning is to do with choosing an appropriate frequency
reuse factor to yield a desirable system performance. Before we discuss this, let us
introduce the mathematical tools to describe the frequency reuse system and define
the parameters.

For two-dimensional systems, only certain channel reuse patterns are allowable,
with a few examples given in Fig. 3. To see this, we define shift parameters, k
and l , that range over the positive integers. For hexagonal cells, the procedure for
determining co-channel cells is as follows (see Fig. 4a):

• Pick a starting cell with the frequency channel set, say A.
• Move k cells along any one of the six directions perpendicular to the sides of the

hexagons.
• Then, turn clockwise 120ı and move l cells. The resulting cell is a cell that

reuses the same channel set A as the starting cell and is by definition a co-channel
cell.

• Repeat the same procedure for each of the other 5 sides of the starting hexagonal
cell identifies all the 6 closest co-channel cells. Repeat for each of the co-channel
cells will identify all co-channel cells on the entire coverage region.
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Fig. 3 Examples of cellular systems with different reuse patterns. (a) Reuse factorD 3. (b) Reuse
factorD 4. (c) Reuse factorD 7
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Fig. 4 Identifying the co-channel cell through the shift parameters, k and l . (a) Geometry of
locating a co-channel cell. (b) Worst-case first-tier co-channel interference (CCI) in the downlink

The number of channel sets in the reuse pattern, defined as the frequency reuse
factor, N , depends on k and l . To obtain N , let R be the radius of each cell, R0 be
the center-to-cell distance of two neighboring cells, and D be the center-to-center
distance of two co-channel cells, as shown in Fig. 4a. As such,

N D
Area of the group

Area of the cell
�
A

a
: (1)

The area of the cell, a, can be easily found as

a D 6

�
1

2
R2 sin 60ı


D
3
p
3R2

2
; (2)
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while the area of the group, A, can be evaluated similarly by imagining a group

radius .D2 /
cos 30ı

D Dp
3

so that

A D 6

 
1

2

�
D
p
3

2
sin 60ı

!
D

p
3D2

2
: (3)

As a consequence, we have

N D
D2

3R2
or Q , D

R
D
p
3N ; (4)

whereQ is regarded as the co-channel reuse ratio. On the other hand, from the basic
geometry, we can express D in terms of R0 (or R0 D

p
3R) by

D2 D

�
kR0 C

lR0

2

2
C

 
lR0
p
3

2

!2
D
�
k2 C kl C l2

�
R02 D 3

�
k2 C kl C l2

�
R2:

(5)
As a result, it can be derived by substituting (5) into (4) that

N D k2 C kl C l2: (6)

The allowable reuse pattern therefore ranges over 1; 3; 4; 7; 9; 12; 13; : : : .

SIR Versus Cell Capacity

Frequency reuse greatly enhances the network capacity. This can be exemplified
by considering a 50MHz band, half of which is dedicated for the forward link or
downlink (the communication path from a base station transmitter to its mobile user
receivers) and another half for the reverse link or uplink (the communication path
from the mobile user transmitters to a base station receiver). Assume that the band is
divided into 200-kHz-wide frequency channels, each of which can support 8 users
by, say, time-division multiple-access (TDMA) technologies. Then without cellular
structure and frequency reuse, at any given time, at most 25M

200k � 8 D 1000 full-
duplex users can be accommodated. In contrast, if each frequency channel is reused
M times, then 1000M full-duplex users will be supported.

Network or cell capacity is increased with M . Increasing M implies a smaller
co-channel reuse ratio Q and a smaller reuse factor N . For instance, when N D 1,
the same channel set will be reused at every cell. However, the capacity performance
for each cell will be limited by the interference or CCI, as users in co-channel cells
interfere with each other. Signal-to-interference ratio (SIR) is therefore an important
performance measure to the optimization of N for acceptable cell performance. In
particular, the worst-case SIR in the downlink can be directly expressed as
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SIR D
SP
` I`
D

P0R
�˛P

` P0D
�˛
`

; (7)

where P0 is the transmit power of the base station. Taking into account only the first-
tier CCI, i.e., the nearest adjacent co-channel cells, and assuming equal distance D
from the 6 interfering cells, then we have

SIR D

�p
3N

�˛
6

: (8)

As such, N cannot be too small; otherwise, the SIR may be too low to have any
acceptable performance. There is hence a trade-off between SIR and cell capacity.
Advanced coding and decoding methods will be able to help the terminals to operate
at low SIRs for decent performance. Other alternative approaches may avoid as
much as possible the co-channel cells to operate at the same time by scheduling.

An accurate estimate of the SIR can be obtained by an observation in Fig. 4b so
that

SIR D
R�˛P
` D
�˛
`

D
R�˛

.D CR/�˛ C
�
D C R

2

��˛
CD�˛ C 2.D �R/�˛ C

�
D � R

2

��˛ (9)

D
1

2.QC1/˛C.Q�1/˛

.Q2�1/˛
C .QC0:5/˛C.Q�0:5/˛

.Q2�0:25/˛
C 1

Q˛

: (10)

For ˛ D 4, to achieve SIR 	 10 dB, we need to haveQ 	 3:325 andN 	 3:7. Thus,
the minimum reuse factor is N D 4. Similarly, if SIR 	 20 dB is required, N 	
9:58, and the reuse factor will be 12. Note that the contributions from higher-tier co-
channel base stations are much weaker (especially when ˛ > 3 as is typical in real
environments) than those from the first tier and hence neglected in the evaluation.

Evaluation of SIR in the case of downlink above is relatively straightforward. In
the uplink, however, the interference situation is highly variable depending upon the
locations of co-channel mobile users at other base stations. For this reason, even if
the uplink and downlink propagation is reciprocal, the uplink and downlink CCI will
not be reciprocal. Uplink CCI is a more complex function of mobile user positions,
and in real systems the mobile user positions tend to be random. Though it may still
be possible to estimate the worst case, such result may be overly conservative.

Fixed and Dynamic Frequency Assignment

Following the above, in a cellular radio system, the same set of frequency channels
is assigned to co-channel cells, with properly chosenN to control the CCI. Different
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channels are assigned such that channels adjacent in the frequency domain are not
in the same cells as well as neighboring cells so that adjacent channel interference
is minimized. Because of that, each cell has only a fraction of the total channels
and call may be blocked if all the channels assigned to a cell are all occupied,
even though channels in other cells are unused. To improve trunking efficiency,
possible solutions include channel borrowing (see section “Channel Borrowing in
Cellular Networks”) and more generally dynamic frequency assignment (DFA) (see
section “Dynamic Spectrum Access as a Global Resource Allocation Optimization
Problem”). In DFA, MSC holds all the frequency channels and allocates a channel
to a user based on demand and performance considerations in order that some or
more of the followings are achieved:

• Interference (CCI, adjacent channel) is managed in meeting the minimum SIR;
• The likelihood of future blocking using current traffic information is minimized

or controlled to an acceptable level with the aid of queueing analysis;
• The likelihood of future drop call during unsuccessful handoff from one cell to

another is minimized or controlled to an acceptable level.

The network-centric approach by DFA has the ability to design for actual
interference, as opposed to the worst case in the fixed frequency assignment and
can therefore reduce the probability of blocking and drop call considerably as well
as increase the network capacity. More discussion and practical algorithms on DFA
in the context of dynamic spectrum access will be presented in sections “Dynamic
Spectrum Access as a Global Resource Allocation Optimization Problem,” “The
OFDMA Forward-Looking Game,” and “Cognitive OFDMA.”

The disadvantages of DFA are mainly the increased processing complexities and
loading on MSC which are required to keep track of channel allocation, received
signal strength indicator (RSSI) measurement for all the links, the user traffic and
usage, etc. Estimating the SIR accurately for all the communication links at all
available channels itself is challenging, and even with today’s technologies, it is not
feasible. In addition, the global optimization of the entire network is utterly complex
and to achieve this in real-time where users are mobile, some at high speeds,
is inconceivable, if not impossible. In section “The OFDMA Forward-Looking
Game,” we will discuss autonomous schemes that could achieve DFA in a self-
optimizing manner while possessing only local channel information. This will make
DFA much more attractive and practical.

Channel Borrowing in Cellular Networks

In this section, we will consider the basic cellular network where frequency channels
are assigned to individual cells but can be borrowed from one to another, in order
to enhance the spectral efficiency of the network. This method relaxes the rigidity
of the original static frequency allocation among the cells. Adding flexibility to the
static fixed frequency allocation can be very simple, and the simplest scheme is the
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Fig. 5 Channel borrowing in a cellular radio system with frequency reuse factor of 3

channel borrowing scheme in [3, 4], where a channel in a cell (the donor cells)
can be borrowed by another cell (the acceptor cell) if needed and if the borrowed
channel does not interfere with existing calls. When a channel is borrowed, several
other cells are prohibited from using it, due to CCI. Hence, the reduction in call
blocking probability of the acceptor cell is achieved at the expense of the increase
in call blocking probability of not only the donor cell but also many other cells.

The idea can be clearly explained by the diagram in Fig. 5 in which it can be seen
that in the light-colored cell 1, all channels have been used and it needs an extra
channel to serve the new arrival user. Therefore, channel f3 from the donor cell 2 is
borrowed and used to serve this new user by the acceptor cell 1. In this case, f3 will
be locked in the other two neighboring cells to avoid CCI.

Once the call dealt with by the borrowed channel is completed, the borrowed
channel is returned to the original donor cell. It has been illustrated that channel
borrowing can greatly decrease the call blocking probability under light and
moderate traffic. Nonetheless, in heavy traffic conditions, such channel locking will
worsen the overall blocking probability. On the other hand, it is quite possible that
when channel borrowing is needed, there may be more than one candidate channels
for borrowing. In this case, channel selection can be done with an aim to minimize
the future call blocking probability in the cell that is most affected by the channel
borrowing. A variety of ad hoc channel borrowing schemes with various objectives
have been developed, some with sectoring, to achieve different trade-offs.

Models for Dynamic Spectrum Access Strategies

At present, spectrum is exclusively used by the licensee, and due to the problem
of interference, for cellular radio systems, as discussed in the previous section,
frequency allocation is carefully, but rigidly, planned for the worst-case scenarios in
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terms of the SIR for every cell. One can choose an appropriate frequency reuse factor
to yield an acceptable SIR performance. In practice, an SIR guard margin will be
added as a precaution to deal with the possible channel fading effects. Overall, this
static approach will be overly conservative, sacrificing the trunking efficiency for
each cell, and has been the culprit for the poor spectrum utilization. There is clearly
a need for spectrum reform so that more flexible use of spectrum will be permitted.
Depending on the approaches to spectrum reform, such dynamic spectrum access
will appear in different forms. Here, we review three main models [2].

Dynamic Exclusive Use Model

The first model is the dynamic exclusive use model which is by and large the
traditional exclusive use model, with the major difference that the licensees are now
allowed to sell and trade spectrum and to freely choose technology. This approach
is also widely referred to as the spectrum property rights model [5] in which the
licensees will be incentivized to achieve the most profitable use of spectrum which
in return should lead to an increase in the spectrum utilization. However, in this
approach, economy and market will play a more important role than any physical
performance metrics, which may not necessarily improve spectrum utilization.

In the exclusive use model, dynamic spectrum access will still be possible
if all channels are placed in a pool and there exists a centralized and global
spectrum manager who assigns channels from the pool to new calls as needed,
while monitoring to make sure that every user’s SIR performance is acceptable. To
optimize the performance of dynamic channel allocation, adaptive power control is
usually employed to have better control on the CCI. The joint optimization of power
control and dynamic channel allocation will be discussed in section “Dynamic
Spectrum Access as a Global Resource Allocation Optimization Problem.” It should
be noted however that even a fully dynamic approach will not eliminate spectrum
holes because nonsubscribers of the spectrum licensees will not be allowed to access
the spectrum even if it is idle. This motivates the next two models.

Open Sharing Model

In open sharing model, the spectrum is open to everyone who wants to access it. The
most well-known successful example of such is the unlicensed industrial, scientific,
and medical (ISM) band. In this case, the spectrum usage will be maximized;
however, it does not always translate to high spectrum utilization in terms of bits per
second per Hz because users are inherently selfish, and if they do not control their
signals properly, every user will suffer excessive CCI and the entire network may
collapse. A great deal of researches have made progress toward dynamic spectrum
access in this highly competitive wireless environment by a centralized spectrum
server or manager [6] or distributed schemes, e.g., [7–9]. When a centralized
spectrum server exists, the dynamic spectrum access technique will operate in the
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same way as those for the exclusive use model. By contrast, if dynamic spectrum
access were to achieve in a distributed and self-organized fashion, a whole new
approach such as game-theoretic techniques, which allow users to negotiate the
spectrum among themselves, will be required. This will be discussed in section “The
OFDMA Forward-Looking Game.”

Hierarchical Access Model

It is possible to have a hierarchical access model in which users are classified
into primary and secondary, with the PUs (primary users) being the licensees who
have the primary right to use the spectrum and SUs (secondary users) being the
cognitive users who may share the spectrum with the PUs if their signals are
properly controlled so that the interference perceived by the PUs is tolerable.

Under this hierarchical access model, coexistence of PUs and SUs may be
achieved by one of the following three approaches:

• Underlay – If the SUs can control their signal power to be below the noise floor
of the PU receivers, then the SU’s communications in the same channel will not
harm or affect the PU’s communications, allowing them to coexist to increase the
spectrum efficiency. This approach is the most natural and nonintrusive way to
boost the spectrum utilization. However, the main drawback is that it might not
always be possible to obtain useful rates for the SUs if their power is too low.

• Overlay – Advanced signal processing techniques such as dirty-paper coding [10]
permit simultaneous transmission of PU and SU signals with zero interference
at the PU receivers. In addition, the SUs can also act as relays to enhance the
achievable rates of the PU links. The challenge of realizing this, however, is that
the SUs need to have knowledge of the PUs’ messages, which may not always
be realistic. Also, the tremendous increase in processing complexity at the SUs
may be an issue, as SUs are sometimes expected to be simple devices.

• Interweave – The interweave paradigm adopts the opportunistic spectrum access
approach in which spectrum holes will be filled by SUs if they are identified
[11, 12]. If those filled spectrum holes are reclaimed by any of the PUs, then the
SUs will cease their transmissions immediately and return the spectrum back to
the PUs who have the access priority over SUs. The main issue for the interweave
approach is erroneous detection of spectrum holes caused by the hidden-terminal
problem. The problem of automatically identifying and filling spectrum holes left
out from the PUs by the SUs will be discussed in section “Cognitive OFDMA.”

Self-Optimizing Cognitive Mobile Radios

There is a huge scope for dynamic spectrum access or DFA as discussed in the
previous sections. The more challenging scenario is, though, when those DFA
algorithms need to be achieved in a distributed fashion without any centralized
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spectrum manager. This is greatly motivated by recent advances in digital signal
processing (DSP), and general-purpose microprocessing technologies have brought
software-defined radio to become reality. In particular, the term “software-defined
radio” is often used to refer to the new digital radio technology which operates
by software modules running on field programmable gate arrays (FPGAs), DSPs,
and general-purpose processors (GPPs) and can change its operation characteristics
by simply loading a new software. A software-defined radio can be reconfigured
to switch functions and operations, but it generally does not imply capability of
reconfiguring itself into the most effective form. The self-reconfigurable radio, now
widely known as cognitive radio, was first envisioned by Mitola and Maguire in
1999 [13].

In addition to being programmable, a cognitive mobile radio is trainable,
capable of being aware of its radio environments, and has the ability to learn
and adaptively change its operating parameters in real time with the objective of
providing reliable and spectral-efficient communications anywhere anytime [14].
An important application for cognitive radio is therefore dynamic spectrum access,
due to its environmental awareness and the intelligence of rapidly reconfiguring
itself for interference avoidance to other users sharing the same spectrum.

A cognitive radio network finds applications in the open sharing model in
section “Open Sharing Model” and the hierarchical sharing model in section “Hier-
archical Access Model,” in the latter of which it operates in a spectrum originally
allocated to a primary network consisting of one or more PUs. The fundamental
principle of cognitive radio is to identify PUs that use the spectral resource and then
design a transmission strategy that minimizes interference to and from those PUs
in a nonintrusive manner [14–16]. When the PUs are idle and not occupying the
spectrum, which is referred to as spectrum holes or white spaces, spectrum certainly
can be reused by SUs. A great deal of efforts to achieve such opportunistic spectrum
access are to sense and predict the PUs’ activities and then take advantages of any
vacant channels accurately.

Next, we will briefly review some basics of cognitive radios before providing a
mathematical treatment in the dynamic spectrum access of cognitive radio using a
game-theoretic framework later in sections “The OFDMA Forward-Looking Game”
and “Cognitive OFDMA.”

Spectrum Sensing
A cognitive radio needs to understand the status of the spectrum to take judicious
decisions, and a continuous monitoring of the spectrum of interest is usually needed
to preserve and maximize its adaptive capability. For instance, in the hierarchical
model, a white space (i.e., an empty spectrum space) which is taken by a cognitive
SU may be reclaimed by the PU at a later time. The detection of PU activities
which relies on accurate spectrum sensing will be crucial. Sensing process could
be performed in a centralized or distributed fashion and should be as accurate as
possible because the QoS requirements for the PUs are rigorous.
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Spectrum Analysis and Decision
Based on the spectrum availability and possibly the internal and external policies,
a cognitive SU has to decide which channels it will occupy. Making a spectrum
decision is complex, and it has to minimize the impact on the PUs while providing
sufficient spectrum resources for this SU to achieve its QoS. For instance, the
decision may be obtained by solving some resource allocation problems, through a
centralized manager. Once spectrum decision is made, the cognitive SU will select
and adjust its operating parameters to adapt to the decision for transmission.

Spectrum Sharing
Since there may be many SUs trying to access the same spectrum, cognitive
spectrum access should be coordinated, and there should be a negotiation process for
the SUs to come to a desirable operating point. This operation is required to ensure
compliance of the secondary system with license issues and also take care of issues
regarding collision, transmission, synchronization, and other relevant parameters.

Spectrum Mobility
SUs are regarded as visitors to the spectrum where the PUs are the owners.
Therefore, if a PU reclaims certain part of the spectrum, where an SU is active,
then the latter will have to cease its transmission or continue operating in another
band, to avoid disturbance of the licensed system under certain QoS requirements.

Dynamic Spectrum Access as a Global Resource Allocation
Optimization Problem

Section “Channel Borrowing in Cellular Networks” has given a taste of what is
possible for more flexible frequency allocation as an attempt to unlock the spectrum
in cellular networks. In the extreme case, however, one would anticipate that if
all the frequency channels are available for all cells, the spectral efficiency will
then be fully maximized, realizing the true dynamic spectrum access [2, 17].
In this section, we will characterize the mobile communications network as an
OFDMA interference channel where multiple users share the same number of
narrow frequency bands, but interfere with each other when more than one users
occupy the same bands. We will first review some simple strategies to dynamically
allocate channels to users. Then a global perspective which looks at dynamic
channel allocation as a global optimization problem is studied.

Dynamic spectrum access is all about to assign the best channel to each user so
that the interference to other co-channel users is properly controlled to an acceptable
level, while maintaining the flexibility of using any channel in the central pool to
take new calls (i.e., no more channel locking) (see section “Channel Borrowing
in Cellular Networks”). Since the amount of CCI received by a user depends on
the transmit power of the users causing the CCI, the performance of dynamic
channel allocation is closely related to how well the users’ transmit power is
controlled. In fact, the overall dynamic spectrum access problem can be viewed as
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a resource allocation optimization problem that deals with jointly the power control
and channel allocation. It is fair to say that Wong et al. [18] were arguably the first
work that illustrated the importance of multiuser diversity in the DFA problem for
OFDM communications. In [18], the transmit power minimization problem in the
downlink was addressed, with joint subcarrier and bit allocation to all users. This is
regarded as a margin adaptive optimization.

The OFDMA Interference Channel

The dynamic power and channel allocation problem can be viewed as finding the
optimal strategy for an OFDMA interference channel. Consider a K-user OFDMA
system, as shown in Fig. 6, in which each user is free to occupy any of the N
orthogonal frequency channels (or subcarriers) for communications to its designated
destination receiver. The users operate in a noncooperative manner (i.e., no signal
and information exchange between the base stations and between the mobile users
is permitted), forming a multi-carrier interference channel where they inherently
compete with and cause interference to each other, if they communicate on the same
subcarriers. For user k, typically, the total transmitted power is constrained by

NX
nD1

pkŒn� � Pk; 8k 2 f1; 2; : : : ; Kg; (11)

where pkŒn� 	 0 denotes the power allocated for the nth subcarrier (or subchannel)
by user k and Pk represents the total power budget for user k. We also define the
power allocation vector

pk , fpkŒ1�; pkŒ2�; : : : ; pkŒN �g (12)
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as the power allocation pattern of user k, which is drawn from some power
allocation strategy Pk , or it can be written as pk 2Pk .

Let Hij Œn� be the channel coefficient from transmitter i to receiver j (which
is subject to channel flat fading and regarded as static under which the rate is
evaluated) and NkŒn� be the noise power density for the complex additive white
Gaussian noise (AWGN) at receiver k on the nth subchannel. The flat fading
assumption would be valid as long as the each subcarrier is sufficiently narrow
compared to the coherence bandwidth of the channel. The achievable rate for user
k can be written as

Rk D

NX
nD1

RkŒn� D

NX
nD1

log2

0
@1C pkŒn� jHkkŒn�j

2

NkŒn�C
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iD1
i¤k

pi Œn� jHikŒn�j
2

1
A; (13)

which can be further reexpressed as
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where in (14), �kŒn� , NkŒn�

jHkkŒn�j
2 is the normalized noise power on subchannel n,

�ikŒn� , jHikŒn�j
2

jHkkŒn�j2
denotes the normalized (by user k) channel power gain from

transmitter (or interference) i to receiver k, and IkŒn� D
PK

iD1
i¤k

pi Œn�
jHikŒn�j

2

jHkkŒn�j2
is the

total interference power on subchannel n for user k and, in (15), ckŒn� , �kŒn� C

IkŒn� corresponds to the overall “noise” on subchannel n for user k.
Under this interference model, users compete on their individual achievable rates.

In particular, a user may choose to allocate more power on its own good subchannels
to boost its rate but will interfere other users more on these subchannels. Channel
allocation will be automatically done through the power allocation. If pkŒn� D 0 for
some n, then it means that the nth subchannel is not assigned to user k.

Optimal Spectrum Balancing

Typically, the problem of interest is to maximize the network capacity under
the power constraints of the transmitters (base stations in the downlink and
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mobile users in the uplink). This is called a rate-adaptive optimization problem.
That is,

max
fpkŒn��0;8k;ng

KX
kD1

Rk s.t.
NX
nD1

pkŒn� � Pk 8k: (16)

When a global optimizer or centralized spectrum manager who knows the channel
state information (CSI) of all the user links exists, it is possible to find the optimal
solution of (16). The problem (16), however, is not convex and a multidimen-
sional global optimization problem involving a large number of variables (KN
unknowns).

In [19], (16) is optimally solved by considering the dual domain and forming the
Lagrangian dual

L .fpkŒn�g; f�kg/ D

KX
kD1

Rk C

KX
kD1

�k

 
Pk �

NX
nD1

pkŒn�

!
; (17)

where f�kg are the Lagrange multipliers. The dual objective function g.f�g/ can be
defined as the maximization of an unconstrained maximization of the Lagrangian

g.f�kg/ D max
fpkŒn��0;8k;ng

L .fpkŒn�g; f�kg/: (18)

The dual optimization problem is minf�k�0;8kg g.f�kg/.
The optimal solution may be found by a nested bisection search in the

�-space. It can be shown that the optimal spectrum balancing (OSB) algorithm has
a computational complexity that is linear in the number of frequency carriers N .

However, the computational complexity of the OSB algorithm, although linear
in N , is exponential in the number of users K. For a cellular radio system where
the number of users, K, is in the order of thousands or more and it has hundreds of
channels, it would be too demanding to solve hundreds of thousands unknowns in
real-time resource allocation. The required complexity is prohibitive.

Iterative Spectrum Balancing

To solve (16) at much lower complexity, [20] established a general theory of dual
optimization for OFDMA systems and showed that the duality gap for multiuser
spectrum optimization always tends to zero as the number of frequency subcarriers
goes to infinity, regardless of whether the optimization problem is convex. This
observation has led to efficient search methods that optimize the dual objective
function (17) directly. In particular, evaluating (17) can be realized by decoupling
into N independent problems as
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g.f�kg/ D

NX
nD1

(
max

fpkŒn��0;8kg

"
KX
kD1

log2

�
1C

pkŒn�

ckŒn�


�

KX
kD1

�kpkŒn�

#)
C

KX
kD1

�kPk;

(19)
which, even though may still involve an exhaustive search, is unconstrained and
much more manageable. Sub-gradient and ellipsoidal searches were also possible to
improve the efficiency of the search over the �-space.

The OFDMA Forward-Looking Game

In section “A Belief-Directed Game of Forward-Looking Players,” we have revealed
that the dynamic power and channel allocation can be obtained by solving the
problem (16) which can be solved optimally by the OSB algorithm in [19] and near
optimally by the ISB algorithm in [20]. Such optimization is able to reconcile the
users’ interest to maximize the achievable network sum-rate by a central spectrum
manager. The major drawback of this approach is unfortunately that in a cellular
radio network where there are a large number of users, such centralized optimization
would be too complex to perform. For open spectrum access such as the white space,
such centralized manager is also unlikely to exist. An alternative approach is to view
the competition between users as a game, and negotiation on the resource allocation
between users may be achieved by playing in which mobile users (considered
as players) negotiate with each other by varying their actions intelligently and
interactively according to the network response.

Consider the OFDMA interference channel described in section “A Subsystem
Model for the OFDMA Game” (see also Fig. 6). Let P D fP1;P2; : : : ;PKg

denote the set of collection for all users’ power allocation strategies, with pk 2
Pk 8k, and define p�k , fp1; : : : ;pk�1;pkC1; : : : ;pKg. We also let BPk 2 Pk

be user k’s best power allocation strategy in response to the interference pattern
seen by that user Ik , fIkŒ1�; IkŒ2�; : : : ; IkŒN �g. Then, mathematically, BPk is
given by

BPk D arg max
pk2Pk

NX
nD1

log2

�
1C

pkŒn�

�kŒn�C IkŒn�


s.t.

NX
nD1

pkŒn� � Pk: (20)

Figure 7 shows a power game subsystem which illustrates how users interact
with each other in a competitive way. Given the interference pattern seen by user k,
it optimizes its power allocation to give pk D BP.Ik/ which in return changes the
interference patterns of other users fIlgl¤k giving rise to their new power allocation
strategies fBP.Il /gl¤k . The power fBP.Il /gl¤k will become the cause of the changes
in the interference pattern for user k, Ik . That is,

Ik D Ik
�
fBP.Il .pk//gl¤k

�
: (21)
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Fig. 7 The power game
subsystem

Ik

pk

BP (Ik)

BP (I1)

BP (Ik−1)
BP (Ik+1)

BP (IK)

For convenience, we abuse our notation slightly and define

BP�k.pk/ , fBP.I1/; : : : ;BP.Ik�1/;BP.IkC1/; : : : ;BP.IK/g : (22)

Clearly, the interference pattern for user k, Ik.BP�k.pk//, is recognized to be a
function of its own power allocation strategy pk . Depending on how users react
to the change of the environments and how the power game runs, if the system
converges, then it will converge to some equilibrium.

Throughout, we shall use the superscript � to denote the parameters at the
equilibrium so that at the equilibrium, the power allocation strategy is P� D
fp�k ;p

�
�kg.

A Subsystem Model for the OFDMA Game

In this setup, users are all uncoordinated individuals, and each allocates its power
over the subcarriers to maximize its own rate based on its observation of the
environment, fckŒn�g for all n (which is referred to as the local CSI possessed by
user k), and its belief on how the environment would react to its action. The environ-
ment user k observations can change because other users may alter their strategies
to respond to user k’s action. It is a dynamic process where users all interact and
may compromise to an equilibrium, if their interactions converge over time.

To model this interaction, from user k’s viewpoint, we can regard other users
as a subsystem (or the environment seen by user k), as shown in Fig. 7, which
takes its action at time t as inputs (i.e., ptk D fp

t
kŒn�g) and produces a new

interference pattern at time t C 1 as outputs (i.e., ctC1k D fctC1k Œn�g). The

subsystem reacts by an overall response from the actions of all other users, pt�k ,
fpt1; : : : ;p

t
k�1;p

t
kC1; : : : ;p

t
Kg.

Based on the rate (15), the distributed optimization problem for the OFDMA
channel can be written as

max
pk2Sk

Rk; 8k; (23)
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where Sk , fpk W
PN

nD1 pkŒn� � Pkg. The challenge to the above optimization is
that Rk is a time-varying function (via ck) which changes, according to the action
or reaction of the remaining users. One way of characterizing the interactive process
is to use the framework of the Nash game with forward-looking players in [21].

A Belief-Directed Game of Forward-Looking Players

Definitions
A player is said to be forward-looking if it uses some belief function to quantify
the future reaction of the environment according to its action at present. Before pre-
senting the definition of a Nash game with forward-looking players, the following
functions are introduced:

• Environmental function – In a competition process, the reward for player k
depends not only on its own strategy xk but also others’ strategies x�k at any
given time instant t . We use the environmental function rk.xt�k/ to quantify the
influence of other players’ strategies onto player k’s reward.

• Belief function – A player’s understanding on its environmental function reflects
its cognition about the competition in the game. In a belief-directed game, it is
considered that player k possesses the knowledge of a belief function, which is
denoted as rB

k .xk;x
t
�k/, where xt�k denotes the strategies from all the players at

time instant t except player k, and, clearly, rB
k .x

t
k;x

t
�k/ D rk.x

t
�k/. The belief

function may be constructed using some form of Taylor series expansion, e.g.,

rB
k .xk;x

t
�k/ D rk.x

t
�k/C '

t
k.xk � x

t
k/; (24)

where 'tk , @rB
k .xk ;x

t
�k/

@xk
is regarded as the interference derivative that predicts

the amount of future reaction from the environment due to present change in
strategy. The selection of the interference derivative 'tk by the player permits
engineering of the equilibrium of the game. Moreover, the belief function rB

k .� � � /

can be understood as player k’s cognition on what the environment function
rk.� � � / would be, given a strategy xk and the present state xt�k . Note that 'tk
is only a belief for player k and whether the derivative @rk

@xk
actually exists or not

is irrelevant.
• Predicted reward – The predicted reward function, fk.xk; rB

k .xk;x
t
�k//, gives

the amount of reward player k believes to achieve by the strategy, xk , given other
players’ strategies at time t , xt�k , and the belief function rB

k .� � � / that player k
uses to predict the future impact in the environment.

Based on the above definitions, we now can present the Nash equilibrium with
forward-looking players (i.e., with some cognition in the form of belief functions).
Mathematically, it is written as
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fk.x
�
k ; r

B
k .x
�
k ;x

�
�k/ 	 fk.xk; r

B
k .xk;x

�
�k//; 8k; (25)

where rB
k .�/ is the belief function reflecting player k’s cognition ability and fk.�/ is

the predicted reward function for player k. Note that (25) can be rewritten as

fk.x
�
k ;x

�
�k/ 	 fk.xk; r

B
k .xk;x

�
�k//; 8k: (26)

This can be explained by recognizing the fact that according to (24), rB
k .x
�
k ;x

�
�k/ D

rk.x
�
�k/ and as such at the equilibrium, we have

fk.x
�
k ; r

B
k .x
�
k ;x

�
�k/ D fk.x

�
k ; rk.x

�
�k// D fk.x

�
k ;x

�
�k/: (27)

In this model, the belief function rB
k .�/ can be chosen arbitrarily, and it only serves

to indicate player k’s understanding about the competition environment. In fact,
(26) embraces the conventional Nash equilibrium in which players have the belief
function rB

k .xk;x
t
�k/ D rk.x

t
�k/ which effectively treats the environment player

k observations at any present time instant t as fixed and constant and ignores
the subsequent changes in other players’ strategies provoked by player k’s new
strategy.

The equilibrium of a Nash game with belief functions is referred to as a belief-
directed Nash equilibrium (BNE).

The OFDMA BNE
For the OFDMA system, the reward function is the achievable rate Rk in (15),
and the strategy for player k (or user k) is the power allocation strategy pk . Also,
the environmental function is the overall interference resulting from other users’
strategies ck.pt�k/. As a result, under BNE, we can form the belief function to enable
player k’s cognition using a general form inspired by the Taylor series

cB
k Œn� , ctkŒn�C

1X
`D1

'tk
.`/
Œn�.pkŒn� � p

t
kŒn�/

`; (28)

where 'tk
.`/
Œn� denotes the `th order derivative of the belief function with respect to

(w.r.t.) the strategy pkŒn� at time t . The derivatives f'tk
.`/
Œn�g can be chosen freely to

give a different belief function for the player (which will result in a different BNE)
and hence play the role of the engineering parameters for the BNE. Also, we write
cB
k .pk;p

t
�k/ D fc

B
k Œ1�; c

B
k Œ2�; : : : ; c

B
k ŒN �g, which may be viewed as a prediction to

ck.p�k/. Based on the belief function cB
k , user k has the predicted reward function

(or predicted rate) given by

fk.pk; cB
k .pk;p

t
�k// ,

NX
nD1

log2

 
1C

pkŒn�

cB
k Œn�

!
; (29)
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which is the achievable rate in (15) after replacing ckŒn� by cB
k Œn�. Note that fk.� � � /

provides a predictive rate given the strategy pk and the present state pt�k at time
instant t . Mathematically, at the BNE, we have

fk.p�k ; c
B
k .p
�
k ;p
�
�k// 	 fk.pk; c

B
k .pk;p

�
�k//; 8pk 2 Sk and 8k: (30)

Nash equilibrium is a special case of BNE, and this can be seen when '.`/�k Œn� D

0 8` 	 1 and 8n; k. In this case, cB
k D ctk and the BNE is therefore degenerated to

fk.p�k ; ck.p
�
�k// 	 fk.pk; ck.p

�
�k//; 8pk 2 Sk and 8k: (31)

The above basically states that at the equilibrium, the rewards for all the players are
maximized, giving no incentive for players to deviate from it. In other words, the
mobile users all settle on their power allocation strategies fp�k g.

It is worth emphasizing that the predicted rate does not need to be accurate
for the game to work, though the general sense is that an accurate prediction
should help the users find better strategies. Note that Nash equilibrium is a
result from an unrealistic prediction (based on the assumption of a static environ-
ment).

Forward-Looking Water-Filling Optimization
It is well known that for the power allocation of the OFDM type problem, the
solution usually has an interpretation of water filling over the subchannels. It is
no different in the OFDMA scenario even if the mobile users are forward-looking.

In the OFDMA BNE game, at time t , user k aims to find the strategy for time
t C 1 by solving

ptC1k D arg max
pk2Sk

fk.pk; cB
k .pk;p

t
�k//: (32)

In order to make (32) solvable, it is advisable to choose f'tk
.`/
Œn�g such that

cB
k Œn� > 0; (33a)

@fk.pk; cB
k /

@pkŒn�
> 0; (33b)

@2fk.pk; cB
k /

@.pkŒn�/2
< 0; (33c)

so that (32) is a convex optimization problem. Note that (28) is a very general
form to define the belief function, and how to best utilize it to design the most
spectral efficient OFDMA BNE game is unknown. In this chapter, for mathematical
tractability, we propose to choose f'tk

.1/
Œn�g appropriately to optimize the BNE

while setting 'tk
.`/
Œn� D 0 for ` 	 3 and 8t; n. Also, we can set
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'tk
.2/
Œn� > �

ctkŒn�C '
t
kŒn�.pkŒn� � p

t
kŒn�/

.pkŒn� � p
t
kŒn�/

2
(34)

to ensure that cB
k Œn� > 0 is satisfied, where 'tkŒn� D '

t
k
.1/
Œn� for notational brevity.

Based on the definition of BNE (30), at time instant t , forward-looking user k
aims to solve

ptC1k D arg max
pk2Sk

NX
nD1

log2

 
1C

pkŒn�

cB
k .pk;p

t
�k/Œn�

!
: (35)

The following theorem gives the optimal strategy update for ptC1k .

Theorem 1. Assuming that any (infinitesimal) change in user k’s strategy on
subcarrier n only affects the interference on subcarrier n but not others m ¤ n,
the optimal strategy update for user k is given by

ptC1k Œn� D

�
wtkx

t
kŒn� � .x

t
kŒn�/

2

wtky
t
kŒn�C x

t
kŒn�

C
; (36)

where .a/C D maxf0; ag, xtkŒn� , cB
k .p

tC1
k ;pt�k/Œn�, y

t
kŒn� , @cB

k Œn�

@pkŒn�

ˇ̌̌
pkŒn�Dp

tC1
k Œn�

and wtk.> 0/ is regarded as the water level that ensures the equality of the power
constraint (11) for the maximization.

Proof. The problem (35) can be solved by introducing the Lagrange multiplier �,
using a Lagrangian multiplier formulation

L D
NX
nD1

ln

 
1C

pkŒn�

cB
k .pk;p

t
�k/Œn�

!
� �

 
NX
nD1

pkŒn� � Pk

!
: (37)

To proceed, we first obtain

@L

@pkŒn�
D

1

1C pkŒn�

cB
k .pk ;p

t
�k/Œn�

0
@cB

k .pk;p
t
�k/Œn� � pkŒn�

@cB
k .pk ;p

t
�k/Œn�

@pkŒn�

.cB
k .pk;p

t
�k/Œn�/

2

1
A � �: (38)

Then by setting @L
@pkŒn�

ˇ̌̌
pkŒn�Dp

tC1
k Œn�

D 0 (which is the necessary condition for the

maximization), and using the definitions
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8̂̂
<̂
ˆ̂̂:

xtkŒn� , cB
k .p

tC1
k ;pt�k/Œn�;

ytkŒn� ,
@cB
k Œn�

@pkŒn�

ˇ̌̌
ˇ̌
pkŒn�Dp

tC1
k Œn�

;
(39)

we get

ptC1k Œn� D

 
1
�
xtkŒn� � .x

t
kŒn�/

2

1
�
ytkŒn�C x

t
kŒn�

!C
; (40)

where .�/C ensures the positiveness of the power. Finally, renaming 1
�

as wtk yields
the desired result, which completes the proof. ut

The power allocation solution (36) is based on the maximization of a forward-
looking achievable rate (via the belief function cB

k ). Note that its water-filling
interpretation follows exactly the same way as the conventional water-filling power
allocation for a single-user OFDM system with water-level wtk . As t ! 1, if all
users’ strategies converge to a stable state, then from (28), we have

8̂̂
<̂
ˆ̂̂:

x�k Œn� D cB�
k Œn�

ˇ̌
pkŒn�Dp

�

k Œn�
D c�k Œn�;

y�k Œn� D
@cB�
k Œn�

@pkŒn�

ˇ̌̌
ˇ̌
pkŒn�Dp

�

k Œn�

D '�k Œn�;
(41)

and as a consequence, at the equilibrium, we obtain the users’ strategies

p�k Œn� D

�
w�k c

�
k Œn� � .c

�
k Œn�/

2

w�k'
�
k Œn�C c

�
k Œn�

C
; 8k; n: (42)

The intuition is that although there can be many parameters f'tk
.m/
Œn�g8m;n that

can be adjusted in a player’s belief, the power allocation strategy at the equilibrium
depends only on '�k Œn� (i.e., the first derivative but not the higher-order ones), or the

choice of f'tk
.m/
Œn�g8m�2 plays no role in defining the BNE. This justifies the earlier

assumption of setting the higher-order derivatives in the belief function to zeros.
A common structure in the OFDMA power allocation game, regardless of the

equilibrium, is to solve (20), which can be tackled by the Lagrangian multiplier
method. In particular, this is done by defining

L D
NX
nD1

log2

�
1C

pkŒn�

�kŒn�C IkŒn�


� �

NX
nD1

pkŒn�; (43)

where � denotes the Lagrange multiplier, and finding pk that maximizes L . The
Karush-Kuhn-Tucker (KKT) conditions for optimality can be derived as
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@L

@pkŒn�

�
D 0 for pkŒn� > 0;
� 0 for pkŒn� D 0:

(44)

Moreover, with

@L

@pkŒn�
D

1

�kŒn�C IkŒn�C pkŒn�

 
�kŒn�C IkŒn� � pkŒn�

@Ik Œn�

@pkŒn�

�kŒn�C IkŒn�

!
� � (45)

and defining 'kŒn� , @Ik Œn�

@pkŒn�
, it can be simplified as

@L

@pkŒn�
D

1

c2k Œn�C'kŒn�p
2
k Œn�

ck Œn��'kŒn�pk Œn�
C pkŒn�

� � �
1

	kŒn�C pkŒn�
� �: (46)

As a consequence, the optimal power allocation (or best power) for user k has the
well-known water-filling interpretation and is given by

pkŒn� D .wk � 	kŒn�/
C; (47)

where .a/C D max.0; a/ and

wk D
.�kŒn�C IkŒn�/

2 C 'kŒn�p
2
kŒn�

�kŒn�C IkŒn� � 'kŒn�pkŒn�
C pkŒn�; (48)

which is chosen to satisfy the user’s power constraint
P

n pkŒn� � Pk and is
interpreted as the “water level” of the solution. Though this version of water-filling
solution may appear complicated (as both wk and 	kŒn� are functions of fpkŒn�g),
this is much more general and facilitates the design of algorithms converging to
different equilibria by obtaining an appropriate (belief) function 'kŒn� to model
various level of cognition ability of the user. The introduction of the interference
derivative 'kŒn� is significant because this provides the parameter that, if properly
chosen, can guide the negotiation process between the users to reach a desired
equilibrium.

For Nash equilibrium as an example, 'kŒn� D 0 is applied (because the user
believes that cB

k Œn� is fixed and does not depend on the strategy pkŒn� or 'kŒn� D
@cB
k Œn�

pk Œn�
D 0) and (47) can therefore be greatly simplified as

pkŒn� D .wk � �kŒn� � IkŒn�/
C: (49)
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Various Equilibria

Nash Equilibrium
At Nash equilibrium, p�k D BP.I�k / and p��k D BP�k.p�k /, so the strategy profile
can be written as

P� D fBP.I�k /;BP�k.p�k /g: (50)

Additionally, Nash equilibrium can be formulated formally as

Rk.p�k ;BP�k.p�k // 	 Rk.pk;BP�k.p�k //; 8pk 2Pk and 8k 2 f1; 2; : : : ; Kg:
(51)

User k’s data rate, R�k , is therefore given by

R�k D max
pk2Pk

X
n

log2

�
1C

pkŒn�

�kŒn�C I
�
k Œn�



D max
pk2Pk

X
n

log2

�
1C

pkŒn�

�kŒn�C Ik.BP�k.p�k //Œn�


: (52)

Note that the above maximization is done under a fixed interference pattern I�k . As

mentioned before, achieving Nash equilibrium will have 'kŒn� D
@I�

k Œn�

@pkŒn�
D 0 and

p�k D BP.Ik.BP�k.p�k /// 8k: (53)

This can be achieved by the iterative (multiuser) water-filling algorithm as follows:

ptk C �k C Ik.BP�k.pt�1k // D wtk (54a)

ptC1k C �k C Ik.BP�k.ptk// D wtC1k (54b)

:::

p�k C �k C Ik.BP�k.p�k // D w�k (54c)

where the superscript t denotes the iteration time index and becomes � at the
equilibrium, and in the above the subchannel index Œn� has been omitted for
convenience. The iterations (54) follow largely from the single-user water-filling
solution in (49), but the only difference is that the interference pattern seen by user
k changes due to a new response from other users before reaching to the steady
state.

Every user in the equilibrium is deemed self-optimal giving the highest possible
rate, with respect to other users’ steady-state power allocation. Thus, a user does not
gain by not agreeing to the equilibrium. However, the Nash system can be overly
competitive leading to a very suboptimal power game equilibrium.
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Stackelberg Equilibrium
It is possible to reach a different equilibrium that to some user allows better
reconciliation between users to outperform Nash equilibrium. One such equilibrium
is the Stackelberg equilibrium where one user is regarded as the Stackelberg leader,
say user �, who can maximize its own rate, R� , by finding its optimal strategy
knowing that other users (regarded as followers) will know its action and respond
by their (Nash-like) best power allocation. Mathematically, we have, for user �,

R�.p�� ;BP��.p�� // 	 R�.p�;BP��.p�//; 8p� 2P�: (55)

As a result, user �’s data rate, R�� , can be formulated as

R�� D
X
n

log2

�
1C

p�� Œn�

��Œn�C I �� Œn�



D max
p�2P�

X
n

log2

�
1C

BP.I�.BP��.p�///Œn�
��Œn�C I�.BP��.p�//Œn�


: (56)

To reach the leader-followers Stackelberg equilibrium, the leader (i.e., user �) can
play the generalized water-filling power allocation (47) with appropriately chosen
f'�Œn�g while the followers (i.e., the remaining users) respond by the traditional
water-filling power allocation (49) with 'kŒn� D 0. As such, the following iterative
water-filling algorithm can take the users to the Stackelberg equilibrium:

Leader �

8̂̂
ˆ̂̂̂<
ˆ̂̂̂̂
:̂

pt� C 	
t
�.p

t�1
� / D wt�

ptC1� C 	t�.p
t
�/ D wtC1�

:::

p�� C 	
�
� D w��

(57)

and

for all Followers k ¤ �

8̂̂
ˆ̂̂̂<
ˆ̂̂̂̂
:̂

ptk C �k C Ik.BP�k.pt�1k // D wtk ;

ptC1k C �k C Ik.BP�k.ptk// D wtC1k ;

:::

p�k C �k C Ik.BP�k.p�k // D w�k :

(58)

Note that 	t�Œn� , .ct� Œn�/
2C't� Œn�.p

t
� Œn�/

2

ct� Œn��'
t
� Œn�p

t
� Œn�

(which was defined in (46) earlier).
In the literature, when solving (56), a brute-force optimization is usually needed,

which is not only prohibitively complex but also that no known method exists to play
the leader to reach the Stackelberg equilibrium. However, using the BNE game as
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a tool, one could choose '�Œn� appropriately to reach the Stackelberg equilibrium.
Note that there are likely many choices of '�Œn� that can all permit the users to
converge to the Stackelberg equilibrium. Here, nevertheless, we provide a choice
without proof by setting

'�Œn� D �
c�Œn�

2c�Œn�C p�Œn�
8n: (59)

There are a few observations we can make to understand why this choice is good.
First, to derive a judicious belief on '�� Œn�, the interference derivative should be
negative, or '�� Œn� � 0 because it then has a strong tendency to invest power on a
good subcarrier. In contrast, if '�� Œn� > 0, this will imply that the more the power it
allocates for a subcarrier, the more the interference it gets, thus ending up occupying
a poor subcarrier at the equilibrium. On the other hand, it can be shown that as long
as � c�

� Œn�

2c�

� Œn�Cp
�

� Œn�
� '�� Œn� � 0 is true, the equilibrium is unique, and therefore, any

value in this interval could be a sensible choice for the interference derivative 't�Œn�.
However, it should also be noted that the magnitude of '�� Œn� reflects the forward-
looking capability, or if '�� Œn� D 0, the user is myopic and not forward-looking. As
a result, (59) is a proper choice that is anticipated to optimize user �’s rate.

In Fig. 8, we provide a simulation example for the power allocation of a 3-user
9-subcarrier interference channel (e.g., cellular system with game-theoretic dynamic
spectrum access) under different game-theoretic equilibria. In the simulations, every
subcarrier channel is modeled by an equal-power four-independent-ray Rayleigh
fading channel (see Fig. 9) [22], i.e., jHij Œn�j

2 D jh
.1/
ij Œn�j

2Cjh
.2/
ij Œn�j

2Cjh
.3/
ij Œn�j

2C

jh
.4/
ij Œn�j

2; 8i; j , with EŒjHij Œn�j
2� D x and EŒjh.`/ij Œn�j

2� D 0:25x 8`, for i ¤ j ,
where x measures the relative severeness of the interference channel. For i D j ,
it is set that EŒjHkkŒn�j

2� D 1 and EŒjh.`/kk Œn�j
2� D 0:25 8`. We also assumed that

Pk D 100 8k, NkŒn� D 0:01 8k; n and x D 0:4 (a typical interference channel).
Several observations can be made from the results in Fig. 8. First of all, for Nash

equilibrium, all three users are Nash users, and they operate using the conventional
water-filling power allocation. Therefore, we can see that the water level for each
user, which is shown in this example, is very close to each other because their
power constraints as well as the channel statistics are set to be the same. Also,
users 2 and 3 in one-leader Stackelberg equilibrium are Nash users, and the same
is observed in their power allocation strategies. By contrast, user 1 in OSE is
the Stackelberg leader, and its water level depends upon 	k (not ck) and cannot
be directly visualized. In addition, the results illustrate that the power allocation
strategies for users 2 and 3 in both equilibria are very similar, while the Stackelberg
leader, user 1 in OSE, and the Nash user 1 in NE have profoundly different
strategies. Specifically, the Stackelberg leader recognizes the fact that subcarriers
2, 5, and 6 are weak and very noisy, so decides not to occupy these subcarriers and
concentrates on the good subcarriers 3, 4, and 8 leading to a substantial increase in
its sum-rate from 14:8 to 19:3 (bps/Hz), whereas the sum-rates for users 2 and 3 in
both equilibria are very similar and they are not compromised.
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Fig. 8 An example showing the power allocation for each user over a 3-user 9-subcarrier
interference channel under Nash and one-leader Stackelberg equilibria (NE and OSE)

Equilibrium Resulting from All Forward-Looking Players
Both Nash and Stackelberg equilibria can be achieved autonomously as each
individual user simply needs to perform its water-filling power allocation, and
their simultaneous interactions, once converged, will lead to the results. Therefore,
spectrum sharing is done in a self-organizing and autonomous way. However, so
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Fig. 9 A four-ray Rayleigh
fading channel model

Input
h1

Output
+

h2Time delay τ1

h3Time delay τ2

h4Time delay τ3

Table 1 Average users’
sum-rates for the 3-user
9-subcarrier interference
channel

Sum-rate User 1 User 2 User 3

NE 13.9944 13.8966 13.8021

OSE 16.5275 15.5493 15.4743

AFE 32.6641 32.8518 33.0399

far, only the Stackelberg leader is forward-looking, while the Nash users are all
myopic. In order to let all users become forward-looking, all f'kŒn�g need to be set
to nonzero. It is in fact possible to use (59) for all the users, but further analysis,
which is omitted here, can show that by setting

'kŒn� D �

s
ckŒn�

2ckŒn�C pkŒn�
8k; n; (60)

the results are even better. The idea is to harmonize their competition, avoid
destructive competition, and facilitate autonomous negotiation.

In Table 1, results are provided for the average users’ sum-rates for a 3-user
9-subcarrier interference channel, with Pk D 100 8k, NkŒn� D 0:01 8k; n, and
x D 0:4. Results show that there is a considerable gain in the sum-rates using
AFE (the equilibrium achieved by having all forward-looking users using (60))
over NE and OSE. Furthermore, we compare the rate performance between AFE
and ISB [20] in Fig. 10 for x D 0:5 and various signal-to-noise ratio (SNR)
which is defined as P0

NN0
where Pk D P0 8k, NkŒn� D N0 8k; n. Results show

that AFE achieves nearly the same average sum-rate as ISB and significantly
outperforms OSE and NE in terms of rates for the entire range of SNR. Note that
ISB is the centralized approach that has been known to achieve nearly the optimal
performance.

OFDMA with MIMO Antennas

Multiple-input multiple-output (MIMO) antennas promise to deliver extraordinary
gains in energy and spectral efficiencies and have been adopted in the current-
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Fig. 10 The average sum-rate comparison against the SNR

as well as future-generation mobile communications networks. The autonomous
spectrum sharing approaches discussed earlier, if adopted, will need to be integrated
with MIMO antenna technologies. The extension is nevertheless not trivial as the
spatial subchannels brought by MIMO compete within and among users.

Consider the OFDMA system with MIMO user terminals. We assume that
every transmitter has Nt antennas and every receiver has Nr antennas. (Different
numbers of antennas at the terminals can be easily incorporated.) In this case,
assuming full-rank MIMO channels, a user, say k, has Nt � N subchannels
(Nt spatial subchannels on each subcarrier) to transmit with power pkŒ`; n�, on
spatial subchannel ` and subcarrier n. For user k, the total transmit power is
constrained by

NX
nD1

NtX
`D1

pkŒ`; n� � Pk; 8k 2 f1; 2; : : : ; Kg: (61)

With MIMO links, we denote the channel matrix between transmitter i and
receiver j on subcarrier n by Hij Œn�, and NkŒn� is still the noise power spectral den-
sity at receiver k, but at every receive antenna. Assuming that user k has perfect CSI
knowledge of fHkkŒn�g8n, the capacity-achieving scheme (from user k’s viewpoint
and ignoring the interference) is to use singular-value decomposition to diagonalize
the channel using the right singular matrix VkŒn� as the precoding matrix and the
left singular matrix U�

kŒn� as the decoding matrix (where � denotes the hermitian
operation) so that the received spatial subchannel signals at receiver k is
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ykŒn� D �kŒn�xkŒn�C U�

kŒn�

0
B@

KX
jD1
j¤k

HjkŒn�Vj Œn�xj Œn�C �kŒn�

1
CA ; (62)

in which �kŒn� is the diagonal matrix containing the singular values of HkkŒn�,
xj Œn� denotes the information vector transmitted from user j on subcarrier n, and

�kŒn� is the complex AWGN vector at user k. Now, define Q�kŒn� , U�

kŒn��kŒn�

and QHjkŒn� , U�

kŒn�HjkŒn�Vj Œn�. Then we have

ykŒn� D �kŒn�xkŒn�C
KX
jD1
j¤k

QHjkŒn�xj Œn�C Q�kŒn�: (63)

As a result, the achievable rate for user k is given by

Rk �

NX
nD1

MX
`D1

RkŒ`; n�

D

NX
nD1

MX
`D1

log2

0
@1C j.�kŒn�/`;`j

2pkŒ`; n�PK
jD1
j¤k

PM
`D1 j.

QHjkŒn�/`;j j2pj Œ`; n�CNkŒn�

1
A ; (64)

where M D min.Nt ; Nr/ and .�/`;j returns the .`; j /th entry of the input matrix.
Now, introducing

ckŒ`; n� ,
KX
jD1
j¤k

MX
`D1

j. QHjkŒn�/`;j j
2pj Œ`; n�

j.�kŒn�/`;`j2
C

NkŒn�

j.�kŒn�/`;`j2
; (65)

which is the overall noise (interference plus noise) on spatial subchannel ` and
subcarrier n for user k, (64) is then written as

Rk D

NX
nD1

MX
`D1

log2

�
1C

pkŒ`; n�

ckŒ`; n�


; (66)

which has a similar form as (15) in the single-antenna case.

The Nash-Stackelberg Game
For OFDMA without MIMO antennas, it is possible to use the BNE analysis or the
belief function to regulate user competition. However, the MIMO channels make
it difficult to extend the analysis, and how users can be regulated to approach
a desirable equilibrium is unknown. To get round this, we regard the resource



482 J. Ren et al.

Fig. 11 The
Nash-Stackelberg game: M
OFDMA AFE games
competing in a Nash manner
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negotiation game as M mutually interfering single-antenna OFDMA AFE games;
see Fig. 11.

To proceed, we let

rkŒ`� D

NX
nD1

log2

�
1C

pkŒ`; n�

ckŒ`; n�


; (67)

which corresponds to the sum-rate of all the subcarriers over spatial subchannel `
achieved by user k. Hence,

Rk D

MX
`D1

rkŒ`�: (68)

For each spatial OFDMA game, say spatial subchannel `, we have the constraints

NX
nD1

pkŒ`; n� � PkŒ`�; for some PkŒ`�; (69a)

MX
`D1

PkŒ`� � Pk: (69b)

For a given spatial subchannel ` and if PkŒ`� is known, (67) can be maximized
to approach the AFE of the single-antenna OFDMA network by the generalized
water-filling method (47). Thus, the power allocation on subcarrier n by user k is

pkŒ`; n� D .wkŒ`� � 	kŒ`; n�/
C; 8n; (70)
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where the water level, wkŒ`�, is chosen to satisfy (69a) and

8̂̂
ˆ̂<
ˆ̂̂̂:

	kŒ`; n� D
c2kŒ`; n�C 'kŒ`; n�p

2
kŒ`; n�

ckŒ`; n� � 'kŒ`; n�pkŒ`; n�
;

'kŒ`; n� D �

s
ckŒ`; n�

2ckŒ`; n�C pkŒ`; n�
:

(71)

For user k, the M chunks of OFDMA subcarriers compete with each other as
well in terms of the power resources. With the simplified view that at a good steady
state, the M -chunk AFE games should have the same achievable sum-rate, i.e.,
rkŒ`� is the same for all `, the total sum-rate for user k (68) can be maximized
by reinforcing a Nash equilibrium. To do so, we set

wkŒ`� D
1

M

MX
lD1

wkŒ`� � wNE
k for ` D 1; 2; : : : ;M: (72)

This results in changes of the power constraints in the spatial domain fPkŒ`�g8`.
Figure 11 shows a Nash-Stackelberg game which can be formulated as

Rk. QpNEk ;�AFEk . QpNEk // 	 Rk. Qpk;�AFEk . QpNEk //; 8Qpk 2 QPk and 8k; (73)

and all users’ rates can be enhanced and formulated as

RN�Sk D max
Qpk2 QPk

X
`

RAFEk.`/ 8k: (74)

For approaching the Nash-Stackelberg equilibrium (N-SE), (70) and (71) are used,
and the iterative water-filling algorithm runs for all users as follows:

ptk C 	
t
k.p

t�1
k /

t increasing
! � � � � � � ! p�k C 	

�
k D w�k : (75)

In the simulations, we model each subcarrier by a Rayleigh fading channel with
EŒjHjkŒn�j

2� D 0:4, which is the severeness indicator for the interference channel.
There are K D 3 users and N D 14 subcarriers with NkŒn� D N0, Pk D P0, and
EŒjHkkŒn�j

2� D 1 for those subcarriers. The SNR for all users is defined as P0
NN0

.
Figure 12 compares the N-SE and Nash equilibrium (NE in the figure) for various

SNR assuming N0 D 0:01. Results illustrate that NE game fails to reconcile users’
competition and has pretty flat user rates as a function of SNR but the N-SE game
can achieve an order of magnitude gain in user rates which also grow with the SNR.
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Fig. 12 The sum-rate results against M

Self-Optimization by Virtual Channel Construction
The Nash competition among the AFE games appears to degrade the performance
of the resulting equilibrium. This can be improved using the virtual channel
construction approach, which is discussed in this section.

Before we present this, let us extend the system model by writing

Pk , fpkŒ1; 1�; pkŒ2; 1�; : : : ; pkŒM; 1�; pkŒ1; 2�; pkŒ2; 2�; : : : ; pkŒM; 2�;

� � � ; pkŒ1;N �; pkŒ2;N � : : : ; pkŒM;N �g (76)

as the spatial-frequency power allocation profile for the kth user, which is drawn
from some strategy Pk , or Pk 2 Pk . For convenience, we also define the non-k
user’s power profile:

P�k , fP1; : : : ;Pk�1;PkC1; : : : ;PKg: (77)

We let BPk 2 Pk be user k’s best power allocation strategy in response to the
overall noise pattern experienced by that user Ck , fckŒ`; n�g8`;n. Then BPk is
given by

BPk D arg max
Pk2Pk

NX
nD1

MX
`D1

log2

�
1C

pkŒ`; n�

ckŒ`; n�


s.t. (61): (78)

Given the overall noise pattern seen by user k, i.e., local CSI Ck , it optimizes its
power allocation by Pk D BPk.Ck/ which changes the noise patterns of other users
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fClgl¤k resulting in their new power allocation profiles fBPl .Cl /gl¤k which will
become the cause of the changes in Ck . That is,

Ck D Ck

�
fBPl .Cl .Pk//gl¤k

�
: (79)

For convenience, we abuse our notation slightly and define

BP�k.Pk/ , fBP1.C1/; : : : ;BPk�1.Ck�1/;BPkC1.CkC1/; : : : ;BPK.CK/g:

(80)

Clearly, the noise pattern observed by user k, Ck.BP�k.Pk//, is a function of its
own strategy Pk . At the equilibrium, the strategy is denoted by P� D fP�k ;P

�
�kg.

Depending on how users react to the environmental changes, the system may con-
verge to an equilibrium. For autonomous sharing in OFDMA, we need algorithms
that can take users to equilibriums that benefit all by exploiting users’ local CSI.
Without MIMO antennas, this was shown possible using AFE (based on BNE).

Formally, under the MIMO-OFDMA model, we have, for all k,

Rk.P�k ;BP�k.P�k // 	 Rk.Pk;BP�k.Pk//; 8Pk 2Pk: (81)

Hence, all users’ rates can be enhanced and formulated as

R�k D max
Pk2Pk

X
n;`

log2

�
1C

pkŒ`; n�

ck.BP�k.Pk//Œ`; n�


8k: (82)

The challenge of a MIMO-OFDMA power allocation game is the competition
in both spatial and frequency domains and that the interference derivative analysis
for the single-antenna OFDMA in section “The OFDMA BNE” does not seem to
be generalizable. To get round this, section “The Nash-Stackelberg Game” uses
an N-SE game, but the Nash subgame unnecessarily restricts the optimization and
competes harmfully in the spatial domain.

Here, based on the MIMO-OFDMA system, we provide an alternative approach
by constructing a virtual single-antenna OFDMA game in which we have

LRk �

NX
nD1

LRkŒn� D

NX
nD1

log2

�
1C

LpkŒn�

LckŒn�


; (83)

where LckŒn� ,
PM

`D1 ckŒ`; n� denotes the overall noise power over the virtual
subcarrier n seen by user k and LpkŒn� is the power allocated for the nth virtual
subcarrier.

To achieve AFE of the virtual OFDMA network in (81), it has been shown that
the optimal power allocation for user k is given by
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LpkŒn� D . Lwk � 	kŒn�/
C; (84)

where for those n such that LpkŒn� 	 0, we have

Lwk D
. LckŒn�/

2 C 'kŒn� Lp
2
kŒn�

LckŒn� � 'kŒn� LpkŒn�„ ƒ‚ …
	kŒn�

C LpkŒn�; (85)

which is the “water level” satisfying the total power constraint Pk , and as discussed
before, 'kŒn� is the interference derivative that helps regulate user competition to
converge to a desired equilibrium, chosen as

'kŒn� D �

s
LckŒn�

2 LckŒn�C LpkŒn�
; 8k; n: (86)

The power allocation on the nth virtual subcarrier, LpkŒn�, provides a useful
estimate on the overall power budget for the spatial subchannels of subcarrier n,
i.e.,

PM
`D1 pkŒ`; n� D LpkŒn�. Thus, to obtain the actual power allocation, user k can

suballocate LpkŒn� into the spatial subchannels by a water-filling procedure according
to the noise pattern fckŒ`; n�g8`. As such, we get

pkŒ`; n� D .wkŒn� � ckŒ`; n�/
C; 8`; (87)

where wkŒn� is the water level on subcarrier n for user k and chosen to satisfy the
power constraint LpkŒn�.

The proposed interactive game, which does the autonomous spectrum sharing
in MIMO-OFDMA systems, therefore runs for all users from the t th iteration until
convergence, i.e.,

(
LptkŒn�C 	

t
k. Lp

t�1
k ; Lctk/Œn� D Lw

t
k 8n .virtual/

ptkŒ`; n�C c
t
kŒ`; n� D wtkŒn� 8n; ` .actual/

t increasing
! � � � � � � !

(
Lp�k Œn�C 	

�
k Œn� D Lw

�
k 8n .virtual/

p�k Œ`; n�C c
�
k Œ`; n� D w�k Œn� 8n; ` .actual/:

(88)

In the simulations, we assume EŒjHjkŒn�j
2� D 1, NkŒn� D N0 8k; n, and Pk D

P0 8k and define the system SNR as P0
N0

(slightly different from before). Results for
the proposed virtual AFE (labeled “VAFE” in the figure), the N-S game (“N-SE”) in
the previous section, NE, and a single-user MIMO-OFDMA (“Single”) performance
bound are provided and compared. For “single,” the optimal sum-rate per subcarrier
with the same total network sum-powerKP0, which is the one with zero interference
by default, is provided for comparison and also an important benchmark.
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Fig. 13 The network sum-rate per subcarrier against M
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Fig. 14 The network sum-rate per subcarrier against the SNR

Figures 13 and 14 show the average sum-rate results for various SNR and sizes
of MIMO when there are 9 subcarriers and 3 users. As can be seen, the sum-rates of
NE increase only very slowly withM and are even flat with the SNR indicating that
inter-user interference is not managed. In contrast, this is not true for VAFE, N-SE,
and the single-user case. Results also illustrate that VAFE outperforms significantly
N-SE and achieves the sum-rates very close to the single-user case.
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Fig. 15 OFDMA with PUs
and cognitive SUs
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Fig. 16 The cognition cycle

Cognitive OFDMA

Game-theoretic approaches such as described above provide a promising method for
uncoordinated users to negotiate and share spectrum resources among themselves
in a distributed and autonomous manner. Remarkably, it has been demonstrated that
playing strategies can be devised to take users to a desired equilibrium yielding the
network sum-rate close to what previously only achievable by a centralized ISB
optimization approach in [20]. This makes it a perfect solution for cognitive SUs to
maximize their achievable rates among themselves by playing when they see white
space opportunities, where the PUs are idle in the hierarchical model.

A typical scenario in cognitive radio networks is that there will be a number
of PU transmitter-and-receiver pairs with ongoing communications and a number
of SUs are observing the radio environment to identify any white spaces for their
disposal. For instance, if the PUs have occupied the first, fifth, and sixth channels,
as shown in Fig. 15, then ideally, the SUs should optimize their channel allocation
and power control over the remaining channels (i.e., white spaces) by either a
centralized spectrum manager or the game-theoretic techniques. If a centralized
manager is present, then the channels used by the PUs will be obviously quarantined
for the OSB (or ISB) optimization for the SUs. However, in playing the game
without a centralized manager, how do the SUs know about the quarantined
channels?
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This is a very challenging problem because a seemingly occupied channel
does not necessarily mean that it is being used by a PU and quarantined, as it
might be occupied by another SU who is yet to negotiate with any other SU
for the channel use. Cognitive transmission is normally done in the following
way. First, the SUs will sense the channels and then gather the information about
the channel occupancy for spectrum management and power control through a
centralized spectrum manager or by some exchange of information. As a final step,
the centralized optimal (or suboptimal) solution will be performed that affects the
radio environment. By contrast, the cognition cycle in game-theoretic approaches is
lumped into a single iteration process of playing the game, which may be designed
to arrive at a desired equilibrium, as discussed previously. Figure 16 compares the
cognition cycles between standard approaches and the game-theoretic approaches.
Nevertheless, it is not at all clear how game-theoretic techniques can coexist with
the PUs while being operated for optimizing the access capacity of the SUs. Clearly,
the SUs are required to have the cognition capability to avoid those channels used
by PUs and also compete among themselves for rate maximization. We will defer
such discussion by first introducing the use of the transmit interference temperature
limit (ITL).

In fact, regulators are skeptical about the effectiveness of ITL model in cog-
nitive radio. FCC defined the model in 2003 intending to control cognitive SUs’
interference to the spectrum PUs but abandoned it in 2007 [23] because having an
ITL to constrain the transmit power of SUs not only fails to guarantee the PUs’
performance but greatly compromises the SUs’ achievable performance [24].

Limiting interference to the PUs is the primary concern for cognitive radios
[25, 26]. Yet, using an ITL as a precautionary measure has been ineffective as the
actual interference experienced by the PUs depends not only upon the transmit
power of SUs but the channels between the SUs and the PUs. A too low ITL
would provide no protection to the PUs, but if the ITL is set too high, meaningful
communications of SUs would be impossible. This is an unresolved challenge of the
model, and there has not been a solution to make it sustainable. Another weakness of
the model is that even if the channel is genuinely idle, the SUs can never be certain
and will not operate at full power to avoid any potential harmful interference to
PUs.

Despite the problems it faces, the ITL model’s beauty is its simplicity. In
this section, we will show that there are ways to make this model useful. In
particular, an ITL can work if used as a threshold for the SUs to decide whether
or not to transmit rather than to impose a limit on the transmit power. The ITL
can also be set very low for extra protection to the PUs and other coexisting
users.

Transmit ITL

Consider the OFDMA model without MIMO antennas in section “A Subsystem
Model for the OFDMA Game.” Now, we introduce an ITL, Sk , for user k, serving
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as a threshold for the channel activity to decide whether user k should transmit on a
subcarrier. In particular, user k should only occupy subcarrier n if IkŒn� < Sk , or it
satisfies

pkŒn�.Sk � IkŒn�/ 	 0: (89)

The value of Sk reflects the level of protection to the PUs. In the extreme cases,
if Sk D 0, the SUs will never be admitted, while if Sk D 1, there will be
no protection to the PUs. There is clearly a trade-off between SUs’ capacity and
protection for PUs. Later, we will propose to use a transient ITL, QSk , for SU power
allocation so that the SUs could violate Sk to gain useful spectrum information for
optimizing their strategies but should satisfy the ITL Sk after the adaptation process.
Such violation in Sk is undesirable but necessary for distributed learning and self-
optimization.

LCP Formulation with ITL

This section presents a linear complementarity problem (LCP) formulation for the
OFDMA model given a fixed interference pattern fIkŒn�g and a fixed ITL QSk . The
LCP permits the optimal power allocation strategy pk , .pkŒ1�; pkŒ2�; : : : ; pkŒN �/

to be solved by the well-known Lemke’s method [27] and can be viewed as an
extension of [28] to cope with the transmit ITL for PU protection.

From user k’s point of view, the optimal power allocation strategy in response
to the interference pattern experienced by that user can be found by solving the
following problem:

max
pk

NX
nD1

log2

�
1C

pkŒn�

ckŒn�


s.t. (11) & QSk in (89): (90)

The solution to this is the water-filling power allocation:

�
pkŒn� D .wk � ckŒn�/C; if IkŒn� < QSk;
pkŒn� D 0; if IkŒn� 	 QSk;

(91)

in which wk is the water level satisfying the power constraint (11). (Note that (91) is
of the form of the well-known water-filling solution, which can be optimally realized
by a one-dimensional search of wk satisfying the power constraint. However,
motivated by the increased analytical capability, an LCP formulation is preferred
here [28].)
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The problem (91) can be converted into an LCP of the form:

8̂̂
<
ˆ̂:

zk 	 0;

Mkzk C qk 	 0;

zTk .Mkzk C qk/ D 0;

(92)

which aims to find a vector zk for some vector qk and matrix Mk . In (92), the
superscript T denotes the transposition and 0 is an all-zero column vector. The LCP
in (92) can be efficiently and optimally solved by the Lemke’s method [27].

To convert (90) into an LCP, we see that when IkŒn� < QSk , we have

8̂̂
<
ˆ̂:

pkŒn� 	 0;

pkŒn�C ckŒn� � wk 	 0;

pkŒn�.pkŒn�C ckŒn� � wk/ D 0:

(93)

On the other hand, when IkŒn� 	 QSk , we only need to replace ckŒn� � wk in (93)
by 0. For

PN
nD1 pkŒn� D Pk , we have

8̂̂
ˆ̂̂̂̂
ˆ̂̂̂̂
<
ˆ̂̂̂̂
ˆ̂̂̂̂
ˆ̂:

NX
nD1

pkŒn� 	 0;

Pk �

NX
nD1

pkŒn� 	 0;

NX
nD1

pkŒn�

 
Pk �

NX
nD1

pkŒn�

!
D 0:

(94)

The unknowns are the power allocation pk and its water-level wk . From (93) and
(94), we can form an LCP by setting

zk D .pkŒ1�; pkŒ2�; : : : ; pkŒN �;wk/T ; (95)

qk D .qkŒ1�; qkŒ2�; : : : ; qkŒN �/T where

qkŒn� D

8<
:
ckŒn� if IkŒn� < QSk;
0 if IkŒn� 	 QSk;
Pk if n D N C 1;

(96)
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and

Mk D

0
BBBBBB@

1 0 � � � 0 mkŒ1�

0 1
: : :

::: mkŒ2�
:::
: : :

: : : 0
:::

0 � � � 0 1 mkŒN �

�1 �1 � � � �1 0

1
CCCCCCA
; (97)

where mkŒn� D �sgn. QSk � IkŒn�/, in which sgn.x/ returns one if x > 0 and zero
otherwise. With the above formulation, (92) and (95), (96), and (97), the optimal
power allocation strategy for a user for a given interference pattern can be obtained.

The next section will address the interaction between users (both PUs and SUs)
using game theory and a proper adaptation in QSk for trading off between SU
admission and interference avoidance (i.e., the more we allow users to coexist, the
more likely an SU is admitted but a higher level of interference).

A Cognitive Nash Game with Transmit ITL

NE for Rate Competition
From the SUs’ perspective and viewing the PU signals as fixed background noise,
(We assume that the PUs do not change their strategies during which the SUs adapt
their strategies, since the PUs are the primary owner and should not be altered
regardless of what the SUs do.) we here focus on how the SUs self-optimize their
strategies through interaction under the game-theoretic framework. In particular, in
the ITL-aided OFDMA model, one can use simultaneous water-filling procedures
(similar to the one in [29]) for the SUs to learn each other’s action and compromise
to an agreed operating point, also known as the NE (or BNE if users are considered
forward-looking based on some belief functions). Here, we consider NE as an
example. Mathematically, the steady-state solution at the NE, denoted by .�/�, is
defined as the strategy which satisfies

Rk.p�k ;p
�
�k/ 	 Rk.pk;p

�
�k/; 8pk s.t. (11) and 8k: (98)

Note that while (98) appears to be identical to the simultaneous water-filling
process in [29], the key difference is the introduction of QSk into the solution for
each SU; see (91). It is however true that without properly designing QSk , such
NE rate competition could give rise to a highly inefficient operating point causing
severe interference to both the SUs and the PUs. It is worth pointing out that in
the ITL approach, QSk plays the key role to harmonize the competition among users,
analogous to the roles of the belief functions in BNE. Thus, with the transmit ITL
integrated with the water-filling competition, a pure NE is sufficient to deliver good
results.
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The Algorithm, ITL Violation, and Settlement
The main idea of the game-theoretic water-filling interaction is to give opportunity
to the SUs to learn the spectrum environment and decide on their resource allocation
strategies. Nevertheless, the drawback is that during this interaction and before the
SUs identify the subcarriers occupied by the PUs, there will be interference spikes to
the PUs. As a result, it is necessary that the water-filling iteration converges rapidly
to minimize the impact to the PUs and that at the equilibrium, for all the subcarriers
chosen by the SUs, they should satisfy I �k Œn� < Sk .

In particular, a good transient ITL can be chosen as

QSk D max

 
Sk;

PN
nD1 IkŒn�sgn.pkŒn�/PN

nD1 sgn.pkŒn�/

!
: (99)

For each iteration, SU k uses QSk as a criterion to eliminate the subcarriers
and performs the water-filling power allocation based on the LCP described in
section “LCP Formulation with ITL.” The iterative water-filling procedure can be
viewed as a process of sequentially eliminating highly probable “poor” subcarriers
and is described as follows:

Step (1) For any SU k, it evaluates QSk by (99);
Step (2) Obtain fpkŒn�g by solving the LCP in (92);
Step (3) Repeat Steps 1 and 2 until convergence.

Assuming convergence, the following two propositions analyze the properties of
the algorithm at the equilibrium (i.e., NE) and give justification of QSk in (99).

Proposition 1. At the NE, the transient ITL is given by

QS�k D max
�
Sk;min

n
I �k Œn�

�
: (100)

Proof. From (99), it is seen that the iterative water-filling process subsequently
eliminates weaker subcarriers, and less subcarriers will be remained toward con-
vergence. If

min
n
I �k Œn� > Sk; (101)

then only one subcarrier will be hired by SU k and

QS�k D min
n
I �k Œn�: (102)

In this case, however, the converged QS�k will exceed the preset ITL Sk , which is
undesirable and should be avoided. On the other hand, QS�k D Sk , which means that
the transient ITL will converge to the preset ITL. As a result, (100) is obtained. ut
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Note that if minn I �k Œn� > Sk , this means that there should not be any subcarrier
available for use by SU k. This algorithm manages to learn this by water-filling
interaction at the cost of interference spikes during the interaction. The proposition
below presents a property of the algorithm if QS�k D Sk .

Proposition 2. At the NE, if
PN

nD1 sgn
�
p�k Œn�

�
	 2, then

QS�k D Sk; (103)

or if there are more than one subcarriers selected by SU k after convergence, then
they will all satisfy the ITL Sk .

Proof. Obtained immediately by definition. ut

Propositions 1 and 2 together assert that using this algorithm the possible
outcome for each SU is either that the SU cannot be admitted if the ITL condition
I �k Œn� < Sk cannot be satisfied or the SU has (self-)optimized its power allocation
to maximize its rate after negotiation with other SUs while satisfying the ITL
I �k Œn� < Sk (i.e., meeting the requirement for avoiding the PUs).

Analysis
The ITL-regulated Nash game has always at least one NE. The proof follows
immediately from [30, Theorem 1]. However, whether the NE is unique is not
understood. For large Sk , the algorithm is reduced to the traditional iterative
water-filling algorithm, and the convergence condition has been studied in [29, 31].
For small Sk , users will have strong tendency to avoid each other and should
converge.

The choice of Sk governs the admission of SUs based on an artificial projection
of interference to the PUs, with the thought that a small Sk would provide strong
protection to the PUs. It is therefore important to see if it is possible to have a small
Sk for the game to be carried out effectively for self-optimization of the SUs. This
will be answered by the numerical results in the next section.

Results
In this section, simulation results are provided to evaluate the performance of
the proposed ITL-aided simultaneous water-filling solution, which is referred to
as a cognitive NE (“CNE” in the figures). The benchmark to be compared to
is the traditional simultaneous water-filling solution, or simply “NE,” where no
control is imposed onto the SUs and the SUs can freely compete with the PUs for
transmission. In the simulations, it is assumed that there are totally 20 subcarriers or
N D 20, randomly selected four of which are occupied by the PUs. For SU k, we
have

IkŒn� D
X
jD1
j¤k

pj Œn�
jHjkŒn�j

2

jHkkŒn�j2
C QpŒn�

j QhkŒn�j
2

jHkkŒn�j2
C

NkŒn�

jHkkŒn�j2
; (104)
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Fig. 17 Sum-rate against the ITL S with H0 D 0:4 and SNRD 16:5 dB

where QpŒn� denotes the transmit power of the PU on subcarrier n, QhkŒn� is the
channel between the PU and SU k on the nth subcarrier, and NkŒn� is the noise
power at user k on the nth subcarrier. It is also assumed that NkŒn� D N0 8k; n

and QpŒn�
N0
D 27 dB for all those subcarriers used by the PU. We model each cross

talk link for every subcarrier by an equal-power four-ray Rayleigh fading channel
with EŒjHjkŒn�j

2� D EŒj QhkŒn�j2� D H0, and H0 indicates the severeness for the
interference. For the desired link, EŒjHkkŒn�j

2� D 1 8k; n. Three SUs are assumed,
i.e.,K D 3 and Sk D S 8k. Also, Pk D P0 8k and the SNR for an SU is defined as
P0
NN0

. In the figures, the sum-rate per PU or SU averaged over independent channel
realizations is provided.

First, we investigate how the sum-rate performance of the ITL-aided Nash game
varies with the choice of the transmit ITL S . In Fig. 17, it is observed that CNE (i.e.,
the ITL-based scheme) significantly outperforms the conventional NE in that the
SUs can achieve a much higher rate and at the same time the PUs suffer the least, if
the ITL is chosen to be 0:01 � S � 0:3. For NE, they are independent of S .

Setting the ITL S D 0:1 (a good choice as suggested by the results in Fig. 17),
Fig. 18 shows the sum-rate results against the SNR of the SU. Results illustrate that
as expected the sum-rates of the SUs increase with the SNR for both the ITL-based
CNE and NE. However, for NE, the PUs suffer a huge rate loss due to interference
from the SUs. In contrast, in the ITL-based CNE, the PU sum-rate is unaffected
meaning that the SUs can avoid the subcarriers used by the PUs.

Figure 19 shows the rate performance against the number of interactions between
the users. In the simulations, we assume that the SUs interact in a sequential order.
Results reveal that both CNE and NE converge very quickly in a few interactions.
Also, we see that there is only a slight dip in the PU rate for CNE during which the
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SUs learn the spectrum environment to maximize their rates. At convergence, the
PUs can regain their rate since the SUs then avoid their subcarriers completely.

As a major result, it has been shown possible to design a game-theoretic strategy
for cognitive SUs to optimize their access to the shared spectrum, while completely
avoiding the PUs without prior knowledge of the channels occupied by the PUs.
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Conclusions

In this chapter, well-designed games utilizing the concepts of forward-looking
players and the transmit ITL have been investigated to achieve spectrally efficient
autonomous spectrum sharing. The mathematical framework of a belief-directed
game has been shown suitable to characterize the cognition ability of mobile radios
via a belief function, which can then be designed to facilitate negotiation among
competing radios to reach a rate-maximization equilibrium. The use of a transmit
ITL on the other hand has been demonstrated as a simple way to effectively protect
the PUs while the SUs negotiate among themselves to optimize their access. The
extraordinary network performance of these approaches appears to come from the
users’ forward-lookingness empowering their acceptance and willingness to trade
strategies for negotiating toward a desirable equilibrium. This chapter, however, has
only touched upon a tip of an iceberg and more have to be done. For example:

• How chaotic a wireless environment would be and any harmful impact, if such
game-theoretic methods are adopted? Note that there could be new joining users
every now and then inviting negotiation. Do these methods really work?

• An assumption that is implicit in the game-theoretic approaches is that every
user has instant knowledge of its own predicted reward function. In the OFDMA
rate-maximization problem, it means that each user knows its instantaneous
achievable rate. Although it can be easily measured and fed back to its transmit-
ter, the feedback could be too much, if the game takes many cycles to converge.

• Would it be possible for adversarial users to manipulate the game for better self-
returns? In the ITL-aided method, for example, the reason why the PUs can be
avoided even if the SUs do not know a priori which channels they are using is that
the PUs are not responding to the SUs’ actions and thus the SUs end up trading
among themselves leaving the PUs’ channels unaffected. If an adversary plays
stubbornness to own certain channels, it will win. How to avoid that?

Obviously, many directions still need to be conquered in the future, but it is hoped
that this chapter has shed sufficient light on the possible performance that could be
resulted from well-designed games, and more researches will follow suit.
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Abstract

Among the many different techniques that have been suggested for spectrum
sensing, the eigenvalue-based spectrum sensing (EBSS) techniques exhibit some
important advantages. Specifically, they can operate in a totally blind manner
while they offer remarkably improved performance for specific types of signals,
especially when compared to energy-based methods. Until recently, most of
the cooperative EBSS techniques that could be found in the literature were
batch and centralized ones, thus suffering from limitations that render them
impractical in several cases. Practical cooperative adaptive versions of typical
EBSS techniques, which could be applied in a completely distributed manner,
have been proposed very recently. The aim of this chapter is (a) to briefly
review existing cooperative EBSS techniques of the batch and centralized type
and (b) to present in more detail adaptive and distributed versions of typical
EBSS techniques. Focusing on the latter case, at first, we present adaptive
EBSS techniques for the maximum eigenvalue detector (MED), the maximum-
minimum eigenvalue detector (MMED), and the generalized likelihood ratio test
(GLRT) scheme, respectively, for a single-user (noncooperative) case. Then, a
distributed subspace tracking method is presented which enables the cooperating
nodes to track the joint subspace of their received signals. Based on this
method, cooperative distributed versions of the adaptive EBSS techniques have
been developed that overcome the limitations of the previous batch centralized
approaches. Numerical results show that the distributed techniques exhibit
good performance, even though they require reduced computational complexity
compared to their batch and centralized counterparts.

Introduction

The exponentially increasing demands for higher data rate mobile communication
services [6] require new methods for efficient managing the available spectrum
resources. Current wireless services are “squeezed” in a spectrum area of a few
GHz, and several studies conducted worldwide [4,5,7,41,48] have shown that many
of the frequency bands licensed to wireless systems are significantly underutilized.
This motivated the development of techniques within the context of cognitive radio
(CR) [17]. The concept of CR was introduced via the seminal works [32–34], and
its core idea is to allow non-licensed users (Secondary Users – SUs) to transmit their
data in a spectrum area that is licensed to the so-called primary users (PUs) of the
system.

A large part of the related literature is mainly addressing the co-existence
problem between the PUs-SUs by proposing efficient techniques for different
examined system models. According to the spectrum access policy, the CR tech-
niques can be categorized into three different categories [13]. In the underlay
techniques, the SUs are allowed to transmit simultaneously with the PUs as long
as the generated interference is below a predefined threshold. In the overlay CR
techniques, cooperation is allowed between the SUs and PUs nodes so as to jointly
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optimize their transmissions. Finally, the interweave, techniques which are based
on the so-called opportunistic communications concept, rely on the idea that the
SUs can operate via spectrum areas that are not used temporally by the PUs. The
latter unused spectrum areas are commonly referred to as “spectral holes,” and they
provide transmission opportunities to the SU without degrading the performance
of the PU. A desired characteristic of the interweave approach is that the SUs can
employ transmission techniques that require very little or no interaction with the
corresponding PUs.

Key role in the interweave/opportunistic approaches play the spectrum sensing
techniques which are employed by the SUs in order to detect the spectrum holes.
Due to the fact that the performance of both the PUs and SUs depends highly on the
successful detection of the corresponding spectrum holes, a major part of the recent
CR literature has focused on the design of efficient spectrum sensing techniques.

Spectrum sensing may be implemented either by a single-radio architecture or
by a dual-radio one [40,61,69]. In the single-radio case, which is the most common
one, a fixed portion of each time slot is dedicated to spectrum sensing, and the
remaining part is employed for data transmission. As a consequence, the accuracy
of the spectrum sensing results is limited. Furthermore, single-radio architectures
are less spectrally efficient, since a portion of the available time slot is allocated
to spectrum sensing, instead of data transmission [40, 62]. On the contrary, it is
obvious that a single-radio architecture is simple to implement and of low cost.
In the dual-radio architecture, one radio-frequency (RF) chain is dedicated to data
transmission and reception, while a second RF chain is dedicated to continuous
spectrum monitoring [19, 73]. In general, the dual-radio approach provides higher
spectrum efficiency and better sensing accuracy; however it should employ very
low-complexity spectrum sensing techniques due to its “continuous” nature.

Several spectrum sensing schemes have been proposed over the last few years.
The most common approach is via energy-based detectors (EBD) [8, 11, 24]
which are usually simple to implement; however, they require knowledge of the
involved noise variance. The test statistic of the energy detector is the average
energy of the observed samples. The decision is taken by comparing that test
statistic with a threshold, usually related to the underlying statistics of the noise
that corrupts the received samples. In case, the noise variance is not known, it
is estimated via standard methods, though this results in significant performance
degradation of the EBD techniques [21, 46, 50]. If information related to the PU
signal is available at the SU, the optimal detection method is the matched filter
approach [18, 30]. In these techniques, the known primary signal is correlated
with the received secondary signal to detect the PU existence in the latter and
thus maximize the signal-to-noise ratio. The matched filter detection achieves
satisfactory performance, even for very small number of samples, though as already
mentioned, it requires the strong assumption that the PU signal is known at the SU.
The estimation of the required information at the SU side may be very difficult or
even impossible, and thus the matched filter approach, in many cases, cannot be
applied. The cyclostationary-based spectrum sensing techniques [12, 47] belong
to the feature detector’s category and exploit the cyclostationary feature of the
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signals in order to detect the PU’s presence. It is based on the analysis of the cyclic
autocorrelation function of the received signal or its Fourier series expansion. The
Fourier series expansion exhibits peaks when cyclostationary signals are present on
the received one. Thus, if the PU is not present, no peaks are observed, since the
noise is considered as a non-cyclostationary signal, in general. A cyclostationary-
based detector achieves satisfactory performance on detecting weak signals even
for low SNR values. A category that has gained significant interest over the
past years is that of the eigenvalue-based spectrum sensing techniques (EBSS)
[23, 35, 36, 49, 63, 71, 72]. The EBSS methods (particularly, the MMED and GLRT)
may operate without the knowledge of the noise variance, and, moreover, they may
offer remarkably improved performance for specific signal categories. However,
this is done at the expense of high complexity since they require the EigenValue
Decomposition (EVD) of the received signal’s sample covariance matrix. Moreover,
the computation of the involved decision thresholds is generally based on the
asymptotic (limiting) distributions of the corresponding test statistics and requires
a large number of samples in order to attain a satisfactory performance. Recently,
close approximations for the distribution functions of the test statistics have been
proposed in the literature [23,36] though they have quite a complex form. Thus, the
computation of the decision thresholds is actually performed by numerical methods
which increase even further the computational complexity.

The high complexity required for implementing the batch EBSS techniques
makes them impractical for cases where continuous monitoring of a specific
spectrum band is required (dual-radio approach). In such cases, the aim is to detect
as soon as possible an abrupt change (i.e., the PU starts or stops its transmission
at a random time). To this end, a number of different solutions have been proposed
in literature so far based on the quickest detection of change as well as sequential
detection approaches [3, 15, 22, 65, 68, 70, 74]. According to the aforementioned
approaches, the SU updates sequentially its corresponding tests statistics upon the
reception of a new data sample and decides if a change has occurred in the spectrum
area of interest. The decision is based on thresholds which are computed in order
to optimize a metric, i.e., a mean detection delay which is usually defined as the
mean time required by the SU to detect a change subject to the targeted probability
of false alarms.

There are two standard formulations in the area of change detection: Bayesian
and min-max. The Bayesian formulation was developed by Shiryaev [43–45]. In
this approach the change point is assumed to be a random variable with a certain
(known) prior distribution, and the objective is to minimize the mean detection
delay subject to an upper bound on the false alarm probability. In the min-max
approach, introduced by Lorden [28], the change point is assumed to be an unknown
deterministic parameter, and the objective is to minimize the worst-case conditional
detection delay subject to an inequality constraint on the average run false alarm
length. Each one of the approaches is suited for different regimes, and both of
them have been applied in the cognitive radio literature during the past years
[3,15,22,65,68,70,74]. Note that these approaches are mainly based on the energy
detector whereas, to the best of our knowledge, none of them was of the EBSS type.
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An approach based on the batch EBSS techniques would require high computational
complexity if small mean detection delay was sought since periodic computation of
the EVD of the SU’s sample covariance matrix would be required for updating the
corresponding test statistics so as to detect as quickly as possible an abrupt change
in the PU’s behavior.

Thus, in this chapter which is an updated and extended version of [56,58], at first,
online implementations of the EBSS techniques based on low-complexity subspace
tracking (ST) techniques [9–67] (and references therein) are presented. The aim of a
ST technique is to update in an adaptive manner the estimation of the subspace of an
input signal provided that a new data sample of the signal is available at each time
index. In other words the EVD of the sample covariance matrix is updated each time
a new data sample is received. The main advantage of a ST technique is that the EVD
update can be done with complexity of O.RxL/ operations, where L is the rank of
the desired subspace. Contrariwise, recall that in the batch approach, the subspace
of the signal is updated by computing the EVD of the sample covariance matrix at
each time index which exhibits a prohibited computational complexity of O.R3x/
operations.

The previously mentioned spectrum sensing techniques are suitable for single-
user systems. The performance of a single-user spectrum sensing technique deteri-
orates significantly in environments where the fading and shadowing effects of the
wireless channels degrade the quality of the received signals. Cooperation among
multiple secondary users has been proposed in literature in order to improve the
sensing performance. It is noteworthy, however, that the existing approaches (see
[1, 2, 10, 25, 27, 31, 37, 60, 75] and references therein) are cooperative variations of
the generic energy detector. To the best of our knowledge, cooperative techniques
of the EBSS type have not been considered in literature so far, apart from the
case where a fusion center collects the sensed data and applies the EBSS in a
centralized batch manner [23]. A centralized approach comes with a number of
limitations concerning the high-power costs in transmitting local information to
the fusion center and conveying global decisions back to the SUs. Furthermore, a
centralized SU network is quite sensitive to node and link failures. On the contrary,
a decentralized approach exhibits low communication overhead, and it is robust
to node and link failures. Each SU node communicates only with its adjacent SU
nodes via one-hop transmissions resulting in transmissions with reduced power
consumption during the sensing period. The SU nodes exchange information for
several rounds so as to reach global convergence. Upon convergence, each node can
reach the same decision concerning the PU existence without the need of a fusion
center node.

Thus, in the second part of this chapter, cooperative adaptive EBSS techniques
[58] are presented that function in a completely decentralized manner so as to
overcome the limitations of the centralized batch approaches. It is noteworthy to
mention that a constituent part of the these cooperative EBSS techniques is a
distributed ST algorithm which is also presented here. In literature so far, little
work concerning the problem of distributed ST has been published. The authors
in [26] develop a consensus-based technique of the so-called OJA rule in which
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several ST methods are based. In [39] a distributed version of the well-known PAST
technique is presented. The previous methods are more suitable for ad hoc wireless
sensor networks with a large number of nodes since they are based on consensus
strategies. In the scenario studied in this chapter, the number of nodes that are
involved in the network topology is relatively small, and thus, distributed strategies
that minimize the required communication overhead are more suitable. Moreover,
the approaches of [26] and [39] provide estimations for the eigenvectors only and
not for the corresponding eigenvalues. Furthermore, they converge rather slowly
since they are gradient flow-based approaches [9], and finally they do not guarantee
the orthogonality of the estimated eigenvectors resulting in severe performance
degradation.

More specifically, the techniques that are presented in this chapter are the
following ones. At first, single SU (noncooperative) adaptive EBSS techniques are
discussed based on well-known ST methods. Then, the distributions of the adaptive
test statistics are derived in order to compute the required decisions thresholds. It
turns out that accurate approximations of the test statistics correspond to well-known
tabulated functions improving further the practicality of the presented adaptive
schemes over the batch ones. Next, a cooperative adaptive EBSS method is proposed
by first developing a distributed adaptive ST algorithm. The adaptive EBSS and
cooperative adaptive EBSS methods that are presented in this chapter are compared
to the corresponding batch EBSS approaches, in terms of performance for single
(fixed spectrum sensing time)- and dual (continuous spectrum monitoring)-radio
architectures.

The rest of this chapter is organized as follows. In section “System Description,”
the system description is provided. In section “Centralized Batch Cooperative
Eigenvalue-Based Spectrum Sensing,” a brief description is given for the EBSS
techniques considered here. In section “Adaptive Eigenvalue-Based Spectrum Sens-
ing for the Single SU Case,” adaptive versions of the EBSS (AD-EBSS) techniques
are derived. In section “Test Statistics Distributions and Decision Thresholds,” the
test statistics’ distribution functions of the proposed AD-EBSS techniques, and the
corresponding decision thresholds are derived. In section “Cooperative Decentral-
ized Adaptive Eigenvalue-Based Spectrum Sensing,” the cooperative EBSS schemes
are presented. Section “Numerical Results” presents the numerical results, and
section “Conclusion” concludes the chapter.

System Description

Let us assume that a single-antenna PU node and K SU nodes of Rx antennas each
one are operating in the same frequency band in a typical interweave CR scheme
(Fig. 1) [13]. The system description is given for the single-radio approach, though
it can be easily modified for the dual-radio one. Thus, the time axis is assumed to
be divided into transmit time intervals (time slots). The time slot is considered as
the basic unit of time scheduling. At the beginning of each SU time slot, the SUs
sense the frequency band so as to determine if it is occupied by a PU transmission.
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Fig. 1 Fusion based centralized EBSS technique

Let us also assume that during each sensing period, each one of the K SUs collects
N sample vectors yin, 1 � n � N and 1 � i � K, of dimensions 1 � Rx . In a
centralized approach, a node that plays the role of the fusion center (Fig. 1) receives
from the SUs the collected vector samples. Then, the fusion center node processes
the samples jointly, decides if active PU transmissions exist in the environment, and
notifies accordingly the SUs. More specifically, in the related cooperative spectrum
sensing problem, the following hypothesis test is considered at the fusion center,

H0 W yn D zn (1)

H1 W yn D hxn C zn; (2)

where yn D


y1n; : : : ; y

K
n

�T
, zn is anKRx�1 additive noise random variable modeled

as C N
�
0; �2z

�
, h D Œh1; : : : ;hK�

T is a KRx � 1 vector that contains all complex
flat channel gains that correspond to the links between the PU and the antennas of
all SUs, and xn is the transmitted PU symbol. That is, under the hypothesis H0, the
PU is idle and the received signals yin at the SUs contain only noise. On the other
hand, under the hypothesis H1, the PU transmits data, and the received SUs’ signals
are a superposition of these data (scaled by the channel gains) and noise. An EBSS
technique decides between the two hypotheses by employing test statistics that are
functions of the eigenvalues of the received signals’ sample covariance matrix.
In the following section, a brief description of the existing EBSS techniques is
given.
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Centralized Batch Cooperative Eigenvalue-Based
Spectrum Sensing

In literature so far, only batch EBSS techniques have been considered, in the sense
that the derivation of the test statistics is based on the EVD of the sample covariance
matrix formed by a number of N collected vectors. Moreover, only centralized
cooperative extensions of the EBSS techniques have been proposed so far. As long
as a fusion center exists to collect the SU vector samples yin in the cooperative
case, the application of a batch EBSS technique is almost identical for both the
noncooperative (single) SU and the cooperative cases.

In the rest of this section, we provide a brief description of the existing
approaches for the cooperative case, though they are directly applicable to the
noncooperative case by setting the number of SU nodes equal to K D 1. We
consider that the fusion center receives the SUs’ sample vectors yin through noise-

free communication links and forms the aggregate vector yn D


y1n; : : : ; y

K
n

�T
as

discussed in the previous section. The covariance matrix R of the received signal
yn, under the two hypotheses, is given by

R D EfynyHn g D
�

�2z IKRx H0

�2xhhH C �2z IKRx H1

; (3)

where Ef�g denotes the expectation operator, �2x is the PU’s transmitted signal’s
variance, and .�/H denotes the Hermitian of a matrix. In practice, the fusion center
(or a single SU) computes the sample covariance matrix of the received signals,
which is given by

OR D
1

N

NX
iD1

ynyHn : (4)

Let us denote with �1 	 � � � 	 �Rx the ordered eigenvalues of matrix OR. As it is
known from the relevant literature, the eigenvalues of the sample covariance matrix
can be used to form a sufficient test statistics for the spectrum sensing problem. In
the following equations, three different test statistics are defined:

T MED.�1/ D
�1

�2z
; (5)

T GLRT .�1; : : : ; �Rx / D
�1

1
N�1

PRx
mD2 �m

; (6)

T MMED.�1; �Rx / D
�1

�Rx
: (7)

The noise eigenvalues of the sample covariance matrix are random variables
due to the finite number of samples that are used for its computation. The
distribution of these noise eigenvalues is used to compute the decision threshold
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in a Neyman-Pearson sense for a predefined probability of false alarm. Detailed
information on how to compute the decision thresholds is given in [49, 71, 72].

We may now proceed with the development of the cooperative adaptive EBSS
methods. For clarity purposes, we first deal with the noncooperative case in
which only a single SU is involved. Then, the extension of the proposed adaptive
approaches to the cooperative case is derived.

Adaptive Eigenvalue-Based Spectrum Sensing for the
Single SU Case

In this section the adaptive eigenvalue-based spectrum sensing techniques are
presented for the single-user (noncooperative) case. First, the single-radio-fixed
spectrum sensing time case will be considered. Then, the double-radio-continuous
spectrum monitoring scenario will be developed. The complexity analysis for
both the adaptive approaches is also analyzed and compared to the one of the
corresponding batch counterparts.

Single-Radio Approach

Let us now proceed to the description of the adaptive EBSS technique for the
single-radio approach. In this paper the complex version of the Fast Data Projection
Method (FDPM) is employed [9]. The FDPM steps are summarized in the following
equations:

rn D UH
n�1yn (8)

Un D Un�1 ˙ ynrHn (9)

Un D orthfUng (10)

	n D ˛	n�1 C .1 � ˛/jrnj2; (11)

where Un and 	n are theRx�Lmatrix andL�1 vector that contain theL principal
(minor) eigenvectors and eigenvalues, respectively; jrnj2 is the vector of the squared
absolute values of the elements of vector rn; and ˛,  are step-size parameters.
Note that in (9) the sign is a .C/ or .�/ depending on whether the signal or the
noise subspace, respectively, is updated. Equation (11) tracks the corresponding
eigenvalues. An orthonormalization procedure is applied in (10) based on a low-
complexity Householder transformation [9] given by the following equations:

an D rn � krnkej .angle.e
H
1 yn//e1 (12)

Un D Un �
2

kank2
.Unan/ aHn (13)

Un D normfUng (14)
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In (12) e1 D Œ1; 0 : : : 0; 0� and in (13), normf�g denotes the operator that normalizes
the columns of a matrix. For the MED test statistic, only the first (maximum)
eigenvalue is required, so Un is a Rx � 1 matrix and 	n is a scalar that contains
the current estimate of the maximum eigenvalue. The orthonormalization step is
also reduced to a simple normalization one, i.e., Un D Un=kUnk. In a similar way,
the MMED test statistic is estimated. At first, the signal subspace version of the
FDPM is employed (with .C/ in (9)) to track the maximum eigenvalue, and then
the noise subspace version follows (with .�/ in (9)) to track the minimum one. For
the GLRT test statistic, the complete FDPM (8), (9), (10), and (11) is used since all
the Rx eigenvalues of ORn are required in (6).

It is evident that, by employing the FDPM method, the SU is capable of tracking,
with low complexity, the value of any of the test statistics under consideration at
every time index within the sensing period. Therefore, once a new signal vector is
received, the SU updates the employed test statistic and decides if a change in the
state has been occurred (from H0 to H1 and vice versa). Thus, the adaptive EBSS
techniques can be applied in both the single- and in the dual-radio approach. In
the single-radio approach, the adaptive techniques can be applied in fixed sensing
periods in a similar way to the batch ones. That is for each time slot within the
sensing period, the corresponding test statistics are updated and at the end of the
sensing period a decision is taken according to a threshold whose computation is
given in section “Test Statistics Distributions and Decision Thresholds”.

Complexity Analysis for the Single-Radio Approach

Let us now derive the complexity of the adaptive and the batch EBSS techniques
for the single-radio case. The complexity is given in terms of the total required
complex mathematical operations (additions/subtractions, multiplications/divisions,
and square roots) at a sensing period of N timeslots. According to [9], the FDPM
algorithm requires at each timeslot 12RxLC5LC2 operations, to updateL principal
components of the covariance matrix R at the SU receiver, provided that a new
Rx�1 sample yn is available (see [9] for a detailed analysis). In the aforementioned
complexity, we must add 3L operations since (11) is not included in the original
version of the FDPM presented in [9]. Note that (11) requires only 3L operations
since the entries of the vector jrnj are already computed in (8) and in (12). Thus,
the overall complexity is 12RxL C 8L C 2 per update/timeslot. Since the sensing
period is associated with N signals, a total of N.12RxL C 8L C 2/ operations
are required. Now the complexity of each one of the adaptive EBSS techniques
can be derived by properly setting the value of the parameter L and then adding
the number of operations that are required for the computation of the specific test
statistic according to (5), (6), an(7). That is, for the MED test statistic L D 1 and
the complexity is N.12Rx C 10/C 1 operations. In a similar way, the MMED test
statistic requires two applications of the FDPM with L D 1 (section “Single-Radio
Approach”) resulting in complexity of 2N.12Rx C 10/ C 1 operations. Finally,
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L D Rx for the GLRT test statistic and the complexity isN.12R2xC8RxC2/CRx
operations.

Let us now derive the complexity of the batch approaches. In this case matrix OR
is updated at each timeslot. The latter requires 2NR2x complex operations. Then, the
SVD of the R is computed requiring approximately 13R3x operations according to
[51]. Thus, the overall computational cost of each one of the batch EBSS techniques
is equal to 13R3x C 2NR

2
x . Now, in order to derive the explicit complexity of each

one of the test statistics, we should count for the operations of (5), (6), and (7),
similarly to the adaptive case. Therefore, the MED and MMED test statistics require
13R3x C 2NR

2
x C 1 operations, and the GLRT one requires 13R3x C 2NR

2
x C Rx

operations. It is evident that the adaptive methods exhibit significantly reduced
complexity compared to the batch ones. As it is shown in the following section,
the complexity savings can be more significant for the case of the dual-radio
approach.

Dual-Radio Approach

We now present the adaptive EBSS techniques for the dual-radio architecture. Let
us assume that the SU employs the FDPM method so as to track continuously the
test statistics during consecutive periods of N samples. We follow the approach
of [74] where it is assumed that the PU changes its behavior at a random sample
number within the sensing period. The change point T0 is assumed to follow a
known geometric distribution parametrized by p, that is,

P fT0 D ng D p.1 � p/
n�1.1 � �0/; 0 < n � N; (15)

where �0 D P fT0 D 0g denotes the probability that a change occurs before the
sensing period. According to the Bayesian formulation, the problem of quickest
detection of change is to design a detection rule that gives the stopping time Td so
that the mean detection delay Ef.Td � T0/Cg is minimized subject to a constraint
on the probability of false alarm, that is P fTd < T0g � �. Note that the definition
of the probability of false alarm here differs from the single-radio approach, since
now is denoted as the probability that a change is detected prior the actual time
of change (Td < T0). The solution to that problem requires the knowledge of
the exact distribution of the samples under both hypotheses which is not possible
to be derived for the case of the EBSS techniques. Moreover a closed form is
in general intractable even in case of the simple energy detector. Thus, in order
to develop an efficient and simple technique, the following approach is adopted
which is summed up in Algorithm 1. The SU for each block of N samples updates
sequentially the EBSS test statistics under consideration. At each time index n of the
sensing block, the updated test statistic is compared to a global threshold. The global
threshold is computed so as the probability of false alarm is set to a specific value



512 C. G. Tsinos and K. Berberidis

Algorithm 1 : Adaptive EBSS for the single SU case
Initialization:
The SU detects the present state (H0 or H1) by applying the adaptive EBSS technique for a
sufficient number of received signals, until an initial decision is taken. For each block of N
symbols
for n D 1! N do

Update the employed Test-Statistic T via the FDPM (8), (9), (10), and (11)
if T � 	d under H0 jj T < 	d under H1 then

Raise an alarm, change in the state has been detected;
end if

end for

P fTd < T0g D �. The threshold computation in this approach is more complex
than the simple radio one, and it is described in section “Test Statistics Distributions
and Decision Thresholds”.

Remark 1. One may argue that the batch EBSS approaches can be extended easily
to the dual-radio case. Indeed, let us assume that within the sensing period of N
symbols, the EVD of the sample covariance matrix is periodically computed every
Ns < N samples so as to update the values of the test statistics. This could increase
significantly the complexity due to a number of b N

Ns
c SVD that are required.

Clearly a small number of Ns reduces the detection delay though it results in high
complexity and vice versa. A detailed analysis of the complexity is given in the
following subsection.

Complexity Analysis for the Dual-Radio Approach

Let us assume that a dual-radio sensing approach is applied for a period of N
symbols. For the subspace update given in section “Single-Radio Approach”, the
adaptive techniques require the same complexity with the single-radio case. The
difference in the dual-radio case is that the computation of the test statistics is done
at every timeslot n 2 Œ1; N �, and thus, the operations of (5), (6), and (7) must be
added N times to the overall complexity. Thus, it is easy to see that in the dual-
radio approach, the complexity for the MED technique is N.12Rx C 10/ C N ;
for the MMED one, it is 2N.12Rx C 10/ C N ; and for the GLRT one, it is
N.12R2x C 8Rx C 2/CNRx operations, respectively.

According to Remark 1, the dual-radio version of the batch approaches
requires the computation of b N

Ns
c SVDs for a sensing period of N symbols.

According to section “Complexity Analysis for the Single-Radio Approach,”
the latter costs 13b N

Ns
cR3x operations. In order to derive the overall complexity,

one should also add b N
Ns
c times the operations of (5), (6), and (7) similarly

to the adaptive case. Therefore, the MED and MMED test techniques require
13b N

Ns
cR3x C

�
2N C b N

Ns
c � 1

�
R2x C b

N
Ns
c operations, and the GLRT one requires
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13b N
Ns
cR3x C

�
2N C b N

Ns
c � 1

�
R2x C b

N
Ns
cRx operations. Clearly, the complexity

gains for employing the adaptive EBSS techniques are even greater in the dual-
radio sensing approach especially for small values of the parameter Ns . In Fig. 10
of section “Numerical Results,” the complexity of the adaptive EBSS techniques
is compared to the one of the batch techniques for different values of the involved
parameters.

Test Statistics Distributions and Decision Thresholds

In this section, the cumulative distribution functions (CDF) of the three test statistics
of (5), (6), and (7) are derived for the adaptive case, under the hypothesis H0, i.e.,
when no information signal is present in the signal received by the SU. Based on (11)
of the FDPM, the distribution functions of the involved test statistics can be tracked
at every time index n. The following lemma provides expressions for the distribution
functions of the corresponding test statistics.

Lemma 1. The distribution functions of the adaptive test statistics updated by (11)
for a SU of Rx antennas under the hypothesis H0 can be approximated by the
functions

FTMED.xI �; �/ �
�.�x; �/

� .�/
; (16)

FTGLRT .xI �;Rx/ � I .Rx�1/x
xC1

.�; .Rx � 1/�/; (17)

FTMMED.xI �/ � I x
xC1
.�; �/; (18)

respectively, where � D .1�˛n/.1C˛/

..1�˛/.1�˛2n//
, � D .1�˛n/2.1C˛/

..1�˛/.1�˛2n//
, �.x; �/ D

R x
0
t��1e�t dt is

the lower incomplete gamma function, � .�/ D
R1
0
t��1e�t dt denotes the ordinary

gamma function, and Ix.�1; �2/ D
R x
0
t�1�1.1 � t /�2�1dt is the incomplete beta

function.

Proof. Observe that, under hypothesis H0, the signal vector yn received by the SU
consists of i.i.d. complex Gaussian noise samples C N .0; �2z /. Since matrix Un�1

is orthonormal, the entries r.i/n of vector rn D UH
n�1yn are also i.i.d. C N .0; �2z /.

From (11), the l-th eigenvalue of the covariance matrix is estimated as

�l.n/ D

nX
iD0

˛i .1 � ˛/jr.i/n j
2: (19)

According to the previous equation, the MED test statistic can be expressed as
a weighted sum of chi-squared variables with each one derived by squaring the
absolute value of a random variable �i � C N .0; 1/. A close approximation to the
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previous distribution can be derived by properly applying the results of [64] to our
case. Let us consider the following RV:

T ,
mX
iD1

wi �
2
i ; (20)

where �i � N .0; 1/ and wi 2 R. Welch, in a 1938 paper [64], proposed an
approximation of the distribution of variable T by a scaled chi-squared distribution

of � degrees of freedom. That is, T � 1
�

2�, where � D

Pm
iD1 wiPm
iD1 w2i

, � D .
Pm
iD1 wi /2Pm
iD1 w2i

, and

the corresponding CDF is given by

FT .xI �; �/ D
�.�=2x; �=2/

� .�=2/
: (21)

Now, by defining wi D ˛i .1 � ˛/=2 and using (21) in the case of complex
normal variables �i , we can apply the previous results to the MED test statistic (5).
Moreover, observe that the weights wi are actually terms of a geometric sequence
enabling as to compute closed forms for the parameters � and � . Thus, it can be

verified that � D 2.1�˛n/.1C˛/

..1�˛/.1�˛2n//
and � D 2.1�˛n/2.1C˛/

..1�˛/.1�˛2n//
. Finally, by combining these

expressions with (21), the proof for MED is completed.
In the case of the MMED test statistic, we seek for the distribution of the ratio of

two eigenvalues of matrix ORn that are estimated via (11). The required distribution

is equivalent to the distribution of the ratio TMED.�1/

TMED.�Rx /
. Therefore, the corresponding

CDF is equal to the one of the ratio of two independent TMED random variables. It
turns out that the distribution of the MMED statistic can be approximated by the beta
prime distribution with the corresponding CDF given by (18). The detailed proof is
given at Appendix.

Finally, the CDF of the GLRT test statistic can be computed by firstly observing
that the random variable

PRx
mD2 �m �

1
�

2.Rx�1/�, where the parameters � and �

are defined similar to the case of the MED distribution. Then, the CDF of the
ratio of the two independent random variables �1PRx

mD2 �m
is computed in a similar

way to the MMED case. As long as the CDF of the ratio under consideration
is computed, it is easy then to compute the CDF of the scaled random variable
T GLRT D �1

1
Rx�1

PRx
mD2 �m

, given by (17). ut

Threshold Computation for the Single-Radio Approach

From Lemma 1, the CDFs of the adaptive test statistics involve the computation of
well-known tabulated functions, and the same comment is true for their correspond-
ing inverse functions. The latter observation enables the SU to easily compute the
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decision thresholds in a Neyman-Pearson sense, for a predefined probability of false
alarm Pf , as opposed to the case of the batch test statistics where usually numerical
methods are required. To proceed further, first, the decision threshold 	MED for the
MED test statistic is computed. We equivalently have

Pf D P
˚
TMED > 	MEDjH0

�
D 1 � FTMED .xI �; �/)

	MED D F �1
TMED

�
1 � Pf I �; �

�
: (22)

The decision thresholds for the adaptive MMED and GLRT test statistics can be
computed in a similar way, and they are given by the following equations:

	MMED D
I �1

�
1 � Pf I �; �

�
1 �I �1

�
1 � Pf I �; �

� ; (23)

	GLRT D
I �1

�
1 � Pf I �; .Rx � 1/�

�
.Rx � 1/ �I �1

�
1 � Pf I �; .Rx � 1/�

� : (24)

Threshold Computation for the Dual-Radio Approach

According to section “Complexity Analysis for the Single-Radio Approach” in
the dual-radio approach, the threshold is computed so as to set the probability of
false alarm P fTd < T0g to a specific value �. In order to compute the previous
probability, we require the probability that a PU is detected at least one time before
the time index of change T0 under H0. Given the fact that the test statistics are
updated by adding each time index a new positive random variable and that the
parameter ˛ is set to values close to 1, the latter probability can be approximated
by the probability the test statistic is greater than the threshold at time index T0 � 1,
that is P fTT0�1 > 	d jH0g D 1 � FTT0�1 .	d /, where FTT0�1 .	d / denotes the CDF
of the corresponding test statistic given by (16), (17), and (18) for each one of the
cases considered here. Now, by assuming that the time of change is independent to
the values of the test statistics and taking the summation over all the 0 < n � N ,
it can be seen that the required false alarm probability can be approximated by the
following equation:

P fTd < T0g �

NX
nD0

.1 � FTn�1 .	d //p.1 � p/
n�1.1 � �0/: (25)

Finally, by setting P fTd < T0g D � and solving numerically (25), the desired
threshold is computed.
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Cooperative Decentralized Adaptive Eigenvalue-Based
Spectrum Sensing

In this section, the previously derived adaptive EBSS techniques are extended to
the cooperative case, in which multiple SUs sense the spectrum in a collaborative
manner. The distributed technique is designed so as (a) to improve the sensing
performance by forming a virtual multiple antenna system that performs a joint
EBSS technique, (b) to distribute the computation overhead among the SU nodes,
and (c) to enable each user to track the joint test statistics at each time index within
the sensing period so as to reach a common decision in a decentralized manner.
Apart from the benefits of a decentralized approach discussed in the Introduction,
the latter feature is crucial in scenarios where the multiple nodes employ a
cooperative transmission scheme [16,52–55,57,59], and thus all the involved nodes
should reach a common decision concerning the PU existence. Clearly, the proposed
decentralized adaptive EBSS methods require the development of a distributed
adaptive subspace tracking method in order to track the corresponding test statistics
of (5), (6), and (7). Therefore, a novel distributed subspace tracking scheme is
first developed by extending the FDPM of [9]. The present section is divided
into two subsections. In section “Distributed Data Projection Method (DDPM),”
the proposed distributed subspace tracking method is described. Then, in sec-
tion “Cooperative EBSS Techniques,” the cooperative EBSS methods are described.

Distributed Data Projection Method (DDPM)

Let us assume that K SU nodes form a network where the i -th node is connected
via direct links only to the .i � 1/-th and the .i C 1/-th nodes. The communication
links are assumed to be established via ideal (noise-free) channels. Note that the
latter assumption is typical in both the distributed adaptive signal processing [42]
and cooperative spectrum sensing literature [10, 31, 37, 60, 75]. For simplicity, we
assume that each SU node has the same number of Rx antennas, though the results
are directly applicable in cases where the nodes may have different numbers of
antennas. At each time index of the sensing period, the i -th SU obtains a Rx � 1
vector of samples yin. Let us now assume that we are interested in tracking the L
first principal (or minor) components of the correlation matrix R of the aggregate
vector



y1n; : : : ; y

K
n

�T
. The task of tracking each one of theL eigenvectors is properly

distributed to the SU nodes in a way that the i -th node tracks the elements of the sub-
matrix Un ..i � 1/Rx C 1 W iRx; 1 W L/ of the aggregate eigenvectors matrix Un. For
simplicity, the later sub-matrix will be denoted by Ui

n. Thus, each node needs to
update only a specific part of the subspace. Moreover, each node is capable of
tracking the correspondingL principal (minor) eigenvalues of the aggregate system,
denoted by 	in. As explained below, at each time index n, the DDPM requires three
spatial iterations in order to update the eigenvectors and eigenvalues matrices. By
observing (9), the subspace update can be done in a local computation step at node
i given by
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Ui
n D Ui

n�1 ˙ yinrHn (26)

Now, in order to execute the local update step of (26), each node must know the
value of rn. Observe that the computation of rn requires a spatial iteration in which
the i -th node performs the local computation of (27) and sends the quantity riloc to
the .i C 1/-th node. That is,

riloc D ri�1loc C U�
i

n�1y
i
n (27)

Thus, starting from the first node, the variable riloc is updated in an incremental
manner, and at the end of this first spatial iteration, the K-th node has the exact
value of rn given by

rn D
KX
iD1

riloc (28)

The second spatial iteration starts from the last node K of the network. As it was
mentioned, theK-th node has already the exact value of rn in (28), and therefore it is
able to update the corresponding sub-matrix of eigenvectors as determined by (26),
then update the eigenvalues by using (11) locally, and apply the orthogonalization
transformation to the updated eigenvectors sub-matrix, that is

Ui
n D Ui

n �
2

kank2
�
Ui
nan
�

aHn ; (29)

where the quantity an is computed by applying (12) locally. Clearly, in order
to complete the eigenvectors update, the normalization step of (13) is required.
Therefore, the last local computation of the i�th node at the second spatial iteration
is given by

Tiloc D Ti�1loc C

LX
lD1

jUj
n.W; l/j

2 (30)

Now observe that by incrementally applying (30) at the end of the second spatial
iteration, the first node has the vector Tn D



kUn.W; l/k

2; : : : ; kUn.W; L/k
2
�

whose
i -th element is the squared normed of the i -th eigenvector. Note that as already
mentioned, the incremental strategy requires the transmission of the quantities rn
and Tiloc from the i -th node to the .i C 1/-th one.

The aim of the third iteration is to normalize the updated eigenvalues matrix Un.
It is easy to see that the latter can be done by performing sequentially the following
steps at the i -th node

Ui
n D diag .Tn/

1=2 Ui
n (31)
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Algorithm 2 : The DDPM algorithm
1: Initialization: U0 IRx�L & 	0 0L�1

2: Previous Instant Data: Node i has Ui
n�1 and 	in�1

3: New Data: Node i has a new vector sample yin
4: Apply:
5: 1st Spatial Iteration:

6: r0loc  0L�1 TKC1
loc  0L�1

7: for i D 1! K do
8: riloc  ri�1loc C Ui�

n�1yn.i/ % Incremental Computation of rn
9: end for

10: 2nd Spatial Iteration:
11: for i D K ! 1 do
12: 	in D ˛	in�1 C .1� ˛/jrnj

2, % Update of 	in
13: Ui

n Ui
n�1 ˙ yinrHn % Update of Ui

n

14: an rn � krnke1 % Distributed Orthogonalization of Un

15: Ui
n Ui

n �
2

kank
2

�
Ui
nan

�
aHn

16: Tiloc  Ti�1loc C
PL

lD1 jU
j
n.W; l/j2 % Incremental Computation of Tn

17: end for
18: 3rd Spatial Iteration:
19: for i D 1! K do
20: Ui

n diag .Tn/
1=2 Ui

n % Distributed Normalization of Un

21: end for

where diag .�/ denotes the operator that transforms the vector operand to a diagonal
matrix. The complete DDPM is summarized in Algorithm 2.

Cooperative EBSS Techniques

In this subsection the extension of the adaptive EBSS technique to the case of
multiple SUs is described. Let us consider that the nodes of SUs network apply
the DDPM of Algorithm 2 so as to jointly track the subspace of the received data
covariance matrix of the aggregate virtual multi-antenna SU system (Fig. 2). As
it is evident from line 13 of Algorithm 2, each node, at each time index, updates
the local estimates of the eigenvalues of the sample covariance matrix. Therefore,
each node is also able to compute the test statistics of (5), (6), and (7) of the
aggregate system and can perform the detection tests independently. Moreover, the
test statistics distributions, under the hypothesis H0, are again given by Lemma 1,
by replacing Rx with KRx . Observe also that in a dual-radio approach, each SU
node can employ independently Algorithm 1 so as to reach a common decision
concerning a detection of a change in the PU activity.

Let us now comment on the specificities of each one of the cooperative EBSS
techniques. If the MED method is employed, then it suffices to track only the
maximum eigenvalue, and thus, in the DDPM algorithm the cooperating SUs may
set L D 1. Moreover, the distributed orthogonalization steps (lines 15–16 on
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Fig. 2 Distributed EBSS
technique
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Algorithm 2) are not performed at all, in a way similar to the single SU case. In the
case of the MMED method, again in a similar way to the single SU one, each of the
SUs tracks the maximum and the minimum eigenvalues of the covariance matrix by
employing twice the DDPM forL D 1. Specifically, first the signal subspace version
(with .C/ in (9)) is employed so as to track the maximum eigenvalue, and then the
noise subspace version follows (with .�/ in (9)) in order to track the minimum
one. Recall that this approach has been adopted in order to avoid the complexity of
tracking the complete subspace of the covariance matrix. Of course the steps of each
one of the two versions of the DDPM can be applied simultaneously at each time
index. Finally, for the adaptive GLRT EBSS method, the SU nodes should apply the
complete DDPM algorithm with L D KRx .
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Computational and Network Complexity of the Decentralized
Adaptive EBSS Techniques

Let us first examine the computational complexity. From the description of the
DDPM technique, it is evident that its computational complexity equals to the one
of a centralized FDPM for a system of K � Rx receiver antennas, though (11)
is executed K times, that is one time for each one of the participating SUs.
Therefore according to [9] and the discussion of section “Complexity Analysis for
the Single-Radio Approach,” the complexity for subspace estimation for a sensing
period of N timeslots isN.12KRxLC5LC3KLC2/ operations. Now, by noting
that each one of the SUs employs (22) and (23), and following the same procedure
with the single SU case, the complexity at both the single- and the dual-radio case
can be derived easily. Thus, we have for the single-radio caseN.12KRxC3KC7/C
K operations for the MED test statistic, 2N.12KRxC3KC7/CK operations for the
MMED, one andN.12K2R2xC11KRxC2/CKRx for the GLRT one, respectively.
Accordingly we have for the dual-radio caseN.12KRxC3KC7/CNK operations
for the MED test statistic, 2N.12KRx C 3K C 7/ C KN operations for the
MMED one and N.12K2R2x C 11KRx C 2/ C NKRx operations for the GLRT
one, respectively.

Note that in a similar way, one may also derive the complexity of the batch
EBSS techniques by simply replacing Rx with KRx in the expressions derived in
sections “Complexity Analysis for the Single-Radio Approach” and “Complexity
Analysis for the Dual-Radio Approach” (omitted here to avoid repetition).

The network complexity is derived in terms of the complex scalar quantities
that must be transmitted during a sensing period of N data samples. From the
description of the DDPM technique (Algorithm 2), the MED test statistic requires
3NK scalar quantities to be transmitted, and the MMED and the GLRT require
6NK and 3NKRx , respectively. A centralized approach requires NKRx scalar
transmissions in order for the SUs to transmit the data samples to the fusion center
and K transmissions to notify the users for its decision. Clearly, for SUs with
number of antennas greater than 3, the decentralized MED test statistic exhibits
lower complexity than the corresponding centralized approach. In a similar way,
the MMED test statistic exhibits less communication burden when the number
of antennas of each node is greater than 6. Finally, the GLRT exhibit always
greater communication complexity than the centralized. The network complexity
is depicted also in Fig. 11 in the simulations section.

Numerical Results

In this section, numerical results are presented in order to evaluate the performance
of the adaptive EBSS methods. We assume that the PU transmits a binary phase-
shift keying (BPSK) modulated signal. The step of the FDPM algorithm is set to
 D 0:8=kynk2. First, the methods for the single SU case are tested.
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Fig. 3 CDFs of the test statistics under H0 (16), (17), and (18)

In Fig. 3, the theoretical CDFs of the MED, MMED, and GLRT adaptive test
statistics under the H0 (Lemma 1) are compared to the empirical ones when a block
of N D 20 received signal vectors at the SU is used to estimate them. The results
of 10000 simulations are averaged so as to compute the empirical CDFs for a SU
receiver with Rx D 4. As it is shown, the derived theoretical CDFs are very close to
the empirical ones even for this small number of received signals.

In Fig. 4, the performance of the AD-EBSS techniques is compared to the one
of the batch techniques in terms of the achieved probability of detection Pd under
different SNR values for probability of false alarm Pf D 0:1 for the single-radio
case.

The parameter a of the FDPM algorithm in (11) is set to a D 0:98. The
performance is examined considering constant channels within each timeslot of
duration N D 100 symbols. The taps of all the involved channels are derived
as C N .0; 1/, and the results of 10000 realizations are averaged. Note that, even
in single-radio approach, the AD-EBSS techniques exhibit reduced complexity
compared to the batch ones, as they do not require the computation of the sample
covariance matrix given by (4).

As it is shown, the adaptive versions of the test statistics achieve, in general,
performance close to the batch ones (or even better, in some cases). This is due
to the fact that the CDFs of the adaptive test statistics (16) (17), and (18) are
close approximations to the exact ones, whereas for the batch case asymptotic
expressions are used. This can be also verified by the results depicted in Fig. 5
where the simulations of Fig. 4 were repeated, but now the decision thresholds
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Fig. 4 Pd for i.i.d. noise samples and uncorrelated fading
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Fig. 5 Experimental setup of Fig. 4 for numerical thresholds
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Fig. 6 Pd for non i.i.d. noise samples and uncorrelated fading

were computed numerically. The batch techniques exhibit improved performance
due to accurate values of the employed thresholds. In Fig. 6, the same experiment
of Fig. 4 is repeated, though now, we consider that the noise samples are no
longer i.i.d. due to calibration errors at the SU. According to the relevant literature
[14, 38], the correlation matrix of the noise samples can be considered diagonal.
In the simulations of the present figure, the noise covariance matrix is given by
Rz D diagf1:1; 0:9; 0:8; 1:2g. As it was expected, both the adaptive and the batch
techniques exhibit worse performance compared to the i.i.d. case. Nevertheless,
for high SNR regimes, the EBSS techniques achieve high detection rates. Similar
conclusions can be derived in the case of correlated fading coefficients at the
SU antennas. The results are depicted in Fig. 7, where the fading coefficients are
correlated such that each entry of their covariance matrix is given by cm;n D �

jm�nj
c

[29], where �c 2 R is the correlation coefficient that satisfies j�cj � 1.
Note that the noise samples are assumed to be i.i.d. in order to evaluate the effect

of correlated fading to the EBSS techniques’ performance. Again, for low SNR
regimes, performance degradation is observed for both the adaptive and the batch
EBSS methods.

In Fig. 8, the mean detection delay of an abrupt change is compared for each one
of the batch and the adaptive EBSS techniques for different SNR values in order to
evaluate the performance of the method in the dual-radio case. We consider timeslots
of N = 1000 symbols in which an abrupt change in the channel state occurred at a
random symbol time. The time at which a change occurs is assumed to follow the
geometric distribution of (15) with parameters p D 0:1, �0 D 0:01 and a targeted
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probability of false alarm Pf D 0:01. The decision threshold of the adaptive
methods is computed by (25), as it is described in section “Threshold Computation
for the Dual-Radio Approach.” The threshold of the batch EBSS techniques is
computed by simulations since a similar expression of the probability of false alarm
was not possible to be found for this case. The adaptive EBSS techniques employ
Algorithm 1. The batch EBSS techniques are employed periodically at every block
ofNs D f50; 100; 200g symbols, as it is described in Remark 1. It is evident that the
adaptive EBSS techniques detect very fast the change even for low SNR regimes,
since the detection test is applied at every sample time. The batch techniques’ detec-
tion delay is related to the numberNs that dictates the frequency of their application.

Let us now study the multiple SUs case. In Fig. 9, the experiments of Fig. 4
are repeated, though now 7 SUs of 4 antennas each one are cooperating. The
performance of the cooperative adaptive EBSS methods that employ the DDPM
of Algorithm 2 is compared to the one of the single-user adaptive EBSS methods.
The performance improvement offered by the cooperative methods is evident,
and it is due to the fact that they process jointly the samples of the aggregate
system of the KRx receive antennas. In the same figure, the performance of a
fusion-based method, that collects the samples for all the users and performs
the batch EBSS techniques, is shown for comparison purposes. As it is shown,
the cooperative adaptive EBSS schemes, apart from their benefits due to their
completely decentralized nature and their low complexity, exhibit also satisfactory
performance compared to the centralized batch ones, as it was also shown in
the single SU case. Finally in Figs. 10 and 11, the computational and network
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complexity of the decentralized dual-radio approach is examined for a different
number K of SUs. Each one of the SUs is considered to have Rx D 7 antennas.
In the same figures, we present also the corresponding complexities for the batch
centralized EBSS techniques. As it is evident, the adaptive EBSS techniques can
provide significant reduction in the required complexities, especially for large
network sizes.

Conclusion

In this chapter, cooperative decentralized adaptive versions of the well-known EBSS
techniques were presented for multi-antenna cognitive receivers. The proposed tech-
niques offer low complexity and improved performance especially in cases when
continuous spectrum monitoring is applied. Moreover due to their decentralized
nature, they exhibit reduced power consumption at the transmissions during the
sensing period and provide robustness against node and link failures. In order to
compute the decision thresholds for each one of the adaptive test statistics, the
derivation of close approximations for the associated distribution functions was
shown. A novel distributed subspace tracking method was also presented as a
constituent part of the proposed decentralized EBSS techniques. The distributed
ST method enables the SUs to track jointly the subspace of their received signals
in a completely decentralized manner. The performance of the presented EBSS
techniques was verified via indicative simulations and compared to those of the
corresponding batch centralized approaches.

Appendix: Derivation of the Distribution of the MMED Test
Statistic Under the H0 Hypothesis

Let us assume that two RVs T1 and T2 follow the same distribution with that
of the MED test statistic. The CDF of the later distribution is given by (16).
The corresponding probability density function (PDF) is computed by taking the
derivative of (16). That is,

fTi .�i / D
��

� .�/
�
��1
i e���i : (32)

We are interested in the distribution of the random variable Y1 D T1=T2. Let us also
define the auxiliary random variable Y2 D T2. Thus we have,

f1.t1; t2/ D
t1

t2

f2.t1; t2/ D t2; (33)
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where ti 2 R
C. The inverse functions of the ones of (33) are given by

f �11 .t1; t2/ D t1t2

f �12 .t1; t2/ D t2; (34)

The joint PDF of variables Y1 and Y2 is given by

fY1;Y2.y1; y2/ D fT1;T2
�
f �11 .y1; y2/; f

�1
2 .y1; y2/

�
jJ .y1; y2/j; (35)

where J .y1; y2/ D
@.t1;t2/

@.y1;y2/
is the Jacobian matrix of the transformation and

jJ .y1; y2/j D y2 is its determinant.
Observe now that, since the eigenvalues are estimated via (11), there are

statistically independent. That is, the joint PDF of the variables under consideration
T1 and T2 can be computed as the product of the corresponding marginal ones (16).
Therefore, from (35) the joint PDF of Y1 and Y2 is given by

fY1;Y2.y1; y2/ D fT1.y1y2/fT2.y2/y2

D
�2�

� 2.�/
y
��1
1 y

2��1
2 e��y2.y1C1/ (36)

In order to compute the marginal PDF of RV Y1, we integrate the joint one of (36)
with respect to y2. That is

fY1.y1/ D
y
��1
1

�2�� 2.�/

Z C1
0

y
2��1
2 e��y2.y1C1/dy2

D
y
��1
1 �2�� .2�/

.1C y1/2��2�� 2.�/
D

y
��1
1

B.�; �/.1C y1/2�
; (37)

where the following property of the beta function [20] was used

B.�1; �2/ D

Z 1

0

x�1.1 � x/�2�1dx D
� .�1 C �2/

� .�1/� .�2/
: (38)

By integrating (37) we derive the corresponding CDF of the beta prime distribution
given by (18) of Lemma 1, and the proof is completed. ut
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Abstract

The Cognitive Radio (CR) paradigm represents an innovative solution to mitigate
the spectrum scarcity problem. Enabling a Dynamic Spectrum Access (DSA), it
conciliates the existing conflict between the ever-increasing spectrum demand
and the currently inefficient spectrum utilization. The basic idea of DSA is
to provide proper solutions that allow sharing radio spectrum among several
radio communication systems and optimize the overall spectrum utilization.
The first part of this chapter gives a general overview of the CR concept to
enable DSA, whereas the second part of the chapter addresses the problem
of modeling a cognitive management framework with innovative strategies for
spectrum management in different scenarios. The presented framework is able
to characterize the environment dynamicity through long-term predictions based
on the so-called belief vector. This demonstrates that a reliable characterization
of the radio environment that combines awareness of its surrounding with a
statistical evaluation of the system dynamics in terms of traffic generation
patterns is able to guarantee an efficient utilization of the available spectrum
resources. From a methodological point of view, the development and assessment
of the proposed cognitive management framework involves an analytical study
and a real-time platform implementation.

Introduction

The licensed static spectrum allocation policy, in use since the early days of
radio communications, was proved to effectively control interference among the
radio communication systems. However, the overwhelming proliferation of new
operators, innovative services, and wireless technologies during the last years
resulted, under the static regulatory regime, in the exhaustion of spectrum bands
with commercially attractive radio propagation characteristics. The vast majority
of spectrum considered as usable has already been assigned hindering commercial
rollout of new emerging services. This situation produced a common belief of
a depletion the usable radio frequencies. This was certainly strengthened by
the overly crowded frequency allocation charts of many countries worldwide.
Notwithstanding, some preliminary field measurements of spectrum usage revealed
that most of the allocated spectrum was vastly underutilized [1], with temporal
and geographical variations in the use of the assigned spectrum ranging from
15 to 85% [2].

More recent spectrum measurement campaigns carried out all over the world
have confirmed the underutilization of the spectrum. This indicated also that the
spectrum scarcity problem actually results from the static and inflexible spectrum
management policies rather than the physical depletion of usable radio frequencies.
For instance, in [3], the authors illustrate a spectral occupancy measurement cam-
paign conducted in the frequency range between 806 and 2750 MHz in Auckland,
New Zealand. In [4], a detailed analysis from 20 MHz to 3 GHz spectrum band in
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different locations in Guangdong (province of China) is presented. Several spectrum
measurement campaigns covering wide frequency ranges have been carried out in
different locations and scenarios also in the USA [5–9] to determine the usage
degree of allocated spectrum bands in real wireless communication systems. In [10],
the authors provide an extensive measurement campaign conducted in Germany,
comparing indoor and outdoor measurement results in the band from 20 MHz to
3 GHz. All these studies have confirmed that the static spectrum allocation policy
which was appropriate in the recent past is becoming an outdated scheme that has
become obsolete. Therefore, new spectrum management paradigms are required for
a more efficient exploitation of the scarce radio resources. This has motivated the
emergence of flexible spectrum access policies to overcome the shortcomings of the
inefficient static allocation policies.

In this context, the so-called Cognitive Radio (CR) represents an innovative
way to detect and use the wireless spectrum resources. CR was originally defined
as a context-aware intelligent radio, capable of autonomous reconfiguration by
learning from and adapting to the surrounding. In particular, it interacts with the
environment following the cognition cycle as defined in [11], which allows CRs to
continually observe their Radio Frequency (RF) environment, orienting themselves,
creating a plan, deciding, and then acting. In addition, learning may be pursued in
the background. Enabling Dynamic Spectrum Access (DSA), the CR paradigm is
considered as a key solution to mitigate the spectrum scarcity problem [12].

DSA is the opposite of the static spectrum management policy and covers any
innovative solution to share spectrum among several radio systems and increase
the overall spectrum utilization. The basic idea of the DSA is to allow the
so-called secondary users to access in an opportunistic and noninterfering way
some licensed bands temporarily unoccupied by the licensed (or primary) users.
Secondary terminals monitor the spectrum in order to identify time and unused
frequency gaps, perform transmissions, and vacate the channel as soon as primary
users return active. Secondary transmissions are allowed as long as they do not
result in harmful interference to primary users. The temporarily unused portions of
spectrum in time, frequency, and space domains are called spectrum White Spaces
(WSs).

The basic concept of the CR paradigm introduced in [11] has been reconsidered
in the literature in several papers which aimed at redefining it for specific scenarios.
In the DSA context, the tasks of the CR cycle (see section “Cognitive Radio
Paradigm” for more details) should be characterized to enable the following
capabilities [12]:

• Radio-scene analysis: which consists in estimating interference conditions of the
radio environment and identifying the set of available spectrum holes or WSs.

• Channel identification: which consists in estimating the Channel State Informa-
tion (CSI) and predicting the channel capacity.

• Transmit-power control and spectrum management: which adjusts transmission
parameters based on a received feedback.
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With the advent of the CR, high interest has been devoted to Cognitive Radio
Networks (CRNs) which allow a wireless communication system based on the
cognitive cycle to observe the environment, act, and learn in order to optimize its
performance. For instance, in [13], a CRN is defined as a wireless network with the
capabilities of radio environment awareness, autonomous decision-making, adaptive
reconfiguration of its infrastructure, and intelligent learning from experience of a
continuously changing environment to solve the challenges of efficient spectrum
management and high-quality end-to-end performance. Hence, a CRN foresees
the ability to be aware of certain information, such as the available spectrum, the
operation mode of the wireless network, the transmitted waveform, the network
protocol, the geographical information, the type of services, the user needs, and the
security policy. Furthermore, a CRN must analyze the achieved information and
make the decision to optimize the end-to-end performance of the wireless network.
Based on the optimized decision, a CRN must finally reconfigure its network
parameters when necessary. Moreover, CRNs deal with challenges in terms of
coexistence with primary users and different Quality of Service (QoS) requirements
associated with the various cognitive communications. According to [14], in a
network that guarantees the cognitive capabilities, the following issues have to be
considered:

• Interference avoidance: to operate while controlling the amount of interference
perceived by primary networks.

• QoS awareness: to enable QoS-aware communications in dynamic and heteroge-
neous spectrum environments.

• Seamless communication: to provide seamless communications regardless of the
activity of primary users.

Several contributions in the literature have illustrated the expected benefits of
developing cognitive management functional architectures, which support CRNs
to exploit the mentioned cognitive radio capabilities for efficient spectrum man-
agement and high-quality end-to-end performance [13, 15, 16]. These studies have
motivated the development of advanced cognitive management tools in many
specific scenarios. For instance, in [16], a cognitive management framework is
illustrated to carry out an autonomous optimization of resource usage in next-
generation home networks. The proposed framework is able to autonomously
improve the performance of network nodes in a dynamic environment according
to the objectives, the restrictions, and the policy regulations formulated by network
stakeholders. Although the benefits of CR and DSA supported by cognitive
management architectures have been discussed in several studies (e.g., [17–20]),
many aspects are still under investigation. Spectrum sensing strategies to identify
spectrum opportunities, coordination of opportunistic spectrum access among
different users, or spectrum selection are some examples for this.

The main objective of this chapter is to propose a cognitive management
framework that provides innovative strategies for spectrum management exploiting
the CR capabilities. The proposed framework is developed in order to combine the



16 Cognitive Management Strategies for Dynamic Spectrum Access 537

observations carried out during the CR cycle with a statistical characterization of
the system dynamic. The spectrum management strategies illustrated in this chapter
rely on the so-called belief vector concept as a means to characterize and predict
the environmental dynamics. The belief vector assesses the probability that the
radio environment is under specific conditions (e.g., interference levels) at a certain
instant of time based on past measurements. As long as the belief vector predicts
the existing conditions with sufficient accuracy when the decision is made, proper
decisions can be made with minimum requirements in terms of observations. The
proposed framework aims at demonstrating that a reliable characterization of the
radio environment in terms of traffic generation pattern that combines awareness of
its surrounding with a statistical evaluation of the system dynamics can guarantee
an efficient utilization of the available spectrum resources in CRNs. The proposed
framework is experimentally evaluated making use of a real-time platform.

The rest of this chapter is organized as follows. The introduction of CR
and a detailed description of the CR cycle are provided in section “Cognitive
Radio Paradigm”. Section “Dynamic Spectrum Access to Exploit Cognitive Radio
Paradigm” presents the basic concepts of the DSA and how it is enabled by the CR.
A typical example of CRNs with the corresponding functionalities, which enables
DSA, is also provided. Section “Proposed Framework for Spectrum Management”
presents the proposed framework, which implements the spectrum management
strategies. Section “Real-Time Testbed Design and Implementation” illustrates the
implementation of the real-time testbed used to assess the performance of the
proposed framework, while a detailed analysis in different scenarios is presented in
section “Performance Evaluation”. Concluding remarks are given in section “Con-
clusions and Future Directions”.

Cognitive Radio Paradigm

The CR concept was introduced by J. Mitola III as a smart, context-sensitive radio
that can be programmed and configured dynamically under varying environmental
conditions [11]. The operations of the CR systems are typically assumed to follow
the cognitive cycle illustrated in Fig. 1 in order to interact with the environment.
Any CR system following this cycle gathers observations from the outside world
through different types of sensors, orients itself, creates a plan of possible courses
of actions, decides, and then acts. During this cycle, the CR system also learns from
the outcomes of its decisions and sensory inputs from the outside world. Clearly this
original definition of CR is very general, applicable to a vast number of scenarios;
in details, in the original study of J. Mitola III, the observations were focused on
the following inputs: (i) radio spectrum, (ii) images from cameras, (iii) speech
recognition, and (iv) geo-location. Hence, a general CR paradigm is an adaptive,
self-organizing architecture for holistic resource management in wireless networks,
capable of adjusting its own behavior through learning.

A CR system can observe a number of different aspects of its environment.
The most commonly mentioned example is the radio environmental information
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achieved by a spectrum sensor. Usually, a spectrum sensor would measure features
such as either the sensed power in a range of frequencies or the presence of signals
transmitted through particular technologies or digital modulation schemes. This
spectrum sensor could also be implemented either on an individual CR system
by a hardware component, or it could be based on cooperation between several
CR systems in the neighborhood. The observations could also be done through
explicit communication among different radios such as transmitters that send control
information on the used frequencies.

The orientation stage involves the processing of the information achieved from
the different sensors and the integration with any prior knowledge for updating the
estimated state of the system and its environment. Depending on the diversity of the
sensing information and available prior knowledge, numerous different state esti-
mation and learning mechanisms can be used in the orientation state. For instance,
further processing of information achieved by spectrum sensors can be gathered
with location information to make logical conclusions whether certain transmitters
are active or not. Depending on the change in state, the CR shifts either to the plan-
ning state or, in case urgent reaction is needed, to the decision state. After reaching
the decision-making state, the CR should potentially act according to the decisions
made. Actions here would usually relate to change in any of the tuneable parameters
across the entire protocol stack, including selection of protocols to be used, and
actual links or end-to-end connections established to other nodes. During the
learning state, the CR updates the different models that have been constructed on the
environment, on the properties of other radios, and on the dynamics of its own state.

The CR paradigm relies often, but not necessarily, on the use of the Software-
Defined Radio (SDR) technology, which is a multiband radio supporting multiple
air interfaces and protocols. It is reconfigurable through software running on
a Digital Signal Processor (DSP), Field-Programmable Gate Array (FPGA), or
general purpose microprocessor [21]. Hence, CR systems, usually built upon a SDR
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platform, are context-aware intelligent radio capable of autonomous reconfiguration
by learning from and adapting to the surrounding communication environment [22].
They are capable of sensing their Radio Frequency (RF) environment, learning
about their radio resources and user and application requirements, and adapting their
behavior accordingly. The idea behind SDR is to define all radio functionalities in
software rather than in dedicated hardware, in order to reuse a single platform for
many different radio standards.

Through SDR the following main characteristics of the CR defined in [12, 15]
can be exploited: cognitive capability, i.e., the ability to capture information from the
radio environment, and reconfigurability, which enables the transmitter parameters
to be dynamically programmed and modified according to the radio environment. In
fact, SDR is capable of sensing spectrum occupancy and opportunistically adapting
transmission parameters to utilize empty frequency bands without causing harmful
interference to primary networks. Moreover, through SDR, a CR system is able to
reconfigure several parameters such as the operating frequency (to take profit of
spectrum holes detected on different frequency bands), modulation and/or channel
coding (to adapt to the application requirements and the instantaneous channel qual-
ity conditions), transmission power (to control interference), and communication
technology (to adapt to specific communication needs). Based on the characteristics
of the detected spectrum holes, these parameters can be reconfigured so that the
CR is switched to a different spectrum band, transmitter and receiver parameters
are reconfigured, and the appropriate communication protocols and modulation
schemes are used.

Dynamic Spectrum Access to Exploit Cognitive Radio Paradigm

Spectrum underutilization has motivated different activities and initiatives in the
regulatory, economic, and research communities, to look for better spectrum
management policies [23]. DSA solutions have been proposed to provide
procedures or schemes to achieve flexible spectrum access approaches aimed at
overcoming the disadvantages and shortcoming of the currently inefficient static
allocation policies. The key enabler of the DSA concept is the CR that provides
functionalities such as the possibility to use the spectrum in an opportunistic way
observing the outside world.

Dynamic Spectrum Access Models

Several DSA models have been defined to optimize the spectrum usage depending
on the particular radio environment as shown in Fig. 2. The following classification
can be defined:

• Dynamic exclusive use model. It basically keeps the structure of the static spec-
trum allocation policy. Spectrum bands are licensed to operators, technologies,
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and/or services for exclusive use, but some flexibility is introduced to optimize
the spectrum efficiency. Two different approaches can be distinguished in this
model:
– Spectrum property rights [24]. It enables licensed users to sell and lease some

portions of its licensed spectrum and to select the technology to be employed
as well as the service to be given in that band. Hence, in this context, economy
and market would play a more important role in driving the most profitable
use of spectrum under this scheme. It is worth highlighting that even though
licensed users can sell or lease the spectrum for economic profit, this spectrum
sharing is not mandated by the regulatory organism.

– Dynamic spectrum allocation [25]. It aims at managing the spectrum used by
a converged radio system and sharing it between participating Radio Access
Networks (RANs) over space and time to optimize overall spectrum efficiency.
A bandwidth reservation will result in unused spectrum for long periods
of time and along large geographical areas. Hence, spectrum efficiency can
be improved by exploiting the spatial and temporal traffic variations of
different services. The underlying idea of DSA methods is to enable two
or more networks of a converged radio system to share an overall block of
spectrum such that spectrum allocations can adapt to either temporal or spatial
variations. However, these strategies allocate, at a given time and region, a
portion of the spectrum to a RAN for its exclusive use. Furthermore, the
allocation varies at a much faster scale than the current policy (e.g., traffic
demands usually exhibit a periodic daily pattern).

• Open sharing model [26]. Also defined as spectrum commons, it considers
open sharing among peer users as the basis for managing a spectral region
in a similar way as wireless services operating in the unlicensed Industrial,
Scientific, and Medical (ISM) band. Spectrum commons proponents declare
that wireless transmissions can be regulated by baseline rules enabling users
to coordinate their utilization, avoiding interference-producing collisions, and
preventing congestion.

• Hierarchical access model. This is a hybrid model of the dynamic exclusive
use model and the open sharing model. It is built upon a hierarchical access
structure that distinguishes between primary or licensed users and secondary or
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license-exempt users. The basic idea is to open licensed spectrum to secondary
users limiting the interference perceived by primary ones. Two approaches to
spectrum sharing between primary and secondary users have been considered:
– Spectrum underlay. It enables to overlap transmissions from secondary users

but imposes severe constraints on their transmission power so that they operate
below the noise floor of primary users. Therefore, secondary transmissions
have to spread over a wide frequency band, which can be achieved by means of
technologies such as Code Division Multiple Access (CDMA) or Ultra Wide
Band (UWB). This approach enables secondary users to potentially obtain
short-range high data rates with extremely low transmission power. Another
advantage is that the activity of primary users does not need to be tracked
by secondary ones. The most important problem in this approach is that the
low transmission power still limits the applicability of spectrum underlay to
short-range applications [27].

– Spectrum overlay. It is not necessarily characterized by severe restrictions on
the transmission power of secondary users but rather on when and where they
may transmit. The basic idea of this approach is to define spatial and temporal
spectrum gaps not occupied by primary users, referred to as spectrum holes or
white spaces, and place secondary transmissions within these spaces. Hence,
the purpose of this scheme is to define and exploit local and instantaneous
spectrum availability in a nonintrusive and opportunistic way. This approach
is also defined as Opportunistic Spectrum Access (OSA) [28].

Cognitive Radio as an Enabler of Dynamic Spectrum Access

The CR technology in the context of DSA enables the users to (1) determine which
portion of the spectrum is available and detect the presence of licensed users when
a user operates in a licensed band (spectrum sensing), (2) select the best available
channel (spectrum decision), (3) coordinate access to this channel with other users
(spectrum sharing), and (4) free the channel when a licensed user is detected
(spectrum mobility). Focusing on these functions, the result is the simplified version
of the full cognitive cycle and is shown in Fig. 3 [29]. The states defined in the cycle
can be characterized as:

1. Spectrum sensing. A CR user can only allocate an unused portion of the
spectrum. Therefore, the CR user should monitor the available spectrum bands,
capture their information, and then detect the spectrum holes.

2. Spectrum decision. Based on the spectrum availability, CR users can allocate a
channel. This allocation not only depends on spectrum availability, but it is also
determined based on internal (and possibly external) policies.

3. Spectrum sharing. Since there may be multiple CR users trying to access the
spectrum, CR network access should be coordinated in order to prevent multiple
users colliding in overlapping portions of the spectrum.
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4. Spectrum mobility. If the specific portion of the spectrum in use is required by
a primary user, or if the Quality of Service (QoS) of the spectrum worsens, the
communication needs to be continued in another vacant portion of the spectrum.

However, compared to the full cognitive cycle, the loop missed a few important
components. For instance, one is the learning module, which prevents mistakes from
previous iterations from being made on future ones. Several schemes have been
proposed to classify the functions required in the context of the described CR and
the DSA cycle. For instance, according to [1], the main functions are categorized
into:

1. Spectrum opportunity identification. It is responsible for accurately identifying
and intelligently tracking idle frequency bands that are dynamic in both time
and space. Hence, this function is equivalent to the spectrum sensing function
previously described.

2. Spectrum opportunity exploitation. It takes input from the spectrum opportunity
identification function, and it decides whether and how a transmission should be
carried out. This function comprises the aforementioned spectrum decision and
spectrum sharing ones.

3. Regulatory policy. It defines the basic etiquette for secondary users, dictated by a
regulatory body, to guarantee compatibility with legacy systems. An example
of this DSA policy is Dynamic Frequency Selection (DFS) [2]. DFS allows
unlicensed 802.11 communications devices in the 5 GHz band to coexist with
legacy radar systems. The policy specifies the sensor detection threshold as well
as the timeline for radar sensing, usage, abandoning the channel, and a non-
occupancy time after detection. This policy allows limited but minimal harm to
legacy radar systems by accounting for the specific form of sensor for detection
and prescribing the timeline for channel use and release.
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The spectrum mobility function is not explicitly considered in the classification
criterion proposed in [1], but it could be included within the spectrum opportunity
exploitation function.

DSA/CR Networks Architecture

Once a radio supports the capability to select the best available channel, the next
challenge is to make the network protocols adaptive to the available spectrum.
Therefore, new functionalities are required in a DSA/CRN (CRN for simplicity from
here on) to support this adaptively and to achieve spectrum-aware communication
protocols. A typical CRN architecture is illustrated in Fig. 4 according to the open
sharing and hierarchical DSA models described in section “Dynamic Spectrum
Access Models” [29]. For each of these models, the interconnection architecture
may be built without a central network entity, such as a Base Station (BS) or
an access point (CR ad hoc Access), or rely on some additional network nodes
(CR Network Access). Moreover, the figure illustrates how the network allows the
access to both unlicensed band and licensed bands according to the open sharing and
hierarchical access models, respectively. In case of hierarchical access model, when
licensed bands are considered, the components of the network can be classified
in two groups: the primary network and the CR network or secondary network.
The primary network is the legacy network having an exclusive right to a certain
spectrum band such as the common cellular and TV broadcast networks, while the
CR network does not have a license to operate in the desired band.

The spectrum access is allowed only in an opportunistic manner. The basic
components of primary networks are:

• Primary user. It is authorized to use always a particular spectrum band. This
use is controlled only by the primary BS, and it should not be affected by the
operations of other unlicensed users. Primary users do not need any modification
or additional functions for coexistence with BSs and CR users.

• Primary BS. It is a fixed infrastructure network component which has a spectrum
license such as BS Transceiver system (BST) in a cellular system. In principle,
the primary BS does not have any CR capability for sharing spectrum with CR
users. However, the primary BS may be requested to have both legacy and CR
protocols for the primary network access of CR users.

The basic elements of the CR network are defined as follows:

• CR user. It does not hold a spectrum license, and it uses detected spectrum holes
in an opportunistic way which requires additional functionalities to share the
licensed spectrum band.

• CR BS. It is a fixed infrastructure component with CR capabilities. The CR BS
provides single hop connection to CR users without spectrum access license.
Through this connection, a CR user can access other networks.
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• CR spectrum broker. It is a central network entity that controls the spectrum
sharing among different CRNs. The spectrum broker can be connected to each
network and can serve as a spectrum information manager to enable coexistence
of multiple CRNs.

Since CRNs can operate in both licensed and unlicensed bands, the required
functionalities that the cognitive management tools should provide vary according
to the characteristic of the spectrum. The following CRNs operations can be
distinguished [29]:

• CRN on licensed band. In this case, there are temporarily unused spectrum
holes. Therefore, CRNs can be deployed to use these spectrum holes through
cognitive communication techniques. This architecture is illustrated in Fig. 5. It
can be observed that the CRN coexists with the primary network at the same
location and on the same spectrum band. There exist various challenges for
CRNs on licensed band due to the existence of the primary users. Although the
main objective of the CRN is to find the best available spectrum, the interference
avoidance with primary users is the most important issue in this architecture. In
fact, when primary users appear in the spectrum band occupied by CR users, this
must release the current spectrum band and select a new available spectrum.
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• CRN on unlicensed band. The open spectrum policy that began in the ISM band
has provoked a wide variety of innovative technologies. Notwithstanding, due to
the interference among multiple heterogeneous networks, the spectrum efficiency
of the ISM band is worsening. CRNs can be designed for operation on unlicensed
bands such that the efficiency is improved in this portion of the spectrum. The
CRN on unlicensed band architecture is shown in Fig. 6. As there are no license
holders, all the entities of the network have the same right to access the spectrum
bands. Multiple CRNs can coexist in the same area and share the same portion
of the spectrum. Therefore, intelligent spectrum sharing algorithms are needed
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to improve the efficiency of spectrum usage. In this architecture, CR users focus
on detecting the transmissions of other CR users; hence, sophisticated spectrum
sharing methods among CR users are required. If multiple CRN operators reside
in the same unlicensed band, a fair spectrum sharing among these networks is
also required.

Proposed Framework for Spectrum Management

Motivations

The cognitive management framework proposed in this chapter is designed to pro-
vide a powerful tool to assess efficient spectrum management solutions in different
scenarios and use cases. Specifically, the framework is based on the DSA/CR
cycle paradigm presented in section “Cognitive Radio as an Enabler of Dynamic
Spectrum Access”. This includes observation, analysis, decision, and action in order
to perform efficient decision-making strategies for spectrum selection in CRNs.
Moreover, it is implemented for the open sharing model and spectrum overlay
hierarchical DSA model introduced in section “Dynamic Spectrum Access Models”.

The observation of the radio environment and the analysis of such observations
will allow to acquire knowledge about the state of the potential spectrum blocks
that can be selected (e.g., the amount of measured interference, their occupation,
etc.) as well as their dynamic behavior (e.g., how the interference changes with
time). Observations of the radio environment involve making measurements at
several nodes of a CRN. Then, these measurements need to be reported to the
node in charge of the decision-making. This is usually done through signaling
procedures supported by cognitive control channels [30]. As a result, the observation
stage can be very costly in terms of practical requirements such as signaling
overhead, battery consumption, etc. Consequently, decision-making strategies able
to efficiently operate with the minimum amount of measurements would be of
high interest. The proposed spectrum management framework is based on the so-
called belief vector to predict the environment dynamics, which allows avoiding
measurements when possible.

In detail, the belief vector assesses the probability that the radio environment
is under specific conditions at a certain time, based on past measurements (obser-
vations). Moreover, the proposed framework can be particularized to different
observation strategies to determine the instants when measurements of the radio
environment need to be performed, assessing the trade-off existing between perfor-
mance and observation requirements of the cognitive cycle. Some illustrative use
cases representing DSA-based scenarios where this framework can be applicable
are (1) a Digital Home (DH) environment in which different devices need to
communicate, (2) a set of cognitive small cells deployed in a cellular network that
make use of an additional spectrum to increase the network capacity, and (3) an
opportunistic Device-to-Device (D2D) radio link created to extend the coverage
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of certain cellular terminals that are outside the coverage area of the cellular
infrastructure.

The authors in [31] have introduced the spectrum management approach based
on the belief vector concept, which can be particularized for different observation
strategies relying only on simulation analysis. In particular, the achieved results have
assessed the impact of the environment dynamics in terms of the traffic generation
patterns in the observation strategies supporting the decision-making solution in
Matlab-based simulated scenarios. The spectrum management framework has also
been assessed experimentally in [32] through a real-time testbed, evaluating an
actual scenario where the best trade-off between performance and measurements
requirements has been achieved through an appropriate combination between
periodical measurements of the radio environment and statistical characterization
of the interference variations. Finally, in [33], the authors have compared the belief-
based spectrum management approach against other state-of-the-art solutions to
demonstrate the effectiveness of this spectrum selection strategy through Matlab-
based simulations. Hence, the functionalities of this framework have already
achieved satisfactory results [31–33]. Notwithstanding, these publications either
provide only simulation analysis [31] and [33] or address a particular use case
in a real-time scenario [32]. The use of simulations is typical within the research
and industrial communities and can be convenient for achieving preliminary
performance results. However, to carry out appropriate and relevant studies and to
properly evaluate the performance of innovative solutions before progressing to a
prototype or full-scale deployment, assessment on realistic platforms is a crucial
step. In this context, real-time platforms enable the emulation of realistic scenarios
to test algorithms, applications, protocols, and policies under realistic conditions
and represent a powerful tool for assessing the Quality of Experience (QoE) of end-
users that could not be obtained through off-line simulations, as well as the QoS.
Guided by these motivations, this chapter extends (i) the results achieved in [31]
and [33] in a realistic environment provided by a real-time platform and (ii) the
preliminary experimental results obtained in [32] providing new functionalities that
enhance the proposed framework.

System Model and Problem Formulation

The considered system model assumes a set of j D 1; � � � ; L radio links, each
intended to support data transmission between either a pair of terminals or between
a terminal and an infrastructure node. The j-th radio link will support a certain data
service characterized by a required bit rateRreq;j and will generate data transmission
sessions of a certain duration Dj . The focus will be to take the decision based on
observations, which determines the spectrum to be assigned to each radio link. For
this purpose, it is assumed that the L radio links are controlled by a centralized
cognitive management entity in charge of spectrum selection decisions.

The spectrum is organized in a set of i D 1; � � � ;M spectrum blocks, each
characterized by a central frequency and bandwidth. The considered candidate
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spectrum blocks can belong to different bands allowing different degrees of
spectrum sharing with other systems in accordance with the DSA models considered
in our implementation (e.g., non-licensed ISM bands, licensed bands allowing
primary/secondary spectrum sharing such as TV White Spaces bands, licensed
bands with exclusive use such as those belonging to the mobile network operator
in charge of the CRN, etc.).

The considered strategies consist in performing an efficient allocation of the j-th
spectrum block to the j-th radio link by properly matching the bit rate requirements
with the achievable bit rate in each spectrum block. This will be conducted by the
execution of the spectrum selection decision-making, which will take a so-called
action, corresponding to the allocation of a spectrum block to a radio link, anytime
that a data transmission session is initiated on this radio link. The action made for
the j-th link at time t is denoted as ai .t/ 2 f1; � � � ;M g and corresponds to the
selected spectrum block among those currently available.

For the interference model, we denote as Ii;j D Imax;j;i � �i .t/ the interference
spectral density measured by the receiver of the j-th in the i-th spectrum block at a
given time due to other external transmitters (i.e., outside the control of the decision-
making entity). In order to capture that interfering sources may exhibit time-varying
characteristics, we consider the term �i .t/ which is a spectrum block-specific term
between 0 and 1 (i.e., �i .t/ D 0 when no interference exists and �i .t/ D 1 when
interference reaches its maximum value Imax;j;i ). For modeling purposes, the set
of possible values of �i .t/ is translated into a discrete set of interference states
S.i/.t/ 2 f0; 1; � � � ; Kg where state S.i/.t/ D k corresponds to �k�1 < �i .t/ < �k
for k > 0 and to �i .t/ D �0 D 0 forK D 0; note also that �K D 1. The system state
at time t is given by the M-column vector S.t/ D ŒS.i/.t/�. Moreover, assuming that
the state of each spectrum block remains the same for a time step of duration �t ,
the interference evolution for the i-th block is modeled as a discrete-time Markov
process with the state transition probability from state k to k0 given by:

P .i/k;k0 D PrŒS
.i/.t C�t/ D k0jS.i/.t/ D k� (1)

Then, the state transition probability matrix for the i-th spectrum block is
defined as:

P.i/ D

8̂̂
<
ˆ̂:
p
.i/
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.i/
0;K

:::
: : :

:::

p
.i/
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K;K

9>>=
>>;
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It is assumed that the state of the i-th spectrum block S.i/.t/ evolves inde-
pendently from the other blocks and that the state evolution is independent from
the assignments made by the spectrum selection strategy. Moreover, let us define
�.i/ D Œ�

.i/
0 �

.i/
1 � � ��

.i/

k �
T , where superscript T denotes the transpose operation, as
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the steady-state probability vector. �.i/k is the probability that the i-th spectrum block
is in the k-th interference state. Each radio link with a data session in progress
(referred to as an active link) will obtain a reward that measures the obtained
performance depending on the interference state of the allocated spectrum block at
each time. The reward vector of the j-th link in the different interference states of the
i-th SB is r.i/ D Œr

.i/
0 r

.i/
1 � � � r

.i/

k �
T . Supposing the use of the j-th link, the element

r
.i/

j;k denotes the reward that this link receives when using its allocated spectrum

block i and the interference state is S.i/.t/. The reward is a metric between 0 and 1
capturing how suitable the i-th spectrum block is for the j-th radio link, depending
on the bit rate that can be achieved in this spectrum block with respect to the bit
rate required by the application. Several possible definitions of the reward metric as
a function of the bit rate may exist such as sigmoid functions, linear functions, or
fittingness factor [34, 35]. The average reward experienced by the j-th link in the
i-th spectrum block along a session starting to transmit data at time tC1 and ending
after a certain duration of Dj time steps is given by:

r
.i/
Session;j D

1

Dj

DjX
nD1

r
.i/

j;S.i/.tCn/
(3)

The spectrum selection policy illustrated in this chapter is executed at time t
for the j-th radio link and targets the maximization of the expected reward that the
session will experience along its duration:

ai .t/ D arg max
i

1

Dj

DjX
nD1

r
.i/

j;S.i/.tCn/
(4)

The selection is made among the available spectrum blocks, i.e., those that are
not allocated to any other radio link at the decision-making time t . The analysis of
the future evolution of the reward in each of the spectrum blocks until the session
ends exploits the measurements of the interference state of the different spectrum
blocks carried out at specific time instants in the past, together with the statistical
characterization of the interference dynamics in each spectrum block. In details, the
statistical characterization of the interference dynamics in the i-th spectrum block
is given by the belief vector b.i/.t/. The computation of the belief vector of the i-th
spectrum block at a certain time instant t is performed recursively, starting from the
last observation of the actual interference state that was taken in the i-th spectrum
block at time step t�m.i/. In particular, the belief vector at a time instant t > t�m.i/

can be obtained from the belief vector at the previous m.i/ time steps using the state
transition probabilities of the interference states recursively.

The envisaged framework to implement the spectrum selection strategies consists
of the main entities illustrated in Fig. 7 and is described in the following.
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Fig. 7 Proposed framework for spectrum management

The Knowledge Management block is in charge of storing and managing the
relevant knowledge obtained from the radio environment that will be used by the
decision-making entity. In details, it includes the Knowledge Database (KD) that
stores different statistic information about the radio environment and the Knowledge
Manager (KM), which is in charge of computing and updating this information. The
Knowledge Management relies on an initial acquisition functionality implemented
in the KM to perform an estimation of the parameters stored in the KD based on real-
time observations of the interference states in the different spectrum blocks. The
estimation is done by averaging a sufficient number of samples for each parameter.
To ensure that the estimated value has properly converged to the real value, the
� confidence interval is used. More specifically, let us consider the estimation of
a transition probability of link i from state k to state k0 as P .i/

k;k0 called P from

now on for simplicity reasons. Let us define P as the mean of this parameter after
averaging a total of N samples. The � confidence interval can be defined as the
interval ŒPmin.N /; Pmax.N /� such that the real value of P falls within this interval
with probability � :

Pr


P 2 ŒPmin.N /; Pmax.N /�

�
D � (5)

Assuming large-sample conditions, the values of the � confidence interval after
averaging N samples are given by:

Pmin.N / D P .N/ � z.1�� /=2
�P .N /
p
N

� (6)

Pmax.N / D P .N/C z.1�� /=2
�P .N /
p
N

� (7)
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where z.1�� /=2 is defined as follows:

z.1�� /=2 D ˚
�1.1 �

1 � �

2
/ (8)

Function ˚.�/ denotes the inverse of the normal cumulative distribution function,
and �P .N / in (6) and (7) is the standard deviation with N samples. Note that as the
number of samples N increases, the � confidence interval gets narrower, meaning
that the estimation given by the sample mean Pmin.N / tends to converge to the real
value. Then, the required number of samples N that provides a sufficiently accurate
estimate of parameter P by its sample mean P .N/ is the first value ofN that fulfills
the following convergence condition:

Pmax.N / � Pmin.N / < 	P .N/ (9)

where 0 < 	 < 1 is a parameter to be set; here it is assumed to have � D 95%, so
that the term z.1�� /=2 in (6) and (7) equals 1.96.

The KM is also in charge of computing the analysis of the belief vector based
on the information stored in the KD. In detail, the belief vector b.i/ at time t �m.i/

(i.e., when the last observation of the actual interference state was taken in the i-th
spectrum block) is given by:

b.i/.t �m.i// D x.S.i/.t �m.i/// (10)

where x.k/ is defined as a column vector of K C 1 components numbered from 0

to K that has all of them equal to 0 except the k-th component, which is equal to 1.
Then, the belief vector at a time instant t � m.i/ can be obtained at the previous
time step t � 1 using the state transition probability matrix P.i/ stored in the KD as
follows:

b.i/.t/ D b.i/.t � 1/ŒP.i/� (11)

By recursively applying (11) for the last m.i/ time steps and making use of (10),
the belief vector at time t as a function of the last observation is given by:

b.i/.t/ D b.i/.t �m.i//ŒP.i/�m
.i/

(12)

This functionality executes the selection of the most appropriate radio spectrum
block whenever requested by a radio link in accordance with the statistic infor-
mation stored in the knowledge management. It also triggers the execution of the
measurements of the radio environment made by the Context Awareness (CA).
In particular, the proposed spectrum selection strategy based on the belief vector
implements the decision provided by the decision-making functionality, which
maximizes the expected reward and that can be particularized for the following
observation strategies:
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• Instantaneous Measurements (IM) strategy: It consists of performing instanta-
neous measurements of the interference states in all the spectrum blocks at the
time t when a new session has to be established, i.e., at the time when the
spectrum selection decision-making is executed. In this case, the belief vector
always is computed with m.i/ D 0 to capture the exact interference state at
time t .

• Periodic Measurements (PM) strategy: It consists of performing periodic mea-
surements of the i-th spectrum block with observation period T

..i//
obs . In this

manner, the elapsed time m.i/ between the last observation of the i-th spec-
trum block and the decision-making time t will always be upper-bounded by
m.i/ < T

..i//
obs .

• Steady-state (StS) strategy: It is the case when no actual observations are
performed. In this case, it can be easily proved making use of the properties
of the ergodic discrete-time Markov processes that the values of the belief vector
will be equal to the steady-state probabilities [36].

In the decision-making entity, the following functionalities are implemented:
(i) the observation strategy decision-making in charge of selecting one of the
observation strategies among the IM, the PM, and the StS to be applied in the
i-th spectrum block depending on the traffic generation patterns and the interference
behavior and (ii) the spectrum selection decision-making in charge of selecting a
spectrum block each time that a new session is established in the j-th radio link
particularized for one of selected observation strategies. Moreover, it targets the
maximization of the expected reward that the session will experience along its
duration Dj at future time instants t C n relying on the belief vector, which can
be achieved recursively through (11), leading to:

b.i/.t C n/ D b.i/.t/ŒP.i/�n (13)

Then, the action implemented in the spectrum selection decision-making policy
introduced by (4) is reformulated as:

ai .t/ D arg max
i

1

Dj

DjX
nD1

b.i/.t C n/r.i/j (14)

where r.i/j represents the reward vector of the j-th link in the different interference

states of the i-th spectrum block and b.i/.t C n/ is achieved by (13). Notice that
b.i/.t/ in (13), which is computed through (12) by the KM, provides at the decision-
making time t the future evolution of the reward in each of the spectrum blocks
until the session end, exploiting past measurements of the interference state together
with the statistical characterization of the interference dynamics. Finally, given that
the session duration Dj is typically unknown at the decision-making time t , it is
assumed to be characterized statistically in terms of its average value.
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The CA entity is responsible for acquiring the required measurements to support
the operation of the Knowledge Management entity. Specifically, it will provide
the different observations that will be used by the KM and stored in the KD.
Measurements will be triggered either by the decision-making functionality in
accordance with the observation strategy or by the initial acquisition functionality
implemented in the KM.

The control entity will provide the signaling means to support the communication
between the cognitive management entity and the different nodes of the network. In
the context of the spectrum selection processes considered in this chapter, two main
functions are envisaged for this control entity:

• Whenever a new session has to be established in a given radio link, the control
entity will trigger the decision-making requesting the allocation of a spectrum
block and will inform the involved nodes about the result of this allocation.

• Whenever the CA needs to collect a measurement at a certain node of the
network, the control entity will exchange the necessary signaling messages with
this node to request and retrieve the measurement.

The signaling exchange relies on a cognitive control channel that allows for
the transmission of different information elements and the realization of diverse
operations within a cognitive radio system. Details on the specific implementation
and signaling exchange are outside the scope of this chapter.

Real-Time Testbed Design and Implementation

This section presents the real-time testbed developed to implement and evaluate
the spectrum management solutions illustrated in section “Proposed Framework
for Spectrum Management”. In detail, section “Individual Node” presents the
implementation of the individual node with details about hardware and software
components, while section “Testbed Architecture” illustrates the architecture of the
platform for the implementation of the framework for spectrum management based
on the belief vector, in which an individual node can implement both the centralized
framework and a user node.

Individual Node

Each individual node is implemented through Universal Software Radio Peripheral
(USRP) version 1 integrated boards [37] controlled by a Personal Computer (PC)
running Linux Operating System (OS) where GNU radio [38], a software for prop-
erly configuring the transmission and reception parameters of the USRP modules,
is implemented. The Linux OS was selected for the implementation of the testbed
for its capability to guarantee appropriate levels of real-time management while
guaranteeing a high degree of flexibility and for its interprocess communication
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Fig. 8 USRP motherboard

methods considered in order to exploit the auto reconfigurability functionality of
the hardware.

USRP incorporates Analog to Digital and Digital to Analog Converters
(ADC/DAC), a Radio Frequency (RF) front end, a Field-Programmable Gate Array
(FPGA), and a USB 2.0 interface to connect to the PC. A typical setup of the USRP
board is illustrated in Fig. 8, and it consists of one motherboard that supports up to
four daughterboards, where up to two receivers and up to two transmitters can be
plugged in. The RF front ends are implemented on the daughterboards.

In details, the motherboard contains 4 high-speed 12-bit ADCs and 4 high-speed
14-bit DACs. All the ADCs and DACs are connected to the FPGA that performs
high bandwidth math procedures such as filtering, interpolation, and decimation.
The DACs clock frequency is 128 Msample/s, while ADCs work at 64 Msample/s to
digitize the received signal. The USB 2.0 controller sends the digital signal samples
to the PC in 16-bit I and 16-bit Q complex data format (4 bytes per complex sample);
since the maximum USB data rate is 32 MB/s, 8 Msample/s is the maximum sample
rate manageable by the USB controller. Consequently, the FPGA has to perform
filtering and digital down-conversion (decimation) to adapt the incoming data rate to
the USB 2.0 and PC computing capabilities. The maximum RF bandwidth that can
be handled is thus 8 MHz. There exist different kinds of daughterboards that allow
a very high USRP reconfigurability. A complete list of daughterboards that can
be used with the USRP motherboard can be found in [37], while, in the testbed
proposed in this chapter, Transceivers XCVR2450 working in the frequency ranges
2.4–2.5 GHz and 4.9–5.9 GHz have been used.

Notice that the first range includes specifically the 13 sub-bands around the 2.4
ISM band (2.412–2.472 GHz in 5 MHz steps), used by Wi-Fi applications (i.e., IEEE
802.11b, 802.11g, and 802.11n standards). The bands from 5.170 to 5.320 GHz and
from 5.500 to 5.825 GHz are also used by Wi-Fi applications (i.e., IEEE 802.11a
standard). The bandwidth of each Wi-Fi channel is 20 MHz, and the mentioned
ranges are illustrated in Fig. 9.

GNU radio software is a free and open-source toolkit that provides a library
of signal processing blocks like modulators, demodulators, lters, etc., for building
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Fig. 9 ISM channels

SDRs. It is an empowering tool that enables to explore new ways of using the
electromagnetic spectrum growing into a widely used cross-platform package that
supports SDRs. In GNU radio, the programmer builds a SDR by creating a graph
where the vertices are signal processing blocks and the edges represent the data flow
between them. All the signal processing blocks are written in C++; these blocks
process streams of data from their input port to their output one. The input and
output ports of a signal process block are variable; hence, a block can have multiple
outputs and multiple inputs. Python programming language is used to create a
network or graphs and glue the signal processing blocks together.

The Simplified Wrapper and Interface Generator (SWIG) is an open-source
package used by GNU radio as a glue such that the C++ classes can be used from
Python. SWIG has the ability to convert the C++ classes into Python-compatible
ones. As a result, the whole GNU radio framework is capable of putting together
and exploiting the benefits of both C++ and Python. The input and output ports
of a signal process block are variable; hence, a block can have multiple outputs and
multiple inputs. GNU radio has been used to implement all the processes carried out
at the different entities of the proposed cognitive management framework described
section “Proposed Framework for Spectrum Management”. Moreover, GNU radio
has been considered to enable the data and control communication between USRP
transceivers. There is also a graphical environment available to create a custom radio
called GNU Radio Companion (GRC) [38], which allows connecting graphically
the signal processing blocks. Figure 10 illustrates an example of screenshot of the
GRC.

Figure 11 illustrates a general scheme of two USRP nodes acting as transmitter
and receiver, respectively, reflecting the transmission and reception processes and
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Fig. 10 GNU Radio Companion screenshot

Fig. 11 Transmitter/receiver nodes implemented through USRP and GNU radio

the connection of the PCs running GNU radio software to the hardware platforms.
Each individual node can act as either transmitter or receiver in the testbed, and
it provides spectrum sensing and data transmission functionalities. Regarding the
spectrum sensing functionality, it is exploited by the CA implemented in the node
that represents the cognitive management entity in order to provide the observations
in the belief-based spectrum selection solution proposed in section “Proposed
Framework for Spectrum Management”. Moreover, this functionality is exploited
by the KM during the initial acquisition functionality implemented to estimate the
transition probabilities stored in the KD. The spectrum sensing implemented in
the nodes is based on measurements performed by means of the energy detection
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functionality implemented in the USRPs. Energy detection for each spectrum block
is performed during a sensing time �tm. Then, based on the detected energy, the
CA identifies the interference states of each spectrum block. The energy threshold
to decide if a spectrum block is free of interference is set based on [39].

The script “usrp_spectrum_sense.py” has been considered for the design of the
spectrum sensing functionality implemented in the individual node of the testbed; it
can be found in the toolkit provided by GNU radio software. This script has been
used as a basic code for implementing a wideband spectrum analyzer. In details, the
script has been extended in order to properly sense the spectrum bands considered in
the strategies explained in the next sections. The USRP cannot examine more than
8 MHz of RF spectrum due to the USB 2.0 limitations. Notwithstanding, USRP RF
front end can be tuned in suitable steps in order to scan across a RF spectrum wider
than 8 MHz.

The script receives several input parameters from the user such as the lowest
frequency of the band to be sensed fmin, the highest frequency of the band to be
sensed fmax, how long the spectrum sensing functionality is executed in the entire
frequency range whose bandwidth is fmax � fmin, the decimation factor that adapts
the incoming data rate to the USB 2.0 and PC computing capabilities, and the Fast
Fourier Transform (FFT) size parameter that is the number of samples considered to
perform the magnitude analysis of the sensed signal. In particular, the selection of
this parameter allows dividing the entire frequency range to be sensed into smaller
spectrum blocks. The output of this script provides the signal energy detected in
each sample during the execution of the spectrum sensing functionality.

Regarding the data transmission functionality, it allows sending either signaling
messages among nodes or user data between a pair of terminals. The data transmis-
sion functionality has been implemented through the GNU radio “benchmark_tx.py”
and “benchmark_rx.py” scripts. In details, the file “benchmark_tx.py” is the trans-
mitter code that generates packets whose size is specified by the user, while the
file “benchmark_rx.py” is the receiver code, which listens for incoming packets and
checks for errors in each received one through the Cyclic Redundancy Check (CRC)
error-detecting code. These scripts take the following input parameters from the
users: a modulation scheme between the Gaussian Minimum Shift Keying (GMSK)
and the Differential Binary Phase Shift Keying (DBPSK), the data transmission bit
rate, the packet size, and the central frequency of the spectrum block for the data
transmission.

The main problem found in these scripts is that the implementation uses only
one way data flow; therefore, the transmitter cannot receive ACK (positive acknowl-
edge) or NACK (negative acknowledge) messages useful to allow retransmissions of
either lost or erroneous packets. Hence, these scripts have been modified by adding
a stop and wait error-control method that uses acknowledgement messages in order
to monitor the performance of the data transmission. Stop and wait is the simplest
kind of Automatic Repeat reQuest (ARQ) method.

In an ARQ scheme, a number of parity-check bits are generated for each block
of information and then transmitted together with the information. At the receiver
side, the parity checking is performed on the received data. If the parity checking
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is successful, the received block is assumed to be error-free, delivered to higher
layers, and the receiver notifies that the block has been successfully received sending
an ACK. If there is a parity failure, errors are detected in the received data, and
the transmitter is requested sending a NACK in order to retransmit the same block
of information. The stop and wait scheme implemented in the testbed enables the
following procedures illustrated in time line order:

• “benchmark_rx.py” takes the input parameter and then it listens to the selected
spectrum block waiting for data reception;

• “benchmark_tx.py” takes the input parameter and then it sends the i-th packet to
“benchmark_rx.py”;

• “benchmark_rx.py” checks for a possible error in the received packet through
the CRC, and it sends the corresponding acknowledgement message to “bench-
mark_tx.py”;

• “benchmark_tx.py” waits for the i-th ACK or NACK message from “bench-
mark_rx.py” during a certain time (defined as timeout);

• if the i-th ACK is received before the timeout is expired, then “benchmark_tx.py”
sends the next packet to “benchmark_rx.py”;

• if the i-th NACK is received or the i-th ACK is not received before the timeout is
expired, “benchmark_tx.py” retransmits the i-th packet to “benchmark_rx.py”.

Testbed Architecture

The testbed consists of six reconfigurable individual nodes to implement two termi-
nals communicating through the radio link, the central node where the cognitive
management processes are executed, and three nodes representing interference
sources; see Fig. 12. Node#1 in the figure is the centralized entity where the
framework of Fig. 7 has been implemented. Node#2 and Node#3 are the terminals
that need to establish a radio link for supporting a data communication under the
control of Node#1 that will decide the spectrum block to be used by this radio link.
The control messages are sent among the nodes through Ethernet cables. Nodes#4,
#5, and #6 are external interference sources transmitting in certain spectrum blocks.

Node#1 includes the decision-making, the knowledge management, and the CA
functionalities. Specifically, the CA entity performs measurements by means of the
spectrum sensing functionality implemented in the USRPs for each spectrum block
during a sensing time �tm. Then, based on the detected energy, the CA identifies
the interference states of each spectrum block. These measurements are triggered
either by the KM during the initial acquisition functionality in order to fill the KD
with transition probabilities of the spectrum blocks or by the decision-making in
accordance to an observation strategy selected among the IM, PM, and StS by the
observation strategy decision-making.

By properly processing the measurements of the interference states, the KM
derives samples of the durations of each state. From these durations, the KM
estimates the values of state transition probabilities and steady-state probabilities
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Fig. 12 Testbed architecture for the belief-based spectrum selection

to be stored in the KD through the initial acquisition functionality. The esti-
mation of each parameter will be done as the average of a sufficient number
of sample that ensures convergence under some reasonable limits, as explained
in section “Proposed Framework for Spectrum Management”. In particular, the
considered convergence condition in this chapter is that the size of the 95%
confidence interval of every measured parameter is below a fraction of the measured
average value. The convergence criterion defined in section “Proposed Framework
for Spectrum Management” is used with 	 D 0:2%.

The KM is in charge of providing the observation strategy decision-making
implemented in the decision-making with the dynamism information of the radio
environment in terms of traffic generation patterns. Moreover, each time that a new
session is established in a radio link, the KM provides the data function parameters
to the spectrum selection decision-making that selects the most appropriate spectrum
block following (12) particularized for the observation strategy decided in the
observation strategy decision-making entity.

Node#2 is programmed to compute periodically the system session reward
in order to measure the achieved performance depending on the experienced
bit rate in the allocated spectrum block. Moreover, the USRP-based interference
sources implemented in Nodes #4, #5, and #6 are transmitting in specific spectrum
blocks following random patterns whose statistics can be controlled at the testbed
configuration. As seen in Fig. 12, two screens connected to two switches are the user
interfaces that allow running and controlling the testbed operation. Specifically, the
User Interface#1 allows configuring the parameters of the cognitive management
entity and the communicating terminals, while the User Interface#2 allows the con-
figuration of the interference sources. In each emulation run, the testbed produces
a number of performance statistics that are stored in files so that they can be post-
processed later on. In particular, statistics related to the performance obtained in the
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communication through the radio link between Terminal 1 and Terminal 2 are stored
in Node#2, while the statistics related to the cognitive management entity are stored
in Node#1.

Performance Evaluation

Configuration

The emulation assumptions and scenario parameters that have been considered are
described in the following. A set of M D 3 spectrum blocks are taken into account.
The bandwidth is 200 kHz for all the spectrum blocks, and the central frequencies
are 5472, 5490, and 5508 MHz. Two different interference states are considered for
the spectrum blocks: S.i/ D 0 when no interference exists and S.i/ D 1 when
the interference corresponds to its maximum value. The average durations of the
interferences states for each spectrum block are presented in Table 1, considering
that the testbed operates in time steps of 10 s.
L D 1 radio link is considered to transfer the data flow between Node#2 and

Node#3 of the testbed (see Fig. 12) with bit rate requirement Rreq D 512 kbps.
During the data transmission sessions, Node#2 computes the system session reward
value in the selected i-th spectrum block. Different values of the average link session
duration Dj D D and average session rate � are considered as indicated in Table 2.
Specifically, three different scenarios are considered with different values of session
duration and session generation rate. This allows demonstrating the effect of the
observation and decision-making strategies under different situations in terms of
traffic patterns. For the PM strategy, the observation period T .i/obs is set to 2 time
steps.

In order to assess the performance of the proposed observation strategies,
appropriate KPIs are also defined for the belief-based policy for the performance
study in the real-time environment provided by the testbed. In particular:

Table 1 Characterization of
the interference states

Spectrum
block

State S.i/ D 0

(time steps)
State S.i/ D 1

(time steps)

#1 480 120

#2 60 480

#3 480 160

Table 2 Characterization of
the scenarios

Scenario Dj D D (time steps) � (sessions/time step)

1 15 0.013

2 15 0.063

3 500 1.810-3
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• Average system session reward: it is the reward experienced by each data trans-
mission session depending on the interference state of the allocated spectrum
block averaged along the total emulation time.

• Average throughput: it is the bit rate in kb/s achieved in the radio link averaged
along the total emulation time.

• Observation rate: it is the average number of observations per time step that are
performed to determine the interference state of the different spectrum blocks
during the system operation. This KPI is only applicable to IM and PM policies,
while StS strategy does not require observations.

Performance Results

This section compares the performance obtained in a real-time environment by each
of the observation strategies and associated spectrum selection decision-making
criteria considered in section “Proposed Framework for Spectrum Management”,
namely, IM, PM, and StS, respectively. For this purpose, the different scenarios
considered in Table 2 are evaluated during a total emulation time Tem D 3600
steps (i.e., 10 h) starting from the time when the KD statistics have been acquired
under the considered convergence criterion enabled through the initial acquisition
functionality and implemented in the KD.

Figures 13, 14, and 15 present the time evolution of the average system reward
for the different strategies in all the scenarios. As a baseline reference, the random
strategy in which the spectrum block is randomly selected among the available ones
at the time that each session is established is also included in the comparison. Table 3
summarizes the average reward, throughput, and observation rate for the different
strategies along the whole emulation time. Moreover, the last column of Table 3
indicates the strategy that will be selected by the proposed observation strategy
decision-making entity in each of the considered scenarios.

It can be observed from the figures and Table 3 that the proposed strategies in
all the scenarios allow achieving a clear improvement in terms of both reward and
throughput with respect to the random selection of the spectrum block. Focusing
on scenario 1, the session duration is much shorter than the interference dynamics,
and the session generation rate is low. Results in Fig. 13 and Table 3 show that IM
outperforms PM and StS in terms of reward and throughput. Moreover, it allows
achieving the highest reward and throughput with reduced requirements in terms of
observation rate. On the contrary, scenario 2 is characterized by a higher session
generation rate. In this case, it can be noticed that IM suffers an increase in the
observation rate that is almost five times higher than with scenario 1. PM strategy
becomes a better option since it allows achieving a similar reward and throughput
as IM but with much less observation requirements, as seen in Table 3 and Fig. 14.
Moreover, it achieves an important improvement in terms of reward and throughput
in around 15% with respect to StS.

Scenario 3 is characterized by a session duration that is much longer compared
to the session generation rate. In this case, results in Table 3 and Fig. 15 reveal
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Fig. 13 Avg. system reward scenario 1 emulated by the testbed

Fig. 14 Avg. system reward scenario 2 emulated by the testbed

that IM, PM, and StS techniques tend to converge to similar values of the reward
and the throughput. The reason is that, when a spectrum block is allocated to a
link for a long time, the link will tend to experience the steady-state conditions
in this spectrum block. Therefore, the reward estimation based on the steady-state
probabilities made by the StS at the decision-making time becomes a good estimate
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Fig. 15 Avg. system reward scenario 3 emulated by the testbed

of the actual performance that will be achieved. Correspondingly, for long session
durations, StS becomes the most adequate strategy because it is capable of properly
estimating the performance without requiring any observations.

Based on the obtained results, it can be concluded that the traffic generation
pattern plays a key role when deciding the most adequate observation strategy in
a belief-based decision-making approach. For long session durations (see scenario
3 with Dj equal to 500 time steps), the best approach is the decision-making based
on steady-state conditions because it allows properly estimating the performance
without requiring dynamic observations of the environment. On the contrary, for
shorter session durations, the choice between IM and PM is related to the session
arrival rate � that reflects the rate at which the spectrum selection functionality is
triggered. In particular, a belief-based decision-making with periodic observations
becomes a good approach for large session generation rates �, because it allows
achieving good performance in terms of reward while significantly reducing the
observation rate requirements, while for lower session generation rates, it is more
convenient the IM approach.

The presented results focused on the performance achieved after the proper
convergence of the KD statistics in the initial acquisition functionality. In order
to complement the analysis, the operation of this functionality is studied next.
Specifically, Fig. 16 depicts the initial acquisition process for one of the parameters
stored in the KD, namely, the state transition probability p.1/.0;0/ for spectrum block
#1. To compute it, the CA entity performs on spectrum block #1 a measurement once
per time step during a sensing time�tm D2s. Then, based on the detected energy, it
sends the interference state to the KD acquisition entity where the different samples
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Table 3 Average performance in terms of reward, throughput (kb/s), and observation rate
(observations/time step)

Best observation
Scenario KPI IM PM StS Random strategy
1 Reward 0.97 0.91 0.79 0.55 IM

Throughput 491 465 406 274

Observation rate 0.04 0.06 0.0 0.0
2 Reward 0.98 0.95 0.82 0.54 PM

Throughput 502 486 413 305

Observation rate 0.19 0.06 0.0 0.0
3 Reward 0.85 0.83 0.83 0.09 StS

Throughput 441 388 409 47

Observation rate 0.01 0.07 0.0 0.0

Fig. 16 Evolution of the initial acquisition process for parameter p.1/.0;0/

of p.1/.0;0/ are computed. Figure 16 presents the evolution of the sample average p.1/.0;0/
and the 95% confidence interval bounds p.1/.0;0;min/ and p.1/.0;0;max/ as a function of
the number of samples N . It can be observed in the figure how the confidence
interval gets narrower when increasing the number of samples. Then, considering
the convergence condition with parameter 	 D0.2%, it is shown in the figure that the

convergence is achieved after N D100 samples. The sample average p.1/.0;0/ existing
at this point of time is the one stored in the KD.
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Conclusions and Future Directions

In this chapter, an overview of the Cognitive Radio paradigm has been presented
as an innovative solution to mitigate the spectrum scarcity problem by enabling
Dynamic Spectrum Access. It provided a general description of the CR paradigm
including the so-called cognitive cycle and then the basic DSA concepts with
particular emphasis on the different existing models and the exploitation of the
CR cycle. The modeling of cognitive strategies for spectrum management suitable
for different scenarios and use cases in the context of DSA/CR networks is also
presented. A belief-based framework for decision-making in CR networks has
been introduced, focusing on the spectrum selection problem where a number
of radio links with different requirements have to be established. This exploits
the belief vector concept to predict the environment dynamics at the decision-
making time and in later instants based on past measurements. In this context, the
chapter has analyzed the trade-off existing between performance and observation
requirements of the cognitive cycle. For that purpose, a general formulation of the
belief-based decision-making has been presented and has been particularized for
different observation strategies. These have been evaluated to assess the impact of
the environment dynamics in terms of the traffic generation patterns.

Results have demonstrated that for long session durations, a steady-state-based
strategy that does not require dynamic observations becomes the best approach.
Instead, for short session durations, the use of periodic measurements achieves a
good trade-off between reward and observation rate for large session generation
rates, while for low session generation rates, the use of instantaneous measurements
made at the decision-making time becomes adequate.

The cognitive management frameworks presented in this chapter provide new
research possibilities in the practical development of other aspects in the context of
LTE that currently is the most advanced International Mobile Telecommunications
(IMT) technology. Although LTE operating in licensed spectrum is characterized by
a prominent deployment across the world, the integration of unlicensed carrier has
been proposed as an innovative and promising way to further expand its capacity
and to meet the growing traffic demands. This integration, which is carried out
by adapting LTE air interface to operate in the unlicensed spectrum, leads to the
so-called Unlicensed LTE (U-LTE) technology. Regarding the spectrum regulation
in the context of U-LTE, the 5 GHz band is considered as the main candidate in
terms of large amounts of unlicensed available spectrum, as well as relatively good
channel propagation performance. One of the challenging topics in the context
of U-LTE is the definition of spectrum management policies [40, 41] such as
mechanisms of Dynamic Frequency Selection (DFS) based on spectrum sensing
strategies, which allow avoiding interference among IMT devices and to non-IMT
systems working at the same band (e.g., radar systems). For instance, Listen-Before-
Talk (LBT) techniques are designed and enforced by EU regulations, in order to
impose a flexible and fair coexistence among IMT systems by enabling channel
sensing before the use of the spectrum resource and dynamic channel occupancy.
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Abstract

The device in conventional half-duplex WiFi networks cannot perform carrier
sensing while in data transmission; thus it suffers from long collision duration. To
mitigate this problem, this chapter introduces full-duplex (FD) technology into
WiFi networks. A novel CSMA/CD protocol design is first presented for single-
channel FD-WiFi, which facilitates continuous carrier sensing and transmission
suspension. The network throughput performance is comprehensively analyzed
by considering possible sensing errors (i.e., false alarm and miss detection) due to
self-interference, and simulation results verify the performance analysis and the
effectiveness of CSMA/CD protocol. Then the protocol for multi-channel FD-
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WiFi is provided, where the CSMA/CD protocol for accessing a certain channel
is modified by adopting a contention window adjustment rule, and a distributed
channel selection strategy is proposed based on the best-response algorithm.
Simulation results indicate the performance improvement of multi-channel FD-
WiFi protocol design.

WiFi Network Basics

WiFi technologies have received a rapid proliferation over the past few decades [1].
As a part of the 802 standard family, IEEE 802.11 provides an international standard
for the conventional WiFi networks. Detailed medium access control (MAC)
and physical layer (PHY) specifications for the 802.11 protocol are summarized
in [2].

The fundamental access mechanism for 802.11 protocol is the distributed
coordination function (DCF), which is a random access scheme and based on carrier
sense multiple access with collision avoidance (CSMA/CA) [3, 4]. In DCF, users
are required to listen to the channel before access. If the channel is sensed busy,
users need to wait until channel becomes idle; then they enter into a random backoff
procedure. This prevents multiple users from accessing the medium immediately
after completion of the preceding transmission and leading to collisions.

Specifically, in the CSMA/CA protocol, every active node which has a new
packet for transmission monitors the channel activity first. The node persists to
carrier sense until the channel is measured idle for a period of time equal to a
distributed interframe space (DIFS). At this point, the node generates a random
backoff time by setting an internal timer to an integer number of slot times, which
can be expressed as the following:

Backoff Time D Rand(CW) � Slot Time; (1)

where CW is called the contention window. The backoff time decreases in any slot
as long as the channel is sensed to be idle, “freezes” when the channel is judged
busy, and “reactivates” decrement when the channel is sensed idle again for a DIFS.
The active node transmits the data packet when its backoff timer counts down to
zero.

However, the collision is still possible due to concurrent transmission between
different users. The exponential backoff scheme is thus adopted in the CSMA/CA
protocol to further reduce collision. At the first transmission attempt, the user’s
backoff stage is zero and CW is set equal to CWmin, called the minimum contention
window. After each successful transmission, the backoff stage increases and CW is
doubled, up to the maximum contention window CWmax D 2Wmax CWmin, in which
Wmax is called the maximum backoff stage.

Upon packet reception, the acknowledgment (ACK) is required, i.e., the receiver
transmits an ACK signal back after the interval of one short interframe space (SIFS)
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Fig. 1 Example of CSMA/CA protocol in conventional WiFi networks

when transmission is finished. The SIFS is shorter than the DIFS so that the other
contending users cannot start to decrease their backoff time, which means that
the ACK has higher priority than other regular transmissions. The transmission is
unsuccessful if the transmitter fails to receive the ACK signal.

Figure 1 illustrates an example of the CSMA/CA protocol. Two stations A and
B share the same wireless channel for data transmission. At the end of previous
data transmission, they wait for a DIFS and randomly choose backoff time. Station
A chooses 3 while station B chooses 8. Thus, after three slots, the backoff time of
station A counts down to zero, and station A starts to transmit its data packet, during
which station B has its backoff time frozen. After station A finishes transmission and
the channel is sensed idle again for a DIFS, station B decrements its backoff time,
and station A again chooses backoff time and contends the channel.

Although carrier sense is performed in the CSMA/CA protocol, the transmitter’s
sensing result may wrongly indicate the channel condition at the receiver due to
different network topology, which leads to two problems called hidden terminal and
exposed terminal [5]. A hidden terminal lies in the transmission range of a receiving
station, but it is out of the range of the transmitting station. Therefore, the hidden
terminal is oblivious of the ongoing transmission and can initiate a new transmission
that will cause a collision at the receiver. The occurrence of these collisions reduces
the overall performance of the network. On the other hand, an exposed terminal
lies in the transmission range of the transmitter but out of the transmission range of
the receiver. Therefore, a transmission initiated by this terminal would not cause
a collision at the receiver. However, it remains silent due to the busy channel
detection. This effect reduces the overall throughput by stopping some stations from
transmitting despite the fact that they would not cause a collision.

To resolve the two problems, the RTS/CTS (request to send/clear to send) scheme
is adopted by IEEE 802.11 as an optional mechanism [6]. In this scheme, an
active node which wants to transmit a packet, waits until the channel is sensed idle
for a DIFS, follows the backoff procedure explained above, and then, instead of
the packet, preliminarily transmits a special RTS frame. When the receiving node
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detects an RTS frame, it responds, after a SIFS, with a CTS frame. The transmitting
node is allowed to transmit data packet only if the CTS frame is correctly received.
By listening to RTS/CTS frame, the neighboring nodes of transmitter and receiver
can get the transmission range information; thus hidden terminal and exposed
terminal problems can be resolved. The main drawback of RTS/CTS scheme is long
overhead caused by two frames.

Although the CSMA/CA protocol has been shown effective in the WiFi networks,
it suffers from the problem of long collision duration. The main reason is that
conventional WiFi networks are based on the half-duplex (HD) technology, due
to the limitation of which, unlike the CSMA/CD (collision detection) protocol in
Ethernet, the WiFi users cannot perform carrier sense and collision detection once
transmitting. Thus if collision happens between some transmitting users, they cannot
detect it and still transmit left collided data packets.

The full-duplex (FD) communication technology [7], by which the users can
simultaneously transmit and receive data on the same band, has the potential to
resolve the problem in conventional HD-WiFi networks. Recent years witness the
revival of FD research due to the development of self-interference suppression (SIS)
techniques in propagation, analog circuit, and digital domains, which significantly
reduce the self-interference to a limited level [8, 9]. Apart from the development
of the SIS techniques in PHY layer, some FD-MAC protocols have also been
proposed recently [10–13]. In [10], a centralized FD-MAC protocol is proposed
with shared random backoff, header snooping, and virtual backoffs. In [11], the
authors design a decentralized FD-MAC protocol by adding FD acknowledgment
bits. Both protocols in [10] and [11] discuss dual-link transmissions between two
and three nodes. While [12] and [13] enable simultaneous spectrum sensing and
data transmission for wireless users, the former is for cognitive radio networks and
the latter is for ad hoc networks.

To mitigate the long collision duration problem in conventional HD-WiFi
networks, similar to [12] and [13], this chapter introduces the FD technology
into WiFi networks to realize simultaneous carrier sensing and data transmission.
In the rest of this chapter, we first present the proposed CSMA/CD protocol for
single-channel FD-WiFi networks [14]; then we extend this FD protocol to the
multi-channel WiFi scenario [15].

Full-Duplex CSMA/CD Protocol

In this section, we elaborate the CSMA/CD protocol for single-channel FD-WiFi
networks to resolve the long collision duration problem in conventional HD-WiFi
networks. By taking advantage of FD techniques, each user can sense the spectrum
and determine whether other users are occupying it while transmitting its own data
simultaneously. We start with the system model, followed by the FD-WiFi protocol
description. Performance analysis and simulation results are provided to show the
protocol’s effectiveness.
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System Model

As shown in Fig. 2, we consider a FD-WiFi network consisting of one access
point (AP) and N users (U1; : : : ;UN ), where the users are independently and
randomly distributed in the coverage area of the AP. Each user is equipped with
two antennas to realize FD communications. We focus on the uplink traffic, in
which data packets are transmitted from the users to the AP, and each user
is assumed to always have a packet to transmit with the same transmission
power.

The channel can serve at most one user at a time; otherwise the collision happens.
Therefore, as shown in the upper part of Fig. 2, each user performs carrier sensing
to detect the channel state and contends for the idle channel against each other by
the proposed protocol. When a certain user, say Un .n 2 f1; 2; : : : ; N g/, accesses
the channel, it uses one antenna for carrier sensing and the other antenna for data
transmission simultaneously. However, the residual self-interference (RSI) between
those two antennas leads to imperfect sensing, as shown in the lower part of Fig. 2.
False alarm happens when the user mistakenly judges the channel to be occupied
by other users when it is not, while miss detection means that the user fails to
detect the channel occupation of other transmitting users. Both of the sensing errors
degrade the network performance and, thus, should be taken into consideration
for performance analysis. We now further discuss the carrier sensing in FD-WiFi
networks as follows.

Fig. 2 The CSMA/CD protocol for the uplink traffic of FD-WiFi and two types of sensing errors
(false alarm and miss detection) due to self-interference
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Full-Duplex Carrier Sensing
Since noise is negligible compared to collision signal and self-interference, it is
omitted in this chapter. Thus, a silent user has a perfect sensing, and we only need to
analyze the sensing errors for transmitting users. Furthermore, the probability for the
case with more than two collided users is negligible compared to the probability that
only two users collide, and even when the case happens, the sensing performance
is also better due to the accumulated collision signal. Thus perfect sensing is also
assumed for the case that three or more users collide, and the sensing errors only
exist in the following two cases: (1) H0, the transmitting user singly occupies the
channel and (2) H1, the transmitting user has a collision with another user.

The received signal for sensing at the transmitting user can be given by

y D

(
hrst ; H0;

hrst C hcsc; H1;
(2)

where st denotes the transmitting user’s signal and sc is the collided user’s signal,
hc represents the collision channel, and hr denotes the equivalent RSI channel
indicating the SIS degree, which depends on the adopted SIS techniques and
network environment. We adopt a typical path loss Rayleigh fading channel; thus,
hcsc is zero-mean complex Gaussian distributed with average power P r.

d
d
/˛ , where

˛ is the path loss exponent,P r is the reference received signal power at the reference
distance d , and d is the distance between two users. Moreover, according to [16],
hrst is also a complex Gaussian variable with zero mean and average power ˇ2P r ,
where ˇ2 denotes the SIS factor.

As for the sensing strategy, energy detection is adopted, and we assume the
process is time slotted. Thus the sensing test statistics can be given by

M D

NsX
mD1

jy .m/j2; (3)

where y.m/ denotes the mth sample of received sensing signal and Ns is the
sampling number in one slot.

The transmitting user compares M with the sensing threshold to decide whether
a collision happens or not. Two types of sensing errors exist, i.e., false alarm and
miss detection. As shown in the lower part of Fig. 2, false alarm wastes available
channel slots, while miss detection causes collisions. We need to balance the two
types of sensing errors to ensure network performance.

CSMA/CD Protocol Design

Based on the FD technology and conventional CSMA/CA concepts, we now pro-
pose the CSMA/CD protocol for FD-WiFi networks. Figure 3 shows the proposed
protocol, which consists of the following several parts.
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Channel Usage

User 1

User 2

User 3

User 4

Downcounter numberSuccessful transmission Finished packet with miss detection

Unfinished packet due to false alarm

Collision

Fig. 3 The proposed CSMA/CD protocol for FD-WiFi networks, in which .wi ; Wi / denotes the
residual backoff time and the backoff stage of Ui

Sensing: All users keep sensing the channel continuously regardless of its own
activity and make decisions of the channel usage at the end of each slot with duration
� , which is the required time to reliably detect the transmission of any other user.

Backoff mechanism: Once the channel is judged idle without interruption for a
certain period of time as long as a distributed interframe space (DIFS) (shown as
the dotted area below each line), users check their own backoff timers and generate
a random backoff time for additional deferral if their timers have counted down to
zero. The additional backoff time after a DIFS is also slotted by � , i.e., the backoff
time is expressed as

Backoff Time D w � � D Random .CW/ � �; (4)

where CWD 2W � CWmin is the contention window length and w D Random .CW/

is a random integer drawn from the uniform distribution over the interval Œ0;CW/,
where W 2 Œ0;Wmax� is the backoff stage depending on the number of unsuccessful
transmissions for a packet. The countdown starts right after the DIFS and suspends
when the channel is detected occupied by others.

Channel access and transmission suspension: A user accesses the channel and
begins transmission when its timer reaches zero. During the transmission, if it
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detects the signal from other users, it stops its transmission and switches to the
backoff procedure immediately. If the packet is finished, the user resets the backoff
stage W D 0. Otherwise, it sets W D min fW C 1;Wmaxg.

Performance Analysis

In this part, we study the analytical performance of the proposed FD-WiFi
CSMA/CD protocol and derive its saturation throughput. We first analyze the
carrier sensing performance and derive expressions for sensing error probabilities;
then we derive the throughput performance of the CSMA/CD protocol by taking the
sensing errors into consideration. Note that when only one user is transmitting, all
other users can detect its transmission perfectly, which means that once a collision-
free transmission begins, it either completes the packet or suspends it because of
false alarm. This process is independent with other users’ sensing and contending,
and thus, contention and transmission can be considered separately.

Carrier Sensing Performance
We mainly derive the expressions of false alarm probability (pf ) and miss detection
probability (pm). With Rayleigh fading channels, the sampling signal power
(jy .m/j2) is Chi-square distributed. Furthermore, M is the sum of sampling signal
power in one slot; thus according to [17], M is gamma distributed, the probability
density function of which can be expressed as

fM .x/ D
xNs�1e

� x
�

�Ns� .Ns/
; (5)

where � D ˇ2P r and � D
�
ˇ2 C

�
d
d

�˛�
P r for H0 and H1, respectively.

With a certain sensing threshold �, we can obtain the expressions of pf and pm

pf D Pr .M > � jH0/ D 1 � �

�
Ns;

�

ˇ2P r


; (6)

pm.d/ D Pr .M < � jH1/ D �

0
B@Ns; ��

ˇ2 C
�
d
d

�˛�
P r

1
CA ; (7)

where � .m; x/ D 1
� .m/

R x
0
tm�1e�t dt is the incomplete gamma function. By

deriving the expression of � in terms of pf from (6) and substituting that into (7),
the following equations are presented:

�.pf / D aˇ
2P r ; (8)
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pm.d/ D �

�
Ns; a �

b

d˛ C c


; (9)

where a D � �1
�
Ns; 1 � pf

�
, b D a d

˛

ˇ2
, and c D d

˛

ˇ2
, in which � �1.m; x/ is the

inverse incomplete gamma function.
Furthermore, users are independently and randomly distributed in AP’s coverage

area, the radius of which is denoted by R. Then we can derive the average miss
detection probability:

pm D
2

�R4

Z R

0

Z R

0

Z 2�

0

�

�
Ns; a �

b

d˛ C c


r0r1d�dr0dr1; (10)

where r0, r1 are the distances of transmitting user and collided user away from

the AP, � is their included angle, and d D
q
r20 C r

2
1 � 2r0r1 cos � is the distance

between them. We can find that the expression of pm is related to the path loss
exponent. Particularly, when free-space channel is considered, i.e., ˛ D 2, we can
derive an approximation of pm:

pm D
2

�R4

Z R

0

Z R

0

Z 2�

0

�

�
Ns; a �

b

d2 C c


r0r1d�dr0dr1

�
1

R4

 Z R2

0

x�

�
Ns; a�

b

x C c


dxC

Z 2R2

R2

�
2R2 � x

�
�

�
Ns; a�

b

x C c


dx

!

�
2

3
�

�
Ns; a �

b

R2 C c


C
1

6
�

�
Ns; a �

b

2R2 C c


:

(11)

According to (6), (7), (8), (9), (10), and (11), pf is negatively related to �, while
pm is positively related. Therefore, the sensing threshold should be well designed to
balance false alarm probability and miss detection probability.

Transmission Probability
To obtain the network throughput, we need to calculate users’ transmission prob-
ability first. We follow the assumption in [4] that each packet gets collided with
the same probability independent of the value of CWi . Let fwn;Wng denote the
state of the nth contending user. For each user, the state change can be modeled as a
discrete-time Markov chain illustrated in Fig. 4. The nonzero transition probabilities
are given as
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ps ps /CW0

(1– ps) /CWi

(1– ps) /CWmax

(1– ps) /CWmax
1– ps

Fig. 4 Discrete-time Markov chain of the backoff window size

8̂̂
ˆ̂̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
ˆ̂̂̂̂
:

P .wn � 1;Wnjwn;Wn/ D 1; wn 2 .0;CWi /;Wn 2 Œ0;Wmax�;

P .wn; 0j0;Wn/ D
ps

CWmin
; wn 2 Œ0;CWmin/ ;Wn 2 Œ0;Wmax�;

P .wn;Wn C 1j0;Wn/ D
1 � ps

CWiC1

; wn 2 Œ0;CWiC1/ ;Wn 2 Œ0;Wmax/ ;

P .wn;Wmaxj0;Wmax/ D
1 � ps

CWmax
; wn 2 Œ0;CWmax/ ;

(12)

where ps denotes the probability that the considered user successfully finishes its
transmission without awareness of collision. Note that ps does not equal to the non-
collision probability due to imperfect sensing. Specifically, if two users collide, it
is possible that only one user stops and the other user still transmits due to miss
detection, and even when one single user is transmitting without collision, it may
cease the transmission due to false alarm.

Considering the steady-state distribution of the discrete-time Markov chain, the
probability that one user stays in each state can be calculated. Let pw;W denote the
probability that one user is in the state of fw;Wg, and the probability that a certain
user begins transmission in the next slot is
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p D

WmaxX
WD0

p0;W D
2 .2ps � 1/

.2ps � 1/ .CWmin C 1/C .1 � ps/CWmin

�
1 � .2 � 2ps/

Wmax
� :

(13)

Then, we consider the relation between ps and p. For simplicity, we assume the
packet length L is fixed. The calculation of ps has two prerequisites:

1. The probability that the transmitting user begins collision-free transmission after
colliding for l slots, which can be expressed as

pa .l/ D

8̂̂
<
ˆ̂:

.1 � p/N�1 ; l D 0;

.N � 1/ p .1 � p/N�2 p2l�1m .1 � pm/ ; 1 � l � L � 1;

.N � 1/ p .1 � p/N�2 p2L�1m ; l D L:

(14)

2. The probability that the transmitting user successfully transmits l collision-free
slots, which can be denoted as

pb .l/ D .1 � pf /
l ; 0 � l � L: (15)

Successful transmission requires at least one user transmits the entire packet
without the awareness of collision. Thus, ps can be calculated as

ps D

LX
lD0

pa.l/pb.L � l/;

D.1 � p/N�1.1 � pf /
L C .N � 1/p.1 � p/N�2pm

.1 � pf /
L � p2Lm

1 � pf � p2m
:

(16)
Combining (13) and (16), the values of p and ps can be solved numerically.

Throughput Performance
We use the time fraction that the channel is occupied for successful transmission as
the normalized throughput, i.e., the throughput is defined as

C D
E ŒSuccessful transmission length�

E ŒConsumed time for a successful transmission�

D
PsLs

Pe C Ps .Ls C DIFS/C Pc .Lc C DIFS/
;

(17)

where Ps D Np .1 � p/N�1 denotes the probability that a successful transmission
occurs,Pe D .1 � p/

N is the probability that the channel is empty,Pc D 1�Pe�Ps
represents the collision probability, andLs; Le , andLc denote the average length of
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successful transmission, empty state, and collision, respectively. The average length
of successful transmission and collision can be calculated as, respectively,

Ls D

L�1X
lD1

l
�
1 � pf

�l�1
pf C L

�
1 � pf

�L�1

D
1 � .1 � pf /

L�1

pf
C .1 � pf /

L�1;

(18)

Lc D
Pc C

�
N
2

�
p2 .1 � p/N�2

PL�1
lD1 p

2l
m

�
1 � p2m

�
l

Pc

D 1C

 
N

2

!
p2 .1 � p/N�2

p2m
�
1 � p2L�2m

�
Pc
�
1 � p2m

� :

(19)

The throughput is readily obtained by substituting (18) and (19) into (17). We can
find that Ls is negatively related to pf , while Lc is positively proportional to pm.
Thus, the network with a larger sensing threshold can obtain a longer average
successful transmission length; however, it also suffers from a longer average
collision length. Therefore, the sensing threshold should be properly designed to
achieve the maximum throughput, which can be obtained through numerical.

Comparison with the Basic CSMA/CA Mechanism
We make a comparison between the proposed protocol for FD-WiFi with the
conventional CSMA/CA for HD-WiFi in this part. For fairness, we consider the
same system with N users and omit the noise term. The analytical performance of
the CSMA/CA protocol is elaborated in [4], which are omitted here due to the space
limitation. Some main differences between the two protocols are listed as follows.

• Collision length. In conventional CSMA/CA, the “blindness” in transmission
results in long collision, which is typically a packet length. FD allows users to
detect collision while transmitting. Thus, the average collision length Lc , as is
derived in (19), is slightly more than one slot, which is sharply reduced compared
with CSMA/CA.

• Successful transmission length. In CSMA/CA, once a collision-free transmis-
sion begins, it can always be finished successfully without interruption. However,
in the FD-WiFi network, the transmission may get ceased due to false alarm,
especially for long packets. According to (18), if L is sufficiently large, Ls goes
to 1

pf
. Also, false alarm leads to unnecessary backoff and increase of contention

window, which may further degrade the performance of FD-WiFi. Thus, in FD-
WiFi networks, the sensing threshold should be well designed to balance the
probabilities of two sensing errors.
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Simulation Results

In this subsection, simulation results are presented to show the performance of the
proposed FD-WiFi CSMA/CD protocol. We consider 20 users and AP’s radius R
is set as 10m. We set ˛ D 2 and P r D 10mW with d D 1 unit. The slot
sampling number Ns is set as 100. Furthermore, the packet length is fixed to be
100 slots and DIFS is 2 slots. We run for 103 transmission attempts to fully develop
the WiFi network and proceed with another 106 packet transmissions to obtain
the simulated results by MATLAB. For comparison, we provide the throughput
performance of conventional HD-WiFi and bidirectional FD transmission, which
is similar to [10] and [11] and named by “dual-link FD-WiFi.” Specifically, for
the dual-link simulation, once a certain user transmits data to the AP, AP also
transmits data packets back to this user. Moreover, due to RSI, the rate of dual
link at one end is less than that of single link. For simplicity, the single-link sum
rate is normalized as 1, and the dual-link sum rate is denoted as the relevant
ratio.

In Fig. 5, we show the throughput of the proposed FD-WiFi protocol versus false
alarm probability, which consists of two cases with the SIS factor ˇ2 D 0:15 and
ˇ2 D 0:3, respectively. Note that the normalized throughput is denoted as the time
ratio that the channel is occupied for successful transmissions, as shown in (17);
thus it has no dimension. Figure 5 shows that there exists an optimal value of pf

Fig. 5 Normalized throughput C versus false alarm probability pf , where the number of users
N D 20, the minimum contention window size CWmin D 23, and the maximum contention
window size CWmax D 28
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for FD-WiFi to achieve the maximum throughput. Since pf is determined by �, as
shown in (6), the sensing threshold should be well designed to achieve the maximum
throughput. We can also find that the optimal value of pf for the case with ˇ2 D 0:3
is higher than that with ˇ2 D 0:15, which can be explained as follows. Higher SIS
factor leads to worse sensing performance. Setting pf the optimal value for the
case with ˇ2 D 0:15, the collision is more frequent due to higher pm when ˇ2

increases to 0:3. Thus, to obtain the maximum throughput, pm should be decreased
by increasing pf .

In Fig. 6, by considering two cases with the packet length L D 50 and L D 200,
we present the relationship between network throughput and the maximum backoff
stage, with the throughput of convention HD-WiFi and dual-link FD-WiFi for
comparison. According to Fig. 6, we can find that with proper parameters, the
proposed FD-WiFi protocol has a better throughput performance than HD-WiFi
and dual-link FD-WiFi. For the HD-WiFi and dual-link FD-WiFi, with higher
Wmax, collision is less likely to happen, so the throughput increases monotonously.
However, the throughput of proposed FD-WiFi protocol may drop with large
Wmax, which can be found in the dashed line. The reason is that the asymptotic
value of Ls is 100 with pf D 0:01, and for L > 100 slots, false alarm is
quite likely to happen during transmission, and the users are likely to enlarge
their contention windows up to CWmax due to the unsuccessful transmissions.
Thus, more time is spent in the backoff procedure and the throughput gets
smaller.

Fig. 6 Normalized throughput C of different protocols versus the maximum backoff stage Wmax,
where CWmin D 23, SIS factor ˇ2 D 0:15, and the false alarm probability in FD-WiFi CSMA/CD
protocol pf D 0:01
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Multi-channel Full-Duplex WiFi

In this section, we extend the proposed single-channel CSMA/CD protocol to the
scenario with multiple available wireless channels in the FD-WiFi networks. For the
multi-channel scenario, the WiFi users need to resolve the following two problems:
(1) channel selection, users choose certain channels for access according to their
channel state information (CSI), and (2) channel access, the contending users, which
select the same channel, need to perform a contention-based access mechanism to
alleviate collisions (Fig. 7).

For the channel access problem, we propose a random access strategy based on
the CSMA/CD protocol described in section “Full-Duplex CSMA/CD Protocol.”
With the existence of multiple channels, the number of contending users on a certain
channel change with time, and a fixed setting of contention parameters may lead to
severe collision or over much waiting time in some cases. Therefore, different from
the single-channel scenario, an adjustment of contention window is added in the
channel access strategy.

As for the channel selection problem, some previous papers present their protocol
designs for HD multi-channel systems. In [18], the authors propose a multiple
spanning tree-based load-balancing routing algorithm for wireless mesh network.
In [19], the authors design a multi-channel MAC protocol for ad hoc networks by
channel preference negotiation between the transmitter and the receiver. In [20], the
authors derive game theoretic results for multi-channel cognitive radio networks. In
this section, we take advantage of game theory to propose a distributed channel
selection scheme for multi-channel FD-WiFi networks. Our goal is to improve
network performance, so user’s channel selection strategy is based on comparison of

Fig. 7 Multi-channel full-duplex WiFi networks with one AP,N users andK orthogonal channels
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expected throughput on different channels, which can be evaluated from the channel
access strategy.

The rest of this section is organized as follows. We first discuss the system model
for multi-channel FD-WiFi networks; then the channel access strategy and channel
selection strategy are presented, respectively. Comparison with CSMA/CA and HD
protocols and simulation results are provided finally.

System Model

We consider a network consisting of one AP and N FD users. There are K
orthogonal channels, denoted by K D f1; 2; : : : ; Kg, each of which can serve
at most one user at a time; otherwise the collision happens. The FD users, whose
set is denoted by N D f1; 2; : : : ; N g, have the same self-interference cancelation
capability and the same transmission power P . Each user n 2 N is assumed to
have the knowledge of perfect CSI of any channel k 2 K between the AP and
itself, denoted by fhnkg

K
kD1.

Similar to section “Full-Duplex CSMA/CD Protocol,” we mainly focus on the
uplink transmissions, where data are sent by users to the AP. Moreover, the WiFi
network is considered to be distributed, which means that the AP has no way to
allocate the users or schedule their traffic. We also assume that each user is capable
of detecting the occupancy of all channels and transmitting on at most one channel at
a time. Let � be the minimum required time for each user to make a reliable channel
sensing decision. We assume a time-slotted system in which users can transmit the
data during each slot. The users can change their channels and activity only at the
beginning of a slot.

By taking advantage of FD techniques, simultaneous carrier sensing and data
transmission become possible [21,22]. In particular, one antenna is for transmission,
while the other can be used as a receiver to sense the channel information. However,
when a user is transmitting, the RSI due to the imperfect self-interference cancela-
tion degrades the reliability of sensing on its own current operating channel [23].
Let Pf be the false alarm probability that one user falsely detects others’ presence
on the channel, and Pm denote the miss detection probability that one user fails to
detect the collision while it is transmitting on the channel. Since the RSI exists only
when a user is transmitting, we can simply assume perfect sensing for silent users.

The transmission procedure contains the following two steps:

1. According to the expected utilities of different channels, each user n selects a
certain channel cn to contend.

2. User n preforms a CSMA-/CD-based channel access strategy to avoid collision.
After each successful or suspended transmission attempt, user n adjusts the
contention window and the expected utility of channel cn.

Since the expected channel utility is derived according to the specific channel
access strategy, in the remaining section, we first present the CSMA-/CD-based
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channel access mechanism and then propose the channel selection algorithm by
taking advantage of game theory.

Channel Access Strategy

In this part, based on the CSMA/CD protocol in section “Full-Duplex CSMA/CD
Protocol,” we present a random access strategy adopted by the FD users when
they are contending for the same channel. Here, the number of contending users
is unknown to users, and it may change with time. By using FD technology, users
can sense the channel while transmitting and stop transmission immediately when a
collision is detected. Thus, collided transmissions can be significantly shorter than
successful transmissions, which can be observed by all contending users, who can
adjust the contention window size accordingly.

Protocol Description
As shown in Fig. 8, the proposed random access protocol for FD users on a single
channel includes the following four phases:

Channel Usage

User 1

User 2

User 3

User 4

Downcounter number
Successful transmission Finished packet with miss detection

Unfinished packet due to false alarm

Collision

Fig. 8 Channel access protocol in decentralized FD networks, in which .vn;wn/ denotes the
residual backoff time and the contention window of user n
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Sensing: All users keep sensing the channel continuously regardless of its own
activity and make decisions of the channel usage at the end of each slot.

Backoff mechanism: Once the channel is sensed idle without interruption for a
certain period of time equal to DIFS, users generate a random backoff time for an
additional deferral, which can be expressed as follows:

Backoff Time D v � � D Random .w/ � �; (20)

where w is the length of contention window and v D Random .w/ is a random
integer drawn from the uniform distribution over the interval Œ0;w/. The backoff
timer starts countdown immediately after the DIFS and suspends when the channel
is detected occupied by others.

Channel access and transmission suspension: A user accesses the channel and
begins transmission when its backoff timer reaches zero before other transmissions
are detected. During the first slot of the transmission, if it detects the signal from
other users, a user stops its transmission and switches to the backoff procedure
immediately. Otherwise, it keeps transmitting the packet until finished.

Adjustment of the contention window: When a transmission on the channel is
detected finished, all users adjust the contention window size by the following
contention window adjustment rule and begin the contention procedure for the next
round.

Adjustment Rule of the Contention Window Size
When there are m users contending for a single channel, the optimum contention
window size can be proved to be m. However, in a fully distributed system, the
number of users, m, is unknown, and it may change dynamically. Thus, users
cannot directly use m as the contention window. In this scenario, the conventional
CSMA/CA mechanism cannot perform well, when m is smaller than the minimum
contention window size or larger than the maximum size. Note that the lengths
of collisions and successful transmissions can be different. All users are aware of
whether the previous transmission is successful or not, as well as the average interval
between two transmission attempts, based on which they can estimate the number
of contending users and adjust the contention window accordingly.

When there are m users contending for a single channel with the contention
window size w, the access probability for a certain user can be calculated as
pa;w D

2
wC1 [4], and the probability that none of these users accesses the channel in

the next coming slot can be expressed as the following:

pi D .1 � pa;w/
m : (21)
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Moreover, the waiting time between two transmission attempts has the geometric
distribution with parameter pi and mean Lw D

pi
1�pi

. Thus, with the observed
average waiting time, the number of contending users can be estimated as follows:

Om D
ln
�

Lw
LwC1

�
ln .1 � pa;w/

D
ln
�

Lw
LwC1

�
ln
�

w�1
wC1

� : (22)

Remark 1. Notice that there exists a special case in (22) when the contention
window w D 0. In this case, users access the channel with probability one, and
average waiting time is 0. Collisions occur once there are more than one user on
the channel. Thus, it is only possible to tell whether there are multiple users on the
channel by observing the length of transmissions.

Remark 2. If users can sense the channel for a long time without changing the
contention window, Om can be a precise estimation of m, and the users can change
their contention window to m to achieve the optimal throughput. However, it is
inefficient and may be ineffective if the value of m varies during the longtime
estimation. Thus, we propose the adjustment rule in a dynamic learning way as
shown in Algorithm 1.

In Algorithm 1, T is the number of transmissions for calculating the average
waiting time, and ˇ is the step length in the adjustment rule. These two parameters
directly influence the convergence time and stability of the algorithm. Generally,
when ˇ is large, the contention window size approaches the number of contending
users more quickly, but meanwhile, the contention window size is more vulnerable
to the fluctuation of the estimation of Lw, which may lead to the instability of the
network. On the other hand, small ˇ guarantees the stability, but the contention

Algorithm 1 Contention window size adjustment rule
INPUT:

Current contention window w;
Average waiting time Lw among the previous T transmissions;
Whether the previous transmission is successful;

OUTPUT:
New contention window w0;
———————————————————————

1: if w D 1 then
2: if Previous transmission is successful then
3: w0  1;
4: else
5: w0  2;
6: end if
7: else
8: Estimate number of users Om according to (22);
9: w0  dwC ˇ . Om� w/e, where ˇ 2 .0; 1/;

10: end if
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window size may be unable to keep pace with the change of the number of
contention users. Thus, a mediate value of ˇ requires careful design. Similar
analysis can be applied for T : shorter T introduces instability to the network, while
longer T leads to low sensitivity to the change of number of users.

Expected Throughput
Since our goal is to improve the network throughput performance, the expected
throughput on certain channel is considerably important for the channel selection
strategy, which is derived as follows. For any user n attempting to transmit on the
channel, the expected throughput can be written as follows:

un D
psLs � rn

psLs C pcLc C Lw C DIFS
; (23)

where ps is the probability that the user successfully accesses the channel without
collision, pc D 1 � ps is the collision probability, Ls is the average successful
transmission length, Lc is the average collision length, Lw is the average waiting
time for channel contention, and rn D log2.1C�jhnj

2/ is the achievable rate of user
n, in which � is proportional to each user’s transmit power.

The probability that the user n successfully accesses the channel k without
collision can be estimated as follows:

ps D

( �
w�1
wC1

� Om�1
n is on the channel,�

w�1
wC1

� Om
n is not on the channel,

(24)

and the collision probability is pc D 1 � ps .
Then, we consider the average successful transmission and the collision length.

We assume a fixed packet length L for all users. Taking the false alarm probability
into account, the average successful transmission length can be written as follows:

Ls D
�
1 � Pf

�
LC Pf : (25)

Similarly, the average collision length is given by considering the miss detection
probability:

Lc D .1 � Pm/C PmL: (26)

It can be seen from Algorithm 1 and (24) that all users can adjust the contention
window size to the same value and estimate the expected throughput on the channel
in a fully distributed manner.



17 Full-Duplex WiFi Networks 589

Channel Selection Strategy

In this part, we tackle with the channel selection problem and formulate it as a
distributed multi-channel random access game, in which each user uses the local
information and observation of all channels to determine its channel selection
strategy. Since our goal is to improve the network throughput, the expected
throughput on each channel is adopted as the utility.

More specifically, in the multi-channel FD-WiFi network, each user needs to
choose one channel to contend. After selecting the channel, the user performs
access or backoff using the strategy described in section “Channel Access Strategy.”
According to our assumption, all users can monitor the occupancy of all channels.
Thus, a user can estimate its expected throughput on each channel by using the
method in section“Expected Throughput,” and we can assume that when a user
switches to a new channel, it can automatically adopt the same contention window
size as the ongoing users on the same channel.

By extending (24) to multi-channel scenario, we can derive the utility for any
user n attempting to transmit on channel kn as the following:

un .kn;k�n/ D
ps;knLs � rnkn

ps;knLs C pc;knLc C Lw;kn C DIFS
; (27)

where kn 2 Sn is the strategy of user n, k�n D .k1; k2; : : : ; kn�1; knC1; : : : ; kN /

is the strategy vector of all users except user n, ps;kn is the probability that user
n successfully accesses channel kn, pc;kn is the collision probability, Lw;kn is the
average waiting time for channel contention on channel k, and rnk D log2.1 C
�jhnkj

2/ is the achievable rate of user n on channel k.
In this distributed network, each user tries to maximize its own expected

throughput by adjusting its channel selection strategy, which can be formally written
as follows:

k�n D arg max
kn2Sn

un .kn;k�n/ ; 8n 2 N : (28)

Note that the expected throughput of any user n on any channel k is largely
dependent on the choices of other users. Thus, we formulate the channel selection
process as a game defined as follows.

Definition 1. A channel selection game G is defined as G WD < N ; .Sn/n2N ;

.un/n2N >, where N D f1; 2; : : : ; N g is the set of users, Sn WD

fkn D 1; 2; : : : ; Kg is the set of all possible choices of user n, and un .kn;k�n/
is the utility function of user n when all users choose k�n.

We are interested in the Nash equilibrium of the channel selection game, which
provides the strategy stability of each user’s selection strategy.
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Definition 2 (Nash Equilibrium). A strategy profile k� is a pure strategy Nash
equilibrium if and only if no user can improve its utility by deviating unilaterally,
i.e.,

un
�
k�n ;k

�
�n

�
	 un

�
kn;k

�
�n

�
; 8n 2 N ; kn 2 Sn: (29)

Theorem 1. The channel selection game G has at least one pure strategy Nash
equilibrium.

Proof. The utility function un .kn;k�n/ defined in (27) is quasiconcave continuous
in k. The feasible set is also compact and convex. Consequently, according to [24],
there exists at least a pure Nash equilibrium. Similar proof for Aloha game can be
also found in [25].

To achieve the Nash equilibrium, we present a best-response-based channel
selection mechanism. In this algorithm, each user chooses the channel with the
largest expected throughput to contend on and then performs random channel access
strategy in section “Channel Access Strategy.” Meanwhile, each user monitors the
states of all channels continuously and adjusts the contention window size according
to the channels’ occupancy. Once the user fails to contend for a channel or finishes
a transmission, it estimates the expected throughput of all channels and chooses the
channel with the largest expected throughput to update its selection strategy. This
channel selection mechanism is formally described in Algorithm 2.

Performance Analysis and Comparison

In this subsection, we provide theoretical comparison of the proposed FD protocol
with CSMA/CA and HD protocols.

Comparison with CSMA/CA Protocols
We make a comparison between the proposed FD-WiFi channel access protocol
on a single channel with the conventional CSMA/CA mechanism in this part. For
fairness, we consider the single-channel network with m users and omit the noise
term.

In CSMA/CA, there exists the minimum contention window length CWmin

and the maximum backoff stage wmax. After each failed transmission attempt, the
transmitted user doubles its contention window until to the maximum contention
window length CWmax D 2

wmax CWmin. After each successful transmission, the user
resets the contention window as CWmin. According to the analysis in [4], the average
access probability can be written as follows:

p D
2 .2ps � 1/

.2ps � 1/ .CWmin C 1/C .1 � ps/CWmin .1 � .2 � 2ps/
wmax/

; (30)

where ps is the successful transmission probability, given by
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Algorithm 2 Channel selection mechanism
Step 1: Initialization
1: 8n 2 N , estimate the value of hnk , for all k D 1; 2; : : : ; K;
2: Initialize contention window wk D 1, 8k 2 K ;
3: Initialize backoff time vnk D 0, 8n 2 N ; k 2 K ;
4: Set cn D arg max

k
fjhnk j

2g;

Step 2: Channel selection and random access
1: while in each time slot do
2: for k D 1 W K do
3: if Channel is currently occupied then
4: Transmitting users keep transmitting and detecting whether their current transmis-

sions collide with other transmissions. If collision is detected, stop transmission;
5: else
6: All users on channel k keep downcounting vnk , a user n accesses channel k when vnk

reaches 0;
7: end if
8: end for
9: All users sense and judge the occupancy of all channels during the whole slot;

10: for all channel k whose occupancy has just changed do
11: All users that fail to contend for channel k or users that just finish a transmission collect

Lw;k0 (k0 D 1; 2; : : : ; K), and update the utilities unk0 of all channels according to (27).
We denote the set of these users as Ntochange;

12: 8n 2 Ntochange, update channel selection strategy as cn D arg max
k
funkg;

13: Update contention window wk according to Algorithm 1;
14: end for
15: if there exists a set of channels Ki whose waiting time exceeds the contention window

then
16: Judge all the channels k 2 Ki as unoccupied by any users, and set contention windows

wk D 1;
17: end if
18: end while

ps D 1 � .1 � p/
m�1 : (31)

It can be verified that the access probability is less than 2
mC1

, which is the asymptotic
value of access probability under the proposed contention adjustment rule.

Comparison with Half-Duplex Protocols
Compared with the HD protocols, the most significant difference is that users
can sense the channels while transmitting, i.e., users are no longer “blind” in
transmission. Once a collision is detected, users can stop transmission immediately.
This feature can significantly reduce the average length of collision. Additionally,
contending users can obtain additional information of whether the previous trans-
mission is successful by simply detecting the length of the transmission.

• Collision length. In HD protocols, the “blindness” in transmission results in
long collision, which is typically a packet length. FD allows users to detect
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collision while transmitting. As derived in (26), the average collision length
Lc D 1CPm .L � 1/, as is derived in (26), is slightly more than one slot, which
is substantially reduced from a packet length L.

• Successful transmission length. In HD protocols, once a collision-free transmis-
sion begins, it can always be finished successfully without interruption. However,
in the proposed FD protocol, the transmission may be ceased due to false alarm.
According to (25), it can be seen that Ls D L � .L � 1/Pf is reduced because
of false alarm. Furthermore, false alarm may lead to unnecessary increase of
contention window and decrease of expected throughput of the channel, which
may further degrade the performance of the proposed protocol.

Simulation Results

In this part, simulation results are presented to evaluate the performance of the
proposed protocol for multi-channel FD-WiFi network. We consider K D 4

channels with up to N D 15 users. The packet length L is fixed on 50 slots, and
DIFS time is 2 slots. The number of transmissions taken into account for contention
window adjustment is T D 10. The channel sensing error probabilities, i.e., Pm and
Pf , are set as 0.01.

In Fig. 9, we first verify the effectiveness of the proposed FD protocol. We
consider the channel selection process of ten users. It can be seen from Fig. 9 that
the channel selection mechanism converges to the Nash equilibrium quickly, and all
users do not change their strategies afterward.

0 5 10 15 20 25 30 35 40 45 50

1

2
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4

t/slot

User number: N = 10
Channel number: K = 4

Fig. 9 Channel selection process under the proposed mechanism



17 Full-Duplex WiFi Networks 593

0 2 4 6 8 10 12 14 15
0

5

10

15

20

25

30

35

Number of Users

To
ta

l T
hr

pu
gh

pu
t

proposed FD protocol − 4 channels

greedy CSMA − 4 channels

proposed FD protocol − 1 channel

greedy CSMA − 1 channel

Fig. 10 Channel selection process under the proposed mechanism

In Fig. 10, we consider the total throughput of the multichannel network, which is
the throughput of all theN users on allK channels. We present comparison between
the proposed FD protocol and a greedy CSMA-based FD protocol in which each
user accesses the channel with maximum achievable rate and performs contention
based on CSMA mechanism with minimum contention window CWmin D 1

and maximum backoff stage wmax D 4. Note that we do not adopt the original
window size CWmin D 8 and wmax D 5 in CSMA in the simulation since the
number of users is small, and the adoption of large contention window size leads
to worse performance. Firstly, it is shown in the dash-dotted and dotted lines in
Fig. 10 that the proposed protocol can achieve higher throughput in single-channel
case, especially when the number of users is large. This is because the contention
window adjustment rule guarantees a more proper window size for all users to
maximize their access and successful transmission probability. Also, Fig. 10 shows
in the solid and dashed lines that the proposed protocol can achieve higher total
throughput than that of the greedy CSMA, especially when the number of users
is close to the number of channels. This is because in the proposed protocol,
users can automatically avoid to choose crowded channels to increase their access
and successful transmission probability. Additionally, it can be seen that when
N � K (N � 4 in Fig. 10), the throughput increases almost proportionally with the
number of users, and the slope is close to EŒlog2

�
1C �jhj2

�
�. This indicates that

all users intend to occupy a channel exclusively without sharing with other users.
However, when the number of users increases, the greedy mechanism may gradually
approach the proposed protocol. This is because when many users contending for
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limited channels, it is likely that all channels are crowded at a similar level, and
the users do not have the much motivation to deviate from the channel with the
largest rate. This makes the channel selection profile almost the same as the greedy
mechanism.

Summary

This chapter has first discussed the CSMA/CA protocol in conventional HD-WiFi
networks and pointed out its long collision duration problem due to the failure
of carrier sensing during transmission. To mitigate this problem, the CSMA/CD
protocol has been proposed for single-channel WiFi networks by taking advantage
of the FD technology. Compared with CSMA/CA protocol, the new CSMA/CD
protocol has two adaptations: (1) continuous carrier sensing by enabling simul-
taneous sensing and transmission and (2) transmission suspension procedure, by
which users stop transmitting immediately once detecting a collision. To obtain a
comprehensive network performance analysis, this chapter has calculated two types
of sensing error probabilities due to residual self-interference, namely, false alarm
and miss detection. The normalized throughput has also been derived as the average
channel utilization for successful data transmission. Both performance analysis and
simulation results have shown that the full-duplex CSMA/CD protocol improves
WiFi throughput performance.

Then this chapter has extended the CSMA/CD protocol to the multi-channel FD-
WiFi network and divided this scenario into two parts: (1) channel selection, each
user selects which channel for access, and (2) channel access, all contending users,
which select same channel, perform a contention-based channel access scheme. For
the channel access problem, a random access strategy has been proposed based on
the described CSMA/CD protocol for single-channel scenario, except not adopting
the exponential backoff scheme. Instead, by learning from historical waiting time,
the proposed channel access strategy provides an adjustment rule of contention
window size to accommodate the number change of contending users. For the
channel selection problem, a distributed selection protocol has also been provided
based on the best-response algorithm, by which the WiFi user always selects the
channel with the highest expected throughput. Simulation results have also been
provided to verify the effectiveness of multi-channel FD-WiFi protocol.
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Abstract

WiFi offloading is regarded as one of the most promising techniques to deal with
the explosive increasing data usage over the existing 4G cellular network due
to its high quality of service, high data transmission rate, and low requirement
on devices. In this chapter, we investigate two key issues, i.e., association
rules and incentive mechanisms, for data offloading through third-party WiFi
access points (APs) in a cellular mobile system. Firstly, by assuming the data
offloaded through the third-party WiFi AP is charged based on usage, we
formulate the user association problem as an utility maximization problem
from the cellular operator’s perspective. By considering whether the successive
interference cancelation (SIC) decoders are available at the BS and/or the WiFi
AP, different utility functions are considered. Then, the optimal user association
rules are derived for each case when the number of users is large. Secondly,
incentive mechanisms to motivate WiFi APs to provide data offloading services
are studied. In particular, a salary plus bonus-based incentive mechanism is
proposed. Under the proposed incentive scheme, WiFi APs are rewarded not
only based on the amount of offloaded data but also based on the quality of
the offloading service. The interactions between the WiFi APs and the mobile
network operator are investigated using Stackelberg game.

Introduction

Background and Motivation

Due to the rapid development in mobile phones and wireless communications in
the recent years, the popularity of using smartphones to access the Internet and the
social networking services, which generates a lot of data usage over the cellular
network, is increasing [1]. Due to the unprecedented explosion of mobile data
traffic, the cellular operators around the world are facing the glut of mobile data on
their networks because of the capacity constraints of these networks. Most cellular
networks are of high probability to be overloaded in the near future. In fact, most 4G
networks are already overloaded, especially in crowded areas and during peak hours.
Mobile users in overloaded areas are forced to use the degraded cellular services,
such as low transmission rate, missed calls, and unreliable coverage.

To tackle with these problems and enhance users’ network experience, cellular
operators are forced to increase their network capacity. A straightforward way to is
to add more base stations with smaller cell size such as femtocells [2, 3]. However,
these options require large investment in the network equipment and are not cost-
effective. A more promising approach is to offload portion of the mobile data usage
through the existing WiFi networks. WiFi offloading is a strong candidate for mobile
data offloading due to the following reasons: (1) No equipment upgrading is required
at the user side. This is due to the fact that the bulk of the demand for high-speed data
services is created by smartphones, which have already integrated WiFi modules.
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(2) No licensed spectrum band is required. WiFi devices operate in unlicensed ISM
2.4 and 5 GHz bands. (3) High quality of service and high data rates. WiFi is the
only wireless technology that can deliver data rates as high as 600 Mbps, which is
much faster than the current 4G technology.

Though WiFi offloading is a promising technology and has many advantages,
without economic incentives, WiFi APs may be reluctant to provide data offload-
ing service for the mobile network operator (MNO). This is because providing
offloading service for the MNO will inevitably incur additional operation cost,
such as energy cost and data-usage cost. Besides, when providing data service for
guest users from the cellular network, WiFi APs may have to sacrifice its own
users’ benefit, such as bandwidth, transmission rate, and quality of service. Thus,
a WiFi AP has no reason to providing offloading service for the MNO unless it is
purely altruistic. Therefore, there is a compelling need to design effective incentive
mechanisms to motivate WiFi APs to participate in WiFi offloading. Using monetary
reward as an incentive to motivate the WiFi APs will inevitably decrease the profit
of the MNO. Thus, when and how the users should be offloaded to the WiFi APs is
another important issue for data offloading. Therefore, we also investigate the user
association problem in this chapter.

Related Work

Due to various advantages and its promising future, WiFi offloading becomes a
hot research topic and has attracted the attention of many researchers all over
the world. In [4], the authors investigated the feasibility of augmenting 3G using
WiFi. The key ideas is to leverage WiFi’s delay tolerance property and its fast
switching mechanism. They have shown that WiFi can greatly reduce the burden
on the cellular network. In [5], the authors conducted a quantitative study on the
performance of 3G mobile data offloading through WiFi networks. Their trace-
driven simulation showed that WiFi can offload about 65% of the total mobile data
traffic and saves 55% of battery power without using any delayed transmission for
97 iPhone users from metropolitan areas. In [6], the authors quantitatively evaluated
the gains of citywide WiFi offloading using real traces and gave out the numbers of
APs needed for different requirements of quality of service for data delivery in large
metropolitan area. In [7], the authors proposed to opportunistically offload traffic
from the cellular network to WiFi with the aid of social participation. The authors
showed that through identifying the social groups of the users and delivering specific
contents to a particular social group, a large fraction of data can be offloaded from
the cellular network. In [8], the author gives a tutorial on the basics and key concepts
of data offloading techniques from the network layer perspective. In [9], based on
Lyapunov optimization, a dynamic offloading algorithm is proposed to save energy
for mobile computing. In [10], the authors investigate the outage probability and
ergodic rate for a heterogeneous network when flexible cell association scheme is
adopted. In [11], the authors investigate the downlink user association problem for
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loading balancing in a heterogeneous cellular networks. In [12], the authors develop
a general and tractable model for data offloading in heterogeneous networks with
different tiers of APs.

Some recent works, such as [13–15], investigate the network economics of the
mobile data offloading through WiFi APs using the game theory [16]. In [13], the
authors proposed the so-called market-based data offloading where the MNO pays
WiFi APs for offloading traffic. An offloading game between the MNO and WiFi
APs was formulated to study the pricing strategy of the MNO and the offloading
strategies of WiFi APs. However, in [13], the MNO pays WiFi APs only based
on the amount of data offloaded, while the quality of the data offloading service
was not taken into consideration in designing the incentive mechanism. In [14],
the authors focused on the interactions between the MNO and the mobile users.
The MNO pays the mobile users if they direct their delay-tolerant data service to
WiFi APs. The economic benefits brought to the MNO and the users due to the
delayed WiFi offloading were then studied. In [15], the authors investigated the
tradeoff between the amount of traffic being offloaded and the users’ satisfaction. An
incentive framework to motivate users to leverage their delay tolerance for cellular
traffic offloading was proposed. However, the proposed incentive mechanisms in
[14, 15] are aimed at providing incentives for mobile users rather than WiFi APs.

Main Contribution

Different from the aforementioned research works, in this chapter, we investigate
the user association rules and incentive mechanisms for data offloading through a
third-party WiFi AP in a cellular mobile system. The main contribution and results
of this chapter can be summarized as follow.

Association rules: In this chapter, by assuming the data offloaded through the
third-party WiFi AP is charged based on usage, we formulate mobile data offloading
problem as an utility maximization problem from the cellular operators perspective.
By considering whether the successive interference cancelation (SIC) decoders are
available at the BS and/or the WiFi AP, three different cases are considered. Then,
the optimal data offloading scheme is derived for each case when the number of
users is large. It is shown that the optimal data offloading schemes for different
cases are not alike and have their own characteristics. When SIC decoders are not
available at both the BS and the WiFi AP, it is shown that one-one association is
optimal, i.e., one user with the best channel connects to the BS and the other user
with the best channel to the AP connects to the WiFi AP. When the SIC decoder is
available only at the BS, the optimal solution is at most one user connecting to the
WiFi AP, and all the other users connect to the BS. When SIC decoders are available
at both the BS and the WiFi AP, a centralized association algorithm is obtained by
solving the relaxation problem. We have rigorously proved that SIC decoders are
beneficial for the cellular operator in terms of maximizing its utility.
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Fig. 1 System model

Incentive mechanisms: For providing strong incentives for WiFi APs to par-
ticipate in data offloading, we further investigate the incentive mechanisms and
propose a salary plus bonus reward scheme. Particularly, the proposed incentive
mechanism rewards WiFi APs not only based on the amount of data offloaded but
also based on the quality of the offloading service. Under the proposed incentive
mechanism, we investigate the interactions between the MNO and WiFi APs using
Stackelberg game. We derive the best response functions for WiFi APs which lead
to the Nash equilibrium (NE). From the economic point of view, we investigate the
optimal bonus and salary rate that the MNO should set in order to maximize its
utility. Closed-form solutions are obtained when all WiFi AP cases are of the same
type. For the heterogeneous WiFi AP case, we start with the two-AP case and then
extend the results to the multi-AP case. It is shown that the MNO should adopt
a low-salary high-bonus strategy or a high-salary low-bonus strategy to achieve a
higher utility (Fig. 1).

System Model

In this chapter, to study the association rule, we first consider a cellular network
with N users served by a base station (BS). We assume that there is a third-
party WiFi access point (AP) within the coverage area of the BS. We assume
that the WiFi AP and the BS use orthogonal frequencies. Thus, there is no inter-
network interference between WiFi and cellular network. To maximize its network
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throughput and improve the overall network performance, the cellular operator is
able to direct its users to transmit through the WiFi AP rather than its BS. Since
the WiFi AP is operating by a third-party operator, the cellular operator has to pay
the third-party AP operator for the data usage. This monetary reward serves as an
incentive for the third-party operator to operate its WiFi AP in an open access model
for the users served by the cellular operator.

We assume that all the users adopt fixed power transmission, i.e., Pi for user i.
For the convenience of analysis, we assume that Pi D P;8i. We assume the users
are uniformly distributed in the coverage area. The channel power gain between
user i and the BS is denoted by gi;B , and the channel power gain between user i
and the WiFi AP is denoted by gi;A. We assume that gi;Bs and gi;As are mutually
independent and have continuous probability distribution function (pdf). Besides,
we assume that the power of the additive Gaussian noises at the BS and the AP is
�2B and �2A, respectively. Without specific declaration, we assume that all the channel
state information and users’ transmit power are known at the BS. We only consider
the uplink scenario. Now, we define xi 2 f0; 1g and yi 2 f0; 1g as two indicator
functions to indicate user i ’s connection to BS or AP, respectively. If user i connects
to BS, xi D 1; otherwise, xi D 0. Similarly, if user i connects to AP, yi D 1; other-
wise, yi D 0. Besides, at any time, user i is only allowed to connect to either BS or
AP, but not allowed to connect to both of them simultaneously, i.e., xi Cyi � 1;8i .

We assume that the cellular operator charges its users at � per nat of data sent for
data usage, and it pays the third-party operator at  per nat of data sent through its
WiFi AP. Thus, its utility can be defined as

U.x;y/ D �RB.x/C .� � /RA.y/; (1)

where RB.x/ is the sum rate at the BS and RA.y/ is the sum rate at the WiFi AP.
Then, according to [17], if the successive interference cancelation (SIC) decoder
is available at the BS, the sum-rate at the BS can be written as Rw

B.x/ D ln.1 CPN
iD1

gi;BPi

�2B
xi /; on the other hand, if the SIC decoder is not available at the BS,

RoB.x/ D
PN

iD1ln
�
1C

xi gi;BPPN
jD1;j¤i xj gj;BPC�

2
B

�
. Similarly, at the WiFi AP side, with

SIC decoder, we have Rw
A.x/ D ln

�
1 C

PN
iD1

gi;APi

�2A
yi
�
; without SIC decoder, we

have RoA.x/ D
PN

iD1ln
�
1C

yi gi;APPN
jD1;j¤i yj gj;APC�

2
A

�
.

Then, based on the fact that whether SIC decoder is available at BS/AP, we have
the following four possible utility functions:

U ww.x;y/ D �Rw
B.x/C .� � /R

w
A.y/; (2)

U oo.x;y/ D �RoB.x/C .� � /R
o
A.y/; (3)

U wo.x;y/ D �Rw
B.x/C .� � /R

o
A.y/; (4)

U ow.x;y/ D �RoB.x/C .� � /R
w
A.y/: (5)
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Association Rules

With SIC Decoder at Both Sides

In this subsection, we investigate the case that both the BS and the WiFi AP are
equipped with a SIC decoder. Thus, the utility maximization problem of the cellular
operator can be formulated as

Problem 1.

max
fxi ;yi ;8ig

� ln

 
1C

NX
iD1

Si;Bxi

!
C.��/ ln

 
1C

NX
iD1

Si;Ayi

!
; (6)

s.t. xi 2 f0; 1g; 8i; (7)

yi 2 f0; 1g; 8i; (8)

xi C yi � 1; 8i; (9)

where Si;B , gi;BPi

�2B
and Si;A , gi;APi

�2A
.

It is observed from this problem formulation that the third-party operator’s
pricing strategy has a great influence on the optimal solution of the above problem.
When  is larger than �, the cellular operator will not assign any user to the AP,
which is rigorously proved by the following proposition.

Proposition 1. When � � , the optimal solution of Problem 1 is x� D 1N ;y� D
0N , where 1N and 0N denote the N-dimension all-one vector and all-zero vector,
respectively.

Proof. To prove x� D 1N and y� D 0N is the optimal solution of Problem 3.1,
we have to show that f .x�;y�/ is larger than f .x;y/, where f .x;y/ denotes the
objective function of Problem 1 and .x;y/ is any feasible solution of Problem 1.
Suppose . Qx; Qy/ is a feasible solution of Problem 1, then it follows that

f . Qx; Qy/ D �fB. Qx/C .� � /fA. Qy/

a
� �fB. Qx/C .� � /fA.0N /

b
� �fB.1N /C .� � /fA.0N /; (10)

where the inequality “a” results from the fact that � �  � 0 and fA.y/ is always
nonnegative. The inequality “b” results from the fact that fB.x/ is an increasing
function with respect to x, and thus the equality holds only when x� D 1N .

The above proposition indicates that the cellular operator will not offload any
mobile data through the WiFi AP if the third-party operator charges at a price higher
than its revenue, i.e.,  	 �. On the other hand, from the third-party operator’s



604 X. Kang and S. Sun

perspective, if the cellular operator does not offload mobile data through its WiFi
AP, it will earn nothing, which is a lose-lose situation. Thus, a reasonable third-
party operator will charge a price lower than �, which is the scenario we consider in
the following studies, i.e.,  < �.

Proposition 2. The optimal solution of Problem 1 is obtained when (9) holds with
equality for arbitrary i .

Proof. This can be proved by contradiction. Suppose .x�;y�/ is the optimal
solution of Problem 1, and it has an element .x�k ; y

�
k / satisfying x�k C y�k < 1.

Then, from (7) and (8), it follows that x�k D 0; y�k D 0. Now, we show that we can
always find a feasible solution . Qx; Qy/ with its elements satisfying x�i C y

�
i D 1;8i ,

which will result in a higher value of (6). We let Qx�k D x��k , Qy�k D y
�
�k . Then,

since the logarithm function is an increasing function, it is clear that if we set
Qx�k D 1; Qy�k D 0 or Qx�k D 0; Qy�k D 1 will result in a higher value of (6) than that
resulted by x�k D 0; y�k D 0. This contradicts with our presumption. Proposition 2
is thus proved.

With the results given in Proposition 2, we can reduce the complexity of
Problem 1 by setting yi D 1 � xi . Problem 1 can be converted to the following
problem.

Problem 2.

max
xi ;8i

� ln

 
1C

NX
iD1

Si;Bxi

!
C.��/ ln

 
1C

NX
iD1

Si;A.1�xi /

!
; (11)

s.t. xi 2 f0; 1g; 8i: (12)

This problem is a nonlinear integer programming problem. When the number of
users is small, it can be solved by exhaustive search. However, when the number of
users is large, exhaustive search is not applicable due to the high complexity. Thus,
we solve Problem 2 by solving its relaxation problem and rigorously prove that the
gap between the relaxation problem and Problem 2 is negligible when the number
of the users is large.

The relaxation problem of Problem 2 is given as follows:

Problem 3.

max
xi ;8i

� ln

 
1C

NX
iD1

Si;Bxi

!
C.��/ ln

 
1C

NX
iD1

Si;A.1�xi /

!
; (13)

s.t. 0 � xi � 1; 8i: (14)

This problem is easy to solve as it is a convex optimization problem. To show
its convexity, we only need to show that the objective function is convex or concave
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since all the constraints are linear. Denote the objective function of the relaxation
problem as fr , then fr is convex/concave if its Hessian is positive/negative semidef-
inite. Denote the Hessian of fr as H , we show that H is negative semidefinite by
the following proposition.

Proposition 3. The HessianH is negative semidefinite.

Proof. The Hessian of f can be written as

H D

0
BBB@

@2f

@x21
� � � @2f

@x1@xN

:::
: : :

:::
@2f

@xN @x1
� � � @2f

@x2N

1
CCCA ; (15)

where the diagonal elements and off-diagonal elements can be obtained as
@2f

@x2k
D �

�S2k;B

.1C
PN
iD1 Si;Bxi /

2 �
.��/S2k;A

.1C
PN
iD1 Si;A.1�xi //

2 ; and @2f

@xk@xj
D �

�Sk;BSj;B

.1C
PN
iD1Si;Bxi /

2 �

.��/Sk;ASj;A

.1C
PN
iD1Si;A.1�xi //

2 :

It is observed thatH can be rewritten as

H D�
��

1C
PN

iD1Si;Bxi

�2B� .��/�
1C

PN
iD1Si;A.1�xi /

�2A; (16)

where the matrices B and A have the same structure as the following matrix X

X D

0
B@

S21;X � � � S1;XSN;X
:::

: : :
:::

SN;XS1;X � � � S2N;X

1
CA ; (17)

where X D B for matrix B and X D A for matrix A.
It can be shown that for any vector c D Œc1 � � � cN �T , cTXc can be obtained as

cTXc D .c1S1;X C � � � C cNSN;X/
2 	 0: (18)

Thus, it is clear that both B andA are positive semidefinite. Then, since both � and
� �  are nonnegative, it is easy to see that H is negative semidefinite. Therefore,
the objective function is strictly concave.

Since Problem 3 is a convex optimization problem, the duality gap between it
and its dual problem is zero. Thus, solving its dual problem is equivalent to solving
the original problem. Now, we consider its dual problem.

The Lagrangian of the relaxation problem can be written as
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L .x;˛;ˇ/ D .� �/ ln

 
1C

NX
iD1

Si;A.1 � xi /

!

C� ln

 
1C

NX
iD1

Si;Bxi

!
�

NX
iD1

˛i .xi � 1/C

NX
iD1

ˇixi ; (19)

where ˛ D Œ˛1 � � � ˛N �T and ˇ D Œˇ1 � � � ˇN �T are the nonnegative dual variables
associated with the constraints.

The dual function is q.˛;ˇ/ D maxx L.x;˛;ˇ/. The Lagrange dual problem is
then given by min˛<0;ˇ<0 q.˛;ˇ/. Therefore, the optimal solutions need to satisfy
the following Karush-Kuhn-Tucker (KKT) conditions [18]:

˛k.x
�
k � 1/ D 0; (20)

ˇkx
�
k D 0; (21)

0 � x�k � 1; (22)

˛�k 	 0; ˇ
�
k 	 0; (23)

@L .x;˛;ˇ/

@x�k
D �

.� � /Sk;A

1C
PN

iD1 Si;A.1 � x
�
i /
C

�Sk;B

1C
PN

iD1 Si;Bx
�
i

� ˛k C ˇk D 0;

(24)

Due to the complexity of the problem, solving the above KKT conditions will not
render us a closed-form solution. However, from these KKT conditions, we are able
to gain some significant features of the optimal solution.

Theorem 1. The optimal solution of the relaxation problem has at most one user
indexed by k (k 2 f1; 2; � � � ; N g), with a fractional xk satisfying 0 < xk < 1.

Proof. This theorem can be proved by contradiction. Suppose that there are two
arbitrary users denoted by m and n having fractional xm and xn, respectively, i.e.,
0 < xm < 1 and 0 < xn < 1. From (20) and (21), it follows that ˛m D 0, ˛n D 0,
ˇm D 0, and ˇn D 0. Then, applying these facts to (24), it follows that

�Sm;B

1C
PN

iD1 Si;Bx
�
i

�
.� � /Sm;A

1C
PN

iD1 Si;A.1 � x
�
i /
D 0; (25)

�Sn;B

1C
PN

iD1 Si;Bx
�
i

�
.� � /Sn;A

1C
PN

iD1 Si;A.1 � x
�
i /
D 0: (26)

Then, for these two users, the following equality must hold

Sm;B

Sm;A
D
Sn;B

Sn;A
D
.� � /

�

1C
PN

iD1 Si;Bx
�
i

1C
PN

iD1 Si;A.1 � x
�
i /
: (27)
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Table 1 Proposed centralized data offloading scheme

Proposed centralized data offloading scheme

(1) Solve Problem 3 by standard convex optimization algorithms, such as interior-point
method [19], or existing solvers such as CVX [20]

(2) Convert the obtained solution into a feasible solution of Problem 2 by rounding the
fractional indicator function to its nearest integer (0 or 1)

It is easy to observe that Sm;B
Sm;A
D

Sn;B
Sn;A

is equivalent to gm;B
gm;A
D

gn;B
gn;A

, However, it can

be verified that the equality gm;B
gm;A
D

gn;B
gn;A

is satisfied with a zero probability since the
channel power gains are mutually independent and have continuous pdf. This result
contradicts with our presumption. Thus, it is concluded that there is at most one user
with a fractional xk , i.e., 0 < xk < 1. Theorem 1 is thus proved.

From Theorem 1, it is observed that there is at most one user with a fractional
indicator for the optimal solution of the relaxation problem. This indicates that the
optimal solution of Problem 3 is either equal to or just one-user away from that of
Problem 2. Thus, the following scheme is proposed to find the optimal solution of
Problem 2.

In general, the above algorithm provides a suboptimal solution to Problem 2.
However, due to the special feature presented in Theorem 1, we are able to prove
that the proposed solution given in the Table 1 is near optimal when the number of
users is large, which is given below.

Theorem 2. The gap between the optimal solution of the Problem 2 and the
proposed solution given in Table 1 is negligible when the number of users is large.

Proof. For the convenience of exposition, we denote the maximum values of
Problem 2 attained at the optimal solution and at the proposed solution given in
Table 1 as f �o and f �s , respectively. Since the solution given in Table 1 is also a
feasible solution of Problem 2. Thus, it follows that

f �s � f
�
o : (28)

On the other hand, it is clear that the maximum value of Problem 2 is upper
bounded by its relaxation problem. Thus, if we denote the maximum values of the
relaxation problem attained at the optimal solution as f �r , it follows that

f �o � f
�
r : (29)

Combining the above facts together, we have

f �s � f
�
o � f

�
r : (30)
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Thus, if we are able to show that the gap between f �s and f �r is negligible when
the number of users is large, it is clear that the gap between f �s and f �o will also be
negligible when the number of users is large.

Now, we show that the gap between f �s and f �r is negligible when the number
of users is large. Suppose x� is the optimal solution of the relaxation problem
and user k is the user who has a fractional indicator function x�k . Then, the value

of f �r is � ln
�
1C

PN
iD1 Si;Bx

�
i

�
C .� �/ ln

�
1C

PN
iD1 Si;A.1 � x

�
i /
�
: While the

value of f �s is obtained by either setting xk D 0 when xk < 0:5 or setting

xk D 1 when xk 	 0:5. Obviously, it follows that f �s > Qfs
�
, where Qfs

� ,
� ln

�
1C

PN
iD1;i¤k Si;Bx

�
i

�
C .� � / ln

�
1C

PN
iD1;i¤k Si;A.1 � x

�
i /
�
; which

corresponds to the scenario where user k connects to neither the BS nor the AP.
Then, the gap � between f �s and f �r satisfies

� < f �r �
Qfs
�
D � ln

 
1C

Sk;Bx
�
k

1C
PN

iD1;i¤k Si;Bx
�
i

!

C .� �/ ln

 
1C

Sk;A.1�x
�
k /

1C
PN

iD1;i¤k Si;A.1 � x
�
i /

!
: (31)

Since the users are uniformly distributed in the area, thus when the number of users
is large, it is inferred that the denominators of the above equation will be very large.
Consequently, the value of � is close to zero. Theorem 2 is thus proved.

Without SIC Decoder at Both Sides

In this subsection, we consider the scenario that both the BS and the WiFi AP are not
equipped with SIC decoder. Then, the utility maximization problem of the cellular
operator for this case can be formulated as

Problem 4.

max
fxi ;yi g

�

NX
iD1

ln

 
1C

xigi;BPPN
jD1;j¤i xj gj;BP C�

2
B

!

C.��/

NX
iD1

ln

 
1C

yigi;APPN
jD1;j¤i yj gj;AP C�

2
A

!
; (32)

s.t. xi 2 f0; 1g; 8i; (33)

yi 2 f0; 1g; 8i; (34)

xi C yi � 1; 8i: (35)
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Problem 4 is a nonlinear integer programming problem which is difficult to solve
directly due to its high complexity. Besides, it is not difficult to verify that the
relaxation problem of Problem 4 is non-convex. Thus, we are able not to solve this
problem in the same way as Problem 1. Therefore, to solve Problem 4, we first
consider the following two subproblems.

Subproblem 4a.

max
fxi ;8ig

�

NX
iD1

ln

 
1C

xigi;BPPN
jD1;j¤i xj gj;BP C �

2
B

!
; (36)

s.t. xi 2 f0; 1g; 8i: (37)

Subproblem 4b.

max
fyi ;8ig

.� �/

NX
iD1

ln

 
1C

yigi;APPN
jD1;j¤i yj gj;AP C �

2
A

!
; (38)

s.t. yi 2 f0; 1g; 8i: (39)

Denote the optimal solution of Subproblem 4a as x�i ; 8i 2 f1; 2; � � � ; N g and
that of Subproblem 4b as y�i ; 8i 2 f1; 2; � � � ; N g. Then, it is clear that if x�i and y�i
satisfy the constraints (35) for all i 2 f1; 2; � � � ; N g, x�i and y�i will be the optimal
solution for Problem 4. In the following, we will show that when the number of
users is large, Problem 4 can be solved by individually solving Subproblems 4a
and 4b. It is seen that Subproblems 4a and 4b have the same structure. As a result,
the optimal solutions of these two subproblems should also have the same structure.
Thus, we only need to solve one of them. In the following, using Subproblem 4b as
an example, we present the optimal solution of subproblems.

Lemma 1. If we sort the users according to their channel power gains in the
following order: g1;A 	 g2;A 	 � � � 	 gN;A, then only the first k� users
are allowed to transmit at the optimal solution, where k� is given by k� D
argmaxk

Pk
iD1 ln

�
1 C hiPPk

jD1;j¤i hj PC�
2
A

�
and k 2 f1; 2; � � � ; N g. Especially, if

g1;A 	
.e�1/�2A

P
is satisfied, k� D 1, i.e., only the user with the largest channel

power gain is allowed to transmit at the optimal solution.

Proof. To solve Subproblem 4b, we first consider its relaxation problem, which is
given as below.

Problem 5.

max
fyi ;8ig

NX
iD1

ln

 
1C

yigi;APPN
jD1;j¤i yj gj;AP C �

2
A

!
; (40)

s.t. 0 � yi � 1; 8i: (41)
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Let Pi , yiP;8i ; it is not difficult to observe that Problem 5 can be converted to
the following problem,

Problem 6.

max
fPi ;8ig

NX
iD1

ln

 
1C

gi;APiPN
jD1;j¤i gj;APj C �

2
A

!
; (42)

s.t. 0 � Pi � P; 8i: (43)

This problem is shown to be Schur convex in [21]. By using the Schur convex
properties, they showed that the optimal power allocation is binary power allocation,
i.e., either 0 or P for all i . This indicates that the optimal solution for Problem 5 is
either 0 or 1 for all i . Thus, it can be observed that Problem 5 is actually equivalent
to Subproblem 4b. Then, the results obtained for Problem 6 can be directly applied
to Subproblem 4b. Based on the results obtained in [21] (Theorems 1 and 4), it is
not difficult to obtain the results presented in this lemma. Details are omitted here
for brevity.

With the results given in Lemma 1, we are now ready for the following
theorem.

Theorem 3. When the number of users N is sufficiently large, the optimal solution
for Problem 4 is as below.

• Only two users are left in the network: one connects to the BS, and the other one
connects to the WiFi AP.

• Denote the index of the users connecting to the BS and the WiFi AP as m and
n, respectively. Then, user m has the best channel between it and the BS, i.e.,
m D argmaxi gi;B , and user n has the best channel between it and the WiFi AP,
i.e., n D argmaxi gi;A.

Proof. This proof consists of two steps.
Step 1. Denote the probability that there exists at least one user satisfying gi;A 	

.e�1/�2A
P

as PA, and denote the probability that there exists at least one user satisfying

gi;B 	
.e�1/�2B

P
as PB . Now, we show that when the number of users is large, both

PA and PB are large.

PA D 1 � Prob

�
gi;A <

.e � 1/�2A
P

;8i

�
(44)

a
D 1 �

�
Prob

�
gA <

.e � 1/�2A
P

�N
(45)
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D 1 �

 Z .e�1/�2A=P

0

dF .gA/

!N
; (46)

where the equality “a” results from the fact that the channel power gains are i.i.d. and

F .gA/ denotes the CDF of the channel power gain. Since
R .e�1/�2A=P
0 dF .gA/ is less

than 1, it is clear that PA goes to 1 as N goes to C1. Then, based on Lemma 4.1,

as long as there exists a user satisfying gi;A 	
.e�1/�2A

P
, the optimal solution for the

Subproblem 4.1b should be k� D 1, and the user should have the largest channel
power gain among all the users, i.e., n D argmaxi gi;A.

Using the same approach, we can show that whenN is large, the optimal solution
for the Subproblem 4a is that only the user with the largest channel power gain of
the channel between it and the BS is allowed to transmit, i.e., m D argmaxi gi;m.
Details are omitted here for brevity.

Step 2. Denote the probability that there exists one user having the best channel
between it and the BS and simultaneously having the best channel between it and
the WiFi AP as PC . Now, we show that PC is zero when the number of users is
large.

PC D

�
1

N


Prob fj D argmaxi gi;A and j D argmaxi gi;Bg (47)

a
D NProb fj D argmaxi gi;Ag Prob fj D argmaxi gi;Bg (48)

D
1

N
(49)

where the equality “a” results from the fact that the channel power gains are i.i.d.
Then, it is observed that PC is a decreasing function with respect to N . Thus, it is
clear that PC goes to 0 as N goes toC1.

Theorem 3 is thus proved.

With SIC Decoder at One Side

In this subsection, we consider the scenario that the SIC decoder is only available at
one side. Particularly, we only study the case that the SIC decoder is only available
at the BS. This is due to the fact that the case that the SIC decoder is only available
at the WiFi AP is a symmetric case of the case studied here and thus can be solved
in the same way.

Problem 7.

max
fxi ;yi ;8ig

� ln

 
1C

NX
iD1

xigi;BP

�2B

!
C .� �/

NX
iD1

ln

 
1C

yigi;APPN
jD1;j¤i yj gj;AP C �

2
A

!
;

(50)
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s.t. xi 2 f0; 1g; 8i; (51)

yi 2 f0; 1g; 8i; (52)

xi C yi � 1; 8i: (53)

Similar as Problem 4, we are not able to solve this problem directly or by solving
its relaxation problem. Thus, to solve Problem 7, we first consider the following two
subproblems.

Subproblem 7a.

max
fxi ;8ig

� ln

 
1C

NX
iD1

xigi;BP

�2B

!
; (54)

s.t. xi 2 f0; 1g; 8i: (55)

Subproblem 7b.

max
fyi ;8ig

.� �/

NX
iD1

ln

 
1C

yigi;APPN
jD1;j¤i yj gj;AP C �

2
A

!
; (56)

s.t. yi 2 f0; 1g; 8i: (57)

Denote the optimal solution of Subproblem 7a as x�i ; 8i 2 f1; 2; � � � ; N g and
that of Subproblem 7b as y�i ; 8i 2 f1; 2; � � � ; N g. Subproblem 7a is easy to solve,
and the optimal solution is x�i D 1;8i . Subproblem 7b is exactly the same as
Subproblem 4b, and thus the optimal solution of Subproblem 7b can be obtained
from Lemma 1. It is obvious that x�i and y�i cannot satisfy the constraints (53)
for all i 2 f1; 2; � � � ; N g. Thus, Problem 7 cannot be solved by directly solving
Subproblems 7a and 7b. This makes Problem 7 more challenging than Problem 4.

To solve Problem 7, we need the following lemma.

Lemma 2. The optimal solution of Problem 7 is obtained when (53) holds with
equality for all i .

Proof. This can be proved by contradiction. Suppose .x�;y�/ is the optimal
solution of Problem 7 and it has an element .x�k ; y

�
k / satisfying x�k C y

�
k < 1. Then,

from (51) and (52), it follows that x�k D 0; y�k D 0. Now, we show that we can
always find a feasible solution . Qx; Qy/ with its elements satisfying x�i C y

�
i D 1;8i ,

which will result in a higher value of (50). We let Qx�k D x��k , Qy�k D y
�
�k . Clearly,

if we set Qx�k D 1; Qy�k D 0 will result in a higher value of (50) than that resulted
by x�k D 0; y�k D 0 since the logarithm function is an increasing function. This
contradicts with our presumption. Lemma 2 is thus proved.

Based on Lemma 2 and the optimal solutions of Subproblems 7a and 7b, we are
able to obtain the following theorem.
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Theorem 4. When the number of users N is sufficiently large, the optimal solution
for Problem 7 is: At most one user connects to the AP, and all the other users connect
to the BS.

Proof. Using the same approach as the proof of Theorem 3, we can easily show
that the optimal solution of subproblems 7b is one-user dominant transmission (i.e.
k� D 1, only the user with the best channel is allowed to transmit.) when the number
of users N is large. Based on this result, we prove Theorem 4 by contradictory as
follows.

Let S � be the optimal set of users connecting to the WiFi AP. Suppose
jS �j D 2, where j � j denotes the cardinality of a set. Given this assumption,
we have two possible cases: (1) There is a dominant user is in the set S �. (2) There
is no dominant user in the set S �. In the following, we investigate these two cases,
respectively.

• Case 1: With a dominant user in S �. In this case, if we assign the nondominant
user to the BS, the utility at the BS side �Rw

B.x/ will increase. On the other hand,
based on Lemma 1, we know that the utility at the AP side is maximized if only
the dominant user connects to the AP. Thus, by assigning the nondominant user
to the BS, we can also increase the utility at the AP side .��/RoB.y/. Then, it is
clear that the total utility of the operator increases if we assign the nondominant
user to the BS. This contradicts with our presumption.

• Case 2: Without a dominant user in S �. In this case, we assume that the
dominant user is not in S �. We denote the channel power gain of the channel
between the dominant user and the BS as h1;B . Besides, we denote the channel
power gains of the channels between the two nondominant users and the BS
as hm;B and hn;B , respectively. Based on the relationship between h1;B and
hm;B; hn;B . It can be observed that if we switch the two nondominant users to the
BS side and switch the dominant user to the WiFi AP side, we have four possible
scenarios, which are listed in the following Table 2.

It is observed that for the first three cases, the total utility of the cellular
operator increases if we switch the connections of the nondominant users with
that of the dominant user. However, for the last case, though the utility at the AP
side increases, whether the utility at the BS side increase or not is uncertain. It is
not difficult to observe that the utility at the BS side will increase if the following
condition is satisfied.

Table 2 Four possible scenarios

Conditions Utility at BS Utility at AP Total utility

1 h1;B < hm;B ; h1;B < hn;B Increase Increase Increase

2 h1;B < hm;B ; h1;B > hn;B Increase Increase Increase

3 h1;B > hm;B ; h1;B < hn;B Increase Increase Increase

4 h1;B > hm;B ; h1;B > hn;B Uncertain Increase Uncertain
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Fig. 2 Path loss model.˝
denotes the nondominant
user, and 
 denotes the
dominant user

hm;BP C hn;BP 	 h1;BP: (58)

In the following, we show that (58) always holds when the number of users is
large. For the convenience of illustration, the proof given out here is based on the
geometry of the network given in Fig. 2. However, it is worthy pointing out that
the same result obtained here can be extended to any other geometries with minor
revisions. In Fig. 2, we consider a 1 by 1 square area with the BS at coordinate
.0; 0/ and the WiFi AP at .1; 1/. The number of users is denoted by N , and we
assume these N users are uniformly scattered in the square area. The channel
power gains are modeled by path loss model, i.e., g D d�� , where � is the path
loss exponent. For the convenience of analysis, we assume that � D 2.

Based on the geometry given in Fig. 2, we consider the worst-case scenario.
Thus, the utility of the BS will increase if 2P

.1�d/2C1
	 P

.
p
2�d/2

holds, which is

equivalent to d < 0:67. When there are N users in the network, the probability
that this condition holds is given by Pin D 1 � .Prob fd > C g/N . It can be
observed that Pin goes to 1 when N goes to C1. This indicates that when the
number of users is very large, the utility at the BS side will increase with almost
probability one. Based on the results given above, it is concluded that when the
number of users is large, switching the two nondominant users with the dominant
user will always result in the increase of the total utility. This contradicts with our
presumption.

Combining the results obtained in Cases 1 and 2, it is observed that jS �j should
not be equal to 2. Using the same approach, we can show that jS �j cannot be equal
to any number in the set f3; 4; � � � ; N g. Therefore, it is concluded that there is at
most one user connecting to the WiFi AP at the optimal solution of Problem 7.
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Table 3 Proposed data offloading scheme for Problem 7

Proposed data offloading scheme for Problem 7

1. For k D 1 W N ;

initialize x D Œ1; 1; � � � ; 1�T ; y D Œ0; 0; � � � ; 0�T ;

set x.k/ D 0; y.k/ D 1;

compute F .k/ D U .x;y/;

end
2. Find the optimal allocation and the maximum value of F ,

ŒFmax; index� D maxF ;

3. Compare Fmax with the utility without offloading U .1N ; 0N /

Theorem 4 is thus proved.
Based on the result given in Theorem 4, the optimal solution of Problem 7 can

be easily found by the following algorithm (Table 3).

Benefit of SIC Decoder

In this subsection, we investigate the role of the SIC decoder plays in the utility
maximization of the cellular operator. We rigorously prove that the SIC decoder is
beneficial for the cellular operator in terms of maximizing its utility.

Theorem 5. Let .x�;y�/, . Ox�; Oy�/, and . Qx�; Qy�/ be the optimal solutions of
Problems 1, 4, and 7, respectively. In general, the following inequality always holds

U ww.x�;y�/ 	 U wo. Qx�; Qy�/ 	 U oo. Ox�; Oy�/: (59)

Proof. To prove Theorem 5, we first show that U ww.x�;y�/ 	 U wo. Qx�; Qy�/.
It can be observed that U ww.x�;y�/ 	 U ww. Qx�; Qy�/. This is due to the fact
that . Qx�; Qy�/ is a feasible solution of Problem 1, while .x�;y�/ is the optimal
solution of Problem 1. Thus, if we can show that U ww. Qx�; Qy�/ 	 U wo. Qx�; Qy�/

holds, U ww.x�;y�/ 	 U wo. Qx�; Qy�/ will hold. In the following, we show that
U ww. Qx�; Qy�/ 	 U wo. Qx�; Qy�/ always holds. Since U ww. Qx�; Qy�/ D �Rw

B. Qx
�/ C

.�� /Rw
A. Qy

�/ and U wo. Qx�; Qy�/ D �Rw
B. Qx

�/C .�� /RoA. Qy
�/, we only need to

show that Rw
A. Qy

�/ 	 RoA. Qy
�/ always holds, which is presented as below.

Assume that K elements of Qy� are equal to 1, where K 2 f1; 2; � � � ; N g. Then,
it follows that

Rw
A. Qy

�/ D ln

 
1C

KX
iD1

gi;AP

�2A

!

D ln

 
�2A C

PK
iD1 gi;AP

�2A

!
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D ln

" 
�2A C

PK
iD1 gi;AP

�2A C
PK

iD2 gi;AP

! 
�2A C

PK
iD2 gi;AP

�2A C
PK

iD3 gi;AP

!
� � �

 
�2A C

PK
iDK gi;AP

�2A

!#

a
D

KX
jD1

ln

 
�2A C

PK
iDj gi;AP

�2A C
PK

iDjC1 gi;AP

!

D

KX
jD1

ln

 
1C

gj;AP

�2A C
PK

iDjC1 gi;AP

!

b
	

KX
jD1

ln

 
1C

gj;AP

�2A C
PK

iD1;i¤j gi;AP

!
D RoA. Qy

�/; (60)

where we introduce a dumb item
PK

iDKC1 gi;AP D 0 in the equality “a” for nota-
tion convenience. The inequality “b” follows from the fact that

PK
iD1;i¤j gi;AP 	PK

iDjC1 gi;AP for each j .
Then, it is clear that U ww.x�;y�/ 	 U wo. Qx�; Qy�/ always holds. Using the

same approach, we can easily show that U wo. Qx�; Qy�/ 	 U oo. Ox�; Oy�/ always holds.
Theorem 5 is thus proved.

From Theorem 5, it is observed that SIC decoder plays an important role in
the utility maximization of the cellular operator. In the long run, it is always
beneficial for the operator to equip the BS and/or AP with SIC decoders in terms of
maximizing its utility.

Incentive Mechanisms

In the previous section, we use a very simple incentive mechanism when studying
the association rules. In this section, we investigate the incentive mechanisms and
show its impact on the system performance. Stackelberg game is adopted to design
and analyze the proposed incentive mechanism.

Game Formulation

A Stackelberg game [3] is a strategic game that consists of a leader and several
followers competing with each other on certain resources. The leader moves first
and the followers move subsequently. We consider a heterogeneous network with a
MNO and multiple WiFi APs. The set of WiFi APs is denoted by N . All the WiFi
APs can provide data offloading service for the MNO. In particular, we consider
the case that each WiFi AP may have its home users (HUs), and thus it should
reserve certain bandwidth for its HUs. Like the existing work [13–15], we design
incentive mechanism purely from the data level. Thus, the related physical layer
and MAC layer issues to implement the data offloading schemes are out of concern.
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We formulate the MNO as the leader and the WiFi APs as the followers. The
MNO (leader) announces a salary and a bonus to the WiFi APs. Then, each WiFi
AP (follower) determines its optimal amount of data (that it intends to offload) to
maximize its utility based on the salary and the bonus. Thus, the Stackelberg game
consists of two parts, the game at the WiFi APs and the game at the MNO, which
are introduced as follows.

Game at the WiFi APs
Let p denote the pay rate, i.e., cash paid to a WiFi AP on per unit of data offloaded.
Let B denote the total amount of bonus paid to all WiFi APs for data offloading.
Then, the utility function of an arbitrary WiFi AP can be modeled as

U F
i .d ; p; B/ D Si .p; di /CBi .B;w;d/ � Ci .di /; (61)

where d , Œd1; � � � ; dN �
T with entry di denoting the amount of data that APi

offloads for the MNO and w , Œw1; � � � ;wN �T with entry wi denoting the quality of
offloading service provided by APi .

It is observed from (61) that each AP’s utility function consists of three parts:
Si .p; di /, Bi .B;w;d/, and Ci .di /. In the following, we present how to model
them under the proposed incentive mechanism.

Salary: Si .p; di / denotes the salary of APi , i.e., the payment received for
providing data offloading service for the MNO. Si .p; di / is a function of di and
p. Intuitively, the more work you have done, the more payment you should receive.
Thus, Si .p; di / should be an increasing function of di . Besides, Si .p; di / also
should be an increasing function of p, since the higher the pay rate is, the more
payment you will receive. In this paper, for simplicity, we use a linear function to
model the salary, which is given as

Si .p; di / D pdi : (62)

Bonus: Bi .B;w;d/ denotes the bonus paid to APi by the MNO. In game theory
literature, there are many bonus distribution models, such as equal share, Shapley
value [16], and marginal contribution. In this work, to better stimulate WiFi APs
to participate in data offloading, we use the weighted proportional share model,
which is

Bi .B;w;d/ D
wi diP

j2N wj dj
B: (63)

It is observed from (61) that APi ’s bonus Bi not only depends on its own
performance (quality of offloading service wi and amount of data offloaded di ) but
also depends on other APs’ performance .w�i and d�i /. This is analogous to the
bonus system in human’s society, where a staff’s bonus not only depends on his/her
own performance but also depends on other staffs’ performance.
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Cost: Ci .di / denotes the cost incurred when APi provides data offloading service
for the MNO. Usually, when a WiFi AP provides data service for more users, it will
incur more cost, such as electricity cost, data usage cost, etc. In general, the cost
increases with the increasing of the amount of data offloaded. Thus, in this work,
we model the cost as

Ci .di / D cidi ; (64)

where ci is a positive constant that relates the amount of data offloaded to the cost
of APi .

Under the Stackelberg game formulation, the amount of data that APi intends
to offload depends on the pay rate p and the bonus B . In general, if the MNO sets
a high p and a high B , APi is willing to offload more data and vice versa. Thus,
each WiFi AP has to determine its optimal d�i given p, B and other APs’ offloading
amount. Mathematically, the problem can be written as

Problem 8.

max
di�0

pdi C
wi diP

j2N wj dj
B � cidi ; (65)

s.t. di � Ti ; (66)

where Ti , T Ci � T
H
i . T Ci is the maximum amount of data that can be admitted

within the APi ’s capacity and T Hi is the data quota reserved for its HUs. Thus, the
constraint (66) represents the maximum amount of data that a WiFi AP can offload.

Game at the MNO
We define the MNO’s utility and present the game at the MNO. Without loss of
generality, in this paper, we define the MNO’s utility function as

U L.p;B;d/ , RL.p;B;d/ � C L.p;B;d/; (67)

where RL.p;B;d/ is the payoff/benefit gained from offloading data and
C L.p;B;d/ is the cost incurred due to data offloading.

Note that the MNO’s utility function consists of two parts: payoff and cost. Both
of them are functions of p, B , and d . In the following, we present how to model
them under the proposed incentive mechanism.

Payoff : The MNO’s payoff is the benefit or reward gained from offloading data.
In this paper, we model the MNO’s payoff as

RL.p;B;d/ D �f .d/; (68)

where f .d/ is the offloading beneficial factor (OBF) for the MNO and � is a
positive constant converting the offloading benefit into monetary reward. In this
paper, we use a log function to model the OBF, i.e.,
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f .d/ , log2

 
1C

X
i2N

di

!
: (69)

Though other functions (such as linear functions or exponential functions) can also
be used to model OBE, log functions are shown in literatures to be more suitable
to representing the relationship between the network performance and a large class
of elastic data traffics [22]. It is observed from (69) that when the amount of data
offloaded is zero (

P
i2N di D 0), the OBE f is zero. Besides, the OBE increases

with the increasing of the amount of data offloaded. These indicate that (69) is able
to capture the relationship between the MNO’s benefit and the data offloaded.

Cost: The MNO’s cost includes two parts: the salary and the bonus. With a
unified pay rate p, the total salary paid to WiFi APs is p

P
i2N di . We assume

that the bonus that the MNO intends to hand out is B . Thus, the cost function of the
MNO can be modelled as

C L.p;B;d/ D p
X
i2N

di C B: (70)

As pointed out in the previous subsection, the amount of data that each AP
intends to offload depends on the pay rate p and the bonus B . Thus, the MNO can
easily control the total amount of data offloaded to WiFi APs by controlling p and
B . However, the benefit of the MNO received from data offloading also depends on
p and B . Setting high pay rate and high bonus can help the MNO offload more data;
however, this also increases the operating cost of the MNO. Therefore, the MNO
needs to find the optimal p� andB� in order to maximize its utility. Mathematically,
the problem can be written as

Problem 9.

max
p; B

� ln

 
1C

X
i2N

di .p; B/

!
� p

X
i2N

di .p; B/ � B; (71)

s.t. p 	 0; B 	 0: (72)

Optimal Solutions and Equilibrium Analysis

Problems 8 and 9 together form a Stackelberg game. The objective of this game
is to find the Stackelberg equilibrium (SE) point(s) from which neither the MNO
(leader) nor the WiFi APs (followers) have incentives to deviate. For the proposed
Stackelberg game, the SE is defined as follows.

Definition 1. Let d�i be the solution for Problem 8 and .p�; B�/ be the solution for
Problem 9. Then, the point .d�; p�; B�/ is a SE for the proposed Stackelberg game
if, for any .d ; p; B/, the following conditions are satisfied:
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U L.p�; B�;d�/ 	 U L.p;B;d�/; (73)

U F
i .d

�
i ; p

�; B�/ 	 U F
i .di ; p

�; B�/;8i: (74)

where U L and U F
i are the utilities of the MNO and the WiFi APi , respectively.

To find the SE, the optimal strategies for the followers (WiFi APs) must be
obtained first, and then the leader (MNO) derives its optimal strategy on those of
the followers. This is also known as backward induction in game-theoretic studies.
For the proposed game, the optimal strategies are derived in the following two
subsections, respectively.

Optimal Strategies of WiFi APs
To find the optimal strategies of WiFi APs, we first look at the best response of
each WiFi AP given p, B , and other APs’ strategies, which is given in the following
theorem.

Theorem 6. The best response function of APi is

d�i D

8̂<
:̂
0; if ai > 0 and B � ai

zi
wi
;

Ti ; if ai � 0 or B 	 ai
zi
wi
.1C wi Ti

zi
/2;q

Bzi
aiwi
� zi

wi
; otherwise:

(75)

where

zi ,
X

j2N =fig

wj dj and ai , ci � p: (76)

Proof. Take the derivative of U F
i with respect to di , we have

@U F
i

@di
D p C

Bwi
P

j2N =fig wj dj�P
j2N wj dj

�2 � ci ; (77)

• Case 1: p � ci 	 0. When p � ci 	 0, @U
F
i

@di
is always positive, which indicates

U F
i is monotonically increasing with di . Thus, U F

i attains its maximum when
d�i D Ti .

• Case 2: p � ci < 0. When p � ci < 0, let @U
F
i

@di

ˇ̌
diDd

ı

i
D 0, we have

d ıi D

s
B
P

j2N =fig wj dj

wi .ci � p/
�

P
j2N =fig wj dj

wi
: (78)
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Since @2U F
i

@d2i
D �

2Bw2i
P
j2N =fig wj dj

.
P
j2N wj dj /

3 < 0, U F
i is concave in di , and it follows

that

d�i D

8<
:
0; if d ıi � 0;
d ıi ; if 0 < d ıi < Ti ;
Ti ; if d ıi 	 Ti :

(79)

Then, let zi ,
P

j2N =fig wj dj and ai , ci � p. Theorem 6 follows by combining
the results obtained in Cases 1 and 2.

Now, we investigate the Nash equilibrium (NE) of this subgame. First, we show
the existence of NE.

Existence of NE: It is observed from Problem 8 that APs’ strategy set is compact
and convex. The utility of APi is continuous and concave in di and continuous in
d�i . Thus, according to the Debreu-Glicksberg-Fan theorem [16], a pure strategy
NE exists.

Next, we show how to find the NE. To find the multiuser NE is very difficult and
may be mathematically intractable. Thus, to get close-form solutions and obtain
useful insights, we assume all the WiFi APs are of the same type, i.e., wi D w;
ci D c; Ti D T; 8i . For this case, the NE is computed as follows.

• When a � 0, the NE is

dnei D T; 8i: (80)

• When a > 0, the NE is

dnei D

(
B.jN j�1/
ajN j2

; if B
a
< jN j

2T
jN j�1 ;

T; if B
a
	 jN j

2T
jN j�1 ;

(81)

where j � j denotes the cardinality of a set.

It is observed that (i) different values of p and B will result in different NE;
(ii) for given p and B , the NE is unique; and (iii) all the WiFi APs have the same
strategy at the NE.

Optimal Strategy of the MNO
Given the AP’s strategy, we now study the best strategy of the MNO. To find the
optimal strategy of the MNO, we need to substitute the subgame NE given in (81)
into Problem 9.

First, we look at the case that a � 0, i.e., p 	 c. For this case, the subgame NE
is given by (80). Substitute (80) into Problem 9, the MNO’s utility maximization
problem becomes
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max
p;B

� ln .1C jN jT / � pjN jT � B; (82)

s.t. p 	 0; B 	 0: (83)

The optimal solution of this problem is

p� D c; B� D 0: (84)

This result indicates that p is bounded by c and the MNO will never set a p� larger
than c.

Now, we look at the case that a > 0, i.e., p < c. For this case, we first present
the following theorem.

Theorem 7. For any given p with 0 � p < c, the best strategy of the MNO is

B� D

8<
:

�

1Cp jN j�1
ajN j

� 1
jN j�1
ajN j

; if QU L < OU L;

ajN j2T
jN j�1 ; if QU L 	 OU L:

(85)

where QU L , � ln .1C jN jT / � pjN jT � ajN j2T
jN j�1 and OU L , ln

�
�

pC ajN j

jN j�1


C

ajN j
jN j�1 Cp � �.

Proof. (i) When B < ajN j2T
jN j�1 , the MNO’s utility can be written as

max
B�0

� ln

�
1C

B.jN j � 1/

ajN j


� p

B.jN j � 1/

ajN j
� B; (86)

It is easy to verify (86) is concave in B by looking at its second-order derivative.
Then, the optimal OB� can be obtained by setting the first-order derivative of (86) to
zero, which is

�

.jN j�1/
ajN j

.jN j�1/
ajN j

OB� C 1
� p

.jN j � 1/

ajN j
� 1 D 0; (87)

Then, it follows that

OB� D
�

1C p jN j�1
ajN j

�
1

jN j�1
ajN j

: (88)
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and the resultant utility is

OU L D ln

 
�

p C ajN j
jN j�1

!
C

ajN j

jN j � 1
C p � �: (89)

(ii) When B 	 ajN j2T
jN j�1 , it is easy to observe that

QB� D
ajN j2T

jN j � 1
; (90)

and the resultant utility is

QU L D � ln .1C jN jT / � pjN jT �
ajN j2T

jN j � 1
: (91)

Combining (i) and (ii), (85) follows.
It is observed from Theorem 7 that for any given p satisfying 0 � p < c, the
optimal B� is unique. Besides, as pointed out in (84), p� is bounded by c. Thus,
the optimal p� can be obtained by searching over the region Œ0; c�. Therefore, the
Stackelberg game is solved, and the SE always exists since there exists a unique
subgame NE for any given p and B .

Heterogeneous WiFi APs

In the previous subsection, to obtain closed-form solutions and get useful insights,
we assume all the WiFi APs are homogeneous, i.e., having the same type. In this
subsection, we consider the case that different WiFi APs have different parameters.
To facilitate the analysis, we start with the two-AP case and then extend the results
to multi-AP case.

Optimal Strategies of WiFi APs
We first derive the optimal strategies of WiFi APs. For given p and B , the best
response functions of WiFi APs are given by (75). Based on (75), the subgame NE
is obtained in the following theorem.

Theorem 8. Assume c2 > c1, the subgame NE denoted by .dne1 ; d
ne
2 / is given as

(i) When p 	 c2 > c1, the NE is

.dne1 ; d
ne
2 / D .T1; T2/: (92)
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(ii) When c2 > p 	 c1, the NE is

.dne1 ; d
ne
2 / D8̂̂

<
ˆ̂:
.T1; 0/; if 0 � B < a2

w2
w1T1;�

T1;
q

Bw1T1
w2a2

�w1T1
w2

�
; if a2w1T1

w2
� B < a2

T1

.w1T1Cw2T2/2

w1w2
;

.T1; T2/ ; if a2
T1

.w1T1Cw2T2/2

w1w2
� B:

(93)

(iii) When c2 > c1 > p 	 0 and a1T1 < a2T2, the NE is

.dne1 ; d
ne
2 / D8̂̂

<
ˆ̂:

�
Bw1w2a2

.w1a2Cw2a1/2
; Bw1w2a1
.w1a2Cw2a1/2

�
if B 2 A1;�

T1;
q

Bw1T1
w2a2

� w1T1
w2

�
; if B 2 A2;

.T1; T2/ ; if B 2 A3:

(94)

where the regions are defined as: A1 ,
�
0;

.w1a2Cw2a1/2

w1w2
T1
a2

�
, A2 ,h

.w1a2Cw2a1/2

w1w2
T1
a2
; a2

T1

.w1T1Cw2T2/2

w1w2

�
, and A3 ,

h
a2
T1

.w1T1Cw2T2/2

w1w2
;1

�
.

(iv) When c2 > c1 > p 	 0 and a1T1 > a2T2, the NE is

.dne1 ; d
ne
2 / D8̂̂

<
ˆ̂:

�
Bw1w2a2

.w1a2Cw2a1/2
; Bw1w2a1
.w1a2Cw2a1/2

�
if B 2 QA1;�q

Bw2T2
w1a1

� w2T2
w1
; T2

�
; if B 2 QA2;

.T1; T2/ ; if B 2 QA3:

(95)

where the regions are defined as: QA1 ,
�
0;

.w1a2Cw2a1/2

w1w2
T2
a1

�
, QA2 ,h

.w1a2Cw2a1/2

w1w2
T2
a1
; a1

T2

.w1T1Cw2T2/2

w1w2

�
, and QA3 ,

h
a1
T2

.w1T1Cw2T2/2

w1w2
;1

�
.

From Theorem 8, we can observe that:

• For any given p and B , the NE is unique.
• The order of aiTi s has an impact on the NE. The WiFi AP with lower aiTi is

more likely to reach its capacity limit Ti first.

Optimal Strategy of the MNO
Now, given WiFi AP’s strategy, we derive the optimal strategies of the MNO.
Problem 9 becomes a non-convex optimization problem given WiFi AP’s strategy.
Thus, convex optimization techniques or existing convex optimizers cannot be
applied here. However, we can show that (i) the optimal p� is bounded by c2 and
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(ii) for a given p, Problem 9 is concave in B for each separate region of B (such as
A1, A2, and A3). Thus, the optimalB for each separate region can be easily obtained
using the convex optimization techniques. Then, the optimal B� can be obtained by
comparing the maximum utility function of each separate region. Based on these
facts, the optimal strategy of the MNO can be obtained in the following two steps:
(i) For a given p, compute the optimal B�. (ii) Search for the optimal p� over the
region Œ0; c2�.

Multi-AP Case
For given p and B , the best response for each AP is given by (75). However,
the subgame NE cannot be obtained in closed-form due to the high complexity.
Numerically, the subgame NE can be computed by the simplicial method [23]. The
basic idea is to solve the nonlinear equilibrium problem by solving a piecewise
linear approximation of the problem. Details are omitted here for brevity. Interested
readers can refer to [23] for details. For the MNO’s side, the optimal strategy cannot
be obtained in closed form since there is no explicit expression of the WiFi AP’s
strategy. Numerically, we can solve the MNO’s optimal strategy in the following
way. Similar as the two-AP case, we can show that p� is bounded by argmaxi ci . We

can further show that B� is bounded by argmaxi
ai

wi zi

�P
i2N wi Ti

�2
. Since both p�

and B� are bounded, the MNO’s optimal strategy can be obtained by performing a
two-dimensional grid search over p and B .

Numerical Results

In this section, numerical results are provided to evaluate the performance of the
proposed studies.

Simulation Parameters

The simulation setup is as follows. We consider a 1 by 1 square area with the base
station at coordinate .0; 0/ and the WiFi AP at .1; 1/. The number of users is denoted
by N , and we assume these N users are uniformly scattered in the square area.
For simplicity, without specific declaration, we assume that the transmit power of
each user is the same and given by 1. For the convenience of exposition, the path
loss model is adopted to model the channel power gain. Let .posxi ; posyi / denotes
the position of user i ; then the channel power gain between it and the BS can be

modeled as gi;B D

�q
posx2i C posy2i

��
, where � is the path loss coefficient.

Similarly, the channel power gain between the user i and the AP can be modeled as

gi;A D
�p

.1 � posxi /2 C .1 � posyi /2
���

. In this paper, we adopt the free space

path loss model where � D 2. The power of the additive Gaussian noises at the BS
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and the AP is set to 1, i.e., �2B D 1 and �2A D 1. The revenue coefficient � of the BS
is set to 1, and the cost coefficient  is set to 0:5.

Association Rules

With SIC Decoder at Both Sides
In Fig. 3, we investigate the gap between the proposed centralized data offloading
scheme given in Table 1 and the optimal solution. For the purpose of illustration,
the gap is normalized by the value of the utility attained at the optimal solution.
The result presented in Fig. 3 is averaged over 100 channel realizations for each
N . It is observed from Fig. 3 that the normalized utility gap decreases with the
increase of the number of users. When there are only two users in the network, the
normalized utility gap is as large as 0:85%. When the number of users goes up to
16, the normalized utility gap is almost zero.

In Fig. 4, we study the performance of the proposed centralized data offloading
scheme. In this case, we also generate 1000 channel realizations for each N . We
count the number of realizations, in which the normalized utility gap exceeds
the given values. The given values actually indicate the accuracy of the proposed
data offloading scheme. It is observed from Fig. 4 that the number of realizations
decreases with the increasing number of users for all the four given values as
expected. It is also observed from Fig. 4 that, when there are only two users in the
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network, almost 40 realizations will result in the utility gap that is larger than 0:5%.
However, when the number of users increases to 6, the number of realizations that
results in a utility gap larger than 0:5% is zero. This indicates that when the system
requirement is not too high, the proposed data offloading scheme will perform well
even when the number of users is not large. It is also observed from Fig. 4 that,
even when the system requirement is very high, such as 0:05%, the proposed data
offloading scheme can produce a satisfactory performance when there are more than
16 users in the network.

Without SIC Decoder at Both Sides
In Figs. 5 and 6, we investigate the performance of the proposed data offloading
scheme for the case that SIC decoders are not available at both BS and the AP side.
In Fig. 5, we generate 1000 channel realizations for each N . We count the number
of realizations, in which the proposed data offloading scheme is optimal. First, it
is observed that for all the curves, the number of realizations that the proposed
data offloading scheme is optimal increases with the increasing of the number of
users. This is in accordance with our theoretic analysis. Secondly, it is observed
that the transmit power of the users also plays an important role in the performance
of the proposed data offloading scheme. For the same number of users, when the
transmit power of the users is large, the number of realizations that the proposed
data offloading scheme is optimal is large. This is due to the fact that when P is

large, the value of
.e�1/�2A

P
is small, and thus the probability that g1;A 	

.e�1/�2A
P

is
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large for the same number of users. Thirdly, it is observed that when the number of
users is larger than 10, the proposed data offloading scheme is always optimal for
all the cases. This indicates that the proposed data offloading scheme can achieve a
satisfactory performance even when the number of users is not very large.

With SIC Decoder at One Side
In Figs. 7 and 8, we investigate the performance of the proposed data offloading
scheme for the case that SIC decoders are only available at the BS side. In Fig. 7, we
generate 1000 channel realizations for eachN . We count the number of realizations,
in which the proposed data offloading scheme is optimal. It is observed that for all
the curves, the number of realizations that the proposed data offloading scheme is
optimal increases with the increasing of the number of users. This is in accordance
with our theoretic analysis. Secondly, it is observed that the transmit power of
the users almost does not affect the performance of the proposed data offloading
scheme. This is quite different from the results obtained in Fig. 5. This is due to
the fact that for this case, the proposed data offloading scheme is optimal only

when both g1;A 	
.e�1/�2A

P
and d < 0:67 are satisfied simultaneously. For the

case considered here, the condition that d < 0:67 always dominates. Since this
condition is irrelevant with the transmit power, the performance of the proposed
date offloading scheme is not affected by the transmit power of the users. Finally,
it is observed that when the number of users is larger than 12, the proposed
data offloading scheme is always optimal. This indicates that the proposed data
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offloading scheme can achieve a good performance even when the number of users
is not large.

Incentive Mechanisms

In this subsection, two numerical examples are given to investigate the proposed
incentive mechanisms.

Example 1: The Utility of the MNO
In this example, we assume that there are two heterogeneous APs existing in the
HetNet. The simulation parameters are given as c1 D 2, c2 D 3, T1 D T2 D 5,
w1 D 0:2, w2 D 0:3, and � D 50. It is observed from Fig. 9 that the utility function
of the MNO is neither convex nor concave in p and B . It is also observed that when
both p and B are large or small, the utility of the MNO is low, while the MNO’s
utility is high when one of them (either p or B) is large and the other one of them
is small. This indicates that the MNO should in general adopt either the low-salary
high-bonus strategy or the high-salary low-bonus strategy to achieve high utilities.

Example 2: Subgame NE Analysis
In this example, we assume that there are three heterogeneous APs existing in the
HetNet. The simulation parameters are chosen as follows: c1 D 2, c2 D 3, c3 D 4,
T1 D T2 D T3 D 5, w1 D 0:2, w2 D 0:3, and w3 D 0:5. In this example, we
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investigate the subgame equilibrium behavior of WiFi APs for given p and B . It is
observed that for the same p and B , the AP with lower cost is willing to offload
more data. Increasing the salary rate p is more effective in boosting up the amount
of data offloaded. The AP with lower wi is more sensitive to the bonus changes.
When the bonus increases, the amount of offloaded data increases faster for the AP
with lower wi . This is because that the bonus distribution not only depends on di
but also depends on wi in the proposed incentive mechanism. Thus, in order to get
the same partition of the bonus, the AP with lower wi must offload more data than
the AP with higher wi . This also indicates that the proposed bonus scheme is bias
toward to the AP with good quality of service wi and thus provides an incentive for
APs to improve their service quality (Fig. 10).

Conclusions

In this chapter, we have investigated the association rules and incentive mechanisms
for mobile data offloading problem through a third-party WiFi AP in a cellular
mobile system. Firstly, using a simple incentive mechanism, we have formulated
the user association problem as an utility maximization problem. By considering
whether the successive interference cancelation (SIC) decoders are available at the
BS and/or the WiFi AP, different utility functions are considered. When the SIC
decoders are available at both the BS and the WiFi AP, the utility maximization
problem can be solved by considering its relaxation problem. It is strictly proved
that the proposed user association scheme is near optimal when the number of users
is large. When the SIC decoders are not available at both the BS and the WiFi AP,
we have rigorously proved that the optimal solution is one-one association, i.e., one
user connects to the BS, and the other user connects to the WiFi AP. When the
SIC decoder is only available at the BS, we have shown that there is at most one
user connecting to the WiFi AP and all the other users connect to the BS. We have
rigorously proved that SIC decoders are beneficial for the cellular operator in terms
of maximizing its utility. Secondly, to provide strong incentives for WiFi APs to
provide data offloading service, we proposed an incentive mechanism using both
salary and bonus. We investigated the interactions between the MNO and the WiFi
APs using the Stackelberg game model. Under the Stackelberg game formulation,
we derived the optimal amount of data that each WiFi AP was willing to offload
and investigated the optimal bonus and salary rate that the MNO should set in order
to maximize its utility. It has been shown that the MNO should adopt a low-salary
high-bonus strategy or a high-salary low-bonus strategy to achieve a higher utility.
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Abstract

Cognitive radio-enabled heterogeneous networks are an emerging technology to
address the exponential increase of mobile traffic demand in the next-generation
mobile communications. Recently, many technological issues such as resource
allocation and interference mitigation pertaining to cognitive heterogeneous
networks have been studied, but most studies focus on maximizing spectral
efficiency. This chapter introduces the resource allocation problem in cognitive
heterogeneous networks, where the cross-tier interference mitigation, imperfect
spectrum sensing, and energy efficiency are considered. The optimization of
power allocation is formulated as a non-convex optimization problem, which is
then transformed to a convex optimization problem. An iterative power control
algorithm is developed by considering imperfect spectrum sensing, cross-tier
interference mitigation, and energy efficiency.

Keywords
Cognitive heterogeneous networks � Fairness � Imperfect spectrum sensing �

Orthogonal frequency division multiple access (OFDMA) � Power control �

Resource allocation Sensing time optimization

Introduction

Demand for mobile data traffic is increasing exponentially due to the wide usage
of smart mobile devices and data-centric applications in mobile Internet. As a
promising technology in the fifth-generation (5G) mobile communications, small
cell can offload heavy traffics from primary macrocells by shortening the distance
between basestation and users. Since small cell can effectively improve the coverage
and spatial reuse of spectrum by deploying low-power access points, it is not
surprising that small cell has attracted much research interests in both industry and
academia. However, the benefits of small cell deployments come with a number of
fundamental challenges, which include spectrum access, resource allocation, and
interference mitigation [1–7].

Cognitive radio is also an emerging technology to improve the efficiency of
spectrum access in the 5G networks [8]. The cognitive capabilities can improve
the spectrum efficiency, radio resource utilization, and interference mitigation
by efficient spectrum sensing, interference sensing, and adaptive transmission.
Therefore, a cognitive radio-enabled small cell network can further improve the
system performance by coexisting with a macrocell network [9]. There are three
ways for a cognitive small cell to access the spectrum potentially used by a primary
macrocell: (1) spectrum sharing, where the cognitive small cell can share the
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spectrum with the primary macrocell; (2) opportunistic spectrum access, where the
cognitive small cell can opportunistically access the spectrum that is detected to
be idle; and (3) hybrid spectrum sensing, where the cognitive small cell senses
the channel status and optimizes the power allocation based on the spectrum
sensing result.

Orthogonal frequency division multiple access (OFDMA) working jointly with
cognitive small cell can improve spectrum efficiency and energy efficiency via
resource allocation and interference mitigation [10]. In [11], the authors investigated
the resource allocation problems based on multistage stochastic programming for
stringent quality of service (QoS) requirements of real-time streaming scalable
videos in cognitive small cell networks. The issues on spectrum sensing and
interference mitigation were studied in [12], where an interference coordination
approach was adopted. Opportunistic cooperation between cognitive small cell
users and primary macrocell users was provided for cognitive small cell net-
works based on a generalized Lyapunov optimization technique [13]. In [14],
a spectrum-sharing scheme between primary macrocell and secondary small cell
was investigated, and bounds on maximum intensity of simultaneously transmitting
cognitive small cell that satisfies a given per-tier outage constraint in these schemes
were theoretically derived using a stochastic geometry model. In [15], interferences
due to different interfering sources were analyzed within cognitive-empowered
small cell networks, and a stochastic dual control approach was introduced for
dynamic sensing coordination and interference mitigation without involving global
and centralized control efforts. Moreover, energy-efficient resource allocation has
also been investigated for cognitive radio and small cell. In [16], the energy
efficiency aspect of spectrum sharing and power allocation was studied using a
Stackelberg game in heterogeneous cognitive radio networks with femtocells. While
in [17], Nash equilibrium of a power adaptation game was derived to reduce
energy consumption. Moreover, interference temperature limits, originated from
the cognitive radio, were used in [18] to mitigate cross-tier interferences between
macrocell and small cell.

This chapter includes two parts. In the first part, the power control and sensing
time optimization problem in a cognitive small cell network are discussed. The
resource allocation problem is solved by two new algorithms. In the second part,
an iterative subchannel and power allocation algorithm is applied to the cognitive
femtocells. The effectiveness of the provided algorithm in terms of capacity and
fairness when compared to the other existing algorithms is verified by simulation.

Sensing Time Optimization and Power Control for
Energy-Efficient Cognitive Small Cell with Imperfect Hybrid
Spectrum Sensing

In this part, we study the optimization of sensing time and power control in an
OFDMA-based cognitive small cell by considering energy efficiency, QoS require-
ment, cross-tier interference limitation, and imperfect hybrid spectrum sensing.
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System Model and Problem Formulation

System Model
We consider an OFDMA cognitive small cell network where a co-channel cognitive
small cell is overlaid on a primary macrocell and focus on resource allocation in
the downlink of the cognitive small cell. The OFDMA system has a bandwidth of
B , which is divided into N subchannels. The channel fading of each subcarrier
is assumed to be the same within a subchannel, but may vary across different
subchannels. The channel model for each subchannel includes path loss and
frequency-nonselective Rayleigh fading. Before the small cell accesses the spectrum
licensed to the primary macrocell, cognitive small basestation (CSBS) performs
spectrum sensing to determine the occupation status of the subchannels. In each
time frame, the cognitive small cell can sense N subchannels by energy detection-
based spectrum sensing. The CSBS adapts the transmit power based on the spectrum
sensing result [19]. The Ho

n is the hypothesis that the nth subchannel is occupied
by the primary macrocell. The QH o

n represents the spectrum sensing result that the
nth subchannel is occupied by the primary macrocell. The Hv

n is the hypothesis
that the nth subchannel is not occupied by the primary macrocell. The QH v

n

represents the spectrum sensing result that the nth subchannel is not occupied
by the primary macrocell. The probabilities of false alarm and mis-detection on
subchannel n are qfn and qmn , respectively. The user signal of the primary macrocell
is a complex-valued phase shift keying (PSK) signal, and the noise at CSBS is
circularly symmetric complex Gaussian (CSCG) with mean zero and variance �2

[19]. According to [20], the probability of mis-detection qmn can be approximated by

qmn ."n; �/ D 1 �Q

 � "n
�2
� �n � 1

�s �f

2�n C 1

!
(1)

where "n is a chosen threshold of energy detector on subchannel n, � is the spectrum
sensing time, �n is the received signal-to-noise ratio (SNR) of the primary macrocell
user measured at the CSBS on subchannel n, f is the sampling frequency, and the
standard Gaussian Q-function is defined as

Q.x/ D
1
p
2�

Z 1
x

exp.�t 2=2/dt : (2)

The probability of false alarm q
f
n can be approximated by [20]

q
f
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� 1
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��
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�f �n
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wherebqdn is the target probability of detection.
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Fig. 1 The frame structure of cognitive small cell networks

The frame structure of the considered cognitive small cell network is shown
in Fig. 1 [20]. As can be seen from Fig. 1, a spectrum sensing duration/time �
is inserted in the beginning of each frame. The CSBS adapts its transmit power
based on the spectrum sensing decision made in the beginning of each frame. If
the subchannel n is detected to be idle ( QH v

n ), the cognitive small cell can transmit
high-power P v

s;n; if the subchannel n is detected to be occupied ( QH o
n ), the cognitive

small cell can transmit low-power P o
s;n in order to mitigate the interference caused

to the primary macrocell. This approach is called hybrid spectrum sensing, and
it is different from the opportunistic spectrum access and the spectrum-sharing
approach. Based on the Shannon’s capacity formula, when the spectrum sensing
result is idle, the achievable capacity on subchannel n in the small cell is given
by [19]

Rv;n D log2

�
1C

gss;n � P
v
s;n

�2


(4)

where gss;n is the channel gain of subchannel n between the small cell user and
CSBS. If the spectrum sensing result is active/occupied, the achievable capacity on
subchannel n in the small cell is given by [19]

Ro;n D log2

 
1C

gss;n � P
o
s;n

gms;n � P o
m;n C �

2

!
(5)

where gms;n is the channel gain of subchannel n between the macrocell basestation
(MBS) and CSBS and P o

m;n is the transmit power of MBS on subchannel n.
In a cognitive heterogeneous network, which typically consists of a cognitive

small cell and a primary macrocell, imperfect spectrum sensing of CSBS can
cause severe co-channel interference to the primary macrocell and thus degrade
the performance of the heterogeneous cognitive small cell networks [19]. Since
it is the CSBS that determines whether a subchannel is occupied by the primary
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macrocell or not, according to [19], four different cases are to be considered as
follows.

• Case 1: subchannel n is vacant in primary macrocell, and the spectrum sensing
decision made by CSBS is vacant;

• Case 2: subchannel n is vacant in primary macrocell, but the spectrum sensing
decision made by CSBS is occupied;

• Case 3: subchannel n is occupied in primary macrocell, but the spectrum sensing
decision made by CSBS is vacant;

• Case 4: subchannel n is occupied in primary macrocell, and the spectrum sensing
decision made by CSBS is occupied.

For the first and fourth cases, the CSBS makes the correct decisions. On the other
hand, the second case is false alarm, and the third case is mis-detection. Therefore,
the achievable capacities on subchannel n in small cell can be calculated for the four
different cases as [19]

R1;n D log2

�
1C

gss;n � P
v
s;n

�2


; (6)

R2;n D log2

�
1C

gss;n � P
o
s;n

�2


; (7)

R3;n D log2

�
1C

gss;n � P
v
s;n

gms;n � Pm;n C �2


; (8)

R4;n D log2

�
1C

gss;n � P
o
s;n

gms;n � Pm;n C �2


: (9)

Our objective is to maximize energy efficiency of cognitive small cell networks
by optimizing sensing time and power allocation. The energy efficiencies of those
four cases [19] are defined as follows:

	1;n D
R1;n

P v
s;n C Pc

; (10)

	2;n D
R2;n

P o
s;n C Pc

; (11)

	3;n D
R3;n

P v
s;n C Pc

; (12)

	4;n D
R4;n

P o
s;n C Pc

(13)

where Pc is the constant circuit power consumption which includes lowpass filter,
mixer for modulation, frequency synthesizer, and digital-to-analog converter [21]
and Pc is assumed to be independent of the transmitted power [22].
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The average energy efficiency of subchannel n in the hybrid spectrum sensing
scheme is [19]

	n D P
�
H v
n

� �
1 � q

f
n ."n; �/

�
	1;n

CP
�
H v
n

�
q
f
n ."n; �/ 	2;n

CP
�
H o
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�
qmn ."n; �/ 	3;n

CP
�
H o
n

� �
1 � qmn ."n; �/

�
	4;n

(14)

whereP .H v
n / andP .H o

n / are the probabilities of vacant status and occupied status
of subchannel n, respectively.

Since the resource allocation is performed in CSBS, the transmit power of CSBS
on subchannel n is constrained by [19]
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2
66664
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3
77775
T � �

T
� Pmax (15)

where Pmax is the maximum average transmit power of CSBS.
Since primary macrocells play a fundamental role in providing cellular coverage,

macrocell users’ QoS should not be affected by cognitive small cell’s deployment.
Therefore, to implement cross-tier interference protection, an average interference
power limit is imposed to constrain the cross-tier interference suffered by macrocell
[19]. Let I thn denote the maximum tolerable interference level on subchannel n for
the macrocell user. We have

P
�
H o
n

�
� gsm;n

"
qmn ."n; �/ P

v
s;nC�

1 � qmn ."n; �/
�
P o
s;n

#
T � �

T
� I thn ;8n (16)

where gsm;n is the channel power gain from the small cell to the macrocell user on
subchannel n.

In order to guarantee the QoS for the small cell, a minimum transmit data rate
constraint is introduced as [19]

P
�
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n

� �
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�
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�
R4;n 	 Rmin

(17)

where Rmin is the minimum transmit data rate requirement of each subchannel.
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For a target detection probability ofbqdn on subchannel n, substitutingbqdn into (1),
we obtain

� "n
�2
� �n � 1

�s �f

2�n C 1
D Q�1

�bqdn � : (18)

Therefore, for a given sensing time b� , the detection threshold "n can be deter-
mined as

"n D

 s
2�n C 1

b�f Q�1
�bqdn �C �n C 1

!
�2;8n: (19)

Problem Formulation
In this part, the aim is to maximize the cognitive small cell’s energy efficiency while
protecting QoS of the primary macrocell users. The cross-tier interference power
limit is sent by a primary MBS periodically. This process requires little overhead in
the primary macrocell. In this case, the sensing time optimization and power control
in primary macrocell are not part of optimization [19]. Thus, the corresponding
sensing time optimization and power allocation problem for the downlink CSBS
can be mathematically formulated as [19]
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f�;Pvs ;Pos g
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where Pvs D Œpvs;n�1�N and Pos D Œpos;n�1�N are the power allocation vectors of the
N subchannels in the cognitive small cell. In (21), C1 limits the maximum transmit
power of each CSBS to Pmax; C2 sets the tolerable interference power level on each
subchannel of the macrocell user on subchannel n; C3 represents minimum QoS
requirement of each subchannel; C4 represents the nonnegative power constraint of
the transmit power on each subchannel; C5 expresses the constraint of sensing time
in each frame.

Note that the optimization problem in (20) under the constraints of (21) is non-
convex with respect to f�;Pvs ;P

o
s g [19]. Therefore, the problem of energy-efficient

power control is investigated given the sensing timeb� .

Energy-Efficient Resource Optimization in One Cognitive
Small Cell

Transformation of the Optimization Problem
Given the sensing timeb� , the power control problem in (20) under the constraints
of (21) can be classified as a nonlinear fractional programming problem. Since the
joint optimization problem of Pvs and Pos in (20) can be decoupled into two separate
subproblems, namely, one for Pvs and the other for Pos [19]. The subproblem related
to Pvs is first solved. Since subchannels in (20) are independent, a nonnegative
variable 	�

13;n
is defined for the sum of average energy efficiencies on subchannel

n in Case 1 and Case 3 as [19]

	�13;n D

(
P .H v

n /.1 � q
f
n ."n; O�//R1;n. O�; QP

v
s;n/

CP .H o
n /q

m
n ."n; O�/R3;n. O�;

QP v
s;n/

)

QP v
s;n C Pc

(22)

where eP v
s;n is the optimal solution to the problem of (20) under the constraints

of (21).

Theorem 1. 	�
13;n

is achieved if and only if (80) where the P v
s;n in (80) is one of the

feasible solutions to (20) under the constraints of (21).
The proof is provided in Appendix.
According to the Theorem 1, the objective function with respect to Pos in

fractional form can also be transformed to a subtractive form by introducing a
nonnegative variable 	�

24;n
.

Iterative Energy Efficiency Maximization Algorithm
To solve the transformed optimization problem in the subtractive form under the
constraints of (20), Algorithm 1 [19] is provided.
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Algorithm 1 Energy-efficient power control algorithm
1: Initialize the maximum number of iterations Lmax and convergence tolerance "	;
2: Set 	13;n.1/ D 0, 	24;n.1/ D 0, l D 0;
3: Initialize power allocation with an equal power distribution and begin the outer loop;
4: for n D 1 to N do
5: repeat
6: a) The inner loop power control problem is solved with outer loop results 	�

13;n .l/,
	�

24;n .l/, the Lagrangian method and (28), (31);
7: b) Then, the power control solution P v

s;n.l/ and P o
s;n.l/ can be obtained;
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v
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9: Convergence= true;eP v
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11: else
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13: Convergence= false, l D l C 1;
14: end if
15: if .P .H v
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19:
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20: Convergence= false, l D l C 1;
21: end if
22: until Convergence= true or l D Lmax

23: end for

As shown in Algorithm 1, in each iteration of the outer loop, the l th inner loop
power control problem is given as

max
fPvs ;Pos g
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s:t: C1 � C4: (24)
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Since the optimization problem of (23) under the constraints of (24) is convex with
respect to Pvs and Pos . The Lagrangian function is given by (25)
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where �, �n, and �n are the Lagrangian multipliers (also called dual variables)
vectors for the constraints C1, C2, and C3 in (21), respectively. Thus, the Lagrangian
dual function is [19] defined as

g.�;�; �/ D max
Pvs ;Pos

L.Pvs ;P
o
s ; �;�; �/: (26)

The dual problem can be expressed as [19]

min
�;�;��0

g.�;�; �/: (27)

Using Lagrangian function and the Karush-Kuhn-Tucker (KKT) conditions, the near
optimal solution of eP v

s;n on subchannel n can be obtained as
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where Œx�C D maxfx; 0g, andAv;n andBv;n are given by (29) and (30), respectively.
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Similar to eP v
s;n, the near optimal solution of eP o

s;n on subchannel n can be obtained as
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where Ao;n and Bo;n are given by (32) and (33), respectively.
Either the ellipsoid or the subgradient method can be adopted in updating the dual

variables [23]. Here, the subgradient method is chosen to update the dual variables,
and the update formulas are (34), (35), and (36)
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where #l1, #
l
2, and #l3 denote the step size of iteration l .l 2 f1; 2; : : : ; Lmaxg/for �,

�, and �, respectively, and Lmax is the maximum number of iterations. Meanwhile,
the step size must meet the following conditions

1X
lD1

#li D1; lim
l!1

#li D 0; 8i 2 f1; 2; 3g : (37)

Algorithm 1 is provided to optimize the power P v
s;n and P o

s;n of (20) given the
sensing time O� [19]. In Algorithm 1, the process of power control is decomposed
to inner loop problem and outer loop problem. In each iteration, both 	�13;n .l/
and 	�24;n .l/ can be found through outer loop, the inner loop control problem is
solved by the outer loop results 	�13;n .l/ and 	�24;n .l/, the Lagrangian method and
(28), (31).

The near optimal sensing time scheme can be found in Algorithm 2 [19] based
on a one-dimensional exhaustive search.

Algorithm 2 is provided to optimize the sensing time in (20) when the optimal
power through Algorithm 1 has been obtained. Therefore, running Algorithm 1 with
b�.l/ to obtain the optimal power eP v

s;n and eP o
s;n has to be firstly done in Algorithm 2.

Then the optimal sensing time is found based on a one-dimensional exhaustive
search.

Complexity Analysis
The computational complexity of the provided algorithms is analyzed in this
subsection. Suppose the subgradient method used in Algorithm 1 reguires �1

iterations to converge; the updates of � need O .1/ operations; � and � need O .N/
operations each. The method used in Algorithm 1 to calculate 	�13;n and 	�24;n on each
subchannel in a small cell needs �2 iterations to converge. The total complexity
of Algorithm 1 is thus O.N2�1�2/. The parameters �1 and �2 can be small
enough if the initial values of �, � and � are well chosen, together with suitable

Algorithm 2 Near optimal energy-efficient sensing time scheme
1: Initialize the maximum number of iterations Lmax and convergence tolerance "�
2: Set l D 0; Initializeb�.l/;
3: repeat
4: Run Algorithm 1 withb�.l/ to obtain the optimal powereP v

s;n andeP o
s;n;

5: P v
s;n.l/ DeP v

s;n, P o
s;n.l/ DeP o

s;n;

6: b�.l/ D max
�

NP
nD1

T��
T
	n
�
�; P v

s;n.l/; P
o
s;n.l/

�
;

7: if
ˇ̌b�.l/�b�.l � 1/ˇ̌ � "� then

8: Convergence= true,e� Db�.l/;
9: else

10: Convergence= false, l D l C 1;
11: end if
12: until Convergence= true or l D Lmax
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values of iteration step sizes. In Algorithm 2, finding the optimal sensing time
for each subchannel requires O .L/ operations. Therefore, the total computational
complexity of Algorithm 2 is O .NL/ for the network with N subchannels [19].

Energy-Efficient Resource Optimization in Multiple Cognitive
Small Cells

Multiple Cognitive Small Cells Scenario
In this subsection, the energy-efficient resource optimization is investigated in
multiple cognitive small cells. The aforementioned method is applied to optimize
the energy efficiency in multiple cognitive small cells network, where the interfer-
ence between small cells will be considered. In multiple cognitive small cells, to
maximize the total energy efficiency with the consideration of co-tier interference
mitigation, the problem in (20) under the constraints of (21) can be formulated
as [19]
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where  D Œ� �1�K is the sensing time vector of K cognitive small cells, N

is the number of subchannels in each small cell, and Pv
ms D

h
P v
s;k;n

i
K�N

and

Po
ms D

h
P o
s;k;n

i
K�N

are the power allocation vectors of the N subchannels in K

cognitive small cells. Constraint C1 limits the maximum transmit power of each
CSBS to Pmax; C2 sets the tolerable interference power level for each small cell on
each subchannel of the macrocell user on subchannel n; C3 represents minimum
QoS requirement of each subchannel; C4 represents the tolerable interference
power level from other small cells, where �thk;n denotes the co-tier interference limits
on the nth subchannel in the kth small cell; C5 represents the nonnegative power
constraint of the transmit power on each subchannel; C6 expresses the constraint of
sensing time in each frame.

First of all, similar to the problem in (20), the problem of power control in
(38) under the constraints of (39) can be decoupled into two separate subproblems
respect to Pv

ms and Po
ms, respectively, when the sensing time O�k is given. The

subproblem respect to Pv
ms is dealt with [19]. The variable 	13

�

k;n is defined as

	13
�

k;n D
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(40)
where 	13

�

k;n represents the sum of average energy efficiencies on the nth subchannel

of the kth small cell in Case 1 and Case 3. QP v
s;k;n is the optimal solution to the

problem of (38) under the constraints of (39).
Therefore, the optimization problem of (38) is transformed as optimization

problem of (40) under the constraints of (39) [19]. Subsequently, Algorithm 1 is
used to solve the transformed problem [19], and the near optimal solution can be
obtained [19]
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where Av;k;n and Bv;k;n are given by
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Similar to QP v
s;k;n, the near optimal solution can be obtained
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(44)

where Ao;k;n and Bo;k;n are given by (45) and (46), respectively.
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Finally, the near optimal sensing time for each small cell can be found in
Algorithm 2 based on a one-dimensional exhaustive search [19].

Complexity Analysis
In this part, the computational complexity of the provided algorithms in multiple
small cells network is analyzed. Similar to the single small cell case, suppose
the subgradient method used in Algorithm 1 needs �1 iterations to converge; the
updates of 	 need O .N/ operations; � and � need O .KN/ operations each. The
method used in Algorithm 1 to calculate 	�13;n and 	�24;n on each subchannel in a
small cell needs �2 iterations to converge. The total complexity of Algorithm 1
is thus O.N2K2�1�2/. The parameters �1 and �2 can be small enough if the
values of iteration step sizes and initial values of 	, �, and � are well chosen.
In Algorithm 2, finding the optimal sensing time for each subchannel requires
O .L/ operations. Therefore, the total computational complexity of Algorithm 2
is O .KNL/.

Simulation Results and Discussion

In this part, simulation results are presented to evaluate the performance of the
provided algorithms. The sampling frequency f is 6MHz, T D 0:1 s, N D 50, and
�2 D 1 � 10�4. The channel gains are modeled as block faded and exponentially
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Fig. 2 Convergence in terms of average energy efficiency of small cell on each subchannel versus
the number of iterations

distributed with mean of 0.1. The transmit power on each subchannel of primary
macrocell is set at 25mW. The QoS requirement of minimum data rate requirement
is set as 0:3 bps/Hz. The target detection probability bqdn is set as 90% unless
otherwise specified [19].

In Fig. 2, the convergence of Algorithm 1 is evaluated with the Pmax D 15 dBm,
the cross-tier interference limit I thn D �10 dBm. As can be seen from Fig. 2,
the average energy efficiency of small cell on each subchannel converges after
nine iterations. This result, together with the previous analysis, indicates that the
provided Algorithm 1 is practical in cognitive small cell [19].

Figure 3 displays the average energy efficiency of each subchannel in cognitive
small cell network when the sensing time increases from 0:0005 to 0:015 s with
Pmax D 5; 10; 13; 15 dBm, the cross-tier interference limit I thn D �10 dBm. The
relation between sensing time and the average energy efficiency of each subchannel
is exhibited [19]. As shown in Fig. 3, the average energy efficiency of each
subchannel in cognitive small cell first increases and then drops when the sensing
time is increased from 0:0005 to 0:015 s. It is estimated that the near optimal sensing
time is between 0:002 and 0:004 s. Larger value of Pmax results in higher average
energy efficiency because a larger value of Pmax enlarges the feasible region of the
variables in the original optimization problem in (20)–(21).

Figure 4 shows the trend of average energy efficiency of each subchannel in
cognitive small cell whenPmax increases from 5 to 25 dBm [19]. The target detection
probabilities bqdn D 0:8; 0:9 and cross-tier interference limit I thn D �10 dBm in
Fig. 4. As shown in Fig. 4, the average energy efficiency of each subchannel of



19 Resource Allocation in Spectrum-Sharing Cognitive Heterogeneous Networks 653

0 0.005 0.01 0.015
0.85

0.9

0.95

1

1.05

1.1

Sensing time (s)

A
ve

ra
ge

 e
ne

rg
y 

ef
fic

ie
nc

y 
(b

ps
/H

z/
W

)

P
max

=5 dBm

P
max

=10 dBm

P
max

=13 dBm

P
max

=15 dBm
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Fig. 4 Average energy efficiency versus Pmax with different target detection probabilities

cognitive small cell increases when Pmax is increased from 5 to 25 dBm, because
a larger value of Pmax results in a larger optimal power in (20)–(21). A larger target
detection probability which results in better performance of the optimal average
energy efficiency from Fig. 4 can be seen. The reason is that a larger target detection
probability makes it more accurate in detection of spectrum sensing [19].
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small cell on each subchannel

Figure 5 shows the relation between cross-tier interference limit and the average
energy efficiency of each subchannel with a different target detection probability.
As shown in Fig. 5, the average energy efficiency of each subchannel in cognitive
small cell increases when I thn is changed from �15 to 5 dBm. Similar to Fig. 3, this
is because that a larger value of I thn can enlarge the feasible region of the optimizing
variable of power in (20)–(21).
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Figure 6 shows the performance comparison of average spectral efficiency
with different schemes. The combined scheme is the combination of the provided
Algorithm 1 and the provided near optimal sensing time scheme. Fixed sensing
time scheme is the combination of the provided Algorithm 1 and a random selected
sensing time scheme. Fixed power scheme is the combination of equal power
allocation and the provided optimal sensing time scheme [19]. As shown in Fig. 6,
the average spectral efficiency of each subchannel in the cognitive small cell with
Pmax increases from 5 to 25mW. However, the combined scheme outperforms the
fixed sensing time scheme and the fixed power scheme obviously.

Figure 7 provides the energy efficiency performance comparison between com-
bined scheme and the other methods. In Fig. 7, the average energy efficiency of
each subchannel in the cognitive small cell is shown when Pmax increases from 8 to
18mW, where the target detection probabilitybqdn D 0:9 and cross-tier interference
limit I thn D �10 dBm. As shown in Fig. 7, the combined scheme can achieve 15%
higher energy efficiency than the fixed sensing time scheme. Fixed power scheme
has the lowest curve, because of equal power allocation [19].

Figure 8 shows the relation between cross-tier interference limit and the optimal
sensing time. As shown in Fig. 8, the near optimal sensing time decreases with an
increase of I thn . Because when using KKT conditions related to C2, larger I thn
results in larger optimized sensing time. Moreover, a larger value of Pmax results
in smaller optimized sensing time.

Figure 9 shows the relation between the sensing time and average energy
efficiency of each subchannel in cognitive small cell network with a different
cross-tier interference limit. As shown in Fig. 9, similar to Fig. 3, the average energy
efficiency of each subchannel in cognitive small cell first increases and then drops
as the sensing time is increased from 0:0005 to 0:015 s. It is because that the near
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Fig. 7 Performance comparison of different schemes in terms of average energy efficiency of
small cell on each subchannel
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optimal sensing time is between 0:002 and 0:004 s. Larger I thn value results in higher
average energy efficiency since a larger of value of I thn leads to a larger optimization
variable region in (20)–(21) [19].

Figure 10 displays the trend of average energy efficiency of each subchannel
in cognitive small cell when Pmax increases from 5 to 25 dBm with cross-tier
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Fig. 10 Average energy efficiency versus Pmax with different cross-tier interference limits

interference limit I thn D �20;�5 dBm and target detection probability bqdn D 0:9

[19]. Similar to Fig. 4, Fig. 10 shows that the average energy efficiency of each
subchannel in cognitive small cell increases when Pmax is increased from 5 to
25 dBm. Besides, the larger cross-tier interference limit can result in improved
performance in average energy efficiency.

Figure 11 shows the convergence performance of Algorithm 1 in the network
consists of multiple cognitive small cells under the different circuit power Pc . As
shown in Fig. 11, the total average energy efficiency on each subchannel of all small
cells converges after 12 iterations. The practical applicability of Algorithm 1 in the
multiple cognitive small cells is demonstrated through this figure.

Figure 12 shows that the total average energy efficiency on each subchannel of all
small cells versus the number of small cells in network with the co-tier interference
limits �th D �10;�20 dBm, and Pmax D 15 dBm. As shown in Fig. 12, the total
average energy efficiency on each subchannel of all small cells increase gradually
with the number of small cells. However, the rate of increase is diminishing, and
it is caused by the co-tier interference among small cells [19]. A larger co-tier
interference limit which results in better performance of the optimal total average
energy efficiency can be seen. It implies that the provided method not only can
optimize the energy efficiency but also can mitigate the co-tier interference in
multiple cognitive small cells.

Figure 13 shows the total average energy efficiency on each subchannel of all
the small cells versus the number of small cells in network with the cross-tier
interference limits I thn D �10;�13 dBm, and Pmax D 15 dBm. The total average
energy efficiency on each subchannel increases and then drops when the number of
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small cells is increased from 5 to 30. The slope of lines is diminishing. Therefore,
the provided scheme can mitigate the cross-tier interference when optimizing the
energy efficiency.

Interference-Limited Resource Optimization in Cognitive
Femtocells with Fairness and Imperfect Spectrum Sensing

This part studies joint subchannel and power allocation in OFDMA-based cognitive
femtocells under femtocell user (FU) fairness constraints, QoS requirement, and
co-/cross-tier interference temperature limits with imperfect spectrum sensing.

System Model

In the system model [18], we consider an OFDMA uplink of a network with
one primary macrocell and K co-channel cognitive femtocells which are deployed
randomly in the coverage area of a macrocell. Let M and F denote the numbers of
active macro users (MUs) inside the primary macrocell and FUs in each cognitive
femtocell, respectively. The OFDMA system has a bandwidth of Bw, which is
divided into Ntotal subchannels. The channel model for each subchannel includes
path loss and frequency-nonselective Rayleigh fading [18]. We focus on a resource
allocation problem in the uplink of cognitive femtocells. The FUs opportunistically
access the spectrum licensed to the primary macrocells via cognitive FBS, as
illustrated in Fig. 14 [18]. In each time slot, the secondary network can sense Ntotal
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Fig. 14 A cognitive heterogeneous macro/femto network model

subchannels and opportunistically access idle channels by energy detection-based
spectrum sensing. In a spectrum sensing period, the cognitive femtocell network
senses Ntotal subchannels licensed to the primary macrocell network and determines
available vacant/idle subchannels, which are denoted as N D 1; 2; : : : ; N .
Throughout this part, a cognitive femto base station is assumed to have perfect
channel state information (CSI) between FBS and cognitive FUs/primary MUs.
Therefore, the total capacity of the cognitive femtocell networks using resource
scheduling schemes [18] will serve as an upper bound of the achievable capacity
with channel estimation errors in practical scenarios.

The received signal-to-interference-plus-noise ratio (SINR) `F
k;i;n at the kth

(k 2 f1; : : : ; Kg) cognitive FBS from its FU i (i 2 f1; : : : ; F g) in the nth
(n 2 f1; : : : ; N g) subchannel is given as [18]

`F
k;i;n D

pF
k;i;n„

FF
k;k;i;n

KP
jD1;j¤k

FP
vD1

pF
j;v;n„

FF
k;j;v;n C p

M
w;n„

FM
k;w;n C �

2

(47)

where pF
k;i;n is FU i ’s transmit power on subchannel n in cognitive femtocell k;

„FF
k;j;v;n and „FM

k;w;n are the channel gains on subchannel n from FU v in cognitive
femtocell j and from MU w to FBS k, respectively; w is a specific MU using
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subchannel n; pM
w;n is MU w’s transmit power in subchannel n; and �2 is the additive

white Gaussian noise (AWGN) power [18]. In such a case, based on the Shannon’s
capacity formula, the uplink capacity on subchannel n of FU i in cognitive femtocell
k can be calculated by [18]

RF
k;i;n D log2

�
1C `F

k;i;n

�
: (48)

Optimization Framework with Imperfect Spectrum Sensing

Imperfect Spectrum Sensing
Spectrum sensing has been extensively investigated in the previous works [24, 25].
Here, a cooperative spectrum sensing scheme [26] is presented, in which each
cognitive FU senses subchannels and sends the sensing results to a cognitive
FBS. Then, the cognitive FBS makes decision to determine whether or not the
subchannels are vacant.

The interference from cognitive femtocell networks to primary macrocell net-
works occurs due to the following two reasons. One is the out-of-band emissions
and the other is the spectrum sensing errors. The out-of-band emissions are due
to power leakage in the sidelobes of OFDM signals [27]. The amount of out-of-
band interference power of subchannel n introduced to subchannel j occupied by a
primary macrocell (with unit transmit power) can be expressed as [18]

I sk;i;n D

Z f cs C
Bw

2Ntotal
Cf cn

f cs �
Bw

2Ntotal
Cf cn

'.f /„FMk;i;n;sdf (49)

where f c
n and f c

s are the center frequencies of subchannel n and s, respectively, and
„FMk;i;n;s is the channel gain from cognitive FU to primary MBS in subchannel s. In
(47), power spectrum density (PSD) of OFDM signal '.f / is given as [18]

'.f / D
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n /T /

�.f � f c
n /

2
(50)

where T is the duration of an OFDM symbol.
Based on the analysis of the last part, there are four different cases in the cognitive

femtocells network. Similarly, the probabilities for Cases 1, 2, 3, and 4 [18] for
subchannel s are defined �1;s , �2;s , �3;s , and �1;s , respectively.

Based on the above analysis, the uplink cross-tier interference from cognitive
femtocell to primary MBS, caused by out-of-band emission and co-channel inter-
ference, can be formulated as [18]
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(51)
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where Nv and No are the sets of vacant and occupied subchannels, respectively, and
they are determined by the cognitive FBS. The amount of out-of-band interference
power of subchannel n introduced to a primary macrocell-occupied subchannel j ,
with unit transmit power, can be expressed as I sk;i;n. In other words, since I sk;i;n is
calculated by unit transmit power, I sk;i;n is the unit interference power here, which
can be seen as channel gain. Moreover, both �3;s and �4;s are the probabilities, and
therefore QGMF

k;i;n can be interpreted as the channel gain on subchannel n from user i
in cognitive femtocell k to the primary MBS [18].

General Optimization Framework
First, for resource allocation in cognitive femtocell networks, the total transmit
power of cognitive FU is constrained by

NX
nD1

�k;i;np
F
k;i;n � Pmax; 8k; i (52)

where �k;i;n 2 f0; 1g is the subchannel allocation indicator, and �k;i;n D 1 indicates
that subchannel n is occupied by user i in cognitive femtocell k; otherwise �k;i;n D
0. Pmax is the maximum transmit power of each cognitive FU [18].

Second, to maintain communication quality of cognitive FUs, a QoS requirement
in terms of SINR is introduced for each FU. Thus, the QoS requirement can be
written as [18]

NX
nD1

�k;i;nR
F
k;i;n 	 R

0
k;i ; 8k; i (53)

where R0k;i is the QoS requirement for user i in cognitive femtocell k.
Third, a subchannel should be assigned to no more than one user at a time in a

cognitive femtocell. Therefore, the subchannel assignment can be performed based
on [18]

FX
iD1

�k;i;n � 1; 8k; n: (54)

Fourth, to obtain the fairness on FUs’ level, the upper and lower bounds of the
number of subchannels assigned to user i in cognitive femtocell k are set as [18]

�L;k;i �

NX
nD1

�k;i;n � �U;k;i ; 8k; i (55)

where �U;k;i and �L;k;i are the upper and lower bounds of the number of subchannels
assigned to user i in cognitive femtocell k, respectively. Finally, to protect the
primary macrocell’s transmission, an interference temperature limit is introduced
to constrain cross-tier interference from cognitive femtocell to primary macrocell
[18], i.e.,
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KX
kD1

FX
iD1

�k;i;np
F
k;i;n
QGMF
k;i;n � I

MF
th;n; 8n (56)

where IMF
th;n is the maximum tolerable cross-tier interference temperature in subchan-

nel n in the primary macrocell.
Our resource allocation problem aims to maximize the total uplink capacity of

K cognitive femtocells under a cross-tier interference constraint and FUs’ QoS
constraints, i.e. [18],

max
f�k;i;ng;fp

F
k;i;ng

KX
kD1

FX
1D1

NX
nD1

�k;i;nR
F
k;i;n (57)

s.t. C1 W

NX
nD1

�k;i;np
F
k;i;n � Pmax; 8k; i ;

C2 W p
F
k;i;n 	 0; 8k; i; n;

C3 W

NX
nD1

�k;i;nR
F
k;i;n 	 R

0
k;i ; 8k; i ;

C4 W �k;i;n 2 f0; 1g; 8k; i; n;

C5 W

FX
iD1

�k;i;n � 1; 8k; n;

C6 W �L;k;i �

NX
nD1

�k;i;n � �U;k;i ; 8k; i ;

C7 W

KX
kD1

FX
iD1

�k;i;np
F
k;i;n
QGMF
k;i;n � I

MF
th;n; 8n

where C1 limits the transmit power of each FU below the maximum power Pmax; C2
indicates that the transmit power is nonnegative; C3 sets the QoS requirement R0k;i
for user i in cognitive femtocell k; C4 and C5 guarantee that each subchannel can be
assigned to no more than one user in each femtocell; C6 ensures a fairness among
users by setting �U;k;i and �L;k;i as the upper and lower bounds of the number of
subchannels assigned to user i in cognitive femtocell k, respectively. The priority
of the user can be adjusted by setting appropriate values of �U;k;i and �L;k;i . The
constraint C7 imposes the maximum tolerable cross-tier interference temperature
IMF
th;n in subchannel n for the primary macrocell [18].
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Joint Resource Optimization with Fairness and Imperfect Sensing

Transformation of the Optimization Problem
The problem in (57) is a non-convex mixed integer programming problem. It can
be solved using a brute-force method, which however incurs a high computational
complexity. To make the problem tractable, an additional co-tier interference
temperature constraint C8 is introduced as [18]

C8 W

KX
jD1;j¤k

FX
vD1

�j;v;np
F
j;v;n„

FF
k;j;v;n � I

FF
th;n; 8k; n (58)

where I FF
th;n is the co-tier interference limit in subchannel n for a cognitive femtocell.

Each femtocell will potentially interfere each other when two neighbor femtocells
use the same subchannel. Therefore, from physical/engineering point view in the
real-world applications, I FF

th;n is a co-tier interference limit for neighbor femtocell to
mitigate co-tier interference. The value of I FF

th;n can be broadcasted by each femtocell
or set by each femtocell.

Moreover, inspired by [28], the �k;i;n in C4 is relaxed to be a real variable in the
range of [0,1], in which case �k;i;n can be interpreted as the fraction of time that
subchannel n is assigned to user i in cognitive femtocell k during one transmission
frame. Denotebpk;i;n D �k;i;npF

k;i;n as the actual power allocated to user i in cognitive

femtocell k on subchannel n. Denote Ik;i;n D pM
w;n„

FM
k;w;n C I

FF
th;n C �

2 and ORF
k;i;n D

log2

�
1C

Opk;i;n„
FF
k;k;i;n

�k;i;nIk;i;n


as the upper bound of the total received interference power

and lower bound of the capacity of user i on subchannel n in cognitive femtocell
k, respectively. In such a case, the optimization problem in (57) can be rewritten
as [18]

max
f�k;i;ng;fbpk;i;ng

KX
kD1

FX
iD1

NX
nD1

�k;i;nbRF
k;i;n (59)

s.t. C1 W
NX
nD1

bpk;i;n � Pmax; 8k; i ;

C2 W bpk;i;n 	 0; 8k; i; n;
C3 W

NX
nD1

�k;i;nbRF
k;i;n 	 R

0
k;i ; 8k; i ;

C4 W 0 � �k;i;n � 1; 8k; i; n;

C5 W

FX
iD1

�k;i;n � 1; 8k; n;
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C6 W �L;k;i �

NX
nD1

�k;i;n � �U;k;i ; 8k; i ;

C7 W

KX
kD1

FX
iD1

bpk;i;n QGMF
k;i;n � I

MF
th;n; 8n;

C8 W

KX
jD1;j¤k

FX
vD1

�j;v;n„
FF
k;j;v;n � I

FF
th;n; 8k; n:

Theorem 2. The objective function in (59) is concave, and the corresponding
optimization problem under the constraints C1 to C8 is a convex problem.

The proof is provided in Appendix.
According to Theorem 2, the objective function in (59) is concave, and the

corresponding optimization problem under the constraints C1 to C8 is a convex
problem.

Joint Subchannel and Power Allocation with Imperfect Spectrum
Sensing
The joint subchannel and power allocation problem in (59) can be solved using
the Lagrangian dual decomposition method, which has been widely used in solving
resource allocation problems. The Lagrangian function is given by [18]

L .f�k;i;ng; fbpk;i;ng;	; �; ı;�;�/D
KX
kD1

FX
uD1

NX
nD1

�k;i;nbRF
k;i;n

C

KX
kD1

FX
iD1

�k;i

 
Pmax �

NX
nD1

bpk;i;n
!
C

NX
nD1

ın

 
IMF
th;n �

KX
kD1

FX
iD1

bpk;i;n QGMF
k;i;n

!

C

KX
kD1

NX
nD1

k;n

0
@I FF

th;n �

KX
jD1;j¤k

FX
vD1

bpj;v;n„FF
k;j;v;n

1
AC

KX
kD1

NX
nD1

	k;n

 
1 �

FX
iD1

�k;i;n

!

C

KX
kD1

FX
iD1

�k;i

 
NX
nD1

�k;i;nbRF
k;i;n �R

0
k;i

!
(60)

where 	, �, ı, �, and � are the Lagrange multiplier vectors for C1, C3, C7, C8,
and C5 in (59), respectively. The boundary constraints C2, C4, and C6 in (59) are
absorbed in the KKT conditions [23], which will be shown later. The dual function
is defined as

g.	; �; ı;�;�/ D max
f�k;i;ng;fbpk;i;ngL

�
f�k;i;ng; fbpk;i;ng;	; �; ı;�;�

�
(61)
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and the dual problem can be expressed by

min
	;�;ı;�;��0

g
�
	; �; ı;�;�

�
: (62)

Decomposing the Lagrangian dual problem into a master problem and K � N
subproblems that can be solved iteratively [18]. Here the MBS solves the master
problem, and each FBS solves N subproblems based on local information in each
iteration. Accordingly, Eq. (60) is rewritten as [18]

L .f�k;i;ng; fbpk;i;ng;	; �; ı;�;�/ D
KX
kD1

NX
nD1

Lk;n.f�k;i;ng; fbpk;i;ng;	; �; ı;�;�/

C

KX
kD1

FX
iD1

�k;iPmax�

KX
kD1

FX
iD1

�k;iR
0
k;iC

NX
nD1

ınI
MF
th;nC

KX
kD1

NX
nD1

k;nI
FF
th;nC

KX
kD1

NX
nD1

	k;n

(63)

where

Lk;n.f�k;i;ng; fbpk;i;ng;	; �; ı;�;�/D
FX
iD1

�k;i;nbRF
k;i;n �

FX
iD1

�k;ibpk;i;n �
FX
iD1

	k;n�k;i;n

C

FX
iD1

�k;i �k;i;nbRF
k;i;n � k;n

KX
jD1;j¤k

X
l2Uj

bpj;l;n„FF
k;j;l;n�

KX
g¤k

X
u2Uk

g;nbpk;i;n„FF
g;k;i;n

�

FX
iD1

ınbpk;i;n QGMF
k;i;n: (64)

The calculation of the derivatives with respect to Opk;i;n and �k;i;n, respectively,
gives the KKT condition as

@Lk;n.: : :/

@ Opk;i;n
D �k;i;n � �k;i � 0 (65)

where

�k;i;n D
.1C �k;i /�k;i;n„

FF
k;k;i;n

ln 2.�k;i;nIk;i;n C Opk;i;n„FFk;k;i;n/
�

KX
gD1;g¤k

g;n„
FF
g;k;i;n � ın

QGMF
k;i;n; (66)

Opk;i;n .�k;i;n � �k;i / D 0; (67)

�k;i

 
Pmax �

NX
nD1

Opk;i;n

!
D 0: (68)
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According to (65), (66), (67), and (68), the optimal power allocated to user i in
cognitive femtocell k in subchannel n for (59) is [18]

p�F
k;i;n D

Opk;i;n

�k;i;n
D

2
66664

.1C �k;i /

ln 2

 
�k;i C

KP
gD1;g¤k

g;n„
FF
g;k;i;n C ın

QGMF
k;i;n

! � Ik;i;n

„FF
k;k;i;n

3
77775

C

;8k; i

(69)

where Œx�C D maxf0; xg. Moreover, there is

@Lk;n.: : :/

@�k;i;n
D �k;i;n � 	k;n � 0 (70)

where

�k;i;n D .1C �k;i /

"
log2

 
1C

p�F
k;i;n„

FF
k;k;i;n

Ik;i;n

!
�

1

ln 2

 
p�F
k;i;n„

FF
k;k;i;n

p�F
k;i;n„

FF
k;k;i;n C Ik;i;n

!#
;

(71)

�k;i;n .�k;i;n � 	k;n/ D 0; (72)

	k;n

 
1 �

FX
iD1

�k;i;n

!
D 0: (73)

Based on (70), (71), (72), and (73), subchannel n is assigned to the user with the
largest �k;i;n in femtocell k, i.e.,

b�k;i�;n D 1 ˇ̌i�Dmax
i
�k;i;n

; 8k; n: (74)

Since the dual function is differentiable, the subgradient method can be used
to solve the master dual minimization problem in (62). Based on the subgradient
method, the master dual problem in (62) can be solved as [18]

�
.lC1/
k;i D

"
�
.l/

k;i � "
.l/
1

 
Pmax �

NX
nD1

bpk;i;n
!#C

; 8k; i; (75)

�
.lC1/
k;i D

"
�
.l/

k;i � "
.l/
2

 
NX
nD1

bRF
k;i;n �R

0
k;i

!#C
; 8k; i; (76)
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.lC1/
k;n D

2
4.l/k;n � ".l/3

0
@I FF

th;n �

KX
j¤k

X
l2Uj

sj;l;n„
FF
k;j;l;n

1
A
3
5
C

; 8k; n; (77)

ı.lC1/n D

"
ı.l/n � "

.l/
4

 
IMF
th;n �

KX
kD1

FX
iD1

bpk;i;n QGMF
k;i;n

!#C
; 8n (78)

where ".l/1 , ".l/2 , ".l/3 , and ".l/4 are step sizes of iteration i , l 2 f1; 2; : : : ; Lmaxg, Lmax

is the maximal number of iterations. The step sizes should satisfy
P1

lD1 "
.l/
t D 1,

liml!1 "
.l/
t D 0, 8t 2 1; : : : ; 4. �, �, and  are updated by the cognitive femtocells

in a distributed manner, and ı.lC1/n is updated by the primary MBS. Figure 15 shows
the three-layer architecture of the decomposed dual problem.

Iterative Resource Optimization Algorithm with Fairness
Although in the solution in (69), (74), (75), (76), (77), and (78) give a complete
algorithm for the original problem, the fairness in subchannel occupation was not
considered. Therefore, Algorithm 3 is provided as an implementation of the joint
subchannel and power allocation scheme, as shown in the pseudo codes below.

In this part, the fairness is taken into consideration in terms of subchannel
allocation. Specifically, to ensure the fairness on FUs’ level, the upper and lower
bounds of the number of subchannels are assigned to the users in a cognitive
femtocell as shown in (55). In the problem formulation, C6 ensures fairness among
users by setting �U;k;i and �L;k;i as the upper and lower bounds of the number of

Fig. 15 Three-layer architecture of the decomposed dual problem
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Algorithm 3 Iterative resource allocation algorithm
1: Cognitive FBS set: K D f1; 2; : : : Kg; Cognitive FU set per femtocell: U D f1; 2; : : : F g.
2: Initialize Imax and Lagrangian variables vectors 	; �;�, and set i D 0.
3: Allocate the same power to each subchannel, set �k;i;n D 0, 8k; i; n.
4: repeat
5: Cognitive FBS k measures „FF

k;k;i;n and Ik;i;n, 8k; i; n;
6: for each FBS do
7: subchannel set: N D f1; 2; : : : ; N g;
8: Set Ni = 0, 8i 2 U
9: subchannel allocation for user fairness

10: while Ni < �L;k;i ;8i 2 U do
11: a) find n� D arg max

n2N
�k;i;n according to (71);

12: b) �k;i;n� D 1, N D N � fn�g, Ni D Ni C 1;
13: if Ni D NU;k;i then
14: U D U � fig;
15: end if
16: end while
17: subchannel allocation for capacity enhancement
18: while N ¤ � do
19: a) find .i�; n�/ D arg max

i2U ;n2N
�k;i;n;

20: b) �k;i� ;n� D 1, N D N � fn�g;
21: if Ni� D NU;k;i� then
22: U D U � fi�g;
23: end if
24: end while
25: Every FBS j .j ¤ k/ measures j;n„FF

j;k;i;n and feeds it back to FBS k
26: Power Allocation
27: for n D 1 to N do
28: a) FUs update p�F

k;i;n according to (69);
29: b) Cognitive FBS k updates 	; �;� according to (75), (76) and (77), respectively;
30: c) Cognitive FBS k updates �k;i;n according to (71).
31: end for
32: end for
33: Primary MBS updates ı according to (78), and broadcasts the updated value to all FBSs

via backhaul, l D l C 1.
34: until convergence or l D Lmax

subchannels assigned to user i in cognitive femtocell k, respectively, and the priority
of the user can be adjusted by setting values of �U;k;i and �L;k;i appropriately. After
the transformation, the optimization problem is solved by Algorithm 3 [18].

In Algorithm 3, there are two procedures to ensure users’ fairness in subchannel
allocation. First, subchannels are allocated for the users whose subchannel occu-
pation is below �L;k;i , and this procedure is named as “subchannel allocation for
user fairness” in Algorithm 3, to guarantee user’s lowest requirement. In the second
procedure, which is called “subchannel allocation for capacity enhancement,” the
algorithm tries to enhance the user’s capacity while keeping users’ subchannel
occupation below the upper bound of �U;k;i . With the help of the two procedures,
Algorithm 3 can ensure that the subchannels assigned to user i in femtocell k is
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between �U;k;i and �L;k;i . Moreover, from lines 9–16 of Algorithm 3, subchannels
will be assigned to cognitive femto users, and the used subchannels will be removed
from subchannel set N based on line 12 of Algorithm 3. Algorithm 3 will check
that whether any unused subchannels are left in line 18; if true, lines 19–20 will be
executed until the subchannel set is empty. Therefore, lines 9–24 can ensure a full
utilization of all vacant subchannels [18].

In practical scenarios, users’ subchannel requirements are different, and tradi-
tional capacity-maximum subchannel algorithms tend to allocate the subchannels
to the users with better channel conditions according to users’ subchannel require-
ments. Therefore, the subchannel requirements of the other users with relatively
poor channel conditions may not be satisfied. This is unfair for the users with
poor subchannel conditions. In Algorithm 3, Procedure 1 can guarantee the lowest
requirements of subchannels for users with poor channel conditions, and Procedure
2 can maximize the users’ capacity while keeping the number of user’s subchannel
occupation below the upper bound.

Note that „FF
g;k;i;n required in (69), (71), and (77) can be known by a cognitive

FBS from a FBS gateway or through available interfaces between FBSs, and QGMF
k;i;n

required in (69) and (78) can be estimated by user i in femtocell k by measuring
downlink channel gain of subchannel n from the MBS, assuming a symmetry
between uplink and downlink channels. Furthermore, it is assumed that there are
wired connections between FBSs and MBS [29,30], so that QGMF

k;i;n can be exchanged
between the MBS and FBS’s.

The following is the complexity analysis of the provided algorithm. Suppose that
the subgradient method used in Algorithm 3 needs � iterations to converge. Since
the updates of each 	 and � needO.F / operations [23], the computation of� and ı
requires O.N/ operations each, and � is a polynomial function of FN . Therefore,
the asymptotic complexity of Algorithm 3 is O.KFN.log2N C log2F /�/. Com-
pared to the brute-force method, which has a complexity of O.KFN /, the provided
Algorithm 3 has a lower complexity, especially for a large N .

Simulation Results and Discussions

In the simulations, the primary macrocell’s radius is set to 500 m, and the radius
of each cognitive femtocell is set to 10 m. Cognitive femtocells and MUs are
distributed randomly in the macrocell coverage area. The carrier frequency is 2 GHz.
Bw D 10MHz, N0 D �174 dBm/Hz, N D 50, and M D 20 were used in
the simulations, respectively [18]. The block-fading channel gains are modeled as
independent identically distributed exponential random variables with unit mean.
MUs’ maximum transmit power is 23 dBm. The standard deviation of lognormal
shadowing between MBS and users is 8 dB, while between an FBS and users is
10 dB. The probability of false alarm q

f
s , mis-detection qms , and primary MU’s

occupation q
p
s are uniformly distributed over [0.05,0.1], [0.01,0.05], and [0,1],

respectively. Assuming that No D f1; 3; 5; : : : ; 49g and Nv D f2; 4; 6; : : : ; 50g,
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Fig. 16 Convergence in terms of average capacity of each femtocell versus the number of
iterations

while the upper bounds Œ7; 7; 14; 14� and the lower bounds Œ3; 3; 7; 7� of subchannel
assignment for FUs i D f1; 2; 3; 4g per femtocell are assumed. For comparison
purpose, the simulation included the scheduling scheme in [31] in conjunction
with the power allocation scheme in Algorithm 3 and refered to it as the “existing
scheme” hereafter. The indoor and outdoor pathloss models are based on [32].

Figure 16 shows the convergence of the Algorithm 3 in terms of the average
capacity per femtocell versus the number of iterations i , where K D 10, 20, R0k;i D
9 bps/Hz for all FUs,Pmax D 23 dBm, and I FF

th;n D I
MF
th;n D �100 dBm. The provided

algorithm in [18] takes only four iterations to converge, indicating that it is suitable
for real-time implementation. The average capacity per femtocell for K D 10 is
higher than that for K D 20, because co-tier interference increases with K. The
lower bound of cognitive femtocell capacity used in (59) is also plotted and is shown
to be in reasonably close agreement with the simulation results.

Figure 17 shows the total capacity of K cognitive femtocells versus the number
of femtocells in term of different co-/cross-tier interference limits. The Algorithm 3
[18] with higher co-/cross-tier interference limits, I FF

th;n and IMF
th;n, provides a higher

total capacity of K cognitive femtocells, because of the higher transmit power used
by users under the slacker constraint of co-/cross-tier interference. The effect on
how additional constraint of C8 affects the overall performance of the Algorithm 3
is investigated in the simulations, as showed in Fig. 17. The brute-force method
without constraint of co-tier interference limit C8 has a better performance in terms
of total capacity of K cognitive femtocells than the provided algorithm with C8,
because of the slacker constraint of co-/cross-tier interference in the optimization
problem [18].



672 H. Zhang et al.

10 15 20 25 30 35 40 45 50

260

280

300

320

340

360

380

Number of femtocells

T
ot

al
 c

ap
ac

ity
 o

f a
ll 

fe
m

to
ce

lls
 (

bp
s/

H
z)

IFF
th,n

=IMF
th,n

=−120dBm

IFF
th,n

=IMF
th,n

=−110dBm

IFF
th,n

=IMF
th,n

=−100dBm

IFF
th,n

=IMF
th,n

=−90dBm

IMF
th,n

=−90dBm, without C
8

Fig. 17 Total capacity of femtocells versus number of femtocells

1 2 3 4
Femto User Index u

0

2

4

6

8

10

12

14

N
um

be
r 

of
 s

ub
-c

ha
nn

el
s

Upper bound

Algorithm 3

Lower bound

Existing scheme

Fig. 18 Number of subchannels occupied by each FU

Figure 18 shows the average number of subchannels allocated by the provided
Algorithm 3 [18] to each FU as compared with the “existing algorithm.” It can be
seen that subchannel assignments of the provided algorithm meet the requirements
of different users given in C6, while the “existing algorithm” does not always
satisfy C6, e.g., the number of assigned subchannels may fall below the lower
bound. The provided algorithm tends to allocate a number of subchannels, which
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is only slightly larger than the lower bound to each FU, leading to an efficient
reuse of subchannels. The procedure of “subchannel allocation for user fairness”
guarantees the lower bound for users’ subchannel requirement, while the procedure
of “subchannel allocation for capacity enhancement” guarantees that it does not
exceed the upper bound.

Figure 19a shows the average cross-tier interference suffered in each subchannel
of primary macrocell when the maximum transmit power Pmax increases from 20 to
30 dBm, for the number of users per femtocell F D 4 and the number of femtocells
K D 10. The other simulation parameters are set as R0k;i D 9 bps/Hz for all k, and
IMFth;n D IFFth;n D �100 dBm for all n. The total cross-tier interference increases as
the increase of Pmax. This is because that the cross-tier interference is caused by
transmit power per subchannel and the cross-tier channel gain, and a large value of
Pmax enlarges the feasible domain of the optimizing variable [18]. It also can be
seen from the figure that the perfect spectrum sensing scheme has a higher cross-
tier interference than the imperfect spectrum sensing scheme. The reason of this
phenomenon is that mis-detection and false alarm in imperfect spectrum sensing
overestimate the cross-tier interference. Moreover, the average interference from
cognitive femtocell to primary macrocell in each su-channel in imperfect spectrum
sensing is below the cross-tier interference threshold. Figure 19b shows the average
co-tier interference suffered in each subchannel of neighboring femtocells when
maximum transmit power Pmax increases from 20 to 30 dBm. Note that perfect
spectrum sensing of cross-tier channel gain at cognitive FBS side results in a higher
co-tier interference than the imperfect spectrum sensing scheme [18], because mis-
detection and false alarm in imperfect spectrum sensing overestimate the cross-tier
interference.

Figure 20 shows the total capacity of all cognitive femtocells when maximum
transmit power Pmax increases from 20 to 30 dBm, for the number of users per
femtocell F D 4 and the number of femtocells K D 10. The other simulation
parameters are set as R0k;i D 9 bps/Hz for all k, and IMFth;n D IFFth;n D �100 dBm
for all n. The total capacity of all femtocells increases with Pmax. This is because a
large value of Pmax enlarges the feasible domain of the optimizing variable [18]. It
also can be seen from the figure that perfect spectrum sensing scheme has a higher
capacity of all cognitive femtocells than the imperfect spectrum sensing scheme,
because mis-detection and false alarm in imperfect spectrum sensing overestimate
the cross-tier interference, which shrinks the feasible domain of the optimizing
variable.

Figure 21 shows the total capacity of all cognitive femtocells when minimum
transmit rate requirement Rk;i increases from 2 to 10 bps/Hz for the number of
users per femtocell F D 2; 3; 4 and the number of femtocells K D 10. The other
simulation parameters are set as IMFth;n D IFFth;n D �100 dBm for all n. The total
capacity of all femtocells decreases as the decrease of R0k;i . This is because a large
value of R0k;i narrows the feasible domain of the optimizing variable. It can also be
seen from the figure that a larger number of FUs per femtocell results in a higher
capacity, because of the multiuser diversity in the resource allocation [18].
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Fig. 19 Average cross-tier interference to primary macrocell and average co-tier interference
to neighboring femtocells in each subchannel versus the maximum transmit power of each FU.
(a) Average cross-tier interference to primary macrocell in each subchannel. (b) Average co-tier
interference to neighboring femtocells in each subchannel
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Conclusion

This chapter introduced the resource allocation problem in cognitive heterogeneous
networks, where the cross-tier interference mitigation, imperfect spectrum sensing,
and energy efficiency are considered. Through provided three algorithms for
cognitive heterogeneous networks, the resource allocation problems were solved.
Furthermore, the simulation results showed that the provided algorithms achieve
improved performance.

Appendix

The proof of Theorem 1.

Proof. (1) Suppose that ��
13;n

is the optimal solution of (22), the inequality can be
obtained

��
13;n D

P .H v
n /.1 � q
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Hence, we have (81)
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Therefore, max
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9>=
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That is, eq. (80) is achieved.
(2) Suppose that eP v

s;n is a solution to the problem of (80). The definition of (80)
implies that (82)
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Therefore, we obtain
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ut

Lemma 1. LetA be an N �N symmetric matrix,A is negative semidefinite if and
only if all the kth order principal minors of A are no larger than zero if k is odd,
and not less than zero if k is even, where 1 � k � N .

The proof of Theorem 2.

Proof. First, define the element �k;i;nbRF
k;i;n in (59) as f .�k;i;n;bpk;i;n/ D �k;i;nbRF

k;i;n.
The objective function in (59) is the sum of f .�k;i;n;bpk;i;n/ over all possible values

of k, i , and n. Substituting bRF
k;i;n D log2
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we have
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Based on (85), one obtains
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Consequently, the Hessian matrix of f .�k;i;n;bpk;i;n/ can be written as

H D

2
64

@2f

@�k;i;n2
@2f

@�k;i;n@bpk;i;n
@2f

@bpk;i;n@�k;i;n @2f

@bpk;i;n2

3
75 : (89)

Substituting (86), (87), (88) to (89), we can show that the first-order principal
minors of H are negative, and the second-order principal minor of H is zero.
Therefore, H is negative semidefinite according to Lemma 1, and f .�k;i;n;bpk;i;n/
is concave. The objective function of (59) is concave because any positive linear
combination of concave functions is concave [23, 33]. As the inequality constraints
in (59) are convex, the feasible set of the objective function in (59) is convex, and
the corresponding optimization problem is a convex problem. This completes the
proof. ut
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in cognitive ratio networks is given. Focusing on the eavesdropping attack,
a secrecy problem of the communication between a secondary transmitter-
receiver pair in the presence of randomly distributed eavesdroppers is specifically
investigated. The dynamic transmit power control is adopted at the secondary-
user transmitter to ensure that the spectrum sharing does not harm the primary
network. Depending on the knowledge of the channel and the eavesdropper
locations, four secure transmission schemes with dynamic spectrum sharing are
introduced. A comprehensive performance analysis of each scheme is given.
Moreover, the optimal design of the transmission scheme that maximizes the
secrecy throughput subject to the secrecy constraint and the reliability constraint
is derived. Numerical illustrations on the performance comparison between
different schemes are also presented.

Keywords
Physical layer security � Cognitive radio network � Dynamic transmit power �
On-off transmission � Secrecy guard zone

Security Issues in Cognitive Radio Networks

With the rapid adoption of wireless devices, there is an unprecedented growth
in the demand for radio spectrum. To address the conflict between spectrum
scarcity and spectrum underutilization, dynamic spectrum sharing has been
regarded as a promising technology to solve the problem of inefficient spectrum
usage. Spectrum sharing allows the primary and secondary users transmit
concurrently while ensuring that the secondary network do not harm the primary
network.

The adoption of spectrum sharing is not without drawbacks. The coexistence of
licensed and unlicensed users in the same network makes the data transmissions
vulnerable to security attacks [23]. The key security threats in cognitive radio
networks include but not limited to the primary user emulation, the spectrum sensing
data falsification, the jamming attack, and the eavesdropping.

When launching a primary user emulation attack, the attacker pretends to be
a primary user and sends signals in the licensed band. As a result, second users
may regard the attacker as a primary user, and the precious unused spectrum would
be wasted. For the spectrum sensing data falsification, attackers intentionally send
incorrect spectrum sensing signals to fusion centers or secondary users, which may
lead to legitimate users’ wrong decisions on the spectrum access and sharing. In
a jamming attack, the attacker continuously or randomly broadcast interference
signals to jam legitimate channels, so that the legitimate users may not be able
to send or receive messages reliably. By eavesdropping attacks, malicious users
attempt to listen to the transmission between legitimate users, which can result in the
leakage of sensitive and confidential information of legitimated users. The detailed
introduction on the security threats in cognitive radio networks and the conventional
countermeasures can be found in [21] and [23].
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Eavesdropping Threat

In the following, the eavesdropping threat in the cognitive network and the related
studies are specifically discussed. Secure communication against eavesdropping
attacks has drawn considerable attention from wireless researchers and engineers
in recent years [2, 29], due to the unprecedented amount of private and sensitive
data transmitted over wireless channels as a result of the ubiquitous adoption of
wireless technology.

In cognitive radio networks, both primary and secondary networks are subject
to the threat of eavesdropping, and protecting the transmission is not easy. For
example, a transmitter in the secondary network wishes to send confidential
information to a receiver the secondary network by dynamically sharing the
spectrum with preliminary users. They have to make sure that the transmission
is reliable to the receiver, unharmful to primary users, and not interceptable by
eavesdroppers.

From an information-theoretic perspective, the performance of PLS in cognitive
radio networks was studied in, e.g., [1, 16, 17, 26, 31]. The ergodic secrecy capacity
for the cognitive radio network was evaluated in [16, 17] with the consideration
of fast fading channels where the encoded messages are assumed to span suffi-
cient channel realizations to capture the ergodic features of the fading channel.
Considering the slow fading channels, the secrecy performance of the cognitive
radio network was evaluated in [31] by the outage-based formulation. The secrecy
throughput scaling laws were investigated in [1, 26]. More recently, various signal
processing techniques and system design protocols were proposed to improve the
secrecy performance of cognitive radio networks. For the multi-antenna cognitive
radio network, beamforming designs and cooperative jamming techniques were
studied in [5, 8, 22]. For the cognitive radio network with multiple SUs, the user
scheduling scheme for improving the security level of cognitive transmissions was
proposed in [30]. Furthermore, the cognitive radio network with decode and forward
relays was studied in [19] where the optimal relay selection scheme to minimize the
secrecy outage probability was proposed.

Randomly Distributed Eavesdroppers

Although considerable efforts have been paid to the PLS in cognitive radio
networks, the practical situation where a large number of malicious users inside the
cognitive radio network at random and possibly changing locations has been rarely
studied. In practice, the number of malicious users in the network can be large, and
the passive eavesdroppers would not reveal their location information to legitimate
users. In addition, the eavesdroppers may frequently change their location to avoid
being detected. Since the PLS relies on the characteristics of wireless channels, the
lack of information on eavesdroppers’ channels and locations makes it challenging
to protect cognitive radio networks in such a situation.
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Without the consideration of fading effects, the secrecy issue of cognitive radio
networks with distributed eavesdroppers has been studied in [20, 21], in which a
simplified channel model consisting of the pass loss effect only is assumed. It is
worth mentioning that the performance of secure communication is very different
between a fading and a non-fading scenario, and the presence of fading can be
smartly utilized to achieve a better secrecy performance. Thus, it is important to
take the fading effects into account when analyzing the physical layer security of
cognitive radio networks with randomly distributed eavesdroppers [25].

Dynamic Spectrum Sharing in the Presence of Poisson
Distributed Eavesdroppers

Consider a situation where a secondary transmitter (SU-Tx) wants to sends con-
fidential messages to a secondary receiver (SU-Rx) in the presence of randomly
distributed eavesdroppers. The secondary users dynamically share the spectrum
with the primary users and guarantee that the transmission does not affect primary
users. The eavesdroppers are assume to movable, and their locations change at each
snapshot of time.

Problem Formulation

An illustration of the network model is shown in Fig. 1. The SU-Tx sends confi-
dential messages to the SU-Rx in the presence of multiple movable eavesdroppers.
The secondary network dynamically shares the spectrum of the primary network by
an underlay method. That is, secondary users are allowed to utilize the licensed

Fig. 1 Illustration of a cognitive radio network with randomly distributed eavesdroppers
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spectrum while guaranteeing the interference at primary users not beyond an
acceptable threshold.

The path-loss plus quasi-static Rayleigh fading channel model is considered and
each communication node is assumed to have a single antenna. The received signal-
to-noise ratios (SNRs) at the SU-Rx or the j -th eavesdropper is given by

�i D
P

�2i
jhi j

2 d�˛i ; i D s or j (1)

respectively, where the subscripts s and j denote the SU-Rx and the j -th eaves-
dropper, respectively, P denotes the transmitter power at SU-Tx, ˛ 	 2 denotes
the path-loss exponent, di denotes the distance from SU-Tx to the receiver, �2i
denotes the variance of additive white Gaussian noise (AWGN) at the receiver, and
hi � CN .0; 1/ denotes the normalized fading channel coefficient. It is assumed
that �2s D �2j D �2 and the interferences from PU-Tx to the SU-Rx and the
eavesdroppers are neglectable. It is assume that the receivers have the perfect
estimation of their own channel, i.e., hi . A low-complexity feedback scheme is
possibly available from the SU-Rx to the SU-Tx, in which one-bit information
about the instantaneous channel condition can be fed back to the SU-Tx. The
eavesdroppers are totally passive and do not real their channel state information
(CSI) to legitimate users.

Dynamic Transmit Power Control
The PU-Rx informs the SU-Tx of the instantaneous channel gain between them to
enable the SU-Tx to dynamically control the transmit power so that its transmission
does not harm the primary network. A spectrum-band manager may be required
to mediate between the licensed and unlicensed users [15]. The instantaneous
interference power at the PU-Rx from the SU-Tx is required to be lower than a
threshold, denoted by I0. Then, the SU-Tx adjusts its transmit power as

P D
I0ˇ̌

hp
ˇ̌2
d�˛p

1.condition/; (2)

where hp � CN .0; 1/ and dp denote the fading channel coefficient and the distance
between the SU-Tx and the PU-Rx, respectively. The 1.condition/ in (2) denotes an
indicator function for whether the transmission is “on” or “off,” which is given by

1.condition/ D

�
1; if the condition holds
0; otherwise;

(3)

where the condition depends on the specifical transmission scheme and will be
detailed later.



686 B. He et al.

Poisson Model of Eavesdropper Locations
The scenario where a large number of eavesdroppers are randomly distributed
in the network is consider. The network with a large number of randomly dis-
tributed eavesdroppers is often investigated by adopting the tool from stochastic
geometry [10]. Stochastic geometry is proved to be a good mathematic tool in
analyzing wireless networks with a larger number of nodes [10]. The location
set of the eavesdroppers, denoted by ˚e , is modeled by a homogeneous Poisson
point process (PPP) with density �e . The homogeneous PPP well models the set
of communication nodes contained in large-scale wireless networks [9], which
not only provides tractable closed-form results but also describes the randomness
of eavesdropper locations in practical scenarios [4]. Thus, the homogeneous PPP
model of eavesdropper locations has been widely adopted in the literature, e.g.,
[4, 6, 13, 14, 18, 27].

The worst-case scenario is considered for a robust approach to analyzing the
system. Specifically, all eavesdroppers are assumed to be able to collude and
exchange the received information. The multiple eavesdroppers is then regarded as a
single eavesdropper with multiple distributed antennas, and the equivalent received
SNR at the colluding eavesdroppers is given by

�e D
P

�2

X
j2˚e

ˇ̌
hj
ˇ̌2
d�˛j D

P

�2
Z˚e (4)

where Z˚e D
P

j2˚e
jhj j

2d�˛j .

Secure Encoding
The wiretap code [24] is adopted at the SU-Tx to encode the confidential
messages. Denote the set of all possible Wyner codes as C .Rt ; Rs/, where Rt
is the rate of transmitted codewords and Rs is the rate of confidential messages
with Rt > Rs . The rate difference Rt � Rs reflects the rate cost to secure the
message against eavesdropping. The encoding rates are assumed to have been
already designed, so that Rt and Rs are fixed during the transmission. In practice,
applications like video streaming in multimedia applications often require fixed-rate
transmission.

Performance Metrics

The metrics to comprehensively evaluate the performance are introduced as follows.

Transmission Probability
Depending on the transmission scheme, SU-Tx may not always transmit to avoid
eavesdropping. Then, there exists a probability of transmission. A small proba-
bility of transmission will cause the delay of the information delivery. Thus, the
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transmission probability is adopted to measure the performance of transmission
delay given by

ptx D P
�
1.condition/ D 1

�
; (5)

where P.�/ denotes the probability measure.

Connection Outage Probability
A connection outage event happens when the message cannot be decoded at the
intended receiver without error. The reliability performance is then measured by the
connection outage probability given by

pco D P
�
Cs < Rt j 1.condition/ D 1

�
; (6)

where Cs D log .1C �s/ denotes the channel capacity of the SU-Rx.

Secrecy Outage Probability
A secrecy outage event happens when the perfect secrecy of the message cannot
be guaranteed. The secrecy performance is then measure by the secrecy outage
probability, which is given by [28]

pso D P
�
Ce > Rt �Rs j 1.condition/ D 1

�
; (7)

where Ce D log .1C �e/ denotes the channel capacity of the colluding eavesdrop-
pers.

Secrecy Throughput
The overall performance of the system is measured by the secrecy throughput taking
into account the transmission delay, the security performance and the reliability
performance together. The secrecy throughput quantizes the average rate at which
the messages are securely and reliably transmitted to the SU-Rx, which is given by

	 D ptxpnoRs; (8)

where pno denotes the non-outage probability. The non-outage probability in (8)
characterizes the probability that neither the secrecy outage event nor the connection
outage event happens, which is given by

pno D P
�
Cs 	 Rt & Ce � Rt �Rs j 1.condition/ D 1

�
: (9)

Note that pno cannot be simply given as a function of pco and pso, since pco in (6)
and pso in (7) are correlated due to the correlation between �s and �e .
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Secure Transmission Schemes with Dynamic Spectrum Sharing

There are mainly four secure transmission schemes with the dynamic spectrum
sharing as introduced in [25]. These four schemes are suitable in different situations
depending on the SU-Tx’s knowledge about the channel and the eavesdropper
locations. Specifically, the situations of interest are given as follows:

1. SU-Tx does not know any information about the channel condition to the SU-Rx
and the eavesdropper locations;

2. SU-Tx does not know any information about the channel condition to the SU-Rx
but can detect the existence of eavesdroppers in its vicinity;

3. SU-Rx has the one-bit feedback about the channel condition to the SU-Rx but
does not know any information about the eavesdropper locations;

4. SU-Rx has the one-bit feedback about the channel condition to the SU-Rx and
can detect the existence of eavesdroppers in its vicinity.

Full-Active Scheme

The full activity scheme is adopted in the situation where the SU-Tx can neither
obtain the one-bit feedback from the SU-Rx nor detect the existence of eavesdrop-
pers in its vicinity. In such a situation, the SU-Tx transmits all the time with the
dynamic power control, and the indicator function in (3) is always equal to one.

The SNRs at the SU-Rx and the colluding eavesdroppers are given by

�s D
I0jhsj

2d�˛s

�2
ˇ̌
hp
ˇ̌2
d�˛p

(10)

and

�e D
I0

�2
ˇ̌
hp
ˇ̌2
d�˛p

Z˚e ; (11)

respectively. The transmission probability is given by

ptx D P
�
1.condition/ D 1

�
D 1; (12)

which indicates that there is no transmission delay. The connection outage proba-
bility can be obtained by substituting (10) into (6), which is given by
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pco D P
�
Cs < Rt j 1.condition/ D 1

�

D P

 
jhsj

2 <

�
2Rt � 1

�
�2d˛s

I0d˛p

ˇ̌
hp
ˇ̌2!

D

�
2Rt � 1

�
�2d˛s

.2Rt � 1/ �2d˛s C I0d
˛
p

: (13)

The secrecy outage probability can be obtained by substituting (11) into (7), which
is given by

pso D P
�
Ce > Rt �Rs j 1.condition/ D 1

�

D P

 
log2

 
1C

I0

�2
ˇ̌
hp
ˇ̌2
d�˛p

Z˚e

!
> Rt �Rs

!

D E˚e

�
1 � exp

�
�

I0Z˚ed
˛
p

.2Rt�Rs � 1/ �2

�

D 1 � LZ˚e

�
I0d

˛
p

.2Rt�Rs � 1/ �2


; (14)

where E˚E f�g denotes the expectation operator over ˚e and LZ˚e .�/ denotes the
Laplace transform of Z˚e . From [3], LZ˚e .�/ is given by

LZ˚e .x/ D exp

�
�
2�

˛
�

�
2

˛


�

�
1 �

2

˛


�ex

2
˛


(15)

where � .�/ denotes the gamma function. The non-outage probability can be
obtained by substituting (10) and (11) into (9), which is given by

pno D P
�
Cs 	 Rt & Ce � Rt �Rs j 1.condition/ D 1

�

D E˚e

8<
:
Z 1

I0d
˛
pZ˚e

.2Rt�Rs�1/�2

exp

 
�

 �
2RB � 1

�
�2d˛s

I0d˛p
C 1

!
x

!
dx

9=
;

D
I0d

˛
p

.2Rt � 1/ �2d˛s C I0d
˛
p

LZ˚e

 �
2Rt � 1

�
�2d˛s C I0d

˛
p

.2Rt�Rs � 1/ �2

!
: (16)
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Based on (8), (12), and (16), the secrecy throughput is given by

	 D ptxpnoRs

D
I0d

˛
pRs

.2Rt � 1/ �2d˛s C I0d
˛
p

LZ˚e

 �
2Rt � 1

�
�2d˛s C I0d

˛
p

.2Rt�Rs � 1/ �2

!
: (17)

Secrecy Guard Zone Scheme

The secrecy guard scheme is adopted in the situation where the SU-Tx is able to
detect the existence of eavesdroppers within a finite range. As per the mechanism of
secrecy guard zone [11,27], the finite range near the SU-Tx is modeled as a secrecy
guard circle. Denote the location of the SU-Tx as the origin o. The secrecy guard
circle around the SU-Tx with radius r is then denoted by B .o; r/. With the secrecy
guard zone scheme, the SU-Tx transmits only when no eavesdropper is detected
inside B .o; r/.

The SNRs at the SU-Rx and the colluding eavesdroppers are given by

�s D
I0jhsj

2d�˛s

�2
ˇ̌
hp
ˇ̌2
d�˛p

1.C1/ (18)

and

�e D
I0

�2
ˇ̌
hp
ˇ̌2
d�˛p

Z˚e1.C1/; (19)

respectively, where C1 denotes the event that all eavesdroppers are outside of the
secrecy guard zone, i.e.,

˚
C1 W 8j 2 ˚e; dj > r

�
. Denote the number of eavesdrop-

pers inside B .o; r/ as �r2�e . Note that N is a Poisson random variable with mean
�r2�e , and its probability mass function (PMF) is given by

P .N D n/ D exp
�
��r2�e

� ��r2�e�n
nŠ

: (20)

The transmission probability is then derived as

ptx D P
�
1.condition/ D 1

�
D P

�
C1 W 8j 2 ˚e; dj > r

�
D P .N D 0/

D exp
�
���er

2
�
: (21)
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The connection outage probability can be obtained by substituting (18) into (6),
which is identical to (13) and omitted here.

Denote e̊e as the new location set of the colluding eavesdroppers for the scenario
where no eavesdropper is inside the secrecy guard zone. Following the steps of
obtaining (14), the secrecy outage probability is given by

pso D P
�
Ce > Rt �Rs j 1.condition/ D 1

�

D 1 � LZe̊E
�

I0d
˛
SP

.2RB�RS � 1/ �2


: (22)

where Ze̊E
D
P

Ej2e̊E

ˇ̌
hSEj

ˇ̌2
d�˛SEj . The Laplace transform of Ze̊E

, i.e., LZe̊E , is

given by

LZe̊e .x/ D Ee̊e ;

ˇ̌̌
hSEj

ˇ̌̌2
8<
:exp

0
@�x X

j2e̊e

ˇ̌
hj
ˇ̌2
d�˛j

1
A
9=
;

.a/
D Ee̊e

8<
:
Y
j2e̊e

E
jhj j

2

n
exp

�
�x
ˇ̌
hj
ˇ̌2
d�˛j

�o9=
;

.b/
D Ee̊e

8<
:
Y
j2e̊e

1

1C xd�˛j

9=
;

.c/
D exp

 
��e

Z
R2nB.o;r/

�
1 �

1

1C xs�˛


ds

!

D exp

�
�
2�

˛
�ex

2
˛ B
.r˛x�1C1/

�1

�
1 �

2

˛
;
2

˛


; (23)

where Ba .p; q/ D
R a
0
tp�1 .1 � t /q�1 dt is the incomplete Beta function [7], .a/

follows from the independence between the channel gain
ˇ̌
hj
ˇ̌2

and the location

of eavesdroppers, .b/ follows from the exponential distribution of
ˇ̌
hj
ˇ̌2

, and .c/
follows from the generating function of the homogeneous PPP e̊E .

Based on (18), (19), and (9), the non-outage probability is given by

pno D P
�
Cs 	 Rt & Ce � Rt �Rs j 1.condition/ D 1

�

D
I0d

˛
p

.2Rt � 1/ �2d˛s C I0d
˛
p

LZe̊e
 �
2Rt � 1

�
�2d˛s C I0d

˛
p

.2Rt�Rs � 1/ �2

!
: (24)
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With (8), (21), and (24), the secrecy throughput is derived as

	 D ptxpnoRs

D
I0d

˛
pRs exp

�
���er

2
�

.2Rt � 1/ �2d˛s C I0d
˛
p

LZe̊e
 �
2Rt � 1

�
�2d˛s C I0d

˛
p

.2Rt�Rs � 1/ �2

!
: (25)

From (21), one can find that ptx decreases as r increases, which implies that
a large secrecy guard zone worsens the delay performance of the system. From
(22), one can also find that pso decreases as r increases, which implies that a large
secrecy guard zone improves the secrecy performance of the network. Hence, the
size of secrecy guard zone incurs a trade-off between the delay performance and the
secrecy performance of the system.

Threshold-Based Scheme

The threshold-based scheme is adopted in the situation where the SU-Tx can obtain
a one-bit feedback from the SU-Rx to enable a threshold-based on-off transmission.
With the secrecy guard zone scheme, the SU-Tx transmits only when the received
SNR at SU-Rx is larger than a predetermined threshold . To this end, the SU-Rx
sends an instantaneous one-bit feedback to the SU-Tx for indicating whether its
received SNR is larger the threshold .

The SNRs at the SU-Rx and the colluding eavesdroppers are given by

�s D
I0jhsj

2d�˛s

�2
ˇ̌
hp
ˇ̌2
d�˛p

1.C2/ (26)

and

�e D
I0

�2
ˇ̌
hp
ˇ̌2
d�˛p

Z˚e1.C2/ (27)

respectively, where C2 denotes the event that the received SNR at the SU-Rx is

larger than , i.e.,

�
C2 W

I0jhs j
2d�˛
s

�2jhpj
2
d�˛
p

> 

�
. The transmission probability is given by

ptx D P
�
1.condition/ D 1

�

D P

 
C2 W

I0jhsj
2d�˛s

�2
ˇ̌
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ˇ̌2
d�˛p
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!

D
I0d

˛
p

�2d˛s C I0d
˛
p

: (28)
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The connection outage probability can be obtained by substituting (26) into (6),
which is given by

pco D P
�
Cs < Rt j 1.condition/ D 1

�

D

8<
:
1 �

�2d˛s CI0d
˛
p

.2Rt�1/�2d˛s CI0d˛p
; 0 �  < 2Rt � 1;

0; 2Rt � 1 � :
(29)

The secrecy outage probability can be obtained by substituting (27) into (7), which
is given by

pso D P
�
Ce > Rt �Rs j 1.condition/ D 1

�

D
�2d˛s C I0d

˛
p

I0d˛p
E˚e

8<
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Z I0d
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pZ˚e
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D 1 � LZ˚e

 
�2d˛s C I0d
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.2Rt�Rs � 1/ �2

!
: (30)

The non-outage probability can be obtained by substituting (26) and (27) into (9),
which is given by

pno D P
�
Cs 	 Rt & Ce � Rt �Rs j 1.condition/ D 1
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˚
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p
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LZ˚e
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LZ˚e

�
�2d˛s CI0d

˛
p

.2Rt�Rs�1/�2


; 2Rt � 1 � :

(31)

Based on (8), (28), and (31), the secrecy throughput is given by

	 D ptxpnoRs

D

8̂̂
<
ˆ̂:

I0d
˛
pRs

.2Rt�1/�2d˛s CI0d˛p
LZ˚e

�
.2Rt�1/�2d˛s CI0d˛p
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˛
p
LZ˚e

�
�2d˛s CI0d

˛
p

.2Rt�Rs�1/�2


; 2Rt � 1 � :

(32)

From (29) and (30), one can note that pco decreases as  increases, while pso

increases as  increases. This is due to the dynamic transmit power control at the
SU-Tx to satisfy the requirement of spectrum sharing with the primary network.
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Under the dynamic transmit power control, the received SNR at the eavesdropper
is probably large when the received SNR at the SU-Rx is large. Thus, the value of
SNR threshold arises a trade-off between the reliability performance and the secrecy
performance of the system. In addition, one can find from (28) that ptx decreases
as  increases, which implies that there is also a trade-off between the delay
performance and the reliability performance incurred by the value of SNR threshold.

Hybrid Scheme

The hybrid scheme is adopted in the situation where the SU-Tx can obtain the
one-bit feedback from the SU-Rx and detect the existence of eavesdroppers in
its vicinity. In such a situation, the SU-Tx adopts a joint secrecy guard zone and
SNR threshold-based transmission strategy. The SU-Tx transmits only when no
eavesdropper is detected in the secrecy guard zone and the received SNR at SU-
Rx is larger than the SNR threshold.

The SNRs at the SU-Rx and the colluding eavesdroppers are given by

�s D
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�e D
I0

�2
ˇ̌
hp
ˇ̌2
d�˛p

Z˚e1.C1&C2/; (34)
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: (35)

The expression for the connection outage probability is identical to (29) in the
threshold-based scheme. The secrecy outage probability is derived as

pso D P
�
Ce > Rt �Rs j 1.condition/ D 1

�

D 1 � LZe̊e
 
�2d˛s C I0d

˛
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.2Rt�Rs � 1/ �2

!
: (36)
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The non-outage probability can be obtained by substituting (33) and (34) into (9),
which is given by

pno D P
�
Cs 	 Rt & Ce � Rt �Rs j 1.condition/ D 1
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(37)

Based on (8), (35), and (37), the secrecy throughput is derived as
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(38)

Illustration of Performance of Transmission Schemes

In the following, we present and discuss the figure results that illustrate the
performance of different transmission schemes.

Figure 2 shows the secrecy outage probability, pso, and the connection outage
probability, pco, of different transmission schemes versus the density of eaves-
droppers, �e . As depicted in the figure, pso increases as �e increases, while pco

remains constant as �e increases. This is because the increase of eavesdropper
density worsens the secrecy performance of the network but does not affect the
reliability performance. Consider the full-active scheme as a baseline scheme for
comparison. One can find that the secrecy guard zone scheme improves the secrecy
performance without affecting the reliability performance. In contrast, the threshold-
based scheme improves the reliability performance but at a cost of worsening the
secrecy performance. Note that the finding of the impact of the threshold-based
scheme is different from the results for the networks without dynamic spectrum
sharing; see, e.g., [12, 28], in which the threshold-based scheme does not worsen
the secrecy performance. As previously explained in section “Threshold-Based
Scheme”, the increase of pso in the threshold-based scheme is because of the
dynamic transmit power control at the SU-Tx for the spectrum sharing requirement.
Moreover, taking the advantages of both the secrecy guard zone scheme and
the threshold-based scheme, the hybrid scheme improves both the secrecy and
reliability performance.

Figure 3 presents the impact of the radius of the secrecy guard zone, r ; on the
transmission probability, ptx; the connection outage probability, pco; and the secrecy
outage probability, pso. As shown in the figure, both pso and ptx decrease as r
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Fig. 2 The connection outage probability and the secrecy outage probability versus the eavesdrop-
per density. The system parameters are ˛ D 4, I0=�2 D 10 dB, Rt D 1:5, Rs D 0:5, ds D 5:4,
dp D 4:2,  D 1, and r D 5:4

Fig. 3 The transmission probability, the connection outage probability, and the secrecy outage
probability versus the radius of the secrecy guard zone. The system parameters are ˛ D 4, I0=�2 D
10 dB, Rt D 3, Rs D 1, ds D 8:5, dp D 7, �e D 10�3, and  D 3
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Fig. 4 The transmission probability, the connection outage probability, and the secrecy outage
probability versus the SNR threshold. The system parameters are ˛ D 4, I0=�2 D 10 dB, Rt D 3,
Rs D 1, ds D 8:5, dp D 7, �e D 10�3, and r D 8:5

increases, which implies that the radius of the secrecy guard zone incurs a trade-
off between the secrecy performance and the performance of transmission delay. In
addition, one can note that pco does not change as r increases, which confirms that
the reliability performance is not related to design of secrecy guard zone. Figure 4
demonstrates the impact of the SNR threshold, ; on the transmission probability,
ptx; the connection outage probability, pco; and the secrecy outage probability,
pso. As the figure shows, pco decreases as  increases, and it reaches zero when
 	 2Rt � 1, which indicates that the system can be perfectly reliable by having
a sufficiently large SNR threshold. Besides, pso increases as  increases and ptx

decreases as  increases. These observations confirms that a larger SNR threshold
benefits the reliability performance but harms the secrecy performance and the
performance of transmission delay.

Transmission Scheme Design

As previously discussed, the radius of the secrecy guard zone r and the SNR thresh-
old  play important roles in the performance of the system. Specifically, r incurs
a trade-off between the delay performance and the secrecy performance.  incurs
trade-offs not only between the reliability performance and the secrecy performance,
but also between the reliability performance and the delay performance.
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In this section, the optimal design of r and/or  that maximizes the secrecy
throughput subject to secrecy outage and connection outage constraints is studied.
The optimization problem is formulated as

max
r and=or 

	 D ptxpnoRs (39a)

s:t: pco � ı; pso � "; r 	 0;  	 0; (39b)

where ı and " denote the maximum acceptable connection outage probability and
the maximum acceptable secrecy outage probability, respectively. For the secrecy
guard zone scheme, the parameter to optimize is r . For the threshold-based scheme,
the parameter to optimize is . For the hybrid scheme, the parameters to optimize
are  and r .

Feasibility of Constraints

Not all constraints on the connection outage probability and the connection outage
probability, i.e., ı and ", are feasible. Under infeasible constraints, the positive
secrecy throughput is not achievable. The feasible constraint regions for the full-
active scheme, the secrecy guard zone scheme, the threshold-based scheme, and the
hybrid scheme, denoted by F .1/ ; F .2/ ; F .3/ and F .4/, respectively, are detailed
as follows.

For the full-active scheme, the connection outage probability and the secrecy out-
age probability are uncontrollable, and hence the reliability and secrecy constraints
are either always achievable or always not achievable. The feasible constraint region
for the full-active scheme is given by

F .1/ D f.ı; "/ W ı1 � ı � 1; "1 � " � 1g ; (40)

where ı1 and "1 denote the COP in (13) and the SOP in (14), respectively.
For the secrecy guard zone scheme, the secrecy outage probability is a decreasing

function of r and limr!1 pso D 0, while the connection outage probability is still
uncontrollable. The feasible constraint region for the secrecy guard zone scheme is
given by

F .2/ D f.ı; "/ W 0 < " � 1; ı1 � ı � 1g : (41)

For the threshold-based scheme, the connection outage probability is a decreas-
ing function of , while the secrecy outage probability is an increasing function of
. When ı 	 ı1, the minimum achievable pso is "1 by setting  D 0; when ı < ı1,
the minimum achievable pso is given by
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Fig. 5 An illustration of the feasible constraint region for the network with ˛ D 4, I0=�2 D
10 dB, Rt D 3, Rs D 1, ds D 8:5, dp D 7, and �e D 10�3. F .1/ D Area I, F .2/ D Area
I [ Area II, F .3/ D Area I [ Area III, and F .4/ D Area I [ Area II [ Area III [ Area IV

"2 D 1 � LZ˚e

 
.1 � ı/

�
2Rt�1

�
�2d˛s C I0d

˛
p

.2Rt�Rs � 1/ �2

!
: (42)

Thus, the constraint region for the threshold-based scheme is given by

F .3/ D f.ı; "/ W 0 � ı � 1;max ."1; "2/ � " � 1g : (43)

F .4/: For the hybrid scheme, any required connection outage probability and
secrecy outage probability are achievable by adjusting r and . Thus, the feasible
constraint region for the hybrid scheme is given by

F .4/ D f.ı; "/ W 0 � ı � 1; 0 < " � 1g : (44)

An illustration of the feasible reliability and secrecy constraints for a different
scheme is given in Fig. 5. As shown in the figure, the feasible constraint region for
the full-active scheme is represented by Area I. The feasible constraint region for the
secrecy guard zone scheme is depicted by Area I and Area II. The feasible constraint
region of the threshold-based scheme is given by Area I and Area III. The feasible
constraint region of the hybrid scheme is demonstrated by Area I, Area II, Area III,
and Area IV. Compared with the full-active scheme, the secrecy guard zone scheme
extends the feasible range of the secrecy constraint, and the threshold-based scheme
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extends the feasible range of the reliability constraint. The feasible constraint region
of the hybrid scheme becomes the whole " � ı plane field.

Optimal Design

Note that the design of the hybrid scheme mathematically includes all of the other
three transmission schemes as special cases. The hybrid protocol reduces to the
full activity protocol when r D 0 and  D 0. The hybrid scheme reduces to the
secrecy guard zone zone when  D 0. The hybrid scheme reduces to the threshold-
based protocol when r D 0. Therefore, the optimal design of the hybrid protocol is
presented only, and the designs of other schemes can be easily obtained accordingly.

Proposition 1. The optimal design parameters .r�; �/ of the hybrid scheme are
given by

�
r�; �

�
D

8̂̂
<
ˆ̂:

.0; Œ0; u�/ ; if " 	 "1 and ı 	 ı1;

.g .0/ ; 0/ ; if 0 < " < "1 and ı 	 ı1;

.0; Œl ; u�/ ; if " 	 "2 and 0 � ı < ı1;

.g .l/ ; l / ; if 0 < " < "2 and 0 � ı < ı1;

(45)

where

g .x/ D

0
@ x�2d˛s C I0d˛p
.2Rt�Rs � 1/ �2

0
@
 

B�1
�˛ ln.1�"/

2��e.�.x//
1=˛

�
1 �

2

˛
;
2

˛

!�1
� 1

1
A
1
A

1
˛

; (46)

l D .1 � ı/
�
2Rt � 1

�
�
I0d

˛
p

�2d˛s
ı; (47)

u D min

8<
:2Rt � 1;

 
�˛ ln .1 � "/

2��e�
�
1 � 2

˛

�
�
�
2
˛

�
! ˛

2
2Rt�Rs � 1

d˛s
�
I0d

˛
p

�2d˛s

9=
; (48)

Proof. Substituting (35) and (37) into (8), the secrecy throughput 	 is given by

	 D
I0d

˛
p exp

�
���er

2
�
Rs

max f2Rt � 1; g �2d˛s C I0d
˛
s

LZe̊e
 

max
˚
2Rt � 1; 

�
�2d˛s CI0d

˛
p

.2Rt�Rs � 1/ �2

!
:

(49)
Taking first-order derivative of 	 with respect to r yields

@	 .r; /

@r
D �2��er

�
1 �

�
r˛!�1 C 1

��1�
	 < 0; (50)
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where ! D
�
max

˚
; 2RB � 1

�
�2d˛SD C I0d

˛
SP

�
=
�
�2
�
2RB�RS � 1

��
. This implies

that the secrecy throughput decreases as r increases. From (49), one can also find
that 	 decreases as  increases when  > 2Rt � 1, while 	 remains constant when
 � 2Rt � 1. Thus, it is wise to have  � 2Rt � 1. The optimal r and  subject to
different reliability and secrecy constraints are discussed as follows:

Case 1: ı 	 ı1 and " 	 "1. Since the secrecy constraint is very loose and 	
decreases as r increases, it is optimal to set r D 0. The lower bound of  is
equal to zero due to the loose reliability constraint. While to satisfy the secrecy
constraint, there is an upper bound of . By solving pso D " for  with the
consideration of  � 2RB � 1, the upper bound of  is given as (48). Thus, the
optimal r and  for this case are given by .r�; �/ D .0; Œ0; u�/ :

Case 2: ı 	 ı1 and 0 < " < "1. To satisfy the secrecy constraint, there is a
lower bound of r . By solving pso D " for r , the lower bound of r is given as
(46). From (46), one can find that g./ increases as  increases. Since ı 	 ı1,
it is optimal have  D 0. Hence, the optimal r and  for this case are given by
.r�; �/ D .g .0/ ; 0/ :

Case 3: 0 � ı < ı1 and " 	 "2. To satisfy the reliability constraint, there is
a lower bound of . By solving pco D ı for , we derive the lower bound
of  as (47). Also, there is also an upper bound of  given by (48) to satisfy
the secrecy constraint. Thus, the optimal r and  for this case are given by
.r�; �/ D .0; Œl ; u�/ :

Case 4: 0 < " < "2 and 0 � ı < ı1. To satisfy the reliability constraint, there
is a lower bound of  given by (47). There is also a lower bound of r given by
(46). Since g./ increases as  increases, it is optimal to set  D LB. Hence,
the optimal r and  are given by .r�; �/ D .g .l/ ; l / :

Summarizing the optimal r and  for the four cases completes the proof. �
From Proposition 1, one can note that the optimal r and  are influenced by

the reliability and secrecy constraints. In general, a stringent reliability constraint
leads to a large �, and a stringent secrecy constraint leads to a large r�. One can
also note that as the eavesdropper density increases, r� increases and u decreases,
which will result in a decrease of the achievable secrecy throughput.

Figure 6 plots the secrecy throughput, 	, against the SNR threshold, , and
the radius of the secrecy guard zone, r . The reliability constraint and the secrecy
constraint are set as ı D 0:4 < ı1 and and " D 0:4 < max ."1; "2/, respectively. As
shown in the figure, the positive secrecy throughput is achievable in the network
with the appropriate design of  and r . However, the unwise design of  and
r may result in the zero secrecy throughput. These observations emphasize the
importance of the design of the SNR threshold and the radius of secrecy guard zone
on overall performance of the network, i.e., the secrecy throughput. In addition,
there is an optimal pair of .r; / which maximizes the secrecy throughput. From
Proposition 1, one can obtain that the optimal pair of .r; / for the given network is
.r�; �/ D .2:7; 5:0/, which is consistent with the results shown in the figure.

Figure 7 compares the achievable secrecy throughput for different transmission
schemes versus the reliability constraint, ı, and the secrecy constraint, ". Still con-



702 B. He et al.

Fig. 6 The secrecy throughput versus the secrecy guard radius and the SNR threshold. The system
parameters are ˛ D 4, I0=�2 D 10 dB, Rt D 3, Rs D 1, ds D 5:4, dp D 4:2, " D 0:2, ı D 0:2,
and �e D 10�3

sider the full-active scheme as the baseline scheme for comparison. As presented in
the figure, the secrecy guard zone scheme enhances the achievability of the positive
secrecy throughput subject to the stringent security constraint. The threshold-based
scheme enhances the achievability of the positive secrecy throughput subject to the
stringent reliability constraint. It is worth noting from the threshold-based scheme
that the secrecy performance has to be compromised to obtain the positive secrecy
throughput as the reliability constraint becomes stringent. Besides, the hybrid
scheme can achieve the positive secrecy throughput under the most stringent secrecy
and reliability constraints, compared with all three other three schemes. Based on
these findings, one can summarize how to wisely choose the transmission scheme
according to the condition/requirement of the system. When the secrecy constraint
and the reliability constraint are loose, one can adopt the full-active scheme with its
simple mechanism. When the secrecy constraint is stringent while the reliability
constraint is loose, it is wise to use the secrecy guard zone scheme. When the
reliability constraint is stringent while the security constraint is loose, it is preferable
to adopt the threshold-based protocol. When both the secrecy constraint and the
reliability constraint are stringent, one has to adopt the hybrid protocol. Of course,
the adoption of different transmission schemes with the dynamic spectrum sharing
is still mainly determined by the practical situations, i.e., the SU-Tx’s knowledge
about the channel and the eavesdropper locations.
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Fig. 7 The maximum achievable secrecy throughput versus the reliability constraint and the
secrecy constraint. The system parameters are ˛ D 4, I0=�2 D 10 dB,Rt D 3,Rs D 1, ds D 8:5,
dp D 7, �e D 10�3

Conclusion and Future Directions

In this chapter, the security threats in cognitive radio networks have been briefly
discussed. The secure transmission schemes with dynamic spectrum sharing in
the presence of randomly distributed eavesdroppers have been introduced. Specif-
ically, the secure communication in an underlay cognitive radio networks in
the presence of multiple movable eavesdroppers has been studied. The location
set of the eavesdroppers is modeled by a homogeneous PPP. The SU-Tx sends
confidential messages to the SU-Rx with a dynamic transmit power in order not
to interfere with the primary user. To combat eavesdropping in such a cognitive
radio network, four transmission schemes have been introduced and investigated.
The transmission delay performance, the secrecy performance, the reliability per-
formance, and the overall secrecy throughout performance of different schemes
have been comprehensively analyzed and compared. The optimal design param-
eters that maximize the secrecy throughput subject to the secrecy and reliability
constraints have been further derived. It is shown that the secrecy guard zone
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scheme improves the secrecy performance, the threshold-based scheme improves
the reliability performance, and the hybrid protocol achieves the best overall
performance.

In the considered transmission schemes, the encoding rates are assumed to be
fixed and predesigned. An interesting future direction is to give more degrees of
freedom for the transmission design by considering the encoding rates as designable
parameters as well. Another interesting future direction is to investigate the physical
layer security techniques to solve other security threats, while most existing studies
on the physical layer security have focused on the eavesdropping threat only. As
mentioned in section “Security Issues in Cognitive Radio Networks”, there are many
other security threats in cognitive radio network including but not limited to the
primary user emulation, the spectrum sensing data falsification, and the jamming
attack. Therefore, how to solve different security threats by physical layer security
techniques is an important future direction.
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Abstract

As one of the critical techniques to support the multimedia services over
mobile wireless networks, the statistical quality of service (QoS) technique
has been proved to be effective in statistically guaranteeing delay-bounded
video transmissions over the time-varying wireless channels. In the meantime,
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the full-duplex spectrum sensing (FD-SS) has been widely recognized as the
promising candidate technique for maximizing the spectrum efficiency while
provisioning the heterogeneous statistical QoS guarantees over cognitive radio-
based 5G mobile wireless networks. However, due to the heterogeneity caused
by different scenarios and applications of the multimedia traffics over CRNs,
supporting diverse delay-bounded QoS guarantees for cognitive radio networks
imposes many new challenges not encountered before. To effectively overcome
the aforementioned problems, in this book chapter, we propose the heterogeneous
statistical QoS provisioning schemes by applying the multiple-input-multiple-
output generalized frequency division multiplexing (MIMO-GFDM) techniques
to implement the FD-SS-based multimedia services in CRNs. In particular, under
the Nakagami-m wireless channels, we derive the MIMO-GFDM-based physical
(PHY)-layer model and the self-interference cancelation model. We develop
the MIMO-GFDM-based FD-SS schemes and derive the miss-detection and
false-alarm probabilities. Under the heterogeneous statistical QoS constraints,
we develop the Markov chain model to characterize the aggregate effective
capacity under the optimal power allocation policies using our proposed MIMO-
GFDM architecture over FD-SS CRNs. Also conducted is a set of simulations
which validate our proposed schemes, evaluate their performances, and show
that our proposed schemes can outperform the other existing solutions under the
heterogeneous statistical delay-bounded QoS constraints over cognitive radio-
based 5G mobile wireless networks.

Keywords
Heterogeneous statistical quality of service (QoS) � Cognitive radio networks
(CRNs) � Full-duplex spectrum sensing (FD-SS) � Self-interference
cancelation � Multiple-input-multiple-output generalized frequency division
multiplexing (MIMO-GFDM)

Introduction

With the explosive advances and emerging applications of wireless communications
and networks, most available spectrum has already been allocated. However, there
exists a large amount of white space in time and frequency. Most traditional fixed
frequency allocation policies experience low spectrum utilization. As a result,
researchers have made a great deal of efforts in investigating promising techniques
to support the increasing demand of high-speed data rate and bandwidth for
multimedia services over 5G mobile wireless networks [1, 2]. One of the most
effective ways to solve the low spectrum utilization problem is the cognitive radio
scheme, which is proposed to alleviate the severe scarcity of the spectrum with
spectrum sensing technique.

In order to support the demands of multimedia applications, delay-bounded
quality of service (QoS) [3, 4] guarantees are critically important for time-sensitive
traffics over CRNs. One of the key design issues for multimedia wireless services –
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the major traffic in 5G mobile wireless networks is how to efficiently guarantee
the timely multimedia data transmissions within specified delay bounds. Due
to the highly varying wireless channels, the deterministic delay-bounded QoS
requirements are usually hard to guarantee. As a result, the statistical delay-bounded
QoS guarantees [5–7], in terms of effective capacity and queue-length-bound/delay-
bound violation probabilities, have been proposed and demonstrated as the pow-
erful technique to characterize delay-bounded QoS requirements for wireless
traffics.

However, the existing homogeneous statistical QoS guarantee techniques typi-
cally assume that the QoS provisioning for each link can be individually processed.
Since all different links in wireless transmissions have joint power constraints, the
statistical delay-bound QoS provisioning needs to be jointly considered for all links
simultaneously. Under this circumstance, the users in the wireless mobile networks
need to satisfy different delay-bound QoS requirements under the joint power
constraint, simultaneously. The time sensitivities of different sets of services vary
from 1 ms to a few seconds across different wireless links for different mobile users.
As a result, the delay-bounded QoS guarantees for the different types of services
in 5G mobile wireless networks demand the new heterogeneous statistical delay-
bounded QoS provisioning architectures [8], schemes, algorithms, and 5G candidate
framework, which can be implemented by integrating several 5G candidates,
including massive MIMO and relay-based 5G promising techniques. Until now,
how to guarantee heterogeneous statistical delay-bounded QoS requirements over
relay-based cognitive radio networks (CRNs) is one of the main challenges for next
generation wireless network services.

On the other hand, in traditional CRNs, secondary users (SUs) typically access
the spectrum of primary users (SUs) by a two-stage listen-before-talk (LBT)
protocol with the help of the wireless half-duplex (HD) energy detection spectrum
sensing (HDSS) scheme, in which SUs sense the target channel before transmission.
While the LBT protocol requires little infrastructure support, it suffers from sacrifice
of transmitting time and discontinuity of transmission even if the white space of the
spectrum is continuous. In order to fully utilize the channel spectrum, researchers
have proposed an efficient listen-and-talk (LAT) protocol [8, 9] with the help of
the wireless full-duplex (FD) spectrum sensing (FD-SS) technique [10, 11] that
enables SUs to sense and access the vacant spectrum simultaneously. However, the
self-interference introduced by the FD-SS transmission mode imposes many new
challenges in decoding process.

In addition, to support the next-generation wideband wireless networks, various
advanced wireless techniques, such as multiple-input multiple-output (MIMO) and
orthogonal frequency division multiple (OFDM) [12, 13] techniques, have received
widely attention in the past few years. MIMO technology utilizes the spatial mul-
tiplexing gain to achieve the higher spectral efficiency. Compared with the MIMO
technology, OFDM scheme has been identified as a promising interface solution
for wideband wireless networks for its excellence performance over frequency-
selective channels. As multiple transmit antennas can be applied to OFDM-based
cognitive radio systems, researchers have designed and proposed the very promising
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candidate, called MIMO-OFDM [14, 15], which can compensate for shortage of
capacity while increasing the spectral efficiency.

However, the complicated application scenarios associated with CRNs present
new challenges making the OFDM technique less efficient in various advanced
wireless networks. Therefore, the novel generalized frequency division multiplexing
(GFDM) [16, 17] technique has been designed and implemented in order to
overcome the aforementioned challenges. GFDM is well suitable for cognitive radio
as the choice of pulse shaping filters makes the out-of-band leakage extremely
small. Compared to OFDM, which has rectangular pulse shaping, GFDM with a
choice of transmit pulse shaping causes less interference to the adjacent incumbent
frequency bands, which leads to better peak-to-average ratio. However, how to
efficiently integrate the wireless FD-SS-based system with the underlying MIMO-
GFDM framework on supporting statistical QoS constraints over CRNs still remains
as an open and challenging problem.

To effectively overcome the abovementioned challenges, in this chapter, we
propose the heterogeneous statistical QoS provisioning schemes by extending
MIMO-GFDM system to implement the FD-SS-based multimedia services in
cognitive radio networks. In particular, under the Nakagami-m wireless channels,
we establish MIMO-GFDM-based PHY-layer model, the non-time-slotted CRN
model, and the self-interference cancelation model. We develop the FD-SS-based
MIMO scheme to fully utilize the channel spectrum and derive the probabilities of
miss-detection and false alarm for the proposed FD-SS-based MIMO model over
CRNs. Under the heterogeneous statistical QoS constraints, we develop the Markov
chain model to characterize the correctness of detections in channel sensing and
then derive and analyze the aggregate effective capacity under our proposed optimal
power allocation policies using the proposed GFDM architecture over FD CRNs.
Also conducted is a set of simulations which evaluate the system performances and
show that our proposed power allocation policies can outperform the other existing
schemes under the heterogeneous statistical delay-bounded QoS constraints over
cognitive radio-based 5G mobile wireless networks.

The rest of this chapter is organized as follows: section “Cognitive Radio-Based
5G Wireless Networks” establishes the spectrum sensing model under Nakagami-
m wireless channels and also develops the MIMO-GFDM-based PHY-layer
model, the non-time-slotted CRN model, and the self-interference cancelation
model. Section “MIMO-GFDM-Based FD-SS Relaying Scheme” develops and
analyzes the FD-SS-based MIMO-GFDM scheme to fully utilize the channel
spectrum and derive the probabilities of miss-detection and false alarm for the
proposed FD-SS-based MIMO-GFDM model over cognitive radio networks.
Under the heterogeneous statistical QoS constraints, section “Heterogeneous
Statistical Delay-Bounded QoS Guarantees Through Effective Capacity Over
CRNs” develops the Markov chain model to characterize the correctness of
detections in channel sensing and then derives and analyzes the aggregate
effective capacity under our proposed optimal power allocation policies using
the proposed MIMO-GFDM architecture over FD cognitive radio networks.
Section “Simulation Evaluations” evaluates the system performances and shows
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that our proposed scheme outperforms the other existing schemes in terms of
aggregate effective capacity to efficiently implement the heterogeneous statistical
QoS over MIMO-GFDM-based full-duplex CRNs. The chapter concludes with
section “Conclusions”.

Cognitive Radio-Based 5G Wireless Networks

Cognitive radio networks, where the secondary users (SUs) dynamically utilize the
idle licensed channels of primary users (PUs), have been designed to effectively
achieve high spectrum utilization and improve the quality of wireless applications.
In CRNs, the SUs can sense the occupancy of the licensed channels and use the
licensed channels when they are not occupied by the PUs based on the sensing
results. The PUs and the SUs form the primary wireless network and the secondary
wireless network, respectively. Although the basic idea of cognitive radio networks
is simple, the efficient design imposes many new challenges that are not presented
in the conventional wireless networks.

Spectrum Sensing Model Over CRNs

For the spectrum sensing model over CRNs, the MIMO-GFDM technique [15] is
applied on the relay station. Consider K secondary source nodes (S1, S2, : : : ; SK),
K secondary destination nodes (D1, D2, : : : , DK), and one MIMO-GFDM-based
full-duplex relay station in coexistence with primary users (PUs) for the CRNs, as
illustrated in Fig. 1. Assume each source node and destination node is equipped with
one transmit antenna and one receive antenna, while the relay station consists of
Mt transmit antennas and Mr receive antennas. In order to achieve the wideband
spectrum sensing, the entire system band is partitioned into several subbands
with relatively small bandwidth. Suppose a licensed wideband spectrum having
bandwidth B with Q nonoverlapping narrowband subchannels are licensed to
a primary wireless network, where the channels are implemented by the same
frequency spectra and time slots. PUs have the high priority to access the licensed
channels over secondary users (SUs), which have low priority in using the licensed
spectrum band. SUs with the low-priority queue seek idle spectrum opportunities in
the licensed spectrum band. Using LAT protocol [9,11], the secondary relay station
needs to employ the wireless FD mode for transmitting data and sensing licensed
spectrum simultaneously.

Assume that the cognitive relay station is within the transmission range of one
PU node. Suppose that when one PU is in operation, it may occupy the whole or part
of the wideband, and more than one relay node can share the radio spectrum within
one PU operating range when the PU is inactive. This is the case for the current
GFDM-based communication infrastructure where some of the GFDM subchannels
are allocated to different users.
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Data Transmission

PU Interference

Multiuser Interference

Primary BS

Secondary
Relay
Station

Multiuser
Interference

D1

D2

DKSK

S1

S2

Multiuser
Interference

Fig. 1 MIMO-GFDM-based full-duplex cognitive radio network architecture with K secondary-
user source-destination pairs

Assume that the PUs operate independently over a wideband spectrum; it is most
likely that some portions of the spectrum may not be utilized by the primary systems
over some time. In order to realize this seamless transmission within the cognitive
relay network and share the radio spectrum when PU is inactive, cognitive relays
first get the spectrum map of their local channel environment by spectrum sensing.
Define the spectrum indicator, denoted by bk , of the kth user, where the entries
of bk 2 fH0;H1g .k D 1; 2; : : : ; K/ denote the availability for the subchannel,
where H1 implies that PU is active and H0 implies that PU is inactive while the
kth secondary source node Sk is transmitting signals to the destination node, and
H0;H1 2 f0; 1g. Clearly, the spectrum environment of the whole cognitive relay
network can be characterized as follows:

B D Œb1;b2; : : : ;bK�
T; (1)

where the matrix B is a binary matrix in which each entry is either zero or one.
The total number of ones in B indicates the amount of spectrum opportunities and
represents a degree of freedom in the cognitive relay network. When B is an all-
one matrix, it is a special case for the conventional relay network, such as the
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GFDM-based relay network where every relay has the same number of available
subchannels.

MIMO-GFDM-Based PHY-Layer Model

The MIMO-GFDM-based system applies and analyzes for energy-efficient and low-
complex communications over Nakagami-m wireless channels. The block diagram
of MIMO-based GFDM system between the transmitter and the receiver under
statistical QoS guarantees over MIMO wireless networks is shown in Fig. 2. The
channel state information (CSI) is estimated at the receiver and fed back to the
transmitter for advanced modulation techniques and MIMO diversity deployments.
Based on the statistical QoS constraint � (to be detailed soon in section “Hetero-
geneous Statistical Delay-Bounded QoS Guarantees Through Effective Capacity
Over CRNs”) required by the service, the transmitter needs to determine the optimal
transmit power to jointly optimize the effective spectrum and power efficiencies. We
concentrate on discrete time channel, indexed by l D 1; 2; : : :.

In order to achieve the novel GFDM scheme [16], the initial binary data is
modulated and divided into sequences of Q � P complex-valued data symbols,
where each such sequence is spread across Q subcarriers and P time slots for
transmission. The data sequence is denoted by means of block structure as follows:

D D

2
6664

d0

d1
:::

d .Q�1/

3
7775 D

2
64

d0;0 � � � d0;.P�1/
:::

: : :
:::

d.Q�1/;0 � � � d.Q�1/;.P�1/

3
75 (2)

where dq;p , with p 2 f0; 1; : : :; .P � 1/g and q 2 f0; 1; : : :; .Q � 1/g, is the data
sequence on the qth subchannel and in the pth time slot. Clearly, OFDM is a special
case of GFDM, where P D 1, i.e., the data is spread only across frequencies and
not in time.

After pulse shaping filter and carrier up-conversion, the resulting subchannel
transmit signal, denoted by x.n/, can be derived as follows:

x.n/ D

Q�1X
qD0

P�1X
pD0

gq;p.n/dq;p (3)

where dq;p is the data sequence specified by Eq. (2), and gq;p(n) is the circular pulse
shaping filter defined as follows:

qq;p.n/ D gŒ.n � pQ/mod N�e�ej�qn=N (4)

where N 	 Q is the number of samples per time slot andej D p�1.
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According to Eq. (3), a linear mapping from data symbols to transmit signal is
applied as follows [16]:

x D Ad (5)

where d represents the data symbols given by

d D Œd0;0; d1;0; : : : ; d.Q�1/;0; d0;1; : : : ; d.Q�1/;.P�1/�
T (6)

and A is a .Q � P / � .Q � P / modulation matrix given by

A D Œg0;0.n/; : : : ; g.Q�1/;0.n/; g0;1.n/; : : : ; g.Q�1/;.P�1/.n/� (7)

with all possible pulse shaping filter functions gq;p.n/, where p 2 f0; 1; : : :; .P�1/g
and q 2 f0; 1; : : :; .Q � 1/g.

In order to compare and analyze the performance of GFDM and OFDM systems,
the peak-to-average ratio (PAPR), denoted by fr.x/, can be expressed as follows:

fr.x/ D 10 log10

max
0�n<N

jx.n/j2

ExŒjx.n/j2�
(8)

Then, the complementary cumulative distribution function (CCDF), denoted by
Fc.x/, which is one of the key performance measures for PAPR representing the
probability that the PAPR of an GFDM symbol exceeds the given threshold, denoted
by fr0.x/, can be determined as follows:

Fc.x/ D Prffr.x/ > fr0.x/g (9)

Assume that the discrete-time channel is block fading. And the path gains are
assumed to be invariant within a frame duration Tf , but vary independently from
one frame to another. In the following discussions, the discrete-time index l when
representing the channel’s impulse response can be omitted. The multiple parallel
spatial channel’s impulse response, denoted byH , can be derived as follows:

H D

2
64

H.0;0/ � � � H.0;.Mt�1//

:::
: : :

:::

H ..Mr�1/;0/ � � � H..Mr�1/;.Mt�1//

3
75 (10)

where H.i;j / with i 2 f0; 1; : : :; .Mr � 1/g and j 2 f0; 1; : : :; .Mt � 1/g is a .Q �
P / � .Q � P / matrix given by
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H.i;j /D

2
6666666666666666664

h
.i;j /
0;0 h

.i;j /
1;0 � � � h

.i;j /

0;.P�1/

0h
.i;j /
0;1 h

.i;j /
1;1 � � � h

.i;j /

1;.P�1/
:::

:::
: : :

:::

h
.i;j /

.Q�1/;0 h
.i;j /

.Q�1/;1 � � � h
.i;j /

.Q�1/;.P�1/

: : :

0
h
.i;j /
0;0 h

.i;j /
1;0 � � � h

.i;j /

0;.P�1/

h
.i;j /
0;1 h

.i;j /
1;1 � � � h

.i;j /

1;.P�1/
:::

:::
: : :

:::

h
.i;j /

.Q�1/;0 h
.i;j /

.Q�1/;1; � � � h
.i;j /

.Q�1/;.P�1/

3
7777777777777777775

(11)

where h.i;j /q;p with p 2 f0; 1; : : :; .P �1/g and q 2 f0; 1; : : :; .Q�1/g is the channel’s
impulse response over the Nakagami-m fading channels, wherem is the shape factor
of the Nakagami-m model, in our proposed system. In the special case, m D 1

represents Rayleigh fading, and m D 1 corresponds to the Gaussian channel.
The Nakagami-m channel impulse response function, denoted by h.i;j /q;p .l/, over qth
subchannel between i th transmit antenna and j th receive antenna at time l over qth
subchannel can be expressed as

h.i;j /q;p .l/ D ˛
.i;j /
q;p ı

�
l � �.i;j /q;p

�
exp

�
�ej�.i;j /q;p

�
(12)

whereej D p�1; q 2 f0; 1; : : :; .Q � 1/g;
n
�
.i;j /
q;p

o
is the path delay;

n
˛
.i;j /
q;p

o
is the

path envelope; and
n
�
.i;j /
q;p

o
is the phase shift. Assume that

n
�
.i;j /
q;p

o
is independent

and identically distributed (i.i.d) random variable uniformly distributed between

Œ0; 2�/, and
n
˛
.i;j /
q;p

o
is i.i.d. random variable following Nakagami-m distribution,

which is specified by

f˛.˛/ D 2
�m
˝

�m ˛2m�1
� .m/

exp

�
�m

˛2

˝


(13)

where˝ D E˛fŒ˛�
2g is the average path gain and � .�/ denotes the Gamma function.

The Non-time-Slotted Cognitive Radio Network Protocol

In this chapter, we focus on the non-time-slotted cognitive radio networks, which
impose more challenges as compared with the time-slotted cognitive radio networks.
The non-time-slotted cognitive radio network is defined as the wireless cognitive
radio network where the PUs and the SUs are asynchronous. In particular, consider
a scenario where a spectrum licensed to the PUs consists of Q subchannels,
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Fig. 3 The non-time-slotted cognitive radio network model, where SIFS is the duration of the
short inter-frame space, and DIFS is the duration of DCF inter-frame space

as illustrated in Fig. 3, in which the PUs operating at different subchannels are
unsynchronized. Figure 3 shows the timing control sequences of PUs and SUs in
non-time-slotted CRNs, where the PUs randomly access and leave the licensed
channels. Assume that for each subchannel, the subchannel usage pattern of the PUs
follows independent and identically distributed (i.i.d.) ON/OFF renewal process. An
ON state represents that the channel is occupied by the PUs. An OFF state represents
that the PU is idle and thus the channel can be opportunistically used by the SUs.
Note that the average ON and OFF periods depend on the channel usage pattern of
the PUs.

On the other hand, as for SUs, the channel is alternating between ON (busy) and
OFF (idle) states. Let random variables Tq;1 and Tq;0 represent the idle and busy
duration, respectively, for the qth licensed subchannel. Without loss of generality,
assume that Tq;1 is independent of Tq;0. Denote fq;1.n/ and fq;0.n/ as the probability
density functions (pdf) for the durations of the ON state and OFF state for the qth
licensed subchannel, respectively. Then, the probability, denoted by pq;0, that the
channel is in its ON state at an arbitrary time instance can be derived as follows:

pq;0 D

R1
0
nfq;1.n/dnR1

0
nfq;1.n/dnC

R1
0
nfq;0.n/dn

D
T q;1

T q;1 C T q;0
(14)

where T q;1 and T q;0 denote the mean duration of ON and OFF states, respectively,
for qth subchannel. Assume that the PUs’ subchannel utilization pattern is homoge-
neous.
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The non-time-slotted cognitive radio protocol employs a common control chan-
nel as the rendezvous where SUs exchange control packets for multichannel
resource reservation [18]. Under the non-time-slotted cognitive radio protocol,
the interference from SU’s transmission must be constrained in a modest level
which the PUs can tolerate; we limit each channel access time of SUs to be not
more than the maximum tolerable interference period. The key of the non-time-
slotted cognitive radio protocol is to employ four types (two pairs) of control
packets, namely, ready-to-send/clear-to-send (RTS/CTS) packets and channel-state-
transmitter/channel-state-receiver (CST/CSR) packets, to implement the channel
negotiation. All of the above four types of control packets are exchanged over the
control channel. The goal of the RTS/CTS control packets is to prevent the collisions
among the SUs, while the object of the CST/CSR control packets is to avoid the
collisions between the SUs and the PUs. In particular, when a SU sender wants to
communicate with a SU receiver over the cognitive radio networks, the SU sender
contends for the data channels via the control channel, as shown in Fig. 3. After
successful backoff stage, the SU sender conducts the channel negotiation with the
SU receiver by exchanging RTS/CTS/CST/CSR control packets over the control
channel. As shown in Fig. 3, the common idle licensed channels for the SU sender
and SU receiver are subchannel Q; after the successful channel negotiation, the SU
sender utilizes subchannel Q to send the data to the SU receiver.

Self-Interference Cancelation-Based Full-Duplex System Model

In this section, consider the full-duplex MIMO-GFDM-based wireless communica-
tion at the relay station, as illustrated in Fig. 4. To suppress the self-interference
caused by FD communication, the combined analog-domain and digital-domain
interference cancelation (ADIC) [19, 20] technique is employed at the receiver of
the relay node to cancel the residual self-interference after the propagation-domain
interference suppression (PDIS) schemes.

Fig. 4 Full-duplex
communications across the
secondary source users and
the relay station

Tx

Rx
A
D
I
C

Transmitter

Tx

Rx
A
D
I
C

PDIS

PDIS

Noise

Noise

Receiver
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Let M D Mr D Mt . The full-duplex transceiver receives not only the signal
of interest by .k/a .l/ 2 C

M�1 but also a self-interference signal ey .k/a .l/ 2 C
M�1 due

to bidirectional transmissions. As illustrated in Fig. 4, we can denote the MIMO
channel’s impulse response for wireless channels from the source node Sk to the
relay station in a considered kth source-destination pair asH .k/

S .l/ 2 C
M�M , which

is specified in Eq. (10). Denote the channel’s impulse response for wireless channels
from the relay station to the destination node Dk as H .k/

R .l/ 2 C
M�M . The self-

interference experiences the channel’s impulse responses, denoted by ˚ .k/.n/ 2

C
M�M , with n D 1; 2; : : : being the delay index from local transmitter to local

receiver at the relay station. Consequently, the received analog composite signal can
be determined as follows:

y .k/a .l/ D by .k/a .l/Cey .k/a .l/ (15)

for which the self-interference signal at the relay node yields

ey .k/a .l/ D
1X
nD0

˚ .k/.n/x.k/.l � n/ (16)

The principle of ADIC scheme can be briefly described in the following two
aspects:

1. Analog Cancelation: Analog cancelation technique uses knowledge of the trans-
mission to cancel self-interference in the RF signal, before it is digitized. The
principle of analog self-interference cancelation is to process the known trans-
mitted signal with a frequency-selective filter to generate a negative signal that,
when added to the composite signal, reverts the effect of the self-interference
propagating through ˚ .k/.n/. Denoting the channel’s impulse response of the
cancelation filter by C .k/

a .n/ 2 C
M�M , then, the signal, denoted by y .k/a .l/, after

analog cancelation can be determined as follows:

y .k/a .l/ D y
.k/
a .l/

1X
nD0

C .k/
a .n/x

.k/.l � n/ (17)

The self-interference could be ideally removed already in analog domain by
choosing C .k/

a .n/ D �˚
.k/.n/ for all n. However, in reality,C .k/

a .n/ is an analog
filter which is difficult and expensive to implement. For example, a practical
implementation may include only an M �M matrix of amplification and phase
shift operations which can cancel at its best the strongest multipath component
of each MIMO branch as follows [21]:
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n
C .k/
a .n/

o
i;j
D

8<
:
n
˚ .k/.n/

o
i;j
; if n D n�i;j

0; otherwise
(18)

where n�i;j D arg max
n

ˇ̌̌
ˇ
n
˚ .k/.n/

o
i;j

ˇ̌̌
ˇ
2

.

2. Digital Cancelation: Denoting the impulse response of the cancelation filter by
C
.k/

d .n/ 2 C
M�M , then, we can derive the signal, denoted by y .k/d .l/, after

digital cancelation as follows:

y
.k/

d .l/ D y
.k/

d .l/

1X
nD0

C
.k/

d .n/x
.k/.l � n/ (19)

where y
.k/

d .l/ represents the received digital composite signal. The self-
interference could be removed now by choosing

C
.k/

d .n/ D �A
�
˚ .k/.n/C C .k/

a .n/
�

(20)

where A is a real diagonal matrix, and we can obtain that by .k/d .l/ D Aby .k/a .l/
andey .k/d .l/ D Aey .k/a .l/.

MIMO-GFDM-Based FD-SS Relaying Scheme

FD-SS Scheme with Imperfect CSI

To detect the random access and departure of the PUs, the SUs need to sense the
licensed channel not only in the sensing period but also in the transmission period.
To enable the SU sensing during the transmission period, the SUs need to use the
wireless FD mode with transmitting and sensing simultaneously. Consequently, we
apply the wireless FD-SS scheme [9] over CRNs.

Since we assume that the source node and the destination node are far enough
from each other, there is no direct channel link between them due to shadowing
conditions and the transmit power limitation, thus the information needs to be
forwarded through the MIMO-based relay node in the networks. The relaying
process consists of two phases. In the first phase, the source nodes transmit signals
to the relay station after detecting the spectral white space.

Under the wireless FD-SS-based MIMO-GFDM model, the kth secondary
source node Sk detects the PU’s presence while it is transmitting signals to the
relay station. Consequently, the self-interference is introduced to Sk because of Sk’s
FD transmission with PU. When Sk is transmitting signals to the destination node,
the spectrum detection problem as a hypothesis testing problem presents with the
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following two hypotheses:

y
.k/
S D

8̂̂
<̂
ˆ̂̂:

p
PPH

.k/
P x

.p/ C
KP
n¤k

q
P
.n/
S H

.n/
S x

.n/
S C n

.k/
S ; if H1I

q
�P

.k/
S H

.k/
S x

.k/
S C

KP
n¤k

q
P
.n/
S H

.n/
S x

.n/
S C n

.k/
S ; if H0I

(21)

where H1 implies that PU is active and H0 implies that PU is inactive while the
secondary source node Sk is transmitting signals to the destination node; � with
0 � � � 1 is the self-interference suppression coefficient defined as the impact of
self-interference mitigation on the wireless FD communication [22]; P .k/

S and P .n/
S

are the transmit power of the kth source node and nth source node, respectively; PP
represents the transmit power of the PU base station (BS). x.k/S and x.n/S denote the
signals sent from the kth secondary-user source node and nth secondary-user source
node, respectively; x.p/ denotes the signals sent from the PU BS. H .k/

S and H .n/
S

denote the channel’s impulse response from the transmitter of kth source node and
nth source node to the receiver of the relay node, specified by Eq. (10), respectively;
H

.k/
P denotes the channel’s impulse response from the PU base station to the receiver

of the relay node; and n.k/S represents the additive white Gaussian noise (AWGN)
with zero mean and unit variance matrix.

In practice, the relay station usually does not have perfect knowledge of CSI.
With imperfect CSI, the minimum mean-square error (MMSE) channel estimation
forH .k/

S andH .k/
R can be derived as follows:

8<
:
bH .k/

S D H
.k/
S � "

.k/
S I

bH .k/

R D H
.k/
R � "

.k/
R ;

(22)

where ".k/S and ".k/R represent the estimation error matrices for H .k/
S and H .k/

R ,

respectively. According to [23], rows of bH .k/

S , ".k/S , bH .k/

R , and ".k/R are mutually inde-

pendent and distributed as C N
�
0; bD.k/

S

�
, C N

�
0;D

.k/
S �

bD.k/

S

�
, C N

�
0; bD.k/

R

�
,

and C N
�
0;D

.k/
R �

bD.k/

R

�
, respectively, where bD.k/

S and bD.k/

R are the diagonal

matrices and x � C N .0;˙ / denotes a complex Gaussian vector x with zero

mean and covariance matrix ˙ . Define W.k/
S , bH .k/

S

�bH .k/

S

�H
, as a random

nonnegative definite matrix, which has real, nonnegative eigenvalues, denoted by

�
.k/
S . Also, define W.k/

R , bH .k/

R

�bH .k/

R

�H
, as a random nonnegative definite matrix

with eigenvalues, denoted by �.k/R . Assuming that each eigenvalues is i.i.d..
By applying the MMSE channel estimation technique, the channel’s impulse

response is estimated at the receiver of the relay station as bH .k/
P and bH .k/

S . Because
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x
.k/
S is known to the receiver of the relay station, in conjunction with the channel

estimation results specified by Eq. (21), the received signal after combined ADIC at
the relay station, denoted by z.k/S , takes the following form:

z.k/S D

8̂<
:̂
p
PP bH .k/

P x
.p/ C I

.k/
S;1; if H1Iq

�P
.k/
S
bH .k/
S x

.k/
S C I

.k/
S;0; if H0;

(23)

where I .k/S;1 and I .k/S;0 are the residual self-interference-plus-noise items after com-
bined ADIC at the relay station given by
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S C n
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S ; if H0;

(24)

where ".k/P represents the channel estimation error coefficients for the PU communi-

cation link. Then, the power of I .k/S;1 and I .k/S;0, denoted by�.k/
S;1 and�.k/

S;0, respectively,
can be derived as follows:
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���bH .n/
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���2 C KP
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���".n/S
���2 ; if H0I

(25)

where I is the identity matrix. According to Eqs. (23) and (25), the received signal-
to-noise-plus interference ratio (SINR), denoted by �.k/S;1 and �.k/S;0, at the relay station
when the channels are idle or not can be expressed as follows:

8̂̂
<
ˆ̂:
�
.k/
S;1 D

PpkH .p/k
2

�
.k/
S;1

; if H1I

�
.k/
S;0 D

�P
.k/
S

���H .k/
S

���2
�
.k/
S;0

; if H0:

(26)

In the second phase, considering the MIMO-based FD relay networks, to keep
the system complexity low, linear processing schemes are proven to be close to
optimal [23]. Among all the linear processing techniques, we adopt the zero-forcing
(ZF) processing technique. Define the vector for the received signal at the relay

station as ZS ,
h
z.1/S ; z

.2/
S ; : : : ; z

.K/
S

i
, where z.k/S .k D 1; 2; : : : ; K/ is specified by

Eq. (23). Then, after receiving the signal from the source node, the relay station
applies the ZF receiver to detect the received signal. Thus, we have
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s
.k/
R D

�
W .k/

�H
z.k/S ; (27)

where .�/H denotes the Hermitian transpose and W D


w.1/;w.2/; : : : ;w.K/

�
is the

M �M beamforming matrix given by [24, 25]

W H ,
�bHH

R
bH R

��1 bHH

R : (28)

The estimated received signal is then amplified and forwarded to the destination

node using the beamforming matrix A D
h
A.1/;A.2/; : : : ;A.K/

i
. Consequently,

after linear processing, the transmit signal at the relay station can be expressed as

x
.k/
R D

�
A.k/

�H
s
.k/
R where

A.k/ D aZF bH .k/

R

��bH .k/

R

�H bH .k/

R

�1
; (29)

where aZF denotes the normalization constant, chosen to satisfy a long-term total
meet the power constraint at the relay node, we have [25]

aZF D

vuuut
M �K

KP
kD1

�
�
.k/
R

��2 : (30)

Consequently, with imperfect knowledge of desired channels, the received signal,
denoted by y .k/R , at the kth destination node can be derived as follows:
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(31)

where bH .k/
R denotes the estimated channel’s impulse response from the relay node

to kth secondary destination node; ".k/R represents the estimation error for H .k/
R ;

P
.k/
R is the transmit power at the relay node; and n.k/R represents the additive white

Gaussian noise (AWGN) with zero mean and unit variance matrix.
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Define the power of the interference-plus-noise item for the received signal at the
kth secondary destination node when PU is active or not as follows:

�
.k/
R;1 D �

.k/
R;0 D

KX
n¤k

P
.n/
R

����
�bH .k/
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"
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�H
A.n/

����
2

:

(32)

Consequently, the SNR, denoted by �.k/R;1 and �.k/R;0, from the relay station to the kth
secondary destination node can be derived as follows:
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(33)

Probability of Miss-Detection and False Alarm

We assume the detection threshold is ". We can rewrite the test statistics of
wireless FD energy detection for the channel from the secondary source node to
the secondary destination node, denoted by Yk.n/, as follows:

Yk.n/ D
1

Ns

 
NsX
nD0

ˇ̌̌
y
.k/
R .n/

ˇ̌̌2!
(34)

where Ns is the number of samples for the entire sensing period. Note that y.k/R .n/

in each sample is i.i.d. and we assume Ns is large enough. According to the
central limit theorem (CLT), the probability density function (pdf) of Yk.n/ can
be approximated by a Gaussian distribution.

Lemma 1. The false-alarm probability, denoted by pf , and the miss-detection
probability, denoted by pm, for our proposed MIMO-GFDM-based full-duplex
cognitive radio networks are determined, respectively, as follows:

8<
:
pf D Pr fYk.n/ > "jH0g D Q

��
"

.1C�0/
� 1

�p
Ns

�
I

pm D Pr fYk.n/ < "jH1g D 1 �Q
��

"
.1C�1C�0/

� 1
�p

Ns

�
;

(35)

where Q.�/ represents the Q function, " is the detection threshold and Ns denotes
the number of samples for the entire sensing period; the end-to-end SINR, denoted
by �1 and �0 when PU is present or not, is given as follows:
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(36)

Proof. The expression for SINR received at the destination node due to the kth
secondary-user source-destination link is given by [26]

�
.k/
0 D

�
.k/
S;0�

.k/
R;0

1C �
.k/
S;0 C �

.k/
R;0

: (37)

Consequently, using the maximum ratio combining (MRC) at the secondary desti-
nation node, the total end-to-end SINR due to the full-duplex-based relay network
is given as

�0 D

KX
kD1

�
.k/
0 : (38)

Because the pdf of Yk.n/ under hypothesis H0 can be approximated by a
Gaussian distribution with mean, denoted by 0, as follows:


.k/
0 D 1C �0; (39)

where �0 is the end-to-end SINR at the secondary destination node when the
channels are idle. Then, we can derive the variance, denoted by �0 as follows:

�20 D
.1C �0/

2

Ns
(40)

Thus, we can derive the probability of false alarm as follows:
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Defining new function z0.x/ as follows:

z0.x/ , x � .1C �0/

1C �0

p
Ns (42)



726 X. Zhang and J. Wang

and plugging Eq. (42) into Eq. (41), we can obtain

pf D Q

��
"

.1C �0/
� 1

p
Ns


(43)

which is Eq. (35). In the similar way, we can derive the miss-detection probability
pm specified in Eq. (35). Thus, Lemma 1 follows. ut

Heterogeneous Statistical Delay-Bounded QoS Guarantees
Through Effective Capacity Over CRNs

In this section, we apply the heterogeneous statistical QoS-driven power allocation
scheme to maximize the aggregate effective capacity of the FD-based MIMO-
GFDM system with heterogeneous statistical delay-bound QoS requirements.

Preliminary for Effective Capacity for Homogeneous
Statistical QoS

The statistical QoS guarantees [27, 28] have been extensively studied for analyzing
the queueing behavior for time-varying arrival and service processes. Based on large
deviation principle (LDP), under sufficient conditions, the queue length process
Q.l/ converges in distribution to a random variable Q.1/ such that

� lim
Qth!1

log .Pr fQ.1/ > Qthg/

Qth

D � (44)

To be more specific, Eq. (44) states that the probability of the queue length
exceeding a certain threshold Qth decays exponentially fast as the threshold Qth

increases. The parameter � is called QoS exponent and plays a critically important
role for statistical QoS guarantees. The larger � corresponds to the more stringent
QoS requirement, while the smaller � leads to the looser delay constraint, which
implies the system can only provide a looser QoS guarantee. For a certain � > 0,
Qth denotes the queue length bound.

Definition 1. The effective capacity [29] is defined as the maximum constant
arrival rate that a given service process can support in order to guarantee a QoS
requirement specified by � . Given a service process R.l/, the effective capacity of
the service process, denoted by Ec.�/, where � > 0, is defined as follows [29]:

Ec.�/ D �
1

�
log

�
E


e��R.l/

��
D �

1

�
log

�
E


e��R.1/

��
(45)

where E.�/ is the expectation operation.
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Furthermore, define the resource allocation policy, denoted by � , �.�; �/, as a
function of not only the SNR � but also of the QoS exponent � [4]. Applying the
resource allocation policy, the instantaneous transmit power becomes P .�/ D �P .
Assume that the channel is block fading. In addition, assume that all secondary users
are heterogeneous, that is, they have different power allocation schemes but they all
subject to the same unit mean power constraint. Let the mean transmit power be
upper-bounded by P . Therefore, the power control law needs to satisfy the mean
power constraint:

Z 1
0

P .�/p� .�/d� � 1; for all � > 0 (46)

where p�.�/ denotes the pdf of the SINR over Nakagami-m fading channel given
by

p�.�/ D
�m�1

� .m/

�
m

�

m
exp

�
�
m�

�


(47)

where � denotes the average SINR.

Markov Chain Model for QoS-Driven CRN

Each channel is modeled as an ON/OFF source alternating between state ON
(busy) and state OFF (idle) [30]. Suppose that each channel changes its state
independently, and the state transition probabilities do not depend on the original
state. To characterize the correctness of detections in channel sensing, there are
three possible scenarios, as illustrated in Fig. 5, as shown in the following:

Scenario 1: When channel is busy and detected as busy, or when channel is idle but
detected as busy, implying that channel is in ON state. As a result, the probability
of staying in ON state can be derived as follows [31]:

p11 D p21 D p31 D


p0.1 � pm/C .1 � p0/pf

�M
(48)

where p0 denotes the prior probability of channel being busy; pf is the false-alarm
probability, specified by Eq. (13);

Scenario 2: When channel is idle and detected as idle, implying that channel is in
OFF state, that is, the probability of staying in OFF state is determined as follows:

p12 D p22 D p32 Dec.1 � p0/.1 � pf / (49)
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Fig. 5 Markov chain modeling for cognitive radio channel state transitions

where

ec D
M�1X
iD0

.1 � p11/
M�1�i .p11/

i M Š

.M � i/Ši Š
D
1 � .p11/

M

p11
(50)

where let M DMt DMr .

Scenario 3: When channel is busy but detected as idle, implying that there is no
reliable transmitted data. The probability of staying in this scenario is denoted as
follows:

p13 D p23 D p33 Decp0pm (51)

where pm denotes the miss-detection probability, specified by Eq. (13).
Then, the 3 � 3 state transition probability matrix can be derived as follows:

S D

2
4p11 p12 p13p21 p22 p23
p31 p32 p33

3
5 D

2
4p1 p2 p3p1 p2 p3
p1 p2 p3

3
5 (52)

Note that in each frame duration, data is transmitted and received at rate R1 and R2
bits in the Scenario 1 and Scenario 2, respectively, while the transmitted number
of bits is assumed to be zero in Scenario 3.
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Assume that if the channel is detected as busy, SUs are considered in the
listen-and-talk mode, that is, SUs simultaneously transmit data and sense the
target spectrum band with transmitting power P .k/

S and P .k/
R . Otherwise, SUs are

considered in the half-duplex (HD) sensing mode, that is, SUs just sense the target
spectrum band.

Optimizing Effective Capacity with Heterogeneous Statistical QoS
Requirements Over CRNs

Considering the Markov-based relaying model, for the different K-link trans-
missions at the relay station, it is unrealistic to still assume that all the links
have the homogeneous statistical QoS requirements. Thus, the diverse delay-
bound QoS provisionings for different links at the same time, which repre-
sents the new heterogeneous statistical QoS provisioning framework and imposes
many new challenges, need to be considered. Let �k (k 2 Œ1;K�/ denote the
QoS exponents for different link transmissions at the relay station. Define the
power allocation vector PS .�/ D ŒP

.1/
S .�/; P

.2/
S .�/; � � � ; P

.K/
S .�/� and PR.�/ D

ŒP
.1/
R .�/; P

.2/
R .�/; � � � ; P

.K/
R .�/�.

Different relay protocols have been investigated in the last decades [4, 8].
In this section, we mainly focus on the simple relay protocols proposed, that
is, amplify-and-forward (AF) and decode-and-forward (DF) protocols as fol-
lows:

1. AF Protocol: In AF mode, the relay station simply amplifies and then forwards
what it receives to the destination node. This strategy is also called non-
regenerative relay or analog relay protocol. Then, with the assumption that there
is no direct channel link between the source node and the destination node, the
achievable rate of AF protocol, denoted by RAF , can be derived as follows [32]:

RAF D Tf B log2

 
1C

4P
.k/
S .�/P

.k/
R .�/�

.k/
S �

.k/
R

1C 2P
.k/
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.k/
S C 2P

.k/
R .�/�

.k/
R

!
; (53)

where �.k/S and �.k/R denote the SINR from the secondary source node k to the
relay station and from the relay station to the secondary destination node k,
respectively.

2. DF Protocol: With DF protocol, the relay station can decode its received message
and forward it to the destination node. The achievable rate of DF protocol,
denoted by RDF , can be expressed as follows:

RDF D Tf B log2 min
n�
1C ��

.k/
S P

.k/
S

�
;
�
1C �

.k/
R P

.k/
R

�o
: (54)
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Dynamic Power Allocations for AF Relay Cognitive Radio Networks

Scenario 1: According to the Markov state transition model, for the first scenario
(channel is in ON state, H0), the transmission rate as a function of � is derived as
follows:

8̂<
:̂
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S;0.�/ D Tf B

n
log2
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I
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�o
:

(55)

Based on AF protocol in Eq. (53), the achievable rate, denoted by R.k/AF;0.�/, of
the MIMO-GFDM-based relaying scheme can be expressed as follows:
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(56)

Suppose a set Sk of subchannels allocated to the kth secondary source-
destination pair. Since in the MIMO-GFDM structure each subchannel is only
allocated to one secondary pair, Sk

T
Sn D ; where k ¤ n and

SK
kD1 Sk D

f1; 2; : : : ; Kg. With regard to the abovementioned assumptions and long-term power
constraint, our maximization problem P1 with heterogeneous statistical delay-bound
QoS requirements under H0 hypnosis can be formulated as follows:

P1 W D arg max
P
.k/
S .�/;P

.k/
R .�/

C
opt
AF;0.�1; �2; : : : ; �K/ (57)

s.t. : .1/ Sk
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Sn D ; if k ¤ nI
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R .�/ > 0I

.3/ E

"
KX
kD1

P
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S .�/

#
� PS; E

"
KX
kD1

P
.k/
R .�/

#
� PR: (58)

Theorem 1. For optimizing the aggregate effective capacity for problem P1, there
exists the unique optimal QoS exponent �o .�min � �o � �max where �min D

minf�1; �2; : : : ; �Kg; �max D maxf�1; �2; : : : ; �Kg/ such that the equivalent aggre-
gate effective capacity, denoted by eCAF;0.�1; �2; : : : ; �K/, for different links in the
relay-based cognitive radio networks is given as follows [8]:
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and the approximation for the optimal value of �o in the high-end SINR region is
determined as follows:
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where N .1 � N � K/ is the number of QoS exponents which are less than or

equal to 10�2 and P
.k/

S .�/ and P
.k/

R .�/ are the average transmit power.

Proof. The proof is provided in section “Appendix A: Proof of Theorem 1”. ut

According to Theorem 1, in the high-end SINR region, the above non-
convex optimization problem P1 can be converted into a convex problem P2 as
follows:
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subject to the same constraints given in Eq. (58). Define ˇk , �kTf B=.2 log 2/ as
the normalized QoS exponent corresponding to �k .

To obtain the global optimal solution for P2, first the Lagrangian function is
applied for problem P2 as follows:
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where e�S and e�R are the Lagrange multipliers. Then, applying the Karush-Kuhn-
Tucker (KKT) condition, we can take the derivative of J with respect to P .k/

S .�/

and P .k/
R .�/ and set the results to zero as follows:
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Thus,
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Plugging Eq. (64) back into Eq. (63), we can observe that although the generic
optimal heterogeneous statistical QoS-driven recourse allocation for the MIMO-
GFDM-based cognitive radio networks can only be obtained through numerical
methods, the closed-form for the special case with K D 1 which can maximize
the effective capacity given in Eq. (57) under Scenario 1 can be derived as follows:
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where �.k/ ,
re�opt

S �
.k/
S;0=

�e�opt
R �

.k/
R;0

�
and e�opt

S and e�opt
R are the optimal Lagrangian

multipliers and can be numerically obtained by substituting Eq. (65) into Eq. (58).
Then, the rest of the cases where K D 2; 3; : : : can be determined. Consequently,
the maximum aggregate effective capacity using the optimal resource allocation
policy is obtained.
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Scenario 2: Similar with Scenario 1, using �
.k/
S;1 and �

.k/
R;1, we can obtain the

optimal power allocation policy for our proposed MIMO-GFDM-based full-duplex
cognitive radio networks when channel is in OFF state .H1/. Therefore, the
maximum effective capacity, denoted by C opt

AF;1.�1; �2; : : : ; �K/, can be derived.

Scenario 3: In this scenario, since the transmitted number of bits is assumed to be
zero, the value of the QoS exponent � does not affect the value of effective capacity.
Consequently, the effective capacity in Scenario 3 can be omitted.

Based on the abovementioned three scenarios, the maximum aggregate effective
capacity, denoted by Eopt

c .�1; �2; : : : ; �K/, can be derived as follows:

C
opt
AF;0.�1; �2; : : : ; �K/ D p1C

opt
AF;0.�1; �2; : : : ; �K/C p2C

opt
AF;1.�1; �2; : : : ; �K/:

(66)

Dynamic Power Allocations for DF Relay-Based Massive MIMO
Cognitive Radio Networks
In the FD relaying network, interference may degrade system performance severely,
and MIMO is proposed for interference suppression with the help of its extra spatial
dimensions. In order to mitigate the self-interference introduced by FD scheme,
during the last decades, massive MIMO systems [33, 34] that use large antenna
arrays with a few hundred antennas for multiuser operation have been an emerging
technology that delivers all the attractive benefits compared with the traditional
MIMO system, but at a much larger scale. Such massive MIMO system substantially
reduces the effects of noise, fast fading, and interference and provide increased
capacity. Researchers have been studying the massive MIMO system and identify
the key result is that, with very large antenna arrays at each base station, both the
intracell and intercell interferences can be substantially reduced with simple linear
beamforming (BF) processing techniques.

Scenario 1: For the massive MIMO system, according to DF protocol in Eq. (54),
the achievable rate, denoted by R.k/DF;0.�/, of the MIMO-GFDM-based relaying
scheme can be expressed as follows:

R
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Similar with the AF protocol, we can derive a function for the maximization
problem under DF protocol as follows:
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the QoS exponent �i .i D f1; 2g/ with i D 1 if R.k/S;0 < R
.k/
R;0 and i D 2 if

R
.k/
S;0 > R

.k/
S;0. Then, the maximization problem P3 with heterogeneous statistical

delay-bound QoS requirements under H0 hypnosis can be formulated as follows:

P3 W arg min
PS ;PR

fE Œmax fF1.�/;F2.�/g�g 	 arg min
PS ;PR

fmax fE ŒF1.�/� ;E ŒF2.�/�gg

(69)

subject to the same constraints given in Eq. (58) where
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(70)

where ˇ1 , �1Tf B= log 2 and ˇ2 , �2Tf B= log 2 are defined as the normalized
QoS exponents.

With ZF linear processing techniques at the relay station, the closed-form
expression for E ŒfF1.�/g� and E ŒfF2.�/g� of the FD relaying system in the high-
end SNR region with a finite number of transmit and receive antennas can be,
respectively, approximated as follows [35]:
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(71)

where ˛.k/R is the path envelop of the Nakagami-m fading channels.
To obtain the global optimal solution for P3, we need to convert the non-convex

optimization problem P3 to an equivalent convex optimization problem. Because
E ŒF1.�/� and E ŒF2.�/� are both convex functions, their point-wise maximum
function max fE ŒF1.�/� ;E ŒF2.�/�/g is also a convex function [28]. Therefore,
problem P3 is a strictly convex problem. To fine the optimal power adaptation, we
have

E ŒF1.�/� D E ŒF2.�/� (72)

Thus, we can derive an equivalent problem P4 as follows:

P4 W arg min
PR
fE ŒF2.�/�g (73)
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subject to the same constraints given in Eq. (58). For the FD-based massive MIMO
system, asM � K, we can rewrite the approximate expression for E ŒfF1.�/g� and
E ŒfF2.�/g� as follows:
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(74)

Consequently, for massive MIMO system, we can formulate an equivalent problem
P4 as follows:

P4 W arg min
PR
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(75)

subject to the same constraints given in Eq. (58).

Theorem 2. For our proposed massive MIMO system, the optimal resource adap-
tation policy which maximizes the effective capacity at the relay station given in
Eq. (26) is derived as follows:
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where opt can be obtained by substituting Eq. (76) into Eq. (58).

Proof. The proof is provided in section “Appendix B: Proof of Theorem 2”. ut

Substituting Eq. (76) into Eqs. (72) and (74), the optimal power adaptation policy,
denoted by P opt

S , for the source node can be determined as follows:
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Scenario 2: Similar with Scenario 1, using �
.k/
S;1 and �

.k/
R;1, we can obtain the

optimal power allocation policy for our proposed MIMO-GFDM-based full-duplex
cognitive radio networks when channel is in OFF state .H1/.

Scenario 3: In this scenario, the effective capacity in Scenario 3 can be omitted.

Simulation Evaluations

MATLAB simulation is used to validate and evaluate the QoS-aware MIMO-
GFDM-based CRNs. Throughout our simulations, set the bandwidthB D 100KHz,
the time frame length Tf D 2ms, the average transmit power for the source nodes
and the relay station PS D 0:5W, and PR D 1W. Without loss of generality, we
set the self-interference mitigation factors for secondary users as � D 0:95.

For analyzing and comparing the system performance of both a 2 � 2 MIMO
channel and an FD channel, we consider the simplest case of two SUs trying to
constantly send data to each other. Both SUs have two antennas that can be used for
transmitting or receiving. We compare the case when the SUs use the two antennas
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Fig. 6 The probabilities of false alarm and miss-detection with varying SNR over FD CRNs
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Fig. 7 The comparison of QoS-driven optimal resource allocation policy with different QoS
constraints

to implement a 2� 2 MIMO system v.s. implement a FD system. We can make two
assumptions in this comparison [36]:

• SUs have the same power constraint during the transmission regardless of its
duplex mode. This means that an HD SU cannot double its transmit power even
though it remains silent half of the time (compared to the FD SU which always
transmits). Under this assumption, a 2 � 2 MIMO system is able to use the
maximum power of only a single SU at a given time, since only one of two
communicating SUs can transmit at a given time. On the other hand, with FD
scheme, the system uses the maximum power of both communicating SUs at the
same time, thus allowing the use of more total power in the system.

• The transmitter knows the state of the wireless channel from itself to the receiver
perfectly. For a MIMO system, this increases the transmission rate by allowing an
additional transmitter processing technique, called MIMO precoding. In case of
FD scheme, if both the SUs know the channels between all the antenna pairs, they
can agree on the best transmit-receive antenna pair to maximize the transmission
rate in both directions.
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Fig. 8 The optimal power allocation policy for our proposed MIMO-GFDM-based cognitive radio
networks

We consider GFDM system and OFDM system with 1024 subcarriers .P D
1024/ and Q D 256. Using Eq. (35), Fig. 6 plots and evaluates the probability of
false alarm and the probability of miss-detecting the channel with varying SNR
corresponding to GFDM system, compared with the OFDM system. As illustrated
in Fig. 6, our proposed GFDM system outperforms OFDM system in terms of the
false-alarm probability and miss-detection probability. Figure 6 also shows that the
probability of false alarm decreases as the energy detection threshold " decreases.
We can observe from Fig. 6 that the probability of false alarm and the probability of
miss-detection both increase as the value of SNR decreases, while the gap between
each curve is decreasing as SNR increases. This implies that the energy detection
performance of one cognitive node gets worse when the SNR decreases, which is
the case when the cognitive node experiences heavy shadowing or fading.

According to the statistical QoS scheme, when � ! 1, this implies that
the system cannot tolerate any delay, which corresponds to the very stringent
statistical delay-bound QoS constraint. On the other hand, when � ! 0, the
system can tolerate an arbitrarily long delay, which corresponds to the very loose
statistical delay-bound QoS constraint. Figure 7 depicts the QoS-driven optimal
power allocation policy with different QoS constraints, where we plot and compare
four curves with very loose constraint .�1 D �2 D 1 � 10�4/ and very stringent
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constraint .�1 D �2 D 0:6/. Figure 7 shows that the loose and stringent QoS
constraints set the upper bound and lower bound for the power allocation policy,
respectively. As illustrated in Fig. 7, we can also observe that for a given SNR, the
optimal resource allocation scheme allocates more power for P .k/

u than P .k/
s , which

implies that the SU consumes more power for LAT mode than HD sensing mode.
Let �1 D �2 D � � � D �K D 0:5, K D 2, and M D 2. According to Eq. (65),

to evaluate the performance of the MIMO-GFDM-based system, Fig. 8 depicts the
optimal power allocation policy for our relay-based cognitive radio networks. As
illustrated in Fig. 8, the relay station is allocated more power compared with the
power allocation policy at the source nodes P .k/

S . It makes sense since the average
transmit power at the secondary relay station is set larger than the power at the
secondary source nodes.

Figure 9 depicts the aggregate effective capacity for the MIMO-GFDM-based
cognitive radio networks corresponding to the heterogeneous statistical QoS-driven
power allocation scheme compared with the homogeneous QoS-driven power allo-
cation scheme with K D 2 and M D 2. As shown in Fig. 9, the aggregate effective
capacity converges to zero as the statistical QoS constraint becomes more stringent.
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When �1 D �2, the aggregate effective capacity for heterogeneous statistical QoS
scheme is the same as the homogeneous statistical QoS scheme, which implies that
the homogeneous statistical QoS provisioning is a special case of the heterogeneous
statistical QoS provisioning. When �1 ¤ �2, the effective capacity corresponding
to the heterogeneous statistical QoS scheme is larger than the effective capacity
corresponding to the homogeneous statistical QoS provisioning, implying that
the heterogeneous statistical QoS scheme outperforms the existing homogeneous
statistical QoS scheme in terms of the aggregate effective capacity for the MIMO-
GFDM-based cognitive radio networks.

Set K D 2, �.1/S;0 D 10 dB, and �.2/S;0 D 5 dB. Figure 10 plots the aggregate effec-
tive capacity for the MIMO-GFDM-based cognitive radio system under different
QoS constraints. As shown in Fig. 10, with looser QoS constraint .� D 10�2/, the
system can achieve higher aggregate effective capacity, which implies that loose
QoS constraint .� D 10�3/ and stringent QoS constraint .� D 10�2/ can set the
upper bound and lower bound for the aggregate effective capacity, respectively.
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Fig. 10 The aggregate effective capacity under different QoS constraints for our proposed MIMO-
GFDM-based cognitive radio networks
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Using Eq. (57), Fig. 11 depicts the aggregate effective capacity for the MIMO-
GFDM-based cognitive radio system with different number of transmit and receive
antennas M compared with single-input single-output (SISO) scheme. As shown
in Fig. 11, as the QoS exponent � becomes larger, the effective capacity decreases.
As illustrated in Fig. 11, as the number of transmit and receive antennas increases,
the MIMO-based relaying system achieves better aggregate effective capacity over
the cognitive radio networks, implying that larger antenna arrays at the relay station
can achieve better performance, that is, the MIMO-GFDM-based relaying system
can outperform the traditional SISO system in terms of the aggregate effective
capacity. From Fig. 11, it is obvious that the gap between the plots becomes smaller
as M increases, which implies that the aggregate effective capacity cannot always
increase as M ! 1; instead, the transmission rate finally converges to a certain
value.
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Fig. 11 The aggregate effective capacity with different number of antennas for our proposed
MIMO-GFDM-based cognitive radio networks
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Conclusions

We proposed the heterogeneous statistical QoS provisioning schemes by apply-
ing MIMO-GFDM technique to implement FD-SS-based multimedia services in
CRNs. In particular, under the Nakagami-m wireless channels, we established
the spectrum sensing model, the MIMO-GFDM-based PHY-layer model, the
non-time-slotted CRN model, and the self-interference cancelation model. We
developed and analyzed the FD-SS-based MIMO-GFDM scheme to fully utilize
the channel spectrum and derived the probabilities of miss-detection and false
alarm for the proposed FD-SS-based MIMO-GFDM model over cognitive radio
networks. Under the heterogeneous statistical QoS constraints, we developed the
Markov chain model to characterize the correctness of detections in channel
sensing and then derived and analyzed the aggregate effective capacity under our
proposed optimal power allocation policies using the proposed MIMO-GFDM
architecture over FD cognitive radio networks. Also conducted was a set of
simulations which showed that our proposed scheme outperformed the other
existing schemes in terms of aggregate effective capacity to efficiently implement
the heterogeneous statistical QoS over cognitive radio-based 5G mobile wireless
networks.

Acknowledgements This work was supported in part by the U.S. National Science Foundation
under Grants ECCS-1408601 and CNS-1205726, and the U.S. Air Force under Grant FA9453-15-
C-0423.

Appendix A: Proof of Theorem 1

Proof. The aggregate effective capacity, denoted by eCAF;0.�1; �2; : : : ; �K/, for
different links in the relay-based cognitive radio networks can be derived as
follows:
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Then, the value of �o needs to be derived before solving the optimization problem.
The optimal �o needs to satisfy the following equation:
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Considering that the effective capacity for one link can be increased when using
the QoS-driven power allocation as compared with the effective capacity using the
average transmit power control, we have
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for 1 � k � K where Ik represents the increased aggregate effective capacity
when using the heterogeneous-statistical-QoS-driven power allocation scheme for
the kth downlink. Then, substituting Eq. (80) back into Eq. (79), we can obtain the
expression for �o in Eq. (81) as follows:
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where
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According to [7], the approximation of �o can be classified into the following four
cases based on the values of Nakagami-m channel parameter m:

Case 1: m � 1. For this case, because the average transmit power is the
determining factor for the effective capacity, we have

�
1

�k
log

(
E�

"
exp

(
� �kTf B

� log2

 
1C

4P
.k/

S .�/P
.k/

R .�/�
.k/
S;0�

.k/
R;0

1C 2P
.k/

S .�/�
.k/
S;0 C 2P

.k/

R .�/�
.k/
R;0

!)#)
� Ik

(83)

for 1 � k � K. Thus, we can omit the terms containing Ik in Eq. (81).

Case 2: m > 1 and �max is small .�max � 10
�2/. We consider � is large if � > 10�2

and if � � 10�2, we claim that � is small [7]. For small � , the optimal power-
adaptation law allocates more power to worse channel. In contrast, for large � ,
the power control assigns less power to the better channel, but more power to the
worse channel. Because the average transmit power is the determining factor for the
effective capacity, it is the same as Case 1.

Case 3: m > 1 and �min is large .�min > 10�2/. For this case, because the QoS-
driven power control is the determining factor for the effective capacity, we only
need to consider each term containing Ik in Eq. (81), we have

�
1

�k
log

(
E�

"
exp

(
� �kTf B

� log2

 
1C

4P
.k/

S .�/P
.k/

R .�/�
.k/
S;0�

.k/
R;0

1C 2P
.k/

S .�/�
.k/
S;0 C 2P

.k/

R .�/�
.k/
R;0

!)#)

 Ik

(84)



21 Heterogeneous Statistical QoS Provisioning Over Cognitive-Radio: : : 745

for 1 � k � K. Thus, we can obtain
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Case 4: m > 1, �min is small and �max is large. For this case, because we have
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where �k .1 � k � N � K/ is small .�k � 10�2/ and �n ..N C 1/ � n � K/ is
large .�n > 10�2/. Then, we can derive Eq. (60).

In order to derive the value of �o, we also need to obtain the optimal values of

P
.k/

S and P
.k/

R .1 � k � K/, which can be obtained by solving the optimization
problem P2. Therefore, the proof for Theorem 1 follows. ut

Appendix B: Proof of Theorem 2

Proof. Since P4 is a strictly convex optimization problem, and thus it has the unique
optimal solution. We construct the Lagrangian function for P4, denoted by J , as
follows:
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where  is the Lagrangian multiplier associated with the constraint specified by
Eq. (58). Thus, the optimal solutions for the recourse adaptation law, and the optimal
Lagrangian multiplier opt of the problem P4 need to satisfy the following Karush-
Kuhn-Tucker (KKT) conditions:
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Taking derivative of J with respect to PR, we can obtain
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Then, for our proposed massive MIMO system (M !1), associated with Eq. (89),
we can derive the optimal solutions expressed by Eq. (76). Therefore, the proof for
Theorem 2 follows. ut
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Abstract

With the advent of mobile cloud computing, the expectation of the mobile users
for anywhere, anytime, content-rich experience will see a significant increase.
The users’ expectation on quality of experience for content-rich applications
can only be met through offloading computationally intensive application tasks
to a remote cloud since mobile devices are still constrained by their battery
power. This, however, leads to an increase in mobile web traffic. The success
of computation offloading techniques, therefore, depends on being able to
effectively trade-off resource usage at the mobile device against efficiently
managing the spectrum for mobile computing. Hence it is essential for cloud
offloading techniques to take advantage of recent advances in cognitive network-
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ing and spectrum-aware scheduling of application components. The convergence
of cognitive networking and spectrum-aware mobile computing is propelling
research in this area. The current state-of-the-art includes techniques that offload
application data using all viable multiple radio interfaces (e.g., WiFi, LTE, etc.) in
multi-RAT-enabled devices, while being adaptive to the conditions of the mobile
network. This chapter presents a survey of the existing spectrum-aware mobile
computing techniques and proposes a vision for the future for a 5G-enabled,
cognitive mobile computing platform. Implementation setups using real data
measurements from an HTC phone running multicomponent applications and
using different cloud servers such as Amazon EC2 and NSFCloud over LTE and
WiFi are also discussed.

Keywords
Spectrum-aware computing � Mobile cloud computing � Cognitive
networking � Computation offloading � Scheduling � Optimization

Introduction

The advent of cognitive radio technology, proposed almost two decades ago, has
enabled dynamic spectrum access and sharing. Additionally, since 2013, many
modern phones have been designed to support multiple radio access technologies
(RATs) such as bluetooth, WiFi, and 3G/4G/LTE. The coexistence of these two
technologies has spawned a fertile research area in spectrum-aware mobile comput-
ing. Furthermore, current and future mobile devices are expected to deliver a lot
more than handling basic applications like phone calls, emails, texting, and video
sharing. They are expected to run data-intensive and compute-intensive applications
such as face recognition software. Users’ desired quality of service and experience
and resource limitations at the end device will warrant computation offloading to
the cloud.

Cloud offloading can be interpreted as (i) data flow offloading in networking
applications [8] or (ii) offloading computationally intensive tasks to the cloud [33]
or mobile edge devices [67], a self-managing data center in the layer of network
infrastructure [53]. The focus of this chapter is on computation offloading to
the cloud. State-of-the-art techniques in spectrum-aware mobile computing in this
context are presented.

Mobile computation offloading techniques can be classified along four axes as
shown in Fig. 1 based on (i) radio access technology (RAT), (ii) time adaptability,
(iii) scheduling order of application components, and (iv) extent of offloading. RAT
strategies for wireless-aware computation offloading are presented for single-RAT
devices (section “Spectrum-Aware Offloading Using Single-RAT Devices”) and
multi-RAT devices (on/off networking is addressed in section “Spectrum-Aware
Cloud Offloading Using On/Off Multi-RAT Networking”, and cognitive network-
ing is addressed in section “Spectrum-Aware Cloud Offloading Using Cognitive
Networking”). The second classification is based on flexibility of mobile computing
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Fig. 1 Classification of mobile computation offloading

techniques with either static variations of wireless network parameters (offline
strategies) (sections “Offline Approach”, “Offline Approach”, “Offline Approach”)
or dynamic variations of wireless network parameters (online strategies) (sec-
tions “Online Approach”, “Online Approach”, “Online Approach”). The third
classification is based on the schedule order of component tasks for spectrum-
aware computation offloading – trivial order or nontrivial order. In trivial ordering,
the application components are scheduled in a sequential order computed either
arbitrarily or based on the compiler-generated call graph. In nontrivial ordering,
a sophisticated schedule is computed that allows for simultaneous processing
of components on the mobile and the cloud while maintaining the integrity of
the application (section “The Effect of Spectrum-Aware Scheduling in Mobile
Computing”). Finally, the extent of offloading can be either complete offloading,
all-or-nothing offloading, or partial offloading. This chapter focuses only on partial
offloading. Hence the different extents of offloading are briefly discussed below.

Extent of offloading: Mobile computation offloading can be classified into three
types: (1) complete offloading, where everything is offloaded for remote exe-
cution [31, 56]; (2) all-or-nothing offloading, where the required computations
for the mobile app are totally offloaded to a cloud server, or everything is
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processed in the mobile device [62]; and (3) partial offloading, where the app
is partitioned into smaller component tasks, and piecewise decisions are made
for individual tasks to be executed either in the mobile device or in the cloud
[4, 11, 26, 27, 35, 55].

Partitioning the mobile apps for partial offloading strategies can be divided into
two groups: (1) coarse-level partitioning of the applications where the code is
pre-partitioned into components [4, 20, 35, 60]; (2) fine-grained offloading using
method-level partitioning like MAUI [11] and ThinkAir [26]. ThinkAir focuses
on scalability issues and parallel processing of offloaded tasks using multiple
virtual machines (VMs). Mobile Augmentation Cloud Service (MACS) [27],
which provides an Android service-based mobile computing middleware, allows
for seamless offloading of the application component tasks to the cloud. COSMOS
[55] is also a new offload platform where fine-grained partial mobile computing of
sequential tasks is performed as a service.

Partial offloading can provide more efficient spectrum-aware mobile cloud
offloading strategies because decision, for each component task, on whether to
offload or execute on the mobile is dynamic with the wireless network parameters
such as delay, offloading energy consumption, and queue backlog [4, 11, 26, 27,
35, 55, 65]. The decision for either offloading a component task or executing it on
the mobile device can be considered based on the following objectives: minimizing
the battery consumption by the mobile device, providing shorter runtimes for the
execution of sophisticated mobile apps, and efficiently using the limited spectrum
for offloading. Although partial offloading reduces computational burden on the
mobile device, it adds to the communication cost on the networks. Therefore, in
order to fully harness the power of partial cloud offloading, the resource constraints
on the mobile device should be addressed jointly with the recent trends in wireless
networking.

For the above reasons, only partial offloading is considered in this chapter. Hence
the current research literature in spectrum-aware mobile cloud offloading can be
schematically presented along only three axes as shown in Fig. 2.

The existing work can be represented along three axes, namely, the radio access
technology (R-axis), time adaptability (T -axis), and scheduling order (S -axis).
All the research contributions indicated in this schematic figure are discussed in
the following sections. Most of the prior existing work only concerns the radio
technology and time adaptability with a predetermined scheduling order (on the R-
T plane). The work in [34] was the first to introduce work along the S -axis and the
R-T -S -space (addressed in section “Joint Scheduling and Computation Offloading
in Time-Adaptive Cognitive Networks”).

The rest of this chapter is organized as follows. Section “Spectrum-Aware
Cloud Offloading Using Cognitive Radios (Offline/Online Scenarios)” presents the
work in the R-T plane. Section “The Effect of Spectrum-Aware Scheduling in
Mobile Computing” presents the work along the S -axis. Section “Joint Scheduling
and Computation Offloading in Time-Adaptive Cognitive Networks” discusses the
work in the R-T -S -space. Finally, section “Summary and Future Directions of
Spectrum-Aware Mobile Computing” concludes with future directions.



22 Spectrum-Aware Mobile Computing Using Cognitive Networks 753

Fig. 2 Schematic of the spectrum-aware mobile computing schemes in context of the state of arts

Spectrum-Aware Cloud Offloading Using Cognitive Radios
(Offline/Online Scenarios)

Multiple radio access technology (multi-RAT) is increasingly being supported by
mobile devices of today. For example, current iPhones use multipath TCP to create
backup connections for iOS [38], and Samsung phones combine WiFi and LTE to
provide Gigabit mobile services [45]. Also, exploiting multiple radio interfaces in
mobile heterogeneous networks (HetNets) and next-generation cellular networks is
necessary to utilize maximum achievable network capacity [24]. Several approaches
can be used for multi-RAT networking such as carrier aggregation (CA) and channel
bonding (CB) [23, 24, 49]; multipath TCP (MPTCP) protocols that simultaneously
access multiple networks [30]; using proper strategies for network selection, which
is to select the best network for various communications at any time anywhere [59];
dynamic switching with heterogeneous channels [14]; and concurrent transmission
of multi-array antennas [3].

Nowadays, different techniques for aggregation of wireless radio interfaces have
been introduced. However, multiple overlapping exists as a main problem in primary
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channels (say WiFi) and also uncoordinated frequency bands (e.g., 802.15.4 that
uses 2 MHz). Dynamic carrier aggregation between licensed and unlicensed carriers
is a technique for multi-RAT networking that has been addressed in [24]. Carrier
aggregation is also addressed in [49] where the reference signal design for uplink
transmission is based on selections of best combination of distinct sequences and
cyclic shifts in each carrier. In [59] the utility function for network selection is based
on multiple attributes, including bandwidth [21, 40], cell radius [28], security [7],
battery [51], SNR/ SIR [57], price [40], hand-off failure probability [19, 25], data
traffic [29], power consumption [1, 21], BER [57], delay [28, 47], and packet loss
and jitter [5]. Another solution for muti-RAT networking is opportunistic channel
switching that allows a link to dynamically search for a channel. This technique
maximizes the real-time system performance among heterogeneous channels [14].

The emerging technology of cognitive networking is the appropriate solution in
the cloud offloading scenario where there is a need for offloading computationally
intensive parts of the applications to a resource-rich cloud. Cognitive cloud offload-
ing is a new concept (introduced in [34]) where the computational cloud offloader
decides which radio interfaces must be used in the associated data transfers and
what percentage of the data should be communicated through each interface, as
well as which components of a sophisticated multicomponent application should
be offloaded and which should run locally. Cognitive networking and using all the
viable networks simultaneously for cloud offloading lead to a higher throughput of
the network.

An example of a complex multicomponent mobile application, that is computed
through offloading, is shown in Fig. 3. This application consists of ten components,
and the dependencies between the components are indicated. A cloud server, such
as NSFCloud or Amazon Elastic Compute Cloud (Amazon EC2), is used for
cloud computing, scheduling the tasks, and aggregating of the data related to the
computations from all the networks. A mobile device with K radio interfaces
(networks) is used. In the uplink scenario, at time slot t , ˛k.t/% of the required
data for offloading is sent by the mobile device through radio interface k. Similarly
in the downlink scenario, ˇk.t/% of the data is sent by the cloud to the mobile device
using radio interface k 8k. The goal is to find an online scheduling-offloading policy
for all components as well as the optimal wireless resource allocation between the
multi-RAT networks for two-way data transfers between mobile and cloud.

This section elaborates on research in the R-T plane in the schematic presented
in Fig. 2. The R-axis indicates wireless-aware cloud offloading using single radio
interface, multiple radio interfaces, and cognitive networking. The cloud offloading
algorithms are developed either for single radio access technology (single-RAT) or
multiple radio access technology (multi-RAT) devices. Multi-RAT-enabled mobile
devices increase the capacity for offloading [30]. In multi-RAT networking, there
are two options: the wireless interfaces are used in either an on/off mode or a hybrid
mode. In the on/off mode, only one network is offloading at a time, whereas in the
hybrid mode cognitive networking is applied for cloud offloading.

Recall that offloading with single network can be done using single channel or
multiple channels. The multichannel single-RAT scenario is totally different from
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Fig. 3 Cognitive offloading for multi-RAT-enabled wireless devices

the multi-RAT scenario. The parameters of channels (path characteristics such as
rate and delay) in the same radio network vary widely in comparison with radio
interfaces such as WiFi and LTE supported by multi-RAT-enabled devices [48]. On
the one hand, a multi-RAT system is transparent to underlying wireless network and
technology. On the other hand, it makes coarse decision on offloading computation
of components from one radio to another unlike multichannel approach which does
provide fine grain decisions between different channels. A multichannel partial
offline offloading solution was proposed in [4] for queue stability. The extension
of [4] to joint allocation of transmit power in single and multichannel scenarios in
single-RAT devices was studied in [13].

Partial cloud offloading for mobile applications with predetermined compiler-
generated call graphs is expressed jointly with allocation of transmit power level,
and the constellation size of OFDM subcarriers used for offloading in [13] such
that the constraints of latency, packet loss, and execution time are satisfied. The
authors of [13] then extended the wireless communication environment of their
work to MIMO multiple system where multiple mobile devices demand cloud
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offloading [52]. However, decision making is on the CPU cycles/second assigned for
the computations on each mobile device by the cloud rather than offloading strategy.

The time (adaptiveness) axis (T -axis) in spectrum-aware cloud offloading indi-
cates that the existing offloading techniques are classified based on offline or online
techniques. In the offline approach, the offloading decisions are static and done at
the start of processing. In the online approach, the offloading decisions are dynamic
and are made on the fly [18].

The research represented in the R � T -plane is divided into six categories: (1)
offline offloading strategies using single-RAT for networking; (2) online offloading
strategies using single-RAT for networking; (3) offline offloading strategies using
on/off multi-RAT for networking; (4) online offloading strategies using on/off multi-
RAT for networking; (5) offline offloading strategies using cognitive networking;
and (6) online offloading strategies using cognitive networking. These 6 classes are
discussed below.

Spectrum-Aware Offloading Using Single-RAT Devices

Offline Approach
The offline (static) offloading strategies using single radio includes classic com-
putation offloading approaches such as MAUI [11]. MAUI presented an offline
fine-grained partial offloading strategy using WiFi network for communication. This
energy-efficient strategy provides minimum burden on the programming support
for implementation. It specifies which methods must be offloaded to the cloud using
WiFi RAT under the mobile’s wireless connectivity constraints at runtime and which
methods must be processed in the mobile device. This fine-grained partial offloading
scheme maximizes the energy savings. MAUI achieves these advantages using some
properties of current code environments for mobile apps as follows:

1. Code portability is used to provide two versions of a mobile app in the
infrastructure, one for mobile execution and another one for cloud execution; this
flexible code provides adaptability in the instruction set architecture between the
mobile app and the cloud servers.

2. Programming reflection is combined with safety to enable the offload scheduler
to automatically identify the offloadable methods (tasks) and extract only the
program state needed by those methods.

3. Each method of the mobile app is profiled, and serialization is used for method
processing.

In this work, resources are managed based on the wireless connectivity (band-
width and latency) using a linear programming formulation of the computation
offloading problem. The authors have tested their strategy using several apps
including a computationally intensive face recognition mobile application for
the specific purpose of energy minimization and a delay-sensitive arcade game
application. Other related work on offline single-RAT computation offloading
include [2, 26, 27, 33, 36, 41, 55, 62, 63, 66].
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In [41], an offline offloading policy is proposed to minimize the energy
consumption of the mobile device with overall application deadline constraints. A
more precise algorithm for individual deadline constraints on application tasks is
also mentioned in [2]. A partial offline computation offloading scheme is used in
[54] where a predictive algorithm is used for wireless connectivity. Here, a risk
control strategy is used to make the prediction analysis more reliable.

Online Approach
Online (dynamic) computation offloading is fundamentally influenced by instanta-
neous changes of the data rates, latency, communication power, and buffer queuing
at the radio interface. A partial dynamic offloading for frame-based tasks with
response time guarantees from the cloud servers is studied in [58]. The server
estimates the response time for remote execution of each task based on total
bandwidth server model. Also a fault-tolerant strategy for online partial cloud
offloading of the mobile applications with sequential component dependency is
proposed in [12] such that the trajectory of mobility of users is modeled by random
waypoint (RWP). In this fault-tolerant strategy, there is a trade-off to balance waiting
for reconnections and restarting failed services from beginning.

Spectrum-Aware Cloud Offloading Using On/Off Multi-RAT
Networking

Computation offloading strategies using multi-RAT networking [20, 35, 56] have
recently gained interest because of the new features and capabilities in cognitive
radio networking [68] and wireless HetNets in the 5G evolution. In the classic multi-
RAT offloading [20,56], only one of the radio interfaces, which has the best wireless
characteristics, will be selected for offloading. Thus, these schemes use an on/off
selection model for the networks.

Offline Approach
A classic energy-efficient partial computation offloading algorithm using on/off
multi-RAT networking was proposed in [20]. The main objective of this work is
to reduce the communication costs (energy and delay) between the mobile device
and the cloud server while guaranteeing the given application runtime. Note that
although this algorithm works in offline mode, it assumes that the viable wireless
networks change over time depending on the current location of the mobile device.
However, during the runtime of the application, the parameters of available wireless
networks are assumed to not change. Huang et al. [20] considers that cellular
network is accessible everywhere while WiFi network is available only in special
places. When two networks are available, the controller in the mobile device
selects the best RAT based on the higher data rate before making decision on
offloading. The offloading decision is obtained based on minimization of the energy
consumption by the mobile device (the energy consumed for mobile execution of
local tasks of the app plus the energy consumption in the idle mode due to offloading
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plus the energy consumed for offloading). The constraints of this optimization
problem are designed such that the maximum number of computation requests
would not violate a given threshold, and the system stability will also be guaranteed.
Lyapunov optimization is applied to solve this problem.

Online Approach
A wholesale offloading strategy is addressed in eTime [56] based on energy and
delay trade-off. Although the authors assume a multi-RAT device, only the best
single wireless interface is used for offloading. This work proposes a strategy for
Energy-efficient data TransmIssion from the cloud to Mobile dEvices (eTime)
such that online decisions are made for time-adaptive scheduling of the data
communication based on wireless connectivity between the two entities. eTime
strategy uses the online information of data traffic to specify the amount of data to be
transmitted at the current time such that jointly the energy consumed by the mobile
device for communication is minimized and the queue of ambient data traffic is
stabilized. Therefore, an energy-delay trade-off algorithm was designed to solve the
problem using Lyapunov optimization technique. To test the proposed strategy, the
authors considered ten applications running in the cloud with specific data-arrival
distributions, and the corresponding data of applications were transmitted to the
mobile devices based on the current online connectivity through WiFi and cellular
networks. The implementation results show that using the eTime strategy, 20–35%
less energy was consumed by the mobile device in comparison to a random strategy,
where the user may run applications on the mobile device and request data in a
random time slot, and the data are offloaded instantly from the cloud to the mobile
user without wireless connectivity prediction.

Spectrum-Aware Cloud Offloading Using Cognitive Networking

Offline Approach
Cognitive cloud offloading was first considered in [35] for multi-RAT devices,
where all viable networks are simultaneously used to offload. An optimal one
shot solution (in offline mode) is used to obtain the percentage of data over
each wireless interface. In previous multiple radio-aware computation offloading
strategies, including [20], the best of the available wireless interfaces was selected
(only one of the wireless interfaces) for computation offloading, rather than a
strategy that addresses using all viable radio interfaces simultaneously. In [35], the
associated data transfer was optimized over all viable networks at the mobile device
transmitter in uplink (not at the cloud transmitter end in downlink scenario). This
work assumes one best radio interface for downlink data transfer. The optimization
of radio resource allocation for cognitive networking in downlink was addressed in
a later work [34]. They also assume that the application components are processed
in a predetermined manner like [11, 20].
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A comprehensive model is proposed in [35] for energy consumption by the
mobile device to run the application component task i , given as Ei D E

.m/
i C

E
.c/
i C E

.com/
i , where E.m/

i (E.c/
i ) is defined as the energy consumed by the mobile

device to run component i in the mobile (cloud), and E.com/
i is defined as the

energy consumed by the mobile for data transfer of component i between cloud
and mobile. The energy consumption for mobile execution of component i is
expressed asE.m/

i D .1�Ii /P
.m/
ac .i/qm

i . Ii is the execution place indicator, assigned
1 if component i is offloaded to the cloud and assigned 0 if processed on the
mobile device, P .m/

ac .i/ is the power consumed by the mobile device when it is
actively processing component i , and qm

i represents the time to process component
i in the mobile device. If the component should be offloaded, then the mobile
device will spend the idle power for the duration of this execution. The energy
consumption by the mobile device when component i is being remotely processed
is E.c/

i D IiPidq
c
i . Pid shows the power consumed by the mobile in the idle

mode, and qc
i presents the time to process component i in the cloud. E.com/

i comes
into play when either the component immediately preceding the component i or
immediately succeeding component i is executed in the other entity. E.com/

i is the
energy consumed by the mobile device for associated data transfer between the
cloud and mobile. E.com/

i represents (1) the energy consumed in transmitting or
receiving the relevant data and (2) the idle energy consumption when the relevant
computations are being transferred to the cloud (different from E

.c/
i , which shows

the idle energy consumption by the mobile device while component i is running
in the cloud). The time to transfer data in the downlink and uplink scenarios are
respectively given by �.cm/

ij;k D
dij

R
.d/
k

and �.mc/
ij;k D

dji

R
.u/
k

, where R.d/k and R.u/k are the

downlink and uplink rates on radio interface k. dij is the data size that must be
transferred from component i to j .

The optimization problem is formulated to minimize the overall energy consump-
tion by the mobile device in processing a sophisticated, multicomponent application
under three constraints.

min
�;I

E
�
D

MX
iD1

Ei ; (1)

where M shows the number of components in the application, I D ŒI1I2 : : : IM �,
� is a matrix with entries �i;k , 8i; k, and �i;k is the percentage of data upload
using radio interface k, for execution of component i in the cloud. The constraints
are given as follows: (1) deadline on the runtime of the application; (2) flow
rate control on each network used for cloud offloading; and (3) the overall
value of data percentage allocated to the network interface for each offloaded
component.
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The constraint on the runtime of application is given as

MX
iD1

Ti � Treq; (2)

where Treq is the deadline of the application, Ti D T
.m/
i C T

.c/
i C T

.com/
i ;8i . T .m/i ,

T
.c/
i represent the time taken for component i to execute in the mobile device and

cloud, respectively, and T .com/
i is the time taken to complete the necessary data

transfer for execution of component i . The detailed formulation of these variables
is presented in [35]. A solution to the optimization problem indicates where each
component should be processed, in the mobile device or in the cloud, and what
percentage of data must be allocated to each radio link for necessary uplink data
transfer.

In order for the cognitive network model to be stable, the transmit data rate
on the radio interfaces must be less than the service rate of each radio interface.
Moreover, the overall data allocations to the radio interfaces for each component
must sum up to the total data that needs to be transferred. Since this optimization
problem is nonlinear and hence computationally intractable, an iterative algorithm
that converges to a local optimum is also proposed. Simulations show that the
proposed iterative algorithm performs very close to the optimal solution for a
significant reduction in complexity.

Online Approach
While [35] was an offline offloading strategy, an online dynamic strategy for
cognitive offloading was presented later in [34]. The online strategy addressed both
uplink and downlink scenarios and also considered a joint scheduling-offloading
policy for applications with arbitrary dependency constraints between components
of an application. Moreover, an optimal solution is proposed in [37] for online joint
cognitive scheduling and cloud offloading discussed in section “Joint Scheduling
and Computation Offloading in Time-Adaptive Cognitive Networks”.

The Effect of Spectrum-Aware Scheduling in Mobile Computing

Scheduling of application tasks is studied in [2] and eTime [56] where a prede-
termined compiler-generated order of execution for the application components
is used, and all the component tasks are offloaded for cloud execution. eTime
explores an energy-delay trade-off in scheduling the required data transmissions
for wholesale offloading such that offloading is done when the wireless connec-
tivity is sufficiently good. Efficient computing for mobile applications requires
spectrum-aware scheduling of the tasks particularly for apps with general arbitrary
dependency constraints between components rather than sequential schedule order
or predetermined compiler-generated schedule order. Since computation offloading
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strategy relies on the task scheduling decisions for the application components,
this spectrum-aware scheduling must be considered jointly with the offloading
policies.

A joint optimal scheduling and partial offloading solution for sophisticated apps
in single-RAT-enabled mobile devices was proposed in [36] where a net utility
function was maximized to provide a trade-off between the battery energy saved
in the mobile device and the communication costs involved in the offloading.
The constraints of the formulation accounted for the precedence ordering for task
execution of the application components, the overall execution runtime of the
application, and parallel execution of an application between the mobile device and
the cloud server. Note that the accommodation of parallel processing reduces the
time to complete the application significantly. Therefore, efficient task scheduling
of the application components in addition to partial cloud offloading decisions
provides a more comprehensive solution in comparison with the partial offloading
strategies using a predetermined compiler-generated schedule order for processing
the individual application components.

Most of the related work on partial computation offloading address mobile
applications with forced sequential component dependencies or a scheduling order
which is predetermined by a compiler. However in real-life scenarios, applications
may have arbitrary dependency constraints between their components. Therefore,
efficient strategies for joint scheduling-offloading policies must address wireless
network aware scheduling order of the components based on the topology of
component dependency graphs (CDGs) between the components of the mobile
applications.

Component dependency graphs (CDGs) of mobile applications considered in
[36] are assumed to have the following properties:

1. All the components, except the first component, must have an in-degree of at
least 1.

2. Each component, except the last component which corresponds to the output,
must have an out-degree of at least 1.

3. Every component must have at least 1 path from the first component, directly or
indirectly. This shows that all the components are dependent on the starting point
of the application.

4. Each component must have at least 1 path to the last component. This shows that
all the components collaborate in processing the app.

5. There is no self-dependency in the CDG, that is no component must depend
on itself. The component dependencies can be represented using an adjacency
matrix where entry .i; j / is 1 if component j depends on component i and 0
otherwise.

Since self-dependencies are not allowed, the diagonal entries of the adjacency
matrix are all 0.

The sequential and parallel dependency graphs present the two extreme level
of dependencies between components. These two CDGs can, therefore, be used
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Fig. 4 Examples of various topologies for CDGs of the mobile applications with N components.
(a) Sequential CDG. (b) Parallel CDG. (c) Arbitrary CDG

to achieve the upper and lower bounds for the cost of offloading applications.
Figure 4 shows different types of CDGs for an N -component application (N=10):
(i) sequential dependency graphs where all the components are sequentially depen-
dent (Fig. 4a); (ii) parallel dependency graph where component 1 must be executed
before all the other components, and component N must be executed after all the
other components (Fig. 4b); and (iii) arbitrary dependency graph, a special class
of precedence constraints, where there is a combination of sequential and parallel
dependencies between components.

A scheduling scheme for partial cloud offloading is discussed in [66] for
a sequence of fine-grained tasks with serial CDG (Fig. 4a) that guarantees the
application runtime. A partial mobile offloading strategy based on probabilistic
estimations of the offloading effectiveness is proposed in [15] for a variety of
mobile applications with serial CDGs. To determine the offloading effectiveness,
a semi-Markov framework is used where runtime heterogeneity of application
execution characteristics is taken into account. Existing component-based partial
cloud offloading strategies use a predetermined compiler-generated serial order
that does not lend itself to parallel computation of components in the mobile
device and cloud (DOA [20] and MACS [27]). In [4], sequential scheduling of
the components is studied in both single-channel and multichannel radio links.
The objective is minimization of the energy consumption in the mobile device
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while meeting the delay constraints of the application. Another scheduling strategy,
designed for energy minimization in a multiuser network, is presented in [41], where
a centralized broker partially offloads tasks to the cloud in a serial order. In their
work, a centralized strategy is investigated to offload the tasks in two hops where
the broker is an intermediary between the mobile user and the cloud. However, the
scheme in [36] determines the scheduling decision as well and therefore affords
parallel computation of components.

In comparison with the state of the art, joint scheduling and cloud offloading
strategies such as [36] have several benefits. These strategies combine computation
offloading and task scheduling in the presence of arbitrary component dependencies
(precedence constraints between app components) such that parallel execution of
components will be possible between the mobile device and the cloud. To achieve
this multi-term objective, a holistic optimization problem is solved in [36] for real
mobile applications that guarantees deadline for application runtime, ordering of
task execution for individual components, and saving of battery energy in the mobile
device. The authors of [36] introduced the first energy-efficient joint scheduling
and cloud offloading scheme for mobile users running applications with arbitrary
component dependency graphs. Earlier state-of-the-art techniques consider either
trivial serial ordering of the components or a predetermined compiler-generated
ordering, leading to less adaptability with wireless conditions. In [36], real data
was measured from an HTC smartphone using real and randomly generated
mobile applications, WiFi network was used for partial offloading, and Amazon
Elastic Compute Cloud (EC2) was used for remote processing of the application
components. The optimal solution is obtained under these real data measurements
using IBM CPLEX optimizer [10]. This strategy is analyzed and tested by varying
several parameters: the number of application components (up to 150 components),
topology of application component dependency graphs (CDGs), application run-
time, and wireless parameters such as rates, latencies, and data sizes. The results
show that the proposed JSCO reduces energy consumption by 54, 37, 16, 30, and
11% compared to local execution, remote execution, DOA [20], HELVM [43], and
RHJS [32], respectively.

Joint Scheduling and Computation Offloading in Time-Adaptive
Cognitive Networks

Online cognitive cloud offloading strategies make it possible to realize a more
realistic spectrum-aware mobile computing that accommodates (1) arbitrary depen-
dencies between the component tasks of the applications (as opposed to the
predetermined schedule order) and (2) online strategies that adapt to the dynamic
changes in the mobile networks over time.

The first work in this area of cognitive cloud offloading, [35], proposed an offline
optimal solution for applications with predetermined schedule order considering
multiple wireless network parameters. Then, a joint scheduling and computation
offloading (JSCO) solution was proposed that allows for more degrees of freedom in
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the solution by moving away from a predetermined compiler-generated scheduling
order for the components toward a more component dependency aware scheduling
order [36]. However, this work uses a single-RAT offloader and applies fixed
wireless parameters for making decision on offloading and scheduling in the offline
mode.

In [34,37], authors move to a more realistic and comprehensive extension of the
problem, where an optimal online solution (adaptive to changing wireless network
parameters) is obtained for applications with arbitrary component dependencies
over multi-RAT-enabled mobile devices. This is indicated schematically, in the
context of the existing works in this area, in Fig. 2.

In [34], heuristic strategies are proposed to jointly schedule the application’s
component tasks for processing and simultaneously optimizing the percentage of
the associated data for transferring by the mobile device in uplink and the cloud
in downlink via each mobile network. A holistic multi-term net utility function is
defined that trades-off costs of resources (energy, memory, and CPU) of the mobile
device with the communication costs of offloading including the communication
energy and the data queue length at the multiple radio interfaces. Moreover, the
offloading strategies for transmission, at the mobile and cloud, use past mobile
network data history, queue status, and the current data flow to update the current
queue status.

Mahmoodi and Subbalakshmi [34] is implemented in two ways: (i) a fast
algorithm with two stages where some of the components are eliminated as
unsuitable for offloading at the outset and maximizing the instantaneous utility
values in the offline mode (first stage). In the second stage, the selected components
for online offloading will be verified for scheduling constraints. (ii) a single stage
algorithm (with more complexity but closer to the optimal solution in performance)
where all the components are verified for offloading in the online mode. The
notations used for the parameters in this work are defined in Table 1.

Consider a scenario as in Fig. 3 where there are K radio interfaces in a wireless
network, and a multicomponent app is running on a mobile device with N number
of task components. The objective of the algorithm in [34] is to provide an online
cognitive offloading and scheduling strategy and an allocation of wireless resource
among the multi-RAT interfaces for data transfers of both the uplink and downlink
scenarios. Figure 3 shows that at time t , ˛k.t/% of the data for computation
offloading is uploaded by the mobile user through network link k. Similarly, ˇk.t/%
of the data is downloaded from the cloud through network link k. The authors of
[34] assume that the battery power and the time required to transfer data between
components that are processed in the same place (cloud or mobile device) are
negligible in comparison to when the data must be transferred between the mobile
device and the cloud. Also, another assumption is that the cloud and the mobile
clocks are synchronized (as thoroughly discussed in [9]). Here, the cognitive cloud
offloading approach makes a balance in the benefits of cloud execution such as
energy and time savings on the mobile device with the costs of cloud offloading
including the energy and delay values involved in the associated data transfer. Based
on this determination of balance, simultaneous decisions are made on the optimal
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Table 1 Parameter definitions

Parameters Definitions

Amc
k .t/.A

cm
k .t// Data rate transmitted from the mobile (cloud) to the cloud (mobile) through

radio interface k at time slot t

Bmc
i .t / (Bcm

i .t /) Arrival data rate at the mobile (cloud), including the ambient traffic as well
as the data generated by offloaded component i (arrival data in time slot t )

ci .t/ Indicator function that takes on a value of 1, if the component i has started
execution in the cloud at any time between 1 and t

codei Code size to launch component i

ETx
com.t/ Energy consumed for the mobile transmission due to cloud offloading

Ii .t/ Offloading indicator: 1 if the mobile starts to offload component i at time
slot t

K Number of wireless radio interfaces

lj i .t/ The time slots to process the preceding component j and transfer the output
data from component j to i by t

Mi RAM memory consumed by the mobile device to launch component i

mi .t/ Indicator function that takes on a value of 1, if the component i has started
local execution at any time slot between 1 and t

N Number of components in the application

Pm
i Power consumed by the mobile device when it is actively processing

component i

P Tx
k .t/ Transmit power consumed by the mobile device through radio interface k at

time slot t

Qk.t/ The transmission queue of data from the mobile (cloud) side for wireless
interface k at time slot t

qm
i (qc

i ) Number of time slots to process component i in the mobile (cloud)

T Number of time slots to complete processing the application

T Tx
th Threshold number of time slots for transmission from mobile to cloud

U .t/ Net utility function at time t

Vmc Control parameter in mobile (cloud) transmission for Lyapunov optimiza-
tion

wx Weight factor of function x

Xi .t/ Local execution indicator: 1 if the mobile starts to execute component i
locally at time slot t

˛k.t/ Percentage of allocated uplink (mobile to cloud) rate using radio interface k
for communication at t

ˇk.t/ Percentage of allocated downlink (cloud to mobile) rate using radio inter-
face k for communication at t

" Mapping factor to relate code size and the CPU instructions [44]

� Weight factor (to adjust the wait time for offloading)

ij Dependency indicator: 1 if component i must be processed before j and 0
otherwise

˝mc.t/ The objective function for mobile transmission strategy at time t

�mc
i;k .t/ Delay (in number of time slots) to transmit the output data from component

i in the mobile to the cloud at interface k starting by t
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percentage of the data to be uploaded and downloaded via each network link. Note
that this heuristic cognitive cloud offloading strategy is managed in the cloud, and
the feedback decision for offloading will be sent to the mobile user. The mobile user
also sends the required information of wireless parameters (delay, rate, queue size,
and communication power) to the cloud through control signaling before cognitive
cloud offloading. The latency of sending data related to the wireless parameters is
negligible in comparison with the computation offloading costs which may require
transferring megabytes of data.

An appropriate net utility function is defined based on saving the computational
resources of the mobile user and the costs of cloud offloading. To determine the
heuristic decision for component task i , two variable parameters must be obtained
(at each time slot t ) as follows: Ii .t/ D 1, if component task i starts offloading at
t , and otherwise it is assigned 0; Xi.t/ D 1, if component task i starts processing
in the mobile device at t , and otherwise it is assigned 0. This net utility function
is defined as a weighted sum of the energy, memory, and CPU cycles saved at the
mobile device by cognitive offloading minus the communication costs arising from
running some components locally and some remotely. This is given as U.t/ D
wsavedEsaved.t/C wmemoryMsaved.t/C wCPUCPUsaved.t/� wcomCcom.t/. The weight
factors for the benefits and costs are chosen such that wsaved D 1 � wcom, and
wCPU D 1 � wmemory. The weight factors show the relative importance of the utility
functions, namely, memory saved, CPU saved, the communication costs, and battery
power. The solution can be pre-biased toward different goals by setting weights
appropriately. If wsaved is assigned a higher value than wcom, then it means that saving
battery power at the mobile device is preferred; if wcom is assigned a higher value,
it shows that minimizing the communication costs for cloud offloading is more
important. Note that monetary costs of using cloud services could be significant;
in which case, this financial cost can be incorporated into the weight factors so that
offloading to the cloud is favored a little less.

The overall energy saved by executing the component tasks in the cloud at time
t is computed as the energy cost for running it in the mobile device (Pm

i q
m
i ), and is

given by Esaved.t/ D
PN

iD1 ci .t/P
m
i q

m
i ; where ci .t/D

Pt
sD1 Ii .s/, that is, ci .t/D1

if component i is processed in the cloud during some time slot s for s 2 f1: : : : ; tg.
Similarly, mi.t/ D

Pt
sD1 Xi .s/.

The memory saved in the mobile device by offloading the components to the
cloud is illustrated as Msaved.t/ D

PN
iD1 ci .t/Mi ; where Mi is the memory

consumed by the mobile device to launch component i . The number of CPU cycles
saved is given by CPUsaved.t/ D

PN
iD1 ci .t/.".codei//;where codei is the code size

for instructions that is used for executing component i and " is the mapping between
code size and the CPU instructions. The communication cost at time slot t (Ccom.t/)
will be discussed later.

Besides specifying the components that are selected for computation offloading,
the objective of this heuristic strategy is to decide on the time that each component
should be scheduled for local or remote processing, and the network link allocation
for offloading at each time slot for both uplink and downlink transmission. Accord-
ingly, decision variables are (i) offloading indicator (Ii .t/), (ii) local execution
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indicator (Xi.t/) for component i at time slot t , and, (iii) the percentage of allocated
uplink (˛k.t/) and downlink (ˇk.t/) rates through network link k at time t .

In the heuristic algorithm, the following two scheduling constraints must be
checked to see if a component is eligible for processing at the current time t : First,
each component task should be executed only once, either in the mobile device or in
the cloud server. This constraint is mathematically written asmi.t�1/Cci .t�1/<1,
8i . indicating component i has not started execution by time slot t . Second
constraint is to ensure the precedence ordering of component tasks of the application
is respected. For running component i at t , it is required that all the components j
on which component i depends (j � i ) should have completed processing before
starting the offload process for component i or execution of component i (either
in the mobile device or in the cloud). If these two constraints are guaranteed, then
component i is safe to be executed.

Uplink Transmission Strategy: After the offloading component has been iden-
tified and the component is scheduled for execution, the radio allocation for
the transmission from the mobile device to the cloud must be calculated. Since the
proposed cognitive cloud offloader [34] works with multiple networks at the
same time, the queue stability of the uplink data transmission buffers must be
monitored to guarantee no buffer overflows. This is stated as follows: Q D

limT!1 sup 1
T

PT
tD1

PK
kD1 EfjQk.t/jg < 1; where Qk.t/ is the transmission

queue of radio k at time t in uplink scenario. This problem is cast as a Lya-
punov optimization [39] problem. The Lyapunov function is given as L.Q.t// =
1
2

PK
kD1 Q

2
k.t/ where Q.t/=[Q1.t/ Q2.t/ : : : QK.t/]. When the queue of mobile

transmission is updated with time, the Lyapunov drift is given as �mc.Q.t//
�
D

EfL.Q.t C 1// � L.Q.t//jQ.t/g. The Lyapunov drift is minimized when the cost
of the energy consumed for mobile transmission is taken into account:�mc.Q.t//C

VmcEfE
Tx
com.t/jQ.t/g [16], where Vmc is the control parameter for the queuing

of the mobile transmission, considering the balance between the Lyapunov drift
and the cost of energy consumed for transmission (ETx

com.t/), where ETx
com.t/ DPK

kD1 P
Tx
k .t/

PN
iD1 Ii .t/˛k.t/�

mc
i;k .t/;

Following the Lyapunov optimization framework, the upper bound of the
objective function must be minimized as:

OP1 Wmin
˛
˝mc.t/ D VmcE

Tx
com �

KX
kD1

�
Qk.t/A

mc
k .t/

�
; (3)

s.t.
KX
kD1

˛k.t/

NX
iD1

Ii .t/�
mc
i;k .t/ � T

Tx
th ; (4)

KX
kD1

˛k.t/ D 1; ˛k.t/ 	 0;8k; (5)
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where ˛ D Œ˛1.t/ ˛2.t/ : : : ˛K.t/�. Here, Vmc is a control-knob parameter that
trades-off wireless communication costs with decreasing the uplink communication
energy (ETx

com) and satisfying the queue stability constraint for all the radios. The
RHS of the objective function of the optimization problem shows the averaged
aggregated queue length (Q). Reducing Vmc emphasizes on reducing the aggregated
queue length, while increasing it enforces possible minimization of the uplink
transmission energy. Constraint (4) requires that the transmission time lies below
a given threshold, T Tx

th . Constraint (5) ensures that the amount of data offloaded at
time t does not exceed the transmission capacity of all the multi-RAT interfaces
taken together.

The heuristic cognitive offloading strategy (for uplink scenario) in the online
stage is as follows. For every qualified component i for processing that meets
the scheduling constraints, if there is a feasible solution for OP1 with variable
parameter set ˛, then i is offloaded starting at time t (Ii .t/ D 1) through K radio
interfaces at the optimal percentage values ˛�k .t/ 8k. If there is no feasible solution
for optimization problem, OP1, then there are two options: (1) wait for the next
time slot; (2) run the component in the mobile device. The difference between the
current time slot t and the time slot requested for execution of component i (t req

i )
must be much lower than the processing time in the mobile device. This is written
as jt � t req

i j < �qm
i , where � is the weight factor. If the wait time does not exceed

the processing time in the mobile device for component i (qm
i ), then Ii .t/ gets 0 and

the component i is left to await its turn for execution. However, if jt � t req
i j 	 �q

m
i ,

the component is sent for mobile execution in the next time slot and will not be
considered for offloading again.

The transmission queue for the next time slot at radio interface k will be updated
as follows: Qk.t C 1/ D maxŒQk.t/ � A

mc
k .t/; 0� C ˛k.t/

PN
iD1 B

mc
i .t /, where

maxŒQk.t/ � A
mc
k .t/; 0� shows the data remaining in the queue for interface k, and

˛k.t/
PN

iD1 B
mc
i .t / represents the data arrival at radio interface k in time slot t . Note

that the queue is a function of percentage of allocated uplink. Also, if component
i , that is originally scheduled for remote execution, is not offloaded at time t due
to not finding a feasible solution for OP1, then the delay values for transmission of
the output data from component i in the mobile to the cloud via wireless interface
k will be updated to �mc

i;k .t C 1/ C 1. Hence, after each time slot, if the scheduled
component for cloud execution is not offloaded, the delay cost will be updated by
the delay value at the next time slot plus one.

An optimal cognitive scheduling and cloud offloading solution is proposed in
[37] that decides on the following features jointly: (1) which application components
must be scheduled for offloading and which must be executed locally, (2) which
radio interfaces (networks) should be used in the associated data transfers, and
(3) what percentage of the associated data must be offloaded through each radio
interface (Fig. 3). This work also achieves the optimal solution for online cognitive
scheduling and cloud offloading strategies. While the heuristic algorithm in [34]
can be implemented in the mobile device, the optimal solution in [37] is managed
in the cloud, and the decision on offloading is sent to the mobile device. The
mobile device sends the corresponding parameters via control signaling to inform
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the cloud. A holistic optimization problem with several constraints is formulated
in [37] as a time-indexed mixed-integer linear program (MILP) and is relaxed to a
corresponding linear programming problem. The multi-term net utility in [37] is a
combination of the cost of mobile resources saved due to cognitive cloud offloading
including the energy, memory, and CPU minus the penalty for offloading. This
penalty includes the energy consumed for transmission and reception, latencies
due to offloading, and the data queue backlog for buffers of uplink and downlink
scenarios, using all multi-RAT interfaces. The constraints of this optimization
problem take into account: (1) the total deadline of the application; (2) the schedule
order of the application components; (3) the percentages of data transferred with
each network in uplink and downlink at each time slot; (4) the serial computation
of the components for local execution where parallel processing is not feasible;
and (5) the completion deadline of application components. This optimal cognitive
scheduling and cloud offloading scheme is compared experimentally to the state-of-
the-art techniques using real data that includes values for active power, transmission
and reception powers of radio interfaces, time to process components in the mobile
and cloud, uplink and downlink delays, and queue buffer lengths for wireless
interfaces. The real data was obtained from an HTC vivid smartphone and two
wireless networks: WiFi and LTE. NSFCloud [42] was used as the cloud server
for these comparisons and measurements were taken for both indoor and outdoor
environments.

This work [37] proposes a holistic approach for optimal cognitive mobile
cloud offloading and scheduling in multi-RAT-enabled mobile devices where the
component dependencies are kept intact for partial offloading decisions either
on the mobile or on the cloud. Simultaneously, the strategy remains adaptive to
the instantaneous changes of wireless network parameters under the presence of
several system constraints. The implementation results illustrated that the energy
consumed by the mobile device using this approach is 51, 23, 68, and 42% lower in
comparison to the best-interface protocol, offline schemes, mobile-only, and cloud-
only executions, respectively.

Summary and Future Directions of Spectrum-Aware Mobile
Computing

Cognitive radio networking, a relatively newer paradigm in wireless networking,
offers among other things a strong feature to opportunistically share spectrum.
Using this technology, recent commercial wireless platforms offer bandwidth
aggregation services such that the mobile user can use several wireless networks
(e.g., WiFi and Cellular) simultaneously to distribute their load and achieve an
aggregate throughput. SpiderRadio, a cognitive radio prototype router, developed
at Stevens Institute of Technology, offers cloud controlled dynamic spectrum access
and management [50]. Among other things, this router can aggregate bandwidth
from multiple wireless networks in the licensed as well as unlicensed bands.
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Fig. 5 Cognitive cloud offloader-spectrum manager. The future of mobile computing can apply
cognitive radio networking technologies to efficiently use spectrum opportunities when offloading
components to the cloud while also being able to aggregate bandwidths from appropriate wireless
networks

Given these developments, the future of cloud offloading lies in a holistic
approach that will be cognizant of spectrum diversity and opportunity and will
be able to access more than one network at a time for offloading needs. We
envisage a future as depicted in Fig. 5. The framework will be an integrated
cognitive cloud offloader-spectrum manager that is categorized into two parts of
dynamic computation offloader that schedules energy and radio spectrum-aware
offloaders for application components and the dynamic spectrum manager that
will determine spectrum management decisions adaptive with the online network
parameters. Therefore, dynamic spectrum management and offloading strategies
will be obtained jointly.

As detailed in sections “Spectrum-Aware Offloading Using Single-RAT Devices”
and “Spectrum-Aware Cloud Offloading Using On/Off Multi-RAT Networking”,
there is a good body of work that considers wireless-aware mobile computing. These
works have used only single-RAT wireless networks at a time or multichannel wire-
less (as opposed to multi-RAT network). In cases where multiple wireless networks
have been used [20], the offload scheduler typically only chooses one of the avail-
able networks for offloading. The first cognitive computation offloading strategy for
multi-RAT devices, where all viable wireless interfaces are simultaneously used to
offload using the optimal distribution of offload data over wireless interfaces, was
proposed in [35]. While this strategy was a one-shot (offline) offloading strategy,
online (time-adaptive) strategies for cognitive offloading were studied in [34, 37]
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where dynamic parameters for wireless environment are considered. These works
also remove the assumption of a serial dependency graph and allows for an organic
execution order to be determined by the spectrum-aware scheduler. This parallel
processing scheme also allows for more degrees of freedom in the solution by
moving away from a predetermined compiler-generated scheduling order for the
components toward a more wireless-aware scheduling order. A spectrum-aware
optimization problem was developed in [37] to determine the best cognitive
computation offloading-scheduling policy for multi-radio-enabled mobile devices.
The constraints of this offloading-scheduling scheme include overall runtime of
the application, precedence of application components, percentages of associated
data transfer via each radio, and completion deadline of components. Since the
optimization problem is NP-hard and the system complexity will be high, an online
heuristic algorithm that converges to a local optimum was studied in [34].

The preliminary results in [34, 37] are encouraging and make a case for the
joint design of offloading and spectrum management. Clearly, components of
applications can have more complex relationships, which might mean that parts
of the program can be parallelized. Taking care of these complex relationships
and parallelizing where possible in the joint scheduling-bandwidth management
solutions can be expected to pay much better dividends in terms of energy costs
as well as better and more informed utilization of the available wireless networks.
Looking further into the future, it is possible to imagine that the spectrum-aware
cloud offload manager will become spectrum-opportunistic, in the sense that the
cognitive cloud offload manager will not only respond to known available wireless
networks but will also actively seek spectrum opportunities at runtime to distribute
the load more effectively.

Mobility models also can be incorporated to further enhance the understanding
of spectrum-aware mobile computing in a mobile multi-network environment. This
concept offers new research topics that guarantee promise of 5G technologies
such that more resource-aware schemes and faster application runtimes will be
provided. The impact of mobility in cloud offloading have been addressed recently
in [4, 12, 13, 15, 22, 31, 52, 61, 66]. Some works have addressed this problem for
the scenarios where centralized cloud resources are used [4, 12, 13, 52, 66], and the
others considered the scenario where computations are offloaded to nearby mobile
resource-rich devices (i.e., mobile edge computing (MEC) devices) [6, 22, 61].
There are open problems to be solved in considering the mobile heterogeneous
networks such as achieving the capacity of mobile HetNets [24], hand-off [25, 28],
impact of geographical and spectral mobility of the users [28,46], quality of service
(QoS)/quality of experience (QoE) [64], and interference between wireless radio
interfaces [1].

In heterogeneous delay-tolerant networks (DTNs) (including broadcasting and
unicasting routing and distributed systems), a probabilistic epidemic spreading
scheme regarding the mobility of the users’ neighbors is considered for data
offloading [47]. In epidemic spreading, delay is analyzed under a large class of node
mobility patterns in a set of fully heterogeneous Poisson processes. A mobile HetNet
topology challenges the classic cellular system framework in (i) using uniform
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hexagonal grid to model the base station locations (ii) using the concept that a
mobile user should generally connect to the one base station providing the strongest
signal, which in a HetNet is quite often not the one providing the best rate or network
performance [17].

Another approach to monitor the mobility model of the users in HetNets is
hierarchical interference management based on clustering and resource allocation
for dense cells (especially Femtocells) [1]. In this approach, correlation clustering
is used for Femtocell grouping and within each cluster, one Femto access point is
elected as a cluster head that is responsible for power and subchannel allocation
among the Femtocells in that cluster. Also, joint reduction of mobile data traffic and
delay is investigated in [29] where different operation modes are defined depending
on the popularity of the data object (e.g., those that are frequently updated such
as stock information), and only popular data objects are proactively pushed to the
access point to minimize the delay while mitigating the traffic load over the wireless
link. A network mobility management framework is introduced in [28] to mitigate
heterogeneous spectrum availability such that a target cell and spectrum band for
cognitive radio users are dynamically relied on time-varying spectrum opportunities.
Also a proper hand-off mechanism to minimize the switching latency at the cell
boundary is discussed by considering spatially heterogeneous spectrum availability.
Mobility-aware call admission control with hand-off queuing is analyzed in [25] for
two vehicular scenarios: (i) when vehicle is static – a hand-off priority scheme with
guard channels is studied to protect vehicular hand-off users; (ii) when vehicle is
moving: no guard channels for hand-off users are allocated to maximize the channel
utilization.

Offloading computations to the nearby mobile resource-rich devices such as
MECs [22, 61] and fog services [6] is another research area for mobile computing
that has recently been significantly developed. There are two limitations in the
approach of using these cloudlets: intermittent connectivity to cloudlet and cloudlet
capacity. An optimal partial offloading algorithm, considering the users’ mobility
patterns and cloudlets’ admission control, is proposed in [61]. This algorithm is
obtained by deriving the probability of successful offloading actions.

Fog computing is also a framework that uses some end-user clients or near-
user edge devices for storage and offloading (rather than routed over the Internet
backbone). Using the mobility characteristics, such as edge location, location
awareness, and latency, Internet of things (IoT) services will be applicable in this
framework [6].
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Abstract

Cognitive radio networks (CRNs) emerge as a possible solution to increase
spectrum efficiency by allowing cognitive radios (CRs) to access spectrum in
an opportunistic manner. Although security in CRNs has received less attention
than other areas of CR technology, the need for addressing security issues is
evidenced by two facts. First, as for any other type of wireless network, an open
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channel is used for communications that can easily be accessed by attackers.
On the other hand, the particular attributes of CRNs raise new opportunities
to malicious users, which can disrupt network operation. In this chapter, we
provide an overview of those threats that are specific to CRNs. We classify them
according to the layer in which the attacks are performed, give an insight of their
impact on the network performance, and describe potential countermeasures that
can be used to prevent them or mitigate their effect.

Introduction

The proliferation of wireless applications during the last years has led to spectrum
shortage. Most of the frequency bands have been assigned by regulator bodies, such
as the Federal Communications Commission (FCC) in the USA, to specific services
that operate under license. License-free bands, such as the Industrial, Medical and
Scientific (ISM) band, rapidly became overcrowded with the explosion of new
technologies. However, recent studies show that many licensed spectrum bands
are being infra-utilized by their legitimate users, which gives rise to usage of this
spectrum in an opportunistic manner.

Cognitive radio networks (CRNs) [4] can improve spectrum utilization by
allowing non-licensed users to act as secondary users (SUs) of those portions of the
spectrum left unused by the licensed services or primary users (PUs), provided that
no interferences are caused to the latter. With the emergence of software-defined
radios (SDRs) [15], cognitive radio (CR) systems can become a reality. An SDR
can be defined as a radio where transmission frequency, modulation type, and other
radio frequency (RF) parameters can be configured and reconfigured by software.
As a consequence, they can provide a wide range of services with variable quality
of service (QoS) in order to adapt to different network technologies and to the
dynamics of radio propagation. The addition of cognition capability to an SDR led
to the idea of a CR, an intelligent radio capable of tuning itself based on its own
perception of the spectrum availability and the environment conditions, and learn
from past experiences.

Consider the network model shown in Fig. 1; a primary network is an existing
network infrastructure operating with license in a given spectrum band, such as
current cellular or TV broadcast networks and offering its services to incumbents or
PUs. In this context, a CRN is allowed to operate in both licensed and unlicensed
bands. When using the licensed band, the CRN may coexist with existing primary
networks, and thus it is seen as a secondary network, where secondary users are
allowed to use the spectrum in an opportunistic manner. Therefore, a CRN must
perform spectrum sensing in order to identify the portions of spectrum left unused
by primary networks and, among those available, select the channel with best
conditions. During its operation in a given channel, a CRN must keep on performing
spectrum sensing, and, whenever a primary transmission is detected in the current
band of operation, it must immediately vacate the channel and switch to another
one, a process known as spectrum handoff. Note that many CRN may overlap
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trying to make use of the spectrum left by a primary network, also referred as
self-coexistence. As a consequence, there is also a need for mechanisms to enable
coexistence among overlapping CRNs. CRs must perform several functions in order
to adapt to the environment, known as the cognitive cycle (see Fig. 2):

• Spectrum sensing: it is needed to sense the medium in order to detect unused
spectrum and avoid causing harmful interference to legitimate users of the
spectrum.
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• Spectrum management: a CRN must select the best available channel to meet
user communication requirements.

• Spectrum mobility: a channel must be vacated when a licensed user is detected
while maintaining seamless communication requirements during the transition to
better spectrum.

• Spectrum sharing: a fair spectrum scheduling method among coexisting
secondary users must be provided.

Spectrum Sensing in CRNs

Spectrum sensing mechanisms are thus indispensable to prevent harmful interfer-
ences to PUs. An SU can use several detection mechanisms in order to detect the
existence of PUs [39]:

• Matched filter detection. A matched filter is obtained by correlating the unknown
signal with a known signal or a template. When there is prior knowledge of the
primary signal, it is the optimal detection method.

• Energy detection. In this approach the received signal strength is measured and
compared to a threshold to determine if the channel is idle or not. Its performance
is poor under low signal-to-noise ratios (SNRs) and cannot discriminate between
signals, i.e., cannot distinguish between a primary signal and interference signals
coming from other secondary users. However, it is considered the optimal
detection method when there is no a priori knowledge of the primary signal.

• Radio identification-based detection. This category covers a set of techniques
which are based on extracting several features from the signal such as frequency,
transmission range, modulation technique, etc. One of these techniques is
cyclostationary detection, which exploits the periodic properties of the received
signal that cannot be found in random noise or interferences signals.

Matched filter detection and radio identification-based detection are more robust to
noise uncertainties than energy detection but they are rather complex and require
a significantly long observation time. Because of its simplicity and less overhead,
energy detection is the most widely used technique in CRNs.

Typically, local sensing for primary signal detection can be formulated as a
binary hypothesis problem as in 1.

x.t/ D

�
n.t/ H0

h.t/ � s.t/C n.t/ H1

(1)

where x.t/ is the received signal at the SU, s.t/ is the PU signal, h.t/ is the channel
gain, n.t/ is the zero-mean additive white Gaussian noise (AWGN), and H0 and
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H1 denote the test hypothesis denoting the absence and presence, respectively, of
the PU signal. Detection mechanisms are evaluated by means of two parameters: the
probabilities of detection Pd and false alarm Pf are defined as in (2) and (3).

pd D Pr.decision D H1jH1/ D Pr.Y > �jH1/ (2)

pfa D Pr.decision D H1jH0/ D Pr.Y > �jH0/ (3)

where Y is the decision statistic and � is the decision threshold. The value of � is
set depending on the requirements of detection performance. Based on an AWGN
channel, these values can be computed as in (4) and (5).

pd D Qm.
p
2�;
p
�/ (4)

pfa D
� .m; �

2
/

� .m/
(5)

where m D T W , which is the time-bandwidth product of the energy detector,
Qm.a; b/ is the generalized Marcum Q-function, � .:/ the complete gamma function
and � .:; :/ the upper incomplete gamma function.

Low values for pd result in missing the presence of a primary user with high
probability and can lead to interferences to primary transmissions. On the other
hand, a high pd results in low spectrum utilization, since secondary users miss
spectrum opportunities. The probability of misdetection can then be computed as
pmd D 1 � pd . Typical values are pd D 0:1, pmd D 0:9, and pfa D 01.

A single CR may fail to detect the presence of a primary signal due to fading or
shadowing. However, it is unlikely that all secondary users within a CRN experience
fading or shadowing concurrently. Therefore, cooperative spectrum sensing (CSS)
[5] can help to improve the probability of detection by taking into account sensing
reports from several CRs. Cooperation provides with space diversity and overcomes
the limitations introduced by bad environment conditions in a particular area of the
network.

In CSS, each secondary user takes a measurement and shares its report in order
to take a global decision. The combination of all reports, a.k.a. data fusion, can
be centralized or distributed; when it is centralized, all CRs sent the reports to a
single fusion center (FC), e.g., the BS, which is responsible for taking a global
decision and report back the results to the members of the CRN. If it distributed,
every CR can act as an FC receiving sensing information from the neighboring nodes
and taking a decision locally. Then, individual decisions can be shared among CRs
and converge by iterations to a unified decision. On the other hand, sensing reports
may contain the observed data by a particular receiver, an approach known as soft
fusion, or its individual decision about the existence of a primary, known as hard
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fusion. Soft fusion generally provides better results in terms of primary detection but
requires the transmission of a high volume of data. Hard fusion reduces the amount
of transmitted data because each node only needs to send one bit of information.

Fusion Data Mechanisms
Hypothesis testing is usually used in soft-fusion mechanisms, which relies on
statistical tests used to determine whether there is enough evidence in a sample
of data to infer that a certain condition is true for the entire population. In the
cooperative spectrum sensing mechanism of CRNs, the sample of data is composed
of the set of reports sent by SUs.

The test examines two opposing hypotheses: H0 or the absence of PU and
H1 or the presence of PU. One of the basic hypothesis testing methods is
the Neyman-Pearson (NP) test. The NP test aims at maximizing the detection
probability pd given the constraint pfa � ˛, being ˛ is the maximum false alarm
probability.

According to the individual signal detection in (1), the NP test is equivalent to
the following test:

�.y/ D
f .yjH1/

f .yjH0/
D

NY
kD1

f .ykjH1/

f .ykjH0/
RH0
H1
� (6)

where �.y/ is the likelihood ratio, f .yjH1/ is the distribution of observations y
under hypothesis Hj , j 2 .0; 1/, � is the detection threshold, and N is the number
of samples. The likelihood ratio indicates how many times more likely the set of
measurements are under one model than the other.

The second equality in (6) holds only if the observations yk are independent
and identically distributed (i.i.d.) under Hj . As a result, it is the optimal test if
the conditional independence is assumed. Another disadvantage of this method is
that it requires a fixed number of measurements, which can lead to a large sensing
time.

An alternative to reduce the sensing time is the sequential probability ratio test
(SPRT). In SPRT, samples are taken sequentially, and the test statistics are compared
with two thresholds �0 and �1, with �0 < �1, which are determined by detection
requirements. If the likelihood ratio is greater than �1, the detector outputs H1,
and H0 if it is smaller than �0. Otherwise, it waits for the next measurement, as
more samples are needed in order to take a decision. The main advantage of the
SPRT is that it requires fewer samples on the average than those fixed-sample testing
methods to achieve the same detection performance, but it also requires a priori
knowledge of the distribution probability of measurements and assumes identical
probability distributions for all users.

Regarding hard-fusion mechanisms, the OR, AND, and the “k out of N” rules can
be used. Qd and Qfa are then defined, respectively, as the probability of detection
and false alarm of the fusion mechanism given the reports of a set of N SUs.
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• OR rule. The final decision is H1 if at least one of N SUs reports “1.” The
probabilities of false detection and false alarm are then given by (7).

• AND rule. The final decision is H1 if all SUs report “1.” The probabilities of
false detection and false alarm are then given by (8).

• k out of N rule. The final decision is H1 if at least k out of the N SUs report
“1.” The probabilities of false detection and false alarm are then given by (9).

Qd D

NY
iD1

.1 � pd;i / Qfa D

NY
iD1

.1 � pfa;i / (7)

Qd D

NY
iD1

pd;i Qfa D

NY
iD1

pfa;i (8)

Qd D

NX
iDk

 
N

i

!
pid;i .1 � pd;i /

N�i Qfa D

NX
iDk

 
N

i

!
pifa;i .1 � pfa;i /

N�i (9)

where pd;i and pfa;i are the individual probabilities of detection and false alarm of
user i .

The OR rule works best, i.e., maximizes the detection probability and minimizes
the false alarm probability, for a large number of cooperative users, while the AND
rule presents its best performance for a small number of users. The majority rule
can be obtained by means of the k out of N rule, under the condition k 	 N=2. In
such case, it is important to obtain the value of k for which the detection errors are
minimized. It can be shown [5] that this value depends on the individual detection
threshold � (see Eqs. 2 and 3).

Classification of CRNs

CRNs can be classified into centralized or distributed according to their archi-
tecture. In centralized networks there is a single top-level entity in charge of
network management, typically a base station (BS). In this type of networks, CSS
is performed in a centralized way, and the BS takes decisions about spectrum
access.

In a distributed network, management is shared by several entities, and com-
munications takes place in an ad hoc manner. Because of this, distributed CRNs
are also known as cognitive radio ad hoc networks (CRAHNs) [3]. When these
entities are a subset of SUs, we refer to these networks as partially distributed. SUs
are grouped into clusters according to some parameters, such as distance, and a
cluster head is selected to be in charge of the cluster management. The CSS in
partially distributed CRNs is performed in a centralized way, so members of a
given cluster report their measurements to the cluster head, who takes decisions
about spectrum availability. Note that the cluster head selection mechanism adds a
significant overhead and can pose serious security problems if the cluster head node



784 O. León and K. P. Subbalakshmi

is compromised. When the management is shared among all SUs and there is no
central entity, then we talk about fully distributed networks. The CSS mechanism is
distributed, and SUs exchange their reports among their neighbors in order to reach
a joint spectrum decision. Due to the lack of a trusted central entity, management is
much more complex, and the design of efficient security policies is hard to achieve.
On the other hand, by distributing spectrum decisions among several SUs, the risk
of denial of service (DoS) attacks against a single point of failure (i.e., the central
entity) is eliminated.

CRNs can also be classified according to what extent they make use of the
spectrum:

• Spectrum interweave networks. SUs use the spectrum without interfering
PUs transmission either by accessing the spectrum in a TDMA (time division
multiple access) or FDMA (frequency division multiple access). The goal
is to find the spatial, temporal, or spectral gaps and use them for SUs
transmission.

• Spectrum underlay networks. SUs transmit over the same spectrum as PUs
but keeping interferences below a given level by means of spread spectrum
techniques. This option requires, however, knowledge of the channel between
the CRN transmitters and the PU receivers.

• Spectrum overlay networks. This sharing mechanism is similar to spectrum
underlay, but in addition it requires the CRN to know about the PU operation. As
an example, the CRN should know about the PU’s codebooks allowing SUs to
decode PU’s transmissions.

The type of network plays an important role with regard to security issues.
Generally speaking, distributed networks are more likely to be attacked since,
due to the lack of a central entity, attack detection and prevention mechanisms
are harder to implement. With regard to the use of the spectrum, underlay and
overlay networks will require a more precise CSS mechanism in order to prevent
harmful interferences to PUs. Thus, attacks to the CSS mechanism in such
networks may be easier to implement and have a stronger impact on network
performance.

Security in CRNs

Due to the openness of the wireless transmission channel, CRNs are exposed
to well- known threats [35] but in addition, their particular features make
them vulnerable to new attacks. Security attacks can be implemented against
CRN functionalities by altering the radio environment or disrupting CSS
mechanisms. CSS is built on the basis that nodes are honest and altruistic,
making CRNs vulnerable to security threats such as selfish or malicious
behaviors.
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As in any other type of wireless network, the following security requirements
should be fulfilled:

• Confidentiality, to ensure that data is not accessed by unauthorized users.
• Authentication, in order to verify the identity of the parties involved in a

communication, ensure that data comes from a trusted source and prevent
unauthorized injection of data.

• Integrity, to prevent an unauthorized user from altering data.
• Availability, to ensure that legitimate users can access network services.

The first three security services can be achieved by means of traditional cryp-
tographic mechanisms, i.e., encryption, message authentication codes, and digital
signatures. In fact, the IEEE 802.22 WRAN (wireless rural area networks) standard
[1], the first wireless air interface standard based on CR technology, defines a MAC
(medium access layer) security sublayer which provides basic security services
by applying cryptographic transformations. This security sublayer has two main
components: an encapsulation protocol and a PKM (Public Key Management)
protocol. The encapsulation protocol defines a set of supported cryptographic suites
and the rules for applying these algorithms to data. Confidentiality and integrity
is achieved by means of AES-GCM, and network entry authorization is obtained
by means of RSA and ECC-based X.509 certificates. On the other hand, the PKM
protocol ensures the secure distribution of keying material among the members of
the network.

Despite the abovementioned security mechanisms can be efficient to prevent
some basic attacks, additional countermeasures are needed to deal with those that
are specific to CRNs. As it will be shown in the following sections, most threats
to CRNs are targeted to the spectrum sensing process used for detecting portions
of free spectrum and selection of channels. These threats may lead to a DoS, thus
preventing SUs from accessing network services.

In this chapter we provide an overview of the potential threats to CRNs and focus
on those specific to CRNs. We classify them according to the layer in which they are
performed, give an insight of their impact on the network performance, and describe
potential countermeasures that can be used to prevent them or mitigate their effect.

Physical Layer Security

Eavesdropping

Wireless networks use an open transmission medium, and therefore they are
susceptible to eavesdropping, meaning that an unauthorized user can access the
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information transmitted by SUs. Traditionally, this attack has been addressed by
means of cryptography implemented at the application level. However, in some
scenarios, such as in ad hoc networks, it may be hard to distribute the cryptographic
material, i.e., algorithms, keys, etc.

As a consequence, physical-layer security emerges as an effective mean to
secure the wireless communications by exploiting the physical-layer characteristics
of wireless channels. Wyner proposed the well-known wiretap channel model, a
secrecy system consisting of a legitimate transmitter (Alice), a legitimate receiver
(Bob), and an eavesdropper (Eve). Wyner showed that Alice can send confidential
information to Bob while keeping it secret from Eve if the transmission rate
is kept below a given threshold, which is known as secrecy rate or secrecy
capacity. Figure 3 depicts the wiretap channel model. It has been shown that
the secrecy capacity is the difference in capacities between the main channel
(i.e., the channel from the transmitter to the legitimate receiver) and the eaves-
dropper channel (i.e., the channel from the transmitter to the eavesdropper) for a
degraded discrete memoryless channel (DMC), as in (10).

Cs D max
p.x/

I .X IY jZ/ D max
p.x/

.I .X IY / � I .X IZ// (10)

where the mutual information I .X IY / measures how much information the
variables X and Y share.

Communication over a discrete memoryless channel, such as an AWGN channel,
takes place in a discrete number of channel uses, indexed by a number i 2 N . Alice
sends a message to Bob by transmitting codewords which span n. Bob decodes the
received signal, which is often corrupted by noise according to the statistical channel
model and recovers the message. A discrete channel has finite input alphabets and
output alphabets Xi and Yi , respectively, which are related through a collection
of conditional probability mass functions (pmfs) p.yjx/. In its turn, the wiretap
channel is modeled by a set of pmfs p.zjx/.

Besides secrecy capacity, there are also some other parameters that depict
the security of wireless networks. One is the leakage probability, which is the
probability that the eavesdropper decodes its received codeword with an error
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probability less than its target bit error rate. Another one is the security gap, which
is the ratio of two SNRs, the SNR at which a very low-target bit error rate (BER)
is achieved at the intended receiver and that at which a high BER is achieved at the
eavesdropper. The smaller the security gap, the more likely that the transmitter can
transmit over a time-varying wireless channel successfully.

Countermeasures
In order to prevent eavesdropping, it is needed to maximize the secrecy capacity
of the main channel (Alice to Bob), while minimizing the capacity of the wiretap
channel (Alice to Eve). This can be achieved by means of several techniques [44].

• Security-oriented beamforming consists in transmitting a signal in a given
direction so that the signal received by the eavesdropper experiences destructive
interference and becomes weaker, while the signal received by the legitimate
receiver experiences constructive interference. In this way, the capacity of the
main channel is higher than the capacity of the wiretap channel.

• Relay-based techniques. Relays are cooperative nodes that help the source to
relay signals to the destination. The relay selection can also be employed to
enhance the physical layer security in the presence of an eavesdropper. In a
scenario where multiple relays are available, the relay node with the highest
secrecy rate may be invoked if the channel state information (CSI) of both the
main channel and the eavesdropper is known. If this information is not available,
then the relay with the highest capacity will be chosen. When a relay assists
nodes message transmission from a source to a destination, it forwards the signal
to the destination by means of a given protocol: amplify and forward (AF) or
decode and forward (DF) [23]. With the AF protocol, the relay node just simply
retransmits a scaled version of its received noisy signal to the destination. By
contrast, the DF protocol enables the relay first to decode its received signal and
then forward its decode result to the destination. The AF protocol is simpler, but
as a drawback, with this protocol the relay may also amplify and forward the
received noise. This may result in a performance degradation at the destination
in decoding the signal.

• Artificial noise aided. This approach enables the source to generate an interfer-
ing signal (referred to as artificial noise) in a such a way that it only interferes the
eavesdropper. As a consequence, the capacity of the wiretap channel is decreased,
and thus the secrecy capacity is increased. The main drawback of this proposal
is that it requires more power consumption to generate the artificial noise
and knowledge about the attacker. This strategy is also known as cooperative
jamming, and it is usually performed by means of some relays that, instead
of forwarding the legitimate signal, jam or generate interferences to prevent an
attacker from eavesdropping the legitimate signal.

• Multi-antenna-Based Techniques. Multiple-input multiple-out (MIMO) is a
method for increasing the capacity of a radio link by taking advantage of the extra
degrees of freedom provided by multiple antennas. This technique increases the
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capacity of the main channel by using multiple antennas to transmit and receive
to exploit multipath propagation.

Jamming

Jamming in wireless networks is defined as the intentional disruption of existing
communications by decreasing the signal-to-noise ratio at the receiver through
the transmission of interfering wireless signals. In CRNs, a jammer may have
two objectives: disrupting all the communications of primary and secondary users
or preventing only secondary users from accessing the free spectrum bands. The
former goal is a general problem of standard wireless communications, the latter one
is specific to CRNs. Note that by disrupting the secondary users communications an
attacker increases its chances to use the free spectrum.

Jamming can be achieved by spreading a flat spectrum power in the bandwidth of
interest, i.e., band jamming, or by generating a sinusoidal waveform whose power
is concentrated on the target carrier frequency, known as tone jamming. The latter
might be more expensive and require more specific hardware, but in turn it is more
effective and disruptive.

Depending on how a jammer selects the channels to perform the jamming attack,
it can be classified into:

• Sweeping attack. A malicious node attacks a channel regardless of whether there
is activity or not in that channel. In this attack, the jammer may waste resources
by transmitting signals on a free channel that do not cause any interference to
secondary users.

• Fixed-strategy jamming. The jammer senses the spectrum in order to identify
the channel being used by the transmitter and the receiver and transmits an
interfering signal on that channel. It is thus more efficient than a sweeping attack,
since it only generates interfering signals on those channels that are being used by
the network. However, because CRNs perform spectrum sensing and may switch
to a better channel, such an attack would be inefficient once the CRN has moved
to a different channel.

• Cognitive jamming. A cognitive jammer is defined in [16] as an adversary
equipped with cognitive radio technology, which adapts to the CRN strategy with
regard to channel selection in order to maximize the efficiency of the attack.

The impact of the attack will depend on the number of available channels, the
number and location of jammers and their capabilities regarding power transmission
and channel selection, but in any case it will degrade the overall network perfor-
mance [36] and can lead to a DoS for some users.

Countermeasures
Traditional jamming countermeasures include the use of directional antennas
instead of omnidirectional antennas, or spread spectrum (SS) techniques [18].
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Directional antennas are used to improve energy efficiency by only radiating in the
sector where the receiver is located, thus reducing the network interference level.
In its turn, spread spectrum can be direct sequence (DSSS) or frequency hopping
(FHSS) based. The former uses a wider bandwidth for signal transmission, allowing
for greater resistance to unintentional and intentional interference. DSSS can be
achieved by using the signal to be transmitted to modulate a bit sequence, known as
a pseudo noise (PN) code that is much shorter in duration than the original signal.
In FHSS, each available frequency band is divided into sub-frequencies, and the
signal rapidly changes or hops among them in a predetermined order. In this way,
interference at a specific frequency will only affect the signal during a short interval.
A major disadvantage of this approach is that the channel switching algorithm, i.e.,
the sequence of channels that will be followed by the network, must be shared in
advance between the sender and receiver. Also, this technique will be only effective
provided that such algorithm is kept secret from the attacker.

Channel/frequency hopping has also been proposed as a countermeasure [43]
in the context of CRNs. Channel hopping can be performed in a reactive or proactive
way, depending on whether the CRN switches to another channel upon detection
of the attack or according to a predetermined sequence or algorithm, which is
shared in advance among the members of the network. In both cases, the hopping
information must be exchanged through a shared control channel. This scheme is
time-consuming due to the required frequency synchronization, channel estimation,
handshaking for information exchange, and network setup. This approach will be
more efficient in preventing jamming attacks, since generally speaking it may be
difficult for an attacker to guess the hopping sequence. A major drawback, however,
is that in a CRN, the available channels may be time-varying due to PUs activity,
and using a fixed channel sequence may greatly reduce the throughput of the CRN.

Some recent works [37] propose to optimize channel selection based on network
conditions but also on jammer patterns. The interaction between the CRN and the
jammers is modeled as a stochastic game where the CRN goal is to maximize
secondary users’ throughput. At each stage of the game, secondary users observe
the spectrum availability, the channel quality, and the attacker’s strategy from the
status of jammed channels. According to this observation, they will decide how
many channels they should reserve for transmitting control and data messages and
how to switch between the different channels. Because these techniques rely on
observations of jammers behavior, they are more robust to cognitive jammers than
the previous ones. Some works present similar countermeasures but targeted to
mitigate the PUE attack (see section “PUE Attack”), which could also be applied to
mitigate the effect of jamming.

Finding the location of a jammer is of paramount importance in order
to prevent further interferences by, once the jammer is located, taking the
appropiate security actions [30]. A CRN can take advantage of its cooperative
nature to estimate the position of the attacker by making use of measure-
ments provided by secondary users. This is also one of the countermeasures
proposed for the PUE attack and will be discussed in detail in the next
section.
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Finally, the techniques presented in section “Countermeasures” to prevent
eavesdropping can also be applied in order to enhance the throughput of jammed
links.

PUE Attack

The primary user emulation (PUE) attack, first presented in [12], can be considered
a sophisticated version of a jamming attack. Although both of them can degrade the
performance of the network and reduce the throughput, they differ in that:

• While a jammer transmits an interfering signal, a PUE attacker transmits a signal
emulating a PU transmission.

• The main goal of a jammer is to disrupt communications, while a PUE attack
aims at preventing the CRN from using a free channel due to the (false) detected
presence of a PU.

Generally speaking, a PUE attack is less resource-consuming since the transmission
power required for a successful attack is lower than in a jamming attack. In
particular, it is required that the received power at the secondary users is above
the threshold set by the CRN for PU detection. However, it can be more complex
depending on the selected detection mechanism (see section “Spectrum Sensing in
CRNs”). Mechanisms such as cyclostationary detection will not consider the signal
a legitimate PU transmission unless the PUE signal has the same characteristics as
a real one in terms of power, modulation, etc. On the other hand, if energy detection
is used, an attacker can succeed by transmitting any type of signal with the required
transmission power. The ability of the attacker of mimicking a PU transmission is
key to the success of a PUE attack. Parameters such as the characteristics of the
transmitted signal, transmission power, and location of the attacker will determine
the efficiency of the attack.

A PUE attacker can be malicious, if its only purpose is to interrupt the activity of
the CRN, or selfish, if it aims at making use of the available bandwidth left by the
CRN because of the attack. The PUE attack can be performed against a free channel
during sensing period of the CRN or against the channel in use, forcing the CRN to
vacate the channel and leading to the interruption of all communications until a new
channel is available. In the worst scenario, the attack can lead to a DoS if the CRN
fails to get an available channel. This may happen whenever the number of channels
left unused by PUs is small or if the attacker resources are enough to perform PUE
attacks over several channels simultaneously.

The activity of PUs and channel occupancy is often modeled as a Markov process
with arrival rate �p and permanence time p , in which every state represents the
number of available channels for the CRN. Based on this model and on the attacker
model, it is possible to get an estimate of the impact of a PUE attack on the network
performance and the probability of a DoS. In [6], a model for the probability of a
successful PUE attack is derived, as a function of the distance of the attacker from
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the SUs and the energy threshold used during the PU detection. The authors state
that under suitable power control and with more than an attacker, it is possible to
obtain a probability equal to 1.

Countermeasures
The countermeasures for PUE attacks can be classified into:

• Channel hopping. As previously mentioned, channel hopping represents an
effective countermeasure to avoid PUE [19] and jamming attacks, provided that
the channel sequence cannot be predicted by an attacker. However, it leads the
CRN to continuously perform frequency handoffs, implying the interruption of
all communications until the CRN is completely operating at a new frequency.
CRNs have been designed to deal with mild disruption due to the presence
of PUs, and thus they can tolerate PUE attacks that have a similar impact.
However, this measure will not be effective when a PUE attack is performed
by an intelligent attacker that can guess the next channel to be selected by the
CRN, or if the number of available channels is low.

• Radio fingerprinting is a process that identifies the device from which a
radio transmission originated by looking at the properties of its transmission,
including specific radio frequencies. Each signal originator has its own specific
“fingerprint” based on the location and configuration of its transmitted signals.
Even transmitters of the same type will show different characteristics during a
transient period of time due to factors such as age or tolerance levels, which allow
to uniquely identify every single transmitter. As a disadvantage, this method
requires physical proximity to the PU in order to verify the fingerprints and the
use of dedicated nodes to this end, a fact that considerably increases the cost of
the method.

• Cryptographic approaches. Solutions based on cryptography can be integrated
to prevent PUE attacks, such as including cryptographic signatures in PU signals
or using integrity and authentication mechanisms for communications between
primary and secondary CR users. The main problem with these approaches is that
they do not meet the requirement of the FCC, which states that the utilization of
available spectrum by SUs should be possible without requiring any modification
to the incumbent users and their signals. Therefore, PU authentication is a
challenging issue, and existing proposals are subject to practical limitations [24].

• Location based. If the location of the true PUs is known in advance, a PUE
attacker can be detected by estimating the position of the transmission source and
comparing it with the known locations. As an example, in IEEE 802.22 networks,
the location of TV broadcast towers (PUs) can be obtained through access to geo-
location databases.

The position of an emitter is usually estimated based on measures of certain
distance-dependent parameters, such as the received signal strength (RSS), the time
it takes to the signal to travel from the emitter to the receiver or time of arrival (ToA),
or the angle of arrival (AoA) of the signal. These measurements are performed at
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Fig. 4 Trilateration based on RSS/ToA measures

a set of reference nodes whose position is known, which we will refer to as anchor
nodes. Distance or angle information is then used to estimate the position of the
node, typically by applying a method such as lateration or angulation. Whenever
the number of observations is reduced to three, then the process is referred to as
trilateration for distance measurements, or triangulation for angles measurements.

Lateration consists in measuring distances between the node to be located and
three or more anchor nodes with known positions. When distance measures are
obtained by means of ToA or RSS, the position is estimated via the intersection
of three circles, as depicted in Fig. 4. Let .x; y/ be the 2-D position of the emitter
to be located, which is in the range of 3 anchor nodes whose positions .xi ; yi / are
known. Let di be the distance from anchor node i to the emitter, which has been
derived from a ToA or RSS measurement. Then, the equation of a circle (11) can be
derived for each one.

di D
p
.x � xi /2 C .y � yi /2 (11)

If the transmission time or the transmission power at the sender is not known, the
difference in RSS or ToA measurements between pairs of anchor nodes can still be
computed. This is known as hyperbolic positioning, as the equation of a hyperbola
is derived from each pair of difference measurement. The location of the emitter
is then defined by the intersection of three hyperbolas. Regarding angulation, three
or more AoA measures (triangulation or multiangulation) are used to obtain a 2-D
location estimation, which is given by the intersection of the lines of bearing. For
more details on these techniques, we refer the reader to [29].
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In practice, measurements are subjected to errors, and the geometrical
approaches previously presented lead to position estimation ambiguities. The effect
of noisy measures, from the geometric point of view, is that the set of circles
defined by equations in (11) rarely intersect. Then, the position estimate is usually
approximated by using as many anchor nodes as possible (and therefore more
measurements) and applying heuristic approaches which try to minimize the error
performed in the estimation.

RSS-based techniques are relatively inexpensive and simple to implement
in hardware, but they are susceptible of high errors due to the dynamics of
indoor/outdoor environments, mainly due to multipath signals and shadowing. The
effect of shadowing is usually modeled as log-normal with standard deviation
�dB . This parameter is relatively constant with distance and typically takes values
between 4 and 12 dB depending on the environment considered. This model leads to
RSS estimates with variance proportional to their range, i.e., to the distance between
the emitter and the node performing the RSS measurement. With regard to time-
based techniques, measures may be affected mainly by multipath effect. Because of
this, the accuracy of the method strongly depends on the ability to estimate the line-
of-sight (LoS) signal. In its turn, angle-based approaches require the use of several
antennas, thus increasing the cost and size of nodes.

A number of other methods exist to estimate the position of a node, such location
fingerprinting. It consists in storing at a database a set of location signatures,
which are built based on the signal characteristics obtained from a set of locations.
Then, the position of a given emitter is estimated by comparing its received signal
characteristics with those signatures previously stored in a database. This proposal
requires being aware of the position of all PUs in advance and also, it may pose
scalability problems in large networks.

Attacks to the Learning Engine

One of the key features of CRs is their capability of adapting to changing conditions
in order to enhance network performance, based on current observations of the
environment and past experiences. Learning from the past requires the introduction
of a learning engine that makes use of machine learning or artificial intelligence
(AI) algorithms. The term machine learning refers to the automated detection
of meaningful patterns in data, while AI is defined as intelligence exhibited by
machines. An intelligent machine perceives its environment and takes decisions
that maximize its chance of achieving some goal. Typical algorithms for a learning
engine include support vector machines (SVM), reinforcement learning (RL), and
neural networks or genetic algorithms.

In the context of CRNs, learning techniques can be a valuable tool to get
knowledge about environment conditions and its variability over time, and more
specifically about spectrum availability [2]. As an example, knowledge about typical
PU activity can reduce the burden of CSS mechanisms and speed up the channel
selection process. A CRN may decide not to use a given channel that is available
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at some specific time, because it has learned that it is frequently used by PUs
that intermittently occupies and vacates the channel. This will prevent the CRN
from spending unnecessary time on sensing that channel but also from performing
spectrum handoffs whenever that is the channel in use, and it detects the presence
of a PU. Recall that spectrum handoffs cause interruption of all communications
until a new channel is available, and therefore avoiding spectrum handoffs leads to
a higher efficiency in terms of network throughput. Learning machine may also be
an aid for other CR functionalities, such as spectrum allocation or even detection of
attacks, such as jamming or the PUE attack.

Learning algorithms can be classified into supervised or unsupervised. In
supervised learning the algorithm is fed with the input and the desired results during
the training phase, while in unsupervised learning it is not provided with the correct
results. Usually, this technique is used for classification. When supervised learning
is used, input data has already been classified, so that we know how the output of
the algorithm should be, and we can modify its internal parameters if the output is
not the expected one. In unsupervised learning, the input data has no label yet, and
it must be classified according to their statistical properties.

The benefit of applying supervised learning to a CRN is that the algorithm is fed
in a controlled environment during the training phase. However, given the dynamics
of wireless environments which frequently change due to phenomena such as
noise, multipath, etc., it can lead to wrong decisions due to the huge difference
between training data and the data acquired during the performance phase. In this
sense, unsupervised learning may have a better performance, but it is susceptible to
attacks during the training phase. A learning engine attacker could alter the wireless
medium by transmitting jamming signals, replaying PU transmissions, or generating
interferences to prevent the system from detecting true PU transmissions. This
would lead the learning algorithm to a bad classification of environment conditions
and thus to take wrong decisions about spectrum availability.

Despite being an important feature of CRs, learning engine issues have received
less attention than other areas of CRNs, and, therefore, how to protect the learning
phase of such engines still remains an open issue.

Link Layer Security

Byzantine Attack

The need for spectrum sensing mechanisms to protect PU transmissions gives rise to
specific threats to CRNs that have been widely studied by the research community
[8], such as the Byzantine attack, in which adversaries gain control of one or more
authenticated devices with the aim of degrading network performance. In the context
of CRNs, this attack is also referred to as spectrum sensing data falsification (SSDF)
[11], and it relies on the transmission of false spectrum sensing data by malicious
SUs that aim at disrupting the cooperative sensing mechanism of the network.
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Recall that in CSS mechanisms, each SU performs energy measurements, and
report them to a central entity or FC, or exchange this measurements among
its neighboring nodes, depending on whether the network is centralized or
distributed.

According to the model of attacker, the Byzantine attack can be classified
into [38]:

• Always Yes, if the SU always declares that the primary user is active.
• Always NO, if the SU always reports an absence of primary signal.
• Always FALSE, if the SU always reports the contrary result to its observation.

In addition, when there is more than one compromised or malicious node, attacks
can be classified into [32]:

• Independent attack, each attacker forges its sensing result with a given probability
regardless of what other attackers do.

• Dependent attack, if the attacker know the sensing reports of other attackers and
forges its own reports according to these information in order to minimize the
probability of being detected.

• Collaborative attack, if the attackers exchange their sensing information and
decide their response in a collaborative way.

The two last attacks might be harder to implement, since they require the
set of attackers to exchange their reports in advance, and thus they are more
costly. Besides, such an exchange should be done very quickly in order
to be able to send the reports to the FC during the sensing period of the
CRN. As in other attacks to CRNs, a Byzantine attacker can be malicious or
selfish, depending on whether its main goal is to disrupt network performance
or make use of the bandwidth left unused by the CRN because of the
attack.

Figures 5 and 6 depict the effect of the Byzantine attack, in terms of Qmd and
Qfa, on the decision of the FC when the fusion mechanism used is the k out of
N rule, in a CRN with N D 100 SUs and k D 30 and k D 50, respectively.
The number of Byzantine attackers M ranges from 10 to 60, and they forge their
report with probability pl 2 .0; 1/ in an independent way. Note that for pl D 0,
no Byzantine attacker forges its report, and therefore it is equivalent to have a CRN
with N honest SUs. As it can be seen, a low threshold (k D 30) leads to good
performance in terms of misdetections Qmd , but also to high values of Qfa for any
value of M > 10. As a consequence, Byzantine attackers can easily lead the CRN
to a wrong decision when there is no PU and take the available bandwidth. In Fig. 6
it can be seen that there is a tradeoff between both metrics Qfa and Qmd , so if the
threshold k is raised, Qfa decreases but Qmd increases.

In [42], a formula is derived for the optimal value of kopt that minimizesQmd C

Qfa as a function of the number of users N and the individual probabilities pmd
and pfa.
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For typical values pfa D 0:1 and pmd D 0:1 and N D 100, the optimal value is
given by expression (12) is kopt D 50.

Countermeasures
Byzantine defense is targeted to detect anomalies in the reported sensing data and
discriminate between malicious and honest users. As a consequence, these schemes
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require references representing normal behavior. In practice, it is hard to get a true
reference, since a CRN does not know in advance which of the reports are honest.
Besides, the fact that sensing mechanisms are extremely sensitive to the varying
channel conditions and even honest users may report incorrect values, makes the
task of identifying malicious users more challenging.

The general approach to counteract Byzantine attacks is to identify suspicious
reports from potential malicious users and discard or give them a lower weight in the
fusion data mechanism [10,31,32]. With that purpose, reputation mechanisms, a.k.a.
as trust mechanisms, are typically used. Trust mechanisms have been extensively
studied in the context of sensor networks and ad hoc networks [14]. The concept of
trust has its origin in social sciences and is defined as the degree of subjective belief
about the behavior of an entity [22]. Trust in CSS mechanisms is essential in order
to ensure the correct detection of PU signals and identify holes in the spectrum.
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The rationale behind it is to assign a low trust value to those SUs that deviate from
the expected behavior. When an SU joins the network, it is assigned an initial trust
value, and it will be updated in each sensing round according to it. Generally, the
sensing decision procedure is performed as follows:

• Prefiltering. SUs with low reputation may be excluded from the fusion process.
• Data fusion. A data fusion rule is applied to the remaining reports, which are

weighted according to the SU reputation.
• Reputation update. Trust values are updated for the next sensing round.

The way in which trust values are computed can be:

• Global decision based. Trust for a given SU is increased whenever the SUs report
matches the final decision and decreased otherwise.

• Outliers detection based. These methods rely on different parameters such as the
mean, the standard deviation, or the median, in order to identify those reports
which clearly deviated from the data set.

• Correlation based. Relies on the correlation among measurements from neigh-
boring nodes in order to detect abnormal values.

In global decision-based methods, trust is computed by comparing SU reports
with the final decision. If a hard-fusion method is used, both SU reports and the
final decision are binary variables, and to decide whether there is a match or not is
straightforward. When soft fusion is used, however, it is needed to use a threshold.
As an example, in [10], trust for a node k, rk is initially set to zero, and it is
incremented or decremented by one whenever the local sensing report is consistent
with the final decision or not, respectively. The trust value is mapped to a weight
wk that is used by a SPRT fusion data mechanism (see section “Spectrum Sensing
in CRNs”) to reach a decision as in (14). This approach is known as weighted
SPRT (WPSRT). The mapping between rk and wk is done in such a way that
wi 2 .0; 1/ and ensures that an SU with a slightly negative reputation will have
some contribution on the final decision.

WN D

NY
kD0

�
f .ykjH1/

f .ykjH0/

wk

RH0
H1
� (14)

Trust values depend on the report provided by the SU during a sensing round,
but also on its past behavior. It is possible, though, to give higher weights to
recent behaviors and gradually decrease the influence of older ones by means of a
forgetting factor, as in [31]. In this way, an honest SU that reported several erroneous
reports in the past due to channel degradation can recover faster.

Outliers detection is a technique that can be used to identify abnormal reports. In
statistics, an outlier is an observation that is numerically distant from the rest of the
data. When applied to cooperative spectrum sensing, identification of outliers allows
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discarding those energy measures which are highly improbable and take a more
reliable final decision about the existence of a PU. To this end, different statistical
parameters can be used.

The simplest outlier detection technique makes use of the mean and the standard
deviation of the set of reported energy values. In [20], an outlier factor is assigned
to SU n at the i th sensing round as in (15), where �nŒi � is the outlier factor, enŒi �
represents the reported energy value of a given secondary user, and Œi� and �Œi � are
the sample mean and the sample standard deviation, respectively.

�nŒi � D
enŒi � � Œi�

�Œi �
(15)

However, as the authors pointed out in [21], this technique does not perform well
when the distribution of the energy values is highly skewed. In such case, valid
values lying on the heavy-tailed side of the distribution will be assigned a high
outlier factor, meaning that they will have a very low impact on the final decision.
Other statistical parameters such as the median absolute deviation (MAD) or the
bi-weight scale (BWS) are known to be more robust than the mean and the standard
deviation. The MAD measures the median of the absolute distances of the data
points from the sample median as in (16).

�nŒi � D mediann fjenŒi � � Œi�jg (16)

In its turn, the BWS can be computed as in (17). It has been shown that it is more
sensitive to data samples that are at a moderate distance from the estimate and only
ignores extremely data points [21]. Given the spatial diversity in CRNs, it makes
sense to take into account those measures that slightly differ from the expected and
only discard those that extremely deviate.

�nŒi � D
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and

un D
enŒi � � Œi�

mediann fjenŒi � � Œi�jg
(19)

with c2 a tuning constant which can be used to determine the impact of extreme
points on BWS estimates.
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Correlation between reports can also be applied to detect abnormal reports, under
specific circumstances. This method relies on the fact that shadowing correlation
decays exponentially with distance, and thus neighboring SUs should report similar
values. This approach was followed in [27], where WSPRT is used as data fusion
scheme, and the weights assigned to each node are computed according to a
shadowing correlation model applied to a two-dimensional area. The authors define
the shadowing random field of a given point .x; y/ as the shadowing gain at unit
grid area, i.e., ım � ım, centered at the coordinate .x; y/. Then, the covariance
of the shadowing random field between two different points .xi ; yi / and .xj ; yj /
is modeled as in (20), with dij the Euclidean distance between the two nodes, �
the standard deviation of shadow fading. Dcorr is the decorrelation distance which
determines the distance above which the correlation falls to e�1 and depends on
the environment (urban, suburban. . . ). In suburban areas, it typically takes values
between 120 and 200 m.

Rp.dij / D �
2 � e�dij =Dcorr (20)

Abnormal reports are then detected by analyzing their similarity (or difference) with
reports from neighboring nodes. Note that such an approach can only be applied in
small CRNs where all SUs are close to each other, e.g., sensor networks, or in CRNs
in rural areas where households tend to be clustered [33]. In the latter case, reports
from SUs belonging to the same cluster should be highly correlated. To this end,
the set of CR is divided into clusters according to their proximity so that nodes
belonging to the same cluster should be highly correlated.

Regardless of the approach followed by the CRN to detect abnormal reports
and exclude them from the CSS process, a major concern is to identify Byzantine
attackers. Based on outliers detection, global decision-based methods, or correla-
tion, the CRN can compute a trust value and establish a threshold to determine
whether a given node is an attacker or a honest node reporting erroneous values
due to bad channel conditions. It would be reasonable to penalize those users that
are regarded as attackers by denying them access to the network. However, because
every detection mechanism exhibits a certain rate of false positives, this would lead
to expel some honest users of the CRN.

Utility-based methods circumvent this problem by, rather than identifying
malicious users, incentivizing them to behave in an honest way [40]. The utility
of a user is an economic term introduced by Daniel Bernoulli referring to the total
satisfaction received from consuming a good or a service. When applied to CRNs,
the utility may refer, for example, to the bandwidth that a given user is assigned.
The key idea is to design the appropriate fusion and resource allocation mechanisms
such that the utility of a Byzantine attacker gradually decreases if it keeps forging
reports. Note that such approaches can only counteract the Byzantine attack based
on selfish profiles, since malicious users do not care about bandwidth, and its only
purpose is to disrupt network performance.

The malicious user utility OU consists of two elements: the utility U acquired
by the user as a member of the CRN and the utility achieved by forging reports
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(e.g., available bandwidth when the CRN erroneously decides that no PU exists in
a channel). The goal is to ensure OU < U to incentivize SUs to behave honestly and
report accurate sensing reports. Utility-based approaches rely on game theory, and
some examples of its application to CRNs can be found in [13].

Note that in a centralized CRN, the FC is responsible for computing the trust
value for each SU, according to the matches between the reports sent by the SU and
the final decisions of the FC regarding the existence of a PU. In a fully distributed
network, each SU must compute the trust values for its one-hop neighbors and reach
a final decision. This fact increases node complexity due to the computations needed
to run the sensing decision procedure and the exchange of reports among neighbors.
Besides, it is prone to exhibit a higher error rate due to the lack of a trusted central
entity and because the amount of reports combined by fusion data mechanisms is
limited to the number of neighbors, and thus lower than in infrastructure-based
networks..

Selfish Behavior

In a cooperative framework, selfish behavior refers to a set of actions performed
by a node in order to increase its benefit while decreasing the average benefit for
the rest of participants. Because CSS is known to improve the performance of
PU detection, selfish behaviors may increase the probability of wrong decisions
regarding spectrum opportunities. Selfish SUs may not cooperate in the sensing
process in order to save energy while still making use of the network resources.

Due to the negative impact of selfish nodes on the CSS mechanisms of a
CRN, appropriate strategies are needed in order to enforce cooperation. In wireless
networks, this is a hard problem to deal with, since lack of feedback may be either
due to selfishness or information loss. The community research has put a big effort
on this topic in the context of ad hoc networks [26], mostly regarding routing
mechanisms. Although these approaches cannot be directly applied to CRN, they
can be used as a basis to develop efficient methods to detect selfish behaviors and to
incentivize CR to cooperate. In addition, these methods should be also tailored to the
type of CRN: ad hoc or infrastructure based. In ad hoc networks, selfish detection
must be performed locally by neighboring nodes, and cooperative enforcement may
be achieved by traditional mechanisms that penalize selfish nodes by, for example,
not forwarding packets coming from them. On the other hand, in infrastructure-
based networks, the FC is responsible for gathering the sensing reports from all
CRs and therefore can easily verify which SUs do not report sensing measurement.

Cooperation enforcement can be achieved by means of utility-based methods.
As an example, in [34] the CSS process is modeled as an N-player noncooperative,
non-zero-sum repeated game. Two different strategies based on game theory are
analyzed in order to incentive cooperation: grim trigger and carrot and stick. In grim
trigger, cooperation from each node is measured, and all nodes stop cooperation
whenever deviation from any node is detected. This technique can effectively
motivate nodes to cooperate, but results in poor performance when channel errors
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are not negligible. On the other hand, carrot and stick is an iterative approach where,
at each step, a given node only cooperates if all nodes cooperated or deviated in the
previous step. This approach recovers cooperation when all nodes deviate at the risk
of leaving the CRN with no information about spectrum availability.

A more elaborated proposal is presented in [41], where reputation is used as a
pricing factor in the spectrum allocation process to incentivize cooperative sensing
in distributed CRNs. The reputation values are computed according to the sensing
accuracy of the reports and the participation of SUs in the CSS process. SUs with
low reputation are allocated bandwidth at the expenses of paying a higher price for
it, thus forcing selfish nodes to cooperate if they want to maximize its utility.

Application Layer Security

As previously mentioned, SDRs are key for the deployment of CRNs, as they
can provide the flexibility and reconfiguration capability needed by CRs. An SDR
must be capable of downloading new software or updates that, once they are
activated, may change the radio transmission parameters or implement new learning
or decision algorithms. The reconfigurability property gives rise, however, to a
number of software-related attacks [17].

The software is downloaded over the air, and therefore an unauthorized user
could obtain a copy of the software, modify it, or inject malicious code. On the
one hand, knowledge about a CR operation, in terms of channel selection, can be
very valuable information to perform a different type of attack, such as a PUE attack.
On the other hand, malicious code can lead a CR to behave in an unexpected way
and even propagate the attack to other CRs, as it occurs with worms. Overall, the
likelihood of causing network disruption because of software attacks is very high.

As a consequence, it is essential to provide confidentiality, authentication, access
control and integrity in all communications used to distribute SDR software:

• Confidentiality will prevent unauthorized users to obtain a copy of the software.
• Authentication ensures that the downloaded software comes from a trusted

source. Only authorized software should be activated in an SDR.
• Integrity guarantees that the downloaded software has not been altered.

A straightforward solution to provide confidentiality is symmetric encryption, by
means of a shared secret key between the network administrator and the device.
The key should be unique to each terminal and should be stored in tamper-proof
hardware on the device [25]. Tamper-resistant devices may be designed to reset
to zero, a.k.a. zeroise, sensitive data, such as cryptographic keys, if they detect
penetration of their security encapsulation or out-of-specification environmental
parameters.

Authentication and integrity can be achieved by means of digital signatures,
which are sent together with the software to be downloaded. The main disadvantage
of this approach is that it is computationally expensive, and some limited devices
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Table 1 Main threats to
SDRs

Threat Security requirement

Insertion of malicious software Integrity

Alteration or destruction of data Integrity

Alteration or destruction of software Integrity

Extraction of data Confidentiality

may not support them. A lightweight mechanism, such as the one presented in [9],
may be more suitable for constraint devices.

A method to ensure a secure execution of downloaded software is the implemen-
tation of trusted computing (TC) [28]. TC is a technology aiming at guaranteeing
that a device will consistently behave in an expected way, and those behaviors will
be enforced by computer hardware and software. This is achieved by loading the
hardware with a unique private key that is not accessible to the rest of the system.

In [7] a complete list of threats to SDRs is given. Table 1 show the most relevant
ones along with their security requirements.

Conclusions

CR paradigm is considered a key solution to mitigate the spectrum scarcity problem
by enabling spectrum access in an opportunistic manner. CRNs are allowed to act as
secondary users of the licensed spectrum on a non-interference basis, thus requiring
the use of spectrum sensing mechanisms to identify free portions of the spectrum.
Detection performance improves by means of spatial diversity and therefore all the
members of the network are expected to cooperate by sharing their sensing reports.

The successful deployment of these networks relies on the proper design of
mechanisms for cooperative sensing, adapt to changing environment conditions,
and manage the available spectrum. However, CRNs use an open transmission
medium that open doors to a myriad of attacks that can severely degrade network
performance. On the one hand, CRNs are susceptible to well-known attacks that
apply to any conventional wireless network. On the other hand, new threats that are
based on the specific features or mechanisms of CRNs have been identified.

In this chapter we have provided an overview of the main threats to CRNs,
with special emphasis on those inherent to CR functionalities. These threats and
their possible countermeasures are summarized in Table 2. Most of the attacks are
targeted to disrupt the CSS process of the network, either by altering the medium
or by forging sensing reports. The consequences of these attacks are twofold. First,
they may cause interference to the legitimate users of the spectrum, thus violating
one of the basic principles of CRNs, and, second, they may prevent CRNs from
accessing available spectrum, which degrades the quality of the communications.
In some extreme situations, these attacks can cause a DoS, meaning that legitimate
users will be denied access to network resources.
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Table 2 Threats to CRNs and countermeasures

Threat Layer Countermeasures

Eavesdropping Physical Beamforming/relays/MIMO/artificial noise

Jamming Physical Channel hopping/location of attacker

PUE Physical Fingerprinting/cryptography/location of attacker

Learning Physical Training in a secure environment

Byzantine Link layer Trust schemes/utility-based schemes (game theory)

Selfish Link layer Utility-based schemes (game theory)

Threats to SDRs Application Secure software download and execution

Throughout this chapter we have discussed several countermeasures for each
attack and evaluated their pros and cons. Some of them, being effective in mitigating
the attack, may not be practical from a deployment point of view. Limitations regard-
ing cost, size of devices, and deployment of additional infrastructure or FCC rules
could restrain their realization. Two key aspects make hard the design of efficient
countermeasures: first, the lack of real scenarios to evaluate the impact of the attacks
with more accuracy and the feasibility of deploying specific countermeasures, and,
second, the heterogeneity in CRN architectures and mechanisms to implement all
functionalities. Despite the research community has put a big effort in developing
the IEEE 802.22 standard, its application is limited to a few scenarios, since it was
conceived to be used in large rural areas. As a result, the mechanisms and features
defined in IEEE 802.22 may not apply to other CRNs. Therefore, further work in
this direction is needed in order to deploy secure CRNs.
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Abstract

Spectrum sharing of 802.11 wireless local area network (WLAN) and radars
operating in co-/adjacent channel scenarios (notably 5 GHz) is a problem of
considerable importance that requires new innovations. The spectrum sharing
explored in this chapter is based on unilateral action by Wi-Fi networks to prevent
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unacceptable interference to incumbent radar and also mitigating the interference
from radar to Wi-Fi. Specifically, the ability of a single Wi-Fi network inside
the exclusion region is to speedily detect radar operation and to subsequently
switch to a clear channel as a means of protecting them. The approach is relied
on the opportunistic use of naturally occurring random quiet/idle periods in
a Wi-Fi network employing distributed coordination function (DCF) to detect
the presence of a radar using energy detection. Moreover, the Wi-Fi systems
outside the exclusion region are modified to mitigate the interference from a
pulsed search radar such that the WLAN continues to operate with no noticeable
performance degradation. The radar pulse detection is required to mitigate the
radar interference.

Keywords
WLAN � Radar system � Network coexistence � Radar pulse detection �
Interference mitigation

Introduction

The fundamental challenge facing mobile network operators is the scarcity of
spectrum allocated for civilian use. The demand (and hence the price) for spectrum
has skyrocketed as cellular data, and WLAN services have become ubiquitous in
response to ever-richer multimedia and interactive applications running on higher-
end consumer devices. Acknowledging this recent exponential growth in data traffic
on cellular networks, regulatory authorities have aimed at various strategies for
systematically increasing the spectral efficiency of wireless networks, as means for
alleviating the spectrum crunch.

Looking ahead, the need for coexistence among dissimilar technologies will be a
fundamental feature of wireless networks as a broad principle. For example, a signif-
icant chunk of Wi-Fi channels in the 5 GHz bands (declared U-NII, i.e., unlicensed,
for North America) are utilized by various radar systems worldwide [14,28], in fact,
only 36% of 5 GHz channels are unencumbered by radar protection requirements.
Hence, 802.11 WLAN networks in the 5 GHz band was the first significant instance
of coexistence/spectrum sharing. To that end, dynamic frequency selection (DFS) by
Wi-Fi (based on channel sensing and radar avoidance) was the solution proposed to
protect radars from WLAN systems [19]. An examination of the 225 MHz–3.7 GHz
band assignments shows that 1700 MHz in this range has been set aside for radar
and radiolocation operation in the United States [25] making it a virtual certainty
that issues of coexistence of radars with civilian systems will recur. In fact, the
US Department of Commerce has already recommended that 150 MHz of spectrum
between 3550 and 3700 MHz be made available for wireless broadband applications
[2, 6] which has led to further coexistence studies.

The foundation of protecting radar operation is based on the notion of an
exclusion or protection region as shown in Fig. 1 – this defines a spatial region
centered around the radar location where no co-channel use by WLAN is permitted
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Fig. 1 Wi-Fi access points outside the radar exclusion region that benefit from proposed idea

(and by implication, reuse of the channel is permitted only outside this region).
This topic was explored in [18] for a search pulsed radar rotating with a constant
angular rotation (speed) and employing a known transmit main beam-pattern in
azimuth (For simplicity, the formulation in [18] assumes a 2D model, whereby
the radar and Wi-Fi networks operate in the same plane.). Thus the exclusion region
is time varying, consist with the current location of the radar beam-pointing angle.
Clearly, minimizing the area of the protection region (equivalently, expanding the
co-channel reuse opportunities for the secondary Wi-Fi networks) is an appropriate
design goal, and a method for achieving this is shown in [18] as a function of the
WLAN deployment geometry.

In Fig. 2, the exclusion regions are determined by regulatory organizations
(such as the NTIA) under the assumption that secondary networks (e.g.,
Wi-Fi) do not take any measures to mitigate interference to the radar systems
[22]. In such scenarios, these no-go exclusion regions can extend for hundreds
of kilometers radially from radar location, which given the proximity of radars
to population centers (precisely the places where there is demand for such
secondary networks) makes deployment of secondary systems unattractive as
a business proposition.

Enabling mitigation between two dissimilar radio networks (such as radar and
Wi-Fi) can be accomplished (at a conceptual level) in several ways. The most
obvious is for one system to retrofit so as to become more resilient in operation
to the presence of the other. This is the methodology which is adopted in this
work, i.e., explore enhancements to Wi-Fi system that enable it to (a) rapidly detect
the presence of (pulsed) radars and avoid (via evacuating the channel) when it is



810 M. Mehrnoush and S. Roy

Fig. 2 The original exclusion regions computed by the NTIA (yellow contours) were revised
recently in [8] (blue contours). Even the revised region encompasses many of the major population
centers such as Los Angeles and New York City

inside the exclusion region and/or (b) detect and perform interference mitigation
during WLAN packet transmission when it is outside the exclusion region. The
first conforms to regulatory requirements so as to protect the incumbent radar
from undue interference, whereas for WLAN nodes at a distance from the radar
(i.e., outside the exclusion region), radar pulses that impact WLAN packets in
flight contribute low interference that make (WLAN) packet decoding feasible with
suitable interference mitigation.

Inside the exclusion region, it is crucial that communication systems detect active
radars accurately and speedily in order to limit interference to incumbents. The
FCC’s current plans for spectrum sharing in the 3.5 GHz band forgo sensing and
instead rely solely on a Spectrum Access System to govern usage of the shared
spectrum [6]. However, a full coexistence solution will likely employ detect and
switch via run-time channel sensing in conjunction with spectrum sharing database
assistance. The latter contains all available system information regarding incumbent
operation [8] that can assist secondary a priori for interference avoidance; however,
in case of any updates to primary operation, such database information may possibly
be out of date, and thus run-time sensing will likely be needed.

A traditional approach for a WLAN (inside the protection region) attempting
to detect a radar pulse is based on requiring all in-network transmissions to cease
(via scheduling) so as to create quiet/idle periods wherein radar pulses that happen
to arrive can be accurately detected. In [9], the authors propose periodically
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scheduling idle intervals for the purposes of channel sensing. The scheme incurs
some complication in implementation due to the increase in packet fragmentation
and consequent loss in throughput. In [16], extending (some of) naturally occurring
idle periods in the Wi-Fi DCF MAC for the purposes of channel sensing is
considered which did not suffer from the complications of [9] and was shown
to detect transient out-of-network interference reliably. However, subsequently the
requirement for any scheduled quiet period was dropped, and radar detection was
based solely on inherent natural periods of network operation whereby all nodes
are backing off, leading to randomly occurring quiet periods of random duration
[24]. However, such naturally occurring idle periods typically comprise only a small
portion of channel time on average (This fraction decreases with Wi-Fi node density
or traffic load increase, i.e., factors that are beyond direct control.); hence, the
chances of detecting the short-duration and low-duty cycle radar pulses within such
random quiet intervals reliably is a largely open question. On the other hand, if the
number or duration of such quiet intervals is increased (via means to be described
later) to improve radar detection probability, it will result in a commensurate loss in
communication network throughput, leading to an inherent trade-off that is explored
and characterized.

Finally, outside the exclusion region, it is possible that a Wi-Fi node is able to
detect radar pulses reliably even during transmission of WLAN packets, due to the
lower interference power at the Wi-Fi receiver. Thus in contrast to the method in [24]
that waited for the (probabilistic) event that a pulse falls within a quiet duration, it
is proposed to investigate how WLAN may detect the presence of an interfering
(narrow) radar pulse while there is a payload on the channel. Accordingly, two
modifications to generic Wi-Fi transmitter/receiver chain are suggested toward
achieving the goal of radar pulse detection cum interference mitigation.

DFS Requirement in 5 GHz

DFS comprises of a radar detection and avoidance scheme by the secondary (Wi-Fi)
network. The detection algorithm has two primary components:

1. Out-of-service monitoring: This refers to the period at the start when each
access point (AP) must scan the channels to determine if radar is present.
The requirement is to detect radar signals above �62 dBm with detection
rate of 99:99% within a scan duration of 60 s.

2. In-service monitoring: This refers to the ability of an active Wi-Fi
network to detect a radar that begins operation after initial setup. DFS
requires that during the regular operation, WLANs must detect a radar with
a success rate of 60% for radar signals above �62 dBm in 60 s.
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The detection rate is determined by the probability that a radar pulse is detected
by a Wi-Fi network in each detection phase. Compliance with the radar protection
requirements is based primarily on verifying these detection rates under the test
scenarios, and example radars are defined in [14]. These DFS rules were aimed
specifically at the 5 GHz band (Hence they may be insufficient for protecting radars
in other bands.) and will be used as a performance benchmark for the novel schemes.
[29] analyzed the radar detection delay in a simple time division duplex (TDD)
system.

Radar Pulse Detection Using Quiet Periods in Wi-Fi

Model of Wi-Fi Network

In this work, an isolated Wi-Fi “cell,” i.e., a single access point with n connected
clients, is considered. In the following sections, the following two cases are
studied:

1. Downlink-only traffic from the access point (AP) to the associated stations;
2. Full buffer at all nodes in the network.

The second setup corresponds to the model analyzed in [10]. Slot durations
and frame spacings conform to the 802.11 standards [4] as indicated in Table 1.
Network time is slotted with a resolution of tslot D 1$s as baseline. Typical
parameters for radars operating in 3.5 and 5 GHz are included in Table 2 based
on [1, 14, 17]. The radars transmit a series of equally spaced pulses called a pulse
burst with low-duty cycles (often less than 1%) in a given direction (Directionality
could be achieved through a phased array in place of mechanical rotation.), with
peak transmit powers that can exceed 90 dBm. Accordingly, a simple link-budget
analysis using an irregular terrain path-loss model (e.g., Fig. 5 in [15]) indicates that

Table 1 Wi-Fi timing
parameters

Parameter Description Duration

tslot Timing slot 1$s

tbo Backoff 9� tslot

tdifs DIFS 34� tslot (5 GHz)

tsifs SIFS 16� tslot (5 GHz)

tack ACK 48� tslot

tpayload Payload up to	3000� tslot

tslot = 1 slot = 1$s
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Table 2 Example radar
parameters

Parameter Values

Pulse repitition interval (tpri) 100$s–5ms

Pulse duration 0:8–50$s

Pulses per burst 10–25

Peak power up to 90 dBm

Antenna main beam gain up to 40 dBi

radar interference power at a Wi-Fi AP can exceed �62 dBm at distances of tens of
kilometers from the radar. As a result, energy detection schemes can be effective in
the exclusion region for meeting the 5 GHz DFS latency requirements. It noteworthy
that radar detection is conducted typically by the AP and any information (such as
DFS triggering) disseminated via broadcast to all clients.

Challenges in Radar Pulse Detection

Performance of radar pulse detector by the secondary user (Wi-Fi) in order to limit
interference (by either controlling its own in-band transmission or switching to a
different unoccupied channel) is measured by the obvious metric:

• Detection delay: The interval from the instant the incumbent (radar) becomes
active until its successful detection by the secondary network (Wi-Fi).

which is impacted by (a) radar pulse duration and (b) pulse repetition interval (PRI).
Typically, in other applications of the shared spectrum paradigm (e.g., wireless

microphones), the incumbents transmit high-duty cycle signals; any Wi-Fi idle
period will thus overlap with multiple incumbent transmissions with high proba-
bility allowing for effective detection. In contrast, radars with low-duty cycles pose
a significant challenge. In this work, the detection delay of radar by Wi-Fi systems
for various Wi-Fi/radar system parameters is presented to establish the conditions
under which such a system can adequately protect radar and if the associated cost
(loss of WLAN throughput) is acceptable.

Wi-Fi Basics

The Wi-Fi standard employs a CSMA/CA-based approach [4] within a distributed
slotted medium access scheme.

A brief summary of the core algorithm follows: each node attempting transmis-
sion must first ensure that the medium has been idle for a duration labeled the DCF
interframe spacing period (DIFS) which is typically in the range of 28–50$s. Once
the medium has remained idle for a DIFS period, the node selects a backoff counter
uniformly at random in the range of Œ0; 2mW � 1� (Typical W values are 16, 32.)
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Node 1 selects new back off
Node 2 selects new back off

Node 1 selects new backoff
Node 2 resumes old backoff

Node1

Node2

t

Fig. 3 This parallel timeline for two nodes contending for access to the same channel shows the
role of the random backoff in reducing collisions

where the value ofm is initialized to 0. The node then counts down from the selected
backoff value in a slotted fashion (i.e., the node decrements the counter every tBO

microseconds corresponding to a backoff slot) as long as no other transmissions
are detected. If during the countdown a transmission is detected, the counting is
paused, and nodes continue to monitor the busy channel until it goes idle; thereafter
the medium must remain idle for a further DIFS period before the backoff down-
counting is resumed. Once the counter hits zero, the node transmits its payload
(illustrated in Fig. 3). Any node that did not complete its countdown to zero in the
previous transmission round resumes the countdown at the next opportunity without
selecting a new backoff value.

A collision event occurs if and only if two nodes select the same backoff counter
value at the end of a DIFS period. In case of a collision, the value of m (the backoff
stage) is incremented by one (binary exponential backoff) such that the backoff
counter is doubled for the next attempt, thereby reducing the probability that any
two nodes select the same backoff counter repeatedly. Once a transmission has been
completed successfully, the value ofm is reset to 0. The value ofm cannot exceed a
maximum value mmax (typically values are 3–5).

Analytical Evaluation of Radar Detection in Wi-Fi Quiet Periods

Since no synchronization between the radar pulses and the Wi-Fi network is
assumed, once the radar becomes active, the first pulse it transmits will arrive at
random in relation to the Wi-Fi network state. From the alternating renewal theorem,
it can be shown that if a pulse arrives at a random time instant, the Wi-Fi network
will be in an idle state with probability Pidle (Fig. 4a, b) and in a busy state with
probability Pbusy (Fig. 4c) computed as below:

Pbusy D
EŒBk�

EŒBk�C EŒIk�
(1)

Pidle D 1 � Pbusy (2)
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Fig. 4 (a) In this case, the
first pulse arrives during a
DIFS portion of the idle
period. (b) In this case, the
first pulse arrives during the
backoff portion of the idle
period. (c) In this case, the
first pulse arrives during the
busy period
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where,

Bk The random duration of the busy period in the kth renewal cycle. Randomness
is due to the success or failure of transmission.

Ik The random duration of the idle period in the kth renewal cycle. The
randomness in the idle duration is due to the random backoff

Qk The random number of backoff slots during idle period Ik . Qk � Geo.Ptr/

(Ptr is the probability that at least one node attempts transmission in a backoff
slot)

It is assumed that for any radar pulse arriving during an idle period is detected
perfectly (i.e., with probability 1, an approximation which is good for Wi-Fi nodes
within the exclusion region for reasons stated earlier) and the (additional) processing
delay for detection (post arrival) is negligible. Thus the detection delay is the interval
measured from the first (reference) pulse, till the first time a pulse arrives during a
Wi-Fi idle period, as shown in Fig. 5. Hence, if the first pulse arrives during an idle
period, the detection delay is zero.

For the remainder of the analysis, the random variable Bk is replaced by a
constant tbusy equal to expected duration of EŒB�. This is reasonable for all fixed
packet length scenarios since the ACK/SIFS durations are typically negligible
compared to the payload duration (in the downlink-only case, this approximation
is exact). Thus
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I1 B1 = tbusy I2 B2 = tbusy I3 B3 = tbusy

Radar

Wi-Fi

a1

a2

a3

a4

r1 < 0 r2 r4

Bstart
1 Bend

1 Bstart
2 Bend

2
s1 s2 s4t = 0

first pulse arrives

tpri
all timing is slotted with tslot = 1m s

t

Fig. 5 Example timeline for a detection delay of 5 (D D 5) for tpri < tbusy. The fifth pulse is the
first that arrives during an idle period. Busy periods are of fixed duration tbusy, while idle periods
are of a random duration

tbusy , EŒB� D tPAYLOAD C Ps.tSIFS C tACK/

where Ps is the probability of successful packet transmission. Next, let us define:

Si The random arrival time of the i th radar pulse. Since all timing is slotted,
Si 2 N and clearly Si D Si�1 C tpri

Ni The index of the renewal period in which pulse i arrives (e.g., in Fig. 5,
N1 D N2 D 1 since pulses 1 and 2 arrive during busy period 1, and
N3 D N4 D 2)

Ai The random offset of the i th pulse inside the associated busy period. Ai 2
f1; 2; � � � ; tbusy}. Ai , Si � B

start
Ni

ri The remaining time from the end of the busy period till the arrival of pulse iC1
as calculated in (4). A negative value for ri signifies that a pair of pulses arrives
in the same busy period (e.g., pulses 1 and 2 in Fig. 5)

D The random variable describing the detection delay in number of pulses where
D D 1 signifies detection of the first arriving pulse. D 2 f1; 2; : : :g

dburst The number of pulses in a radar pulse burst

For the radar to be detected with the first arriving pulse (D D 1), the network
must be idle at arrival time which occurs with probability Pidle according to (2). For
D > 1, the approach is to compute the detection delay distribution recursively;
therefore, the derivation focuses on obtaining an expression for the following
conditional probability:

P.AiC1 D aiC1jAi D ai / (3)

which denotes the probability that pulse i C 1 arrives at offset aiC1 in an upcoming
busy period given that pulse i arrived at offset ai in a busy period.

One key observation is that (3) does not depend on arrival values prior to i (e.g.,
Ai�1), a fact that is used to help simplify the analysis. Even so, two separate classes
should be considered in the upcoming subsections:

1. tpri < tbusy (Fig. 5)
2. tpri 	 tbusy (Fig. 6)
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I1 B1 I2 B2 I3 B3 I4 B4 I5 B5 I6 B6 I7 B7 I8 B8 I9 B9 I10 B10 I11 B11 I12

Radar

Wi-Fi

pulse repetition interval (tpri)
r1 r2 r3

first pulse arrives

a1
N1 = 1

a2
N2 = 4

a3
N3 = 8

t

Fig. 6 Sample timeline for a detection delay of four pulses (i.e., D D 4) for tpri > tbusy. Note that
Ni D ni signifies that pulse i arrives during busy period Bni

Before doing so, let’s define:

ri , ai C tpri � tbusy (4)

tPri < tBusy

When tpri < tbusy, multiple radar pulses can arrive within a single busy period
(Fig. 5). An example of this coexistence class is when a radar with short PRI (e.g.,
200$s) is sharing spectrum with an 802.11 WLAN employing 3ms aggregated
frames.

Case 1: ri < 0
This condition is satisfied if and only if both pulses fall within the same busy

period. An example of this case can be observed with pulses 1 and 2 in Fig. 5. As
shown, a1 and a2 differ by exactly tpri. In this case, the trivial (deterministic) result
is as

P.AiC1 D aiC1jAi D ai / D

(
1 when aiC1 D ai C tpri

0 otherwise
(5)

Case 2: ri 	 0
If pulse i C 1 falls within the next renewal cycle, it can be shown that

P.AiC1 D aiC1jAi D ai / D P.INiC1
D ri � aiC1/ (6)

Moreover,

INiC1
D QNiC1

� tbo C tdifs; QNiC1
2 N; (7)

therefore, it can be written:

P.INiC1
D ri � aiC1/ D P .QNiC1 D qNiC1/ ; (8)

where

qNiC1 D
ri � aiC1 � tdifs

tbo
: (9)
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Hence,

P.AiC1 D aiC1jAi D ai / D8̂̂
<
ˆ̂:

P.QNiC1 D qNiC1/ ri 	 0

1 ri < 0 and aiC1 D ai C tpri

0 otherwise

; (10)

where P.QNiC1 D qNiC1/ for the uplink/downlink configuration is calculated as

P.QNiC1
D qNiC1

/ D Ptr :.1 � Ptr /
qNiC1 qNiC1

D 0; 1; : : : (11)

and for the downlink only there will be no collisions and therefore the success
probability of any transmission equals 1. So,

P.QNiC1
D qNiC1

/ D
1

W
; 0 � qNiC1

< W: (12)

tPri � tBusy

For this class, it is possible for multiple busy periods to occur in a single PRI as
would be the case for a long PRI radar coexisting with a WLAN not using frame
aggregation. An example is shown in Fig. 6. It is straightforward to see that given
some remainder time ri , the next pulse cannot occur any later than busy period
Ni CK, where

K D

�
ri

tbusy C tdifs

�
; (13)

therefore:

Ni < NiC1 � Ni CK: (14)

Provided the value of ri as calculated in (4), so

P.AiC1 D aiC1jAi D ai / D 0 if ri � tdifs < 0; (15)

Otherwise, if ri 	 0, for each k D 1; : : : ; K, it can be shown that

P

0
@ kX
jD1

INiCj D ri � aiC1 � tbusy.k � 1/

1
A D P

0
@ kX
jD1

QNiCj D Oq

1
A ;

where Oq D
ri � aiC1 � tbusy.k � 1/ � tdifsk

tbo

ri � tdifs 	 0 and Oq D 0; 1; : : :
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The intuition behind this formulation is that for pulse iC1 to fall within busy period
Ni C k, k � 1 busy periods and k idle periods must have elapsed prior to BNiCk .
Meanwhile, the quantity Oq is nothing, but the sum of all backoff slots that must be
remained idle for this event to occur.

Now, depending on the network configuration of interest (uplink/downlink or
downlink only), the distribution ofQk will differ as will the distribution of the sum.
When considering an uplink/downlink network, Qk is distributed geometrically;
hence, the sum can be computed using a negative binomial:

P

0
@ kX
jD1

QNiCj D Oq

1
A D

 
k � 1C Oq

k � 1

!
P k

tr .1 � Ptr/
Oq (16)

In contrast, in the downlink-only case, Q is discrete uniform and the sum
distribution can be calculated as [24]

P

0
@ kX
jD1

QNiCj D Oq

1
A D k

.W C 1/k
�

bOq=W cX
uD0

� .k C Oq � u �W /.�1/u

� .uC 1/� .k � uC 1/� . Oq � u �W C 1/
(17)

where � .:/ is the gamma function for integer arguments. As a final step, the sum
over all possible values of k is as

P.AiC1 D aiC1jAi D ai / D
KX
kD1

P

0
@ kX
jD1

QNiCj D Oq

1
A ; (18)

where Oq D
ri � aiC1 � tbusy.k � 1/ � tdifsk

tbo

ri � tdifs 	 0 and Oq D 0; 1; : : :

Detection Delay

We gather and summarize the result for P.AiC1 D aiC1jAi D ai / as follows:

tpri < tbusy and uplink/downlink: Eq. 10, 11

tpri < tbusy and downlink only: Eq. 10, 12

tpri 	 tbusy and uplink/downlink: Eq. 16

tpri 	 tbusy and downlink only: Eq. 18
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With expressions in hand for the various network configurations and coexistence
classes, the detection delay can be computed recursively. If the first pulse arrives at
a1 D ˛, so

P.D D 2j˛/ D 1 �
tbusyX
˛

0

D1

P.AiC1 D ˛
0

jAi D ˛/; (19)

then for d > 2,

P.D D d j˛/ D
tbusyX
˛

0

D1

P.AiC1 D ˛
0

jAi D ˛/P.D D d � 1j˛
0

/; (20)

and the full expression for the detection delay can be written as

P.D D d/ D

8̂<
:̂
1 � Pbusy when d D 1

Pbusy

tbusy

tbusyP
a1D1

P.D D d jA1 D a1/ otherwise
; (21)

where

A1 � Unif.1; tbusy/: (22)

Finally, the detection rate for a radar burst of dburst pulses is as

Pd.dburst/ D P.D < dburst/: (23)

Simulation Results and Discussion

In this section, the results for several radar parameter sets are presented to gain some
insight into suitability of the proposed sensing/detection as a coexistence mecha-
nism. Later, using the analysis developed is considered as a guideline for selecting
Wi-Fi parameters that allows to achieve some desired detection requirements.

The Impact of Wi-Fi and Radar Parameters
Figure 7 shows the dramatic affect of payload size on the detection delay when
comparing corresponding results for the different payloads; increases in the payload
duration negatively impact detection delay (by comparing a with b). In the worst
case, it can take hundreds of pulses for detection when the secondary network’s
channel utilization is high. Thus increased payloads both reduce the frequency with
which idle periods occur as well as the overall average idle time duration, making it
less likely for the low-duty cycle radar signal to be detected.
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Fig. 7 Detection delay (in
seconds) as a function of
radar PRI for two fixed
payloads. Aside from the
PRI, all parameters match
those in Table 3. (a) shows a
ten-node saturated network
with a fixed payload size of
50$s. Wi-Fi throughput at
this setting is 0.299. (b)
shows the detection delay for
a similar network but with a
longer payload duration of
1ms. Wi-Fi throughput at this
setting is 0.725

a

b

The Detection Versus Throughput Trade-Off
The framework developed is now applied to achieving good WLAN throughput
subject to the detection requirements, i.e., explore the detection-throughput trade-
off. To do so, the length of the payload (busy period) and the DIFS (idle period) is
tuned to achieve two goals:

1. Modifying the proportion of network idle time,
2. Adjusting the frequency with which idle periods occur.

From a secondary network throughput perspective, these constitute necessary
overheads while they reduce detection delay. Note that any desired detection delay
Ddes > 1 can be trivially guaranteed by imposing the following conditions:

Imin 	 tpri H) tdifs 	 tpri (24)
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which ensures that every idle period is of sufficient duration to contain at least a
single pulse arrival. The second condition ensures that at least one such idle period
occurs by the desired detection delay (Ddes)

Ddestpri 	 I
min C Bmax (25)

While feasible, this guarantee comes at a (potentially) heavy cost. In
essence, by lengthening the inter-frame spacing which reduces throughput while
simultaneously, the duration of the payload is decreased which compounds the
effect. Such overheads impose a heavy penalty that would significantly degrade
Wi-Fi throughput. However, by forgoing strict requirements and adopt statistical
guarantees instead, one will be able to achieve far better network performance
while maintaining acceptable protection for radars. Currently, the specific detection
requirements available in the public literature are those applying to the 5 GHz band
[14]. Hence, these numbers simply is considered as a benchmark.

The derivations in the previous section show that the distribution of detection
delay is a function of the distributions of I and B . However, they cannot be
considered as independent “knobs” used for tuning. Modifying either one affects
both throughput and detection; in fact, adjusting the payload seems to be clearly
sufficient.

Based on the calculations, WLAN parameters can be selected to achieve a
particular in-service detection probability given particular radar characteristics. As
an example, a radar with a PRI of 200$s in line with [14] is considered. Table 3
shows the parameter sets that yield a 60% detection rate for a PRI of 200$s. When
the payload size is 3ms (which is close to the maximum allowable by Wi-Fi), the
throughput is maximized; however, dburst > 40 pulses is needed before it can
be detected with desired reliability. Reducing the payload size to 1ms deceases
the number of pulses required for detection by more than one half. Evidently, this
improvement results in only a minimal loss of throughput (less than 10%) though
additional improvements through further reductions of the payload size come at a
much greater cost. It can be concluded that high throughput (by using 1ms Wi-Fi
payloads) and a 60% detection rate for bursts longer than 16 pulses can be obtained

Table 3 Simulation verification scenarios

Scenario: 1 2 3 4 5

tpayload 50$s 150$s 250$s 1ms 3ms

Clients 10

Radar pulse 4$s

Radar PRI 200$s

Energy detection Ideal

dburst for Pd D 0:6 4 6 6 16 44

Throughput (Analysis) 0.299 0.571 0.599 0.718 0.7553

Throughput (Sim.) 0.3 0.58 0.61 0.725 0.75
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Fig. 8 For tpri D 200$s, these figures illustrate the detection delay vs. throughput trade-off for
various tdifs and tpayload

Table 4 DFS scenarios PRI 250$s 1429$s 5000$s

Pulse duration 1$s 1$s 5$s

dburst 25 18 10

Target burst Pd 0:6

Clients 10

Max throughput 0.7363 0.715 0.6470

Payload duration 1:5ms 930$s 400$s

simultaneously; this is an indication that through careful selection of the appropriate
parameters, a Wi-Fi network can achieve acceptable throughput while adequately
protecting a radar.

Figure 8 shows a complete picture of the detection vs. throughput trade-off for a
radar with a PRI of 200$s as a function of payload and DIFS duration. As alluded to
earlier, it is evident that for almost any desired pulse burst, the best throughput can
be attained by simply adjusting the payload. To conclude, the results for a selection
of other radar parameters indicated in [14] is presented, namely, those listed in
Table 4. Evidently, radars that transmit less frequently (i.e., longer PRIs as well as
fewer pulses per burst) are more difficult to detect reliably. Nevertheless, the key
insight from this exercise points to the feasibility of achieving desired detection
rates with latency budgets for specific radar parameter sets, while preserving a good
throughput for the Wi-Fi network.

WLAN Modifications for Radar Interference Mitigation

In this section, the Wi-Fi networks outside the exclusion region is considered that
have an opportunity to detect pulse interference during a packet transmission and
subsequently mitigate it to preserve WLAN throughput. This section begins with
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the description of a standard Wi-Fi transceiver chain and indicates the sort of
modifications necessary for this purpose [21].

WLAN Generic System Architecture

A generic Wi-Fi link is illustrated in Fig. 9, where the blocks without red circles
constitute the generic receiver and transmitter chain. The system has one transmit
and two receive antennas and uses maximal ratio combining (MRC) in the receiver.
There are two error correction coding options available in the 802.11 standard [3,5]:
binary convolutional code (BCC) and low-density parity check (LDPC). The LDPC
code with 1944 coded bits is chosen because of its superior performance in burst
error circumstances. The LDPC decoder uses a sum-product algorithm-based soft-
input decoder. The traditional symbol interleaver interleaves among a sequence of
encoded data corresponding to each OFDM symbol. The constellation mapper takes
a group of bits (depending on the modulation index and scheme) and maps them to
a constellation point. After OFDM modulation of the payload, the framing block
in Fig. 9a constructs a frame with preamble and payload (Fig. 11). Automatic gain
control (AGC) block regulates the received signal power at the input prior to analog
to digital conversion (ADC). The frame synchronization block achieves frame
(timing) synch and pilot common phase error (CPE) estimator uses transmitted
pilots to estimate the oscillator phase noise which causes rotation of all subcarriers
and causes intercarrier interference (ICI). The standard soft demodulator passes an
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Interleaver

Symbol 
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Mapper Framing
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Fig. 9 The transmitter and receiver block diagrams of the Wi-Fi system. The blocks without red
circles shows the generic Wi-Fi system receiver and transmitter chain. The blocks with red circles
are the new components added to the genetic system that is the modified Wi-Fi system receiver and
transmitter chain. (a) The transmitter block diagram of the Wi-Fi system, (b) The receiver block
diagram of the Wi-Fi system
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Table 5 Wi-Fi system parameters

BW Pilots
Number of data
subcarriers Cyclic prefix OFDM symbol duration

20 MHz 11, 25, 40, 54 52 16 Samples (0.8$s) 80 Samples (4 $s)

Fig. 10 The radar pulse
repetition interval and pulse
duration

TPulse

TPRI

Fig. 11 The structure of a
WLAN frame consisting of
preamble data and several
CWs

Preamble Payload

CW1 CW2 CW3 CW4 CW5

LLR value for each encoded bit to the LDPC soft input decoder. Finally, the blocks
with red circles represent the new components to be added to the generic Wi-Fi
system receiver and transmitter chain, and their role is explained in section “Wi-Fi
System Modifications for Interference Mitigation”.

Table 5 lists the Wi-Fi system parameters used in this work, consistent with
802.11ac WLAN: a 64 subcarrier OFDM with spacing of 312.5 KHz. The 20 MHz
channel has 4(3) guard subcarriers at the left (right) band edge, and the DC (center)
subcarrier that are unused. The remaining subcarriers as listed in Table 5 are
pilot and data subcarriers. For simulations, the MATLAB 2015 WLAN toolbox
[7] is used that implements the IEEE 802.11ac PHY layer, adapted for radar/Wi-
Fi coexistence by (a) adding the new elements of the modified Wi-Fi system as
described and (b) injecting a suitably modeled pulsed radar signal as additive
interference at the Wi-Fi receiver input.

We consider linear frequency modulation (LFM) radar pulse as shown in Fig. 10
with TPRI D 200$s and pulse duration (Tp) of 4$s. The LFM radar waveform
has sweep frequency of fs D 4MHz and relative carrier frequency offset of �fr D
Œ�4; 4�MHz relative to the center of the Wi-Fi channel.

The baseband LFM radar waveform is given by

I .t/ D Ae
j.�

fs
Tp
tC2��fr /t 0 � t � Tp: (26)

The radar pulse arriving are assumed to hit the payload randomly (we ignore the
small probability that it hits the preamble, which is much smaller than the payload
as indicated in Fig. 11). The received OFDM symbol at the Wi-Fi receiver under the
two hypothesis (radar pulse present or absent) can be written as

H0 W .W/O Interference/ r.n/ D xs.n/ � h.n/C w.n/

H1 W .W/ Interference/ r.n/ D xs.n/ � h.n/C w.n/C I.n/;
(27)
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where r is the received data vector at the Wi-Fi receiver input as indicated in Fig. 9b,
h is the WLAN channel, w is the additive white Gaussian noise vector, I is the radar
interference vector, xs is the OFDM modulated signal and � denotes convolution.
The modulated signal and noise is assumed to the following the complex normal
distribution, i.e.,

w � CN.0; �2w/; xs � CN.0; �2s /: (28)

Hence, the signal to noise ratio (SNR) at the receiver input is calculated as

SNR D 10 log10

�
�2s
�2w


; (29)

since the frequency selective channel h.n/ is assumed normalized (i.e.
P

n

jh.n/j2 D 1), �2s is equal to the power of xs.n/�h.n/ at the receiver. The interference
to noise ratio (INR) seen at Wi-Fi receiver is thus

INR D 10 log10

�
A2

�2w


; (30)

where A is the radar signal magnitude.

Exclusion Region Calculation

The numerical results in [18] shows that for a single co-channel Wi-Fi network
impacted by continuous wave pulse radar, the effective interference from radar to
the Wi-Fi receiver can be calculated as

INReff D 10 log10

�
PWfRPTGwGmaxl.d/

N0BW


; (31)

l.d/ D k0d
�˛ is the path loss model between radar and Wi-Fi receiver [18] and

BW is the Wi-Fi channel bandwidth. The other parameters are defined in Table 6.
Based on (31), the maximum INReff from radar to the Wi-Fi receiver at the border
of exclusion region (the exclusion region range is 20 Km in the main lobe direction)
is computed to be 43.8 dB.

Wi-Fi System Modifications for Interference Mitigation

Pulsed radar interference causes – in general – burst or consecutive error events at
the Wi-Fi receiver. As explained in section “WLAN Generic System Architecture”,
the symbol interleaver just interleaves among the sequence of data corresponding
to one OFDM symbol. If the radar pulse impacts the OFDM symbols, it is
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Table 6 Wi-Fi and radar
parameters for maximum
interference calculation

Parameters Descriptions Values

PW Radar pulse width 1.03 ($s)

fR Pulse repetition frequency 1115.5

PT Radar Tx power 1.32 (MW)

Gw Wi-Fi antenna gain 2.15 (dBi)

Gmax Radar maximum antenna gain 33.5 (dBi)

NF Noise figure 8 (dB)

k0 Path loss constant 259

˛ Path loss constant 3.97

c1

ci+1

c2 ci

cji

...

...

…
..

Write in to 
matrix

Read back from 
matrix

c2i...ci+2

p1

pm+1

p2 pm

pnm

...

...

…
..

Write in to 
matrix

Read back from 
matrix

p2m...pm+2

a b

Fig. 12 (a) Column CW interleaver. (b) Column frame interleaver

typically lost, i.e., results in decoding failure. So a longer interleaver is needed (that
interleaves among several OFDM symbols) to distribute the error burst through the
frame and potentially mitigate the burst error event. To deal with this problem,
a column interleaver/de-interleaver is added to the Wi-Fi transmitter/receiver as
illustrated in Fig. 9.

Two types of column interleaving – (i) codeword (CW) interleaving and (ii)
frame interleaving are proposed that both interleave over several OFDM symbols,
as shown in Fig. 12. In CW interleaver, an LDPC CW is interleaved denoted by the
sequence ofC D .c1; c2; : : :; cj i / and length ofNcw D j�i as follows – it is written
row by row into a matrix (Ncw = 1944, corresponding to j D 9 and i D 216) and
read back column by column from the matrix as shown in Fig. 12a. To de-interleave,
the identical process is conducted at the receiver.

In the frame interleaver, a frame of data is interleaved which consists of several
CWs. For example, in the case of modulation and coding scheme (MCS) 4, a frame
consists of 5 CWs with the length of 1944 followed by a small set of data to construct
a standard size frame. A frame sequence of P D .p1; p2; : : :; pnm/ and length of
Np D n�m is written row by row into a matrix (Np in this case is 9776, n is 52 and
m is 188) and read back column by column from the matrix as shown in Fig. 12b.
To de-interleave, the same process is performed at the receiver. In CW interleaving,
the objective is to distribute the symbols with interfered LLR among a CW so to
remove the burst error effect (for MCS4, each CWs consists of almost nine payload
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Fig. 13 Conditional LLR
PDF of an OFDM symbol
interfered by the radar pulse.
For (a) the label is “No Radar
interference” and for (b) the
label is “Radar interference”
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OFDM symbols). A frame consists of several CWs (Fig. 11), so frame interleaving
distributes the symbols with interfered LLRs over the multiple CWs, and hence the
decoder needs to correct for fewer interfered symbols per CW.

Figure 13 compares the conditional distribution of LLRin at the output of
demapper in Fig. 9b) for the cases of with and without radar pulse interference,
at SNRD15 dB, INRD30 dB and MCS4. In the demapper implementation of
MATLAB 2015 WLAN toolbox, the generic LLR calculation for BPSK modulation
is done via

LLRd D log

 
P .b D 0j OX/

P .b D 1j OX/

!
; (32)
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LLRd is then multiplied by the channel gain inside the demapper to yield [27],

LLRin.l/ D jHk;l j
2LLRd.l/ (33)

where Hk;l is the (estimated) frequency-domain channel coefficient for kth OFDM
symbol in a frame and l th subcarrier (Hk;l is assumed constant for all OFDM
symbols in a frame, i.e., for different k), LLRin.l/ is the LLR for the l th subcarrier
after weighting. The distribution of LLRin corresponds to the multiplication
of the channel gain represented by a Rayleigh-distributed random variable and
LLRd , represented by a Gaussian distribution. By fitting the experimental LLRin
histogram (as illustrated in Fig. 13a), it is observed that the generalized extreme
value (GEV) distribution [13] achieves a good fit as can be seen in Fig. 13a. The
GEV distribution is given by

f .xjkv; v; �v/ D
1

�v
exp

 
�

�
1C kv

.x � v/

�v

� 1
kv

!�
1C kv

.x � v/

�v

�1� 1
kv

;

(34)

where the GEV parameters in Fig. 13a are the following: kv D 0.2, v D 3.93, and
�v D 1.69.

Figure 13b shows the LLRin for interference due to the radar pulse; most
noticeably, it shows significantly larger LLR magnitudes compared with the no
interference case. Hence, for a transmitted symbol that is interfered by the radar
pulse, the constellation symbol value is superimposed with additive, random
interference component with large magnitude. As a result, the LLR calculated in the
demapper has a large value either to the left or right of the median in Fig. 13b. Since
large LLR values (even if due to an external interference) imply high confidence
about the correctness of the bit, the LDPC soft-in decoder cannot recover the
transmitted CW as is.

To help the LDPC decoder to recover CW in the presence of large interference,
a new LLR mapping function is proposed as shown in Fig. 14, given by

LLRout D

(
T hout � sign.T hin/ if jLLRinj >D T hin
T hout
T hin
� LLRin if jLLRinj < T hin

(35)

representing a thresholded linear function where T hin – the input threshold – is
determined by the maximum LLR value in the noninterfered OFDM symbols, i.e.,
T hin D th1 �max.LLR/, and max.LLR/ is calculated based on the noninterfered
OFDM symbol. Input LLRs with magnitude larger than T hin map to T hout where
T hout D th2 � max.LLR/. The slope or gain of the linear region equals th2

th1
,

where th1 and th2 are selected by searching over a discretized set of values during
training phase. Via the thresholding, the LLR to the LDPC decoder is desensitized
to large LLR values and can detect instances where large LLRs result due to
interference. Thus, smaller LLRs represent either noninterfered symbols or ones
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Fig. 14 The LLR mapping
function

LLRout

LLRinThin

Thout

wt

Table 7 LLR mapping
function parameters for the
frame interleaving cases

MCS SNR th1, th2, INR th1, th2, INR

0 4 0.1, 0.001, [�5, 40] –

0 8 0.05, 0.01, [�5, 40] –

4 15 0.1, 0.05, [�5, 20] 0.1, 0.01, (20, 40]

4 20 0.01, 0.001, [�5, 40] –

8 25 0.1, 0.01, [�5, 25] 0.05, 0.001, (25, 40]

8 30 0.01, 0.001, [�5, 40] –

with small interference; by appropriately weighting them, the mapping function aids
the decoding.

Simulation Results for Interference Mitigation

We simulate the modified Wi-Fi system under different MCSs. MCS0 uses BPSK
modulation, whereas MCS4 uses 16QAM modulation and MCS8 uses 256QAM
modulation. The LDPC code rate for MCS0 is 1

2
and for the two other MCSs is 3

4
.

The maximum number of LDPC decoder iteration is 50. The LDPC iteration
is terminated when either the CW is detected or the maximum number of iteration
is reached. For each frame error rate (FER) point in the figures, 2500 frames were
used in simulation. The parameter values selected for the LLR mapping function
(contained in Table 7) are chosen to yield low FER in the different scenarios; in
general, the choice of (th1; th2) are seen to depend (mildly) on both the SNR and
INR in some cases.

Figure 15 illustrates the performance of the Wi-Fi system interfered with the
co-channel radar interference in comparison with the modified Wi-Fi system for
MCS0. When the interference mitigation is not performed, the FER increases very
rapidly as the INR increases even at high SNR case (e.g., SNR=8 dB). The modified
Wi-Fi system shows a better FER performance compared with the no-mitigation
system. In this figure, the FER performances of the system with CW interleaver and
frame interleaver are almost the same and follow a flat curve under the no-mitigation
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Fig. 15 FER comparison of the Wi-Fi system without interference mitigation and a modified Wi-
Fi system for two different cases of CW interleave and frame interleave at MCS0

Wi-Fi system curve. In MCS0 the number of interfered coded bits is relatively small
compared with the CW length because of the fewer number of bits in one OFDM
symbol, so smaller column interleaver like CW interleaver is enough for mitigating
the radar interference burst effect.

Figure 16 compares the performance of the Wi-Fi systems at MCS4. When
the interference mitigation is not performed, the FER increases much faster in
MCS4 compared with the MCS0. It implies that the radar interference has a greater
(deteriorating) effect at higher MCSs. The modified receiver shows a very good
FER performance compared with the no-mitigation system. When the total frame
is interleaved, the FER curves remain below the no-mitigation curves for all of the
INR values. In the CW interleave case, the FER is higher than the no-mitigation case
for small INR values (especially at 15 dB SNR curve). Also, there is an (expected)
FER gap between the CW interleave and frame interleave cases; by interleaving a
frame, the incorrect interfered LLRs are distributed among multiple CWs, so the
decoder needs to deal with fewer corrupted LLRs. At higher SNR, the gap between
the CW interleave and frame interleave curves is smaller because fewer error
happens anyway, so each LDPC CW has fewer corrupted LLRs for correction. The
performance of the modified system compared with the system without interference
mitigation for MCS8 is also illustrated in Fig. 17 as a benchmark. The FER curve
for the modified system is flat (insensitive to INR) and very close to the “no-
interference” curve, suggesting that the modified Wi-Fi receiver can completely
mitigate the radar interference.
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Fig. 16 FER comparison of the Wi-Fi system without interference mitigation and a modified Wi-
Fi system for two different cases of CW interleave and frame interleave at MCS4
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Fig. 17 FER comparison of the Wi-Fi system without interference mitigation and a modified Wi-
Fi system at MCS8
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Radar Pulse Detection During Wi-Fi Transmission

Interference mitigation requires accurate radar pulse detection first. Generic
approaches proposed in the literature include energy-based detection (that does not
require any knowledge of the radar pulse shape) or some feature-based detection
schemes such as cyclostationary and autocorrelation-based sensing [11, 20, 23].
Specifically for OFDM transmission, signal detectors using embedded pilots were
proposed in [12]. In [11], cyclic prefix (CP)-based autocorrelation detection
is considered, and cyclostationary-based detection proposed in [26]. Following
the above, two detection approaches are proposed: (a) CP-based autocorrelation
detector and (b) frequency domain data subcarrier detector.

(a) CP is inherent in 802.11 WLAN modulation in an OFDM symbol (by repeating
the trailing samples as prefix data) to combat ISI for a frequency selective
channel. Thus at the receiver, there is a high correlation between prefix data
samples and those at the end of OFDM symbol. When a symbol is interfered
by a radar pulse, it decreases the correlation between these two pieces of an
OFDM symbol, which can be used as a criterion to detect the presence of radar
interference.

(b) Spectral shape of the radar pulse in frequency domain may also be used for
OFDM subcarrier based detector. The interference in the frequency domain
is spectrally limited to subset of the OFDM subcarriers; thus, the energy
concentrated in a portion of the impacted subcarriers compared to the rest
provides another heuristic for improved radar pulse detection.

Conclusion and Future Directions

In this chapter, the statistical properties of randomly occurring quiet periods in Wi-Fi
networks for the purposes of radar detection using DFS in a Wi-Fi/radar coexistence
scenario was first studied. In many circumstances, these random quiet periods
occur with sufficient frequency to provide some statistical guarantees for in-service
radar detection, especially in the regions close to the radar that are designated as
exclusion or no-transmit zones. An intelligent method to adjust Wi-Fi parameters
is proposed in order to achieve the desired protection for the radar while attaining
acceptable throughput. Lastly, it is shown that modifying the payload duration is the
most effective adjustment for Wi-Fi to speedily detect radars and provide adequate
in-service protection.

Next, the Wi-Fi transmitter/receiver chains were modified to enable the coexis-
tence of WLAN and radar by mitigating the radar interference. The impact of radar
interference on the generic Wi-Fi system and the modified Wi-Fi system was studied
in terms of FER. The simulation results show that by a relatively small modification
to the Wi-Fi system, the FER performance is significantly improved; the modified
Wi-Fi system can perform at very high INR.
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As a final step, it is clear that in order to mitigate radar interference, accurate
radar (pulse) detector is required. This suggests a path for future extension of
this work. Radar pulse detection has focused thus far on detecting a single pulse;
however, in almost all cases, radar sources emit a pulse burst, which provides
significant potential for further improvement if this property were to be suitably
exploited.
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Abstract

Wireless transmission using non-contiguous chunks of spectrum is becoming
increasingly important due to a variety of scenarios such as secondary users
avoiding incumbent users in TV white space, anticipated spectrum sharing
between commercial and military systems, and spectrum sharing among unco-
ordinated interferers in unlicensed bands. multichannel multi-radio (MC-MR)
platforms and non-contiguous orthogonal frequency division multiple access
(NC-OFDMA) technology are the two commercially viable transmission choices
to access these non-contiguous spectrum chunks. Fixed MC-MRs do not scale
with increasing number of non-contiguous spectrum chunks due to their fixed set
of supporting radio front ends. NC-OFDMA allows nodes to access these non-
contiguous spectrum chunks and put null subcarriers in the remaining chunks.
However, nulling subcarriers increases the sampling rate (spectrum span) which,
in turn, increases the power consumption of radio front ends. Our work character-
izes this trade-off from a cross-layer perspective, specifically by showing how the
slope of ADC/DAC’s power consumption versus sampling rate curve influences
scheduling decisions in a multi-hop network. Specifically, we provide a branch
and bound algorithm-based mixed integer linear programming solution that
performs joint power control, spectrum span selection, scheduling, and routing
in order to minimize the system power of multi-hop NC-OFDMA networks. We
also provide a low-complexity .O.E2M2// greedy algorithm where M and E
denote the number of channels and links, respectively. Numerical simulations
suggest that our approach reduces system power by 30% over classical transmit
power minimization based cross-layer algorithms.

Keywords
Cognitive radio networks � Software defined radio � NC-OFDMA � TV white
space � Circuit power

Introduction

Demand for wireless services is becoming much greater than the currently available
spectrum [22]. FCC has already opened up 300 MHz in TV bands [6] and plans to
open up an additional 500 MHz by 2020 [14] to meet this demand. Any radio can
use these channels if it abides by FCC specifications [14]. If uncoordinated networks
(e.g., different broadband wireless service providers) use these channels, they will
adjust spectrum usage according to their individual traffic demands. Available
spectrum will become partitioned into a set of non-contiguous segments. For some
bands, like white space [6], available spectrum itself is non-contiguous.
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Fig. 1 Motivation of non-contiguous spectrum access. (a) Three node network. (b) Contiguous
OFDMA implementation. (c) MC-MR implementation. (d) NC-OFDMA implementation

Multichannel multi-radio (MC-MR) technology allows nodes to simultaneously
access multiple fragmented spectrum chunks [24, 25]. However, the number of
non-contiguous spectrum chunks that fixed MC-MR can access is limited by the
number of available radio front ends, which is often constrained due to the size
and power limitations of the transmission device [16]. Software defined radio-
based non-contiguous orthogonal frequency division multiple access (NC-OFDMA)
technology allows nodes to transmit in these non-contiguous spectrum chunks with a
single radio front end. Nodes can null interference-limited subcarriers and select bet-
ter channels in NC-OFDMA-enabled networks. Hence, NC-OFDMA has grabbed a
lot of attention in resource allocation [34–36], cooperative forwarding [21,38], and
experimental research [39, 40]. However, nulling unwanted channels increases the
spectrum span and the sampling rate of nodes.

Figure 1 illustrates the benefits and inherent challenges of NC-OFDMA using
the example of a two-hop network. Figure 1a shows a two-hop network where node
A transmits to node C via node B; node B relays node A’s data and also transmits its
own data to node C. Channel 1, 2, and 3 are available channels, and let us assume,
without loss of generality, that transmission on any of these channels results in
identical signal quality. Node X, an external and uncontrollable interferer, transmits
in channel 2. If we want to minimize the maximum rate between node A and B and
allocate channels accordingly, node B will require two channels and node A will
require one channel. There are three possible techniques/configurations to allocate
the three available channels as shown in Fig. 1b–d. Figure 1b shows contiguous
OFDMA that suffers from interference in link BC at channel 2. Figure 1c shows
MC-MR that requires two radio front ends to capture channels 1 and 3 in link
BC. Figure 1d shows NC-OFDMA that uses only one radio front end, transmits
at channels 1, and 3 and nulls channel 2. However, due to the nulling of channel 2,
NC-OFDMA spans three channels, instead of two.

It is well known that the circuit power consumption of ADC and DAC increases
linearly and exponentially with sampling rate and the number of quantization bits,
respectively [3, 9]. As software defined radios continue to improve their higher
quantization resolution, the ADC and DAC that are used in the radio circuits will
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dominate the amount of power consumption. A comparison between Tables 1 and 2
shows that the power consumption of some commercial ADCs is more than 10 dB
higher than the maximum allowed transmission power for portable devices in the
802.22 standard. On the one side, NC-OFDMA reduces transmission power by
selecting channels with better link gains, while on the other side, this increased
spectrum span increases circuit power consumption of the transceiver. In this
chapter, we investigate this trade-off between transmission power reduction and
circuit power increase in the context of cross-layer optimization of NC-OFDMA-
based wireless networks.

Specifically, we ask the following question in this work: How can single front-
end radio-based nodes of a multi-hop network access non-contiguous spectrum
chunks? We investigate this question from a system power perspective and find that
scheduling a small subset of channels may outperform traditional transmit power
minimization based approaches – which allocate power across all “good” channels
– since it consumes less circuit power. Our algorithm selects scheduling variables
based on the slope of ADC and DAC power consumption versus sampling rate
curves. Figure 2a, b the power consumption versus sampling rate curves of some
commercial DACs and ADCs, respectively. These figures show that the slope of the

Table 1 Maximum sampling rates and power dissipation of different ADC/DAC

Device name Device type Max. sampling rate (MS/s) Power dissipation (mW)

AD 9777 [2] DAC 150 1056

ADS62P4 [11] ADC 125 908

ADC 9467B [1] ADC 250 1333

Table 2 Maximum allowed power and operating frequencies in IEEE 802.22 [17]

Device type Allowed power (mW) Operating frequency (MHz)

Fixed 4000 54–698

Portable 100 512–698
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Fig. 2 (a) Power consumption of AD 9777 [2] (DAC of USRP radio) and DAC 3162 [12]. (b)
Power consumption of ADS 62P4 [11] (ADC of USRP radio) and ADS 4249 [13]
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power consumption curve varies from device to device. We show two special sub-
cases of our finding based on the slope of the curves. We find that if the curves are
almost flat, our algorithm converges to the transmission power minimization-based
scheduling algorithms. If the curves are very steep, our algorithm selects the channel
with the highest link gain. For commercial ADC & DACs, whose slopes lie between
these two extreme cases, our algorithm selects channels to minimize the summation
of transmit and circuit powers of the network.

In general, we provide a branch and bound algorithm-based mixed integer
linear programming solution that performs joint power control, spectrum span
selection, scheduling, and routing and minimizes system power of multi-hop NC-
OFDMA networks. We also provide a greedy algorithm that runs in O.E2M2/

time where E and M denote the number of links and channels, respectively. To
the best of our knowledge, ours is the first work that shows how the slope of
ADC/DAC’s power consumption curve influences the scheduling decisions of a
multi-hop network. Numerical simulations suggest that our approach reduces system
power by 30% over classical transmission power minimization-based cross-layer
algorithms.

Related Work

The authors of [24, 25] characterized the capacity region of an MC-MR-based
multi-hop network. The authors of [34,36] focused on software-defined radio-based
multi-hop networks and performed cross-layer optimization using a protocol and
signal-to-interference-plus-noise-ratio model, respectively. Shi and Hou extended
the work of [34] and provided a distributed algorithm in [35]. None of these
works considered circuit power and addressed how non-contiguous spectrum access
influences cross-layer decisions.

Consideration of system power has been gaining attention in energy-efficient
wireless communication literature [27]. Cui et. al. focused on system energy
constrained modulation optimization in [9]. Sahai et. al. investigated system power
consumption – especially decoder power consumption – in [18]. Isheden and
Fettweis assumed circuit power to be a linear function of the data rate [20]. All these
works focused on single transceiver pair. Our approach differs from these works in
the following way: in NC-OFDMA technology, ADC and DAC consume power
not only for used channels (i.e., transmitted data) but also for nulled channels. Our
work considers the power consumption related to spectrum span and investigates
the performance of NC-OFDMA-based multi-hop networks.

The impact of hardware constraints on the performance of NC-OFDMA net-
works was previously raised in [5, 23]. The authors of [23] performed cross-layer
resource allocation when each node’s maximum spectrum span is limited by its
ADC/DAC. The authors of [5] investigated how the size of the guard band,
required to reduce cross-band interference, affects the performance of NC-OFDMA-
based distributed transceiver pairs. Our work uses system power to investigate the
performance of NC-OFDMA-based multi-hop networks.
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Periodic nonuniform sampling (PNS) can recover a sparsely located non-
contiguous signal with sub-Nyquist sampling rate [28] and potentially reduce the
power consumption of the ADC circuits. However, PNS requires Nyquist rate
circuitry at track-and-hold stages. PNS also needs compensation for imperfect
production of the time delay elements. As a result, PNS is not widely used by
industry to access non-contiguous spectrum [30]. Our work focuses on the system
power minimization of an NC-OFDMA network that uses commercial ADCs and
DACs with Nyquist sampling rate to access non-contiguous spectrum.

Time and frequency mismatch affect an NC-OFDMA network more severely
due to its use of a large number of nulled subcarriers. Several researchers have
implemented different techniques to reduce interference between unsynchronized
NC-OFDMA nodes. The authors of [39] have used adaptive multibank stop-band
filters to reduce interference of unwanted channels. The authors of [40] have used
wider guard bands to reduce leakage power into neighboring channels. We do not
focus on synchronization techniques and test bed implementation of NC-OFDMA
nodes in our work. Interested readers are suggested to go through [19, 39–41] to
understand the implementation and synchronization details of NC-OFDMA.

The remainder of the chapter is organized as follows: section “System Model”
presents system power and multi-hop network model. Section “Branch-and-Bound
Based Solution Overview” provides a branch and bound-based solution of the
optimization problem. We present theoretical insights of our algorithm in sec-
tion “Low-Complexity Algorithm Design” and a low-complexity algorithm in
section “Polynomial Time Algorithm for a Multi-hop Networks.” After show-
ing numerical results in section “Simulation Results,” we conclude in section
“Conclusion.”

System Model

System Power Model

We assume that baseband signal processing techniques like multiuser detection
and iterative decoding are not employed in the system. In this context, power
consumption in the baseband is negligible compared with that in the radio frequency
(RF) circuitry [29]. Each radio node has two front ends: one for transmission and
the other for reception. Nodes are half-duplex, i.e., they can simultaneously transmit
and receive using these two front ends but not in the same channel.

Figure 3 shows signal level blocks in the transmitter and receiver. At the
transmitter, the baseband digital signal goes through DAC, filters, mixer (where
it gets multiplied by the local oscillator (LO)), and programmable amplifier (PA)
before reaching transmitter antenna. The received signal at the antenna goes through
low-noise amplifiers (LNA), filters, mixer, intermediate-frequency amplifier (IFA),
and ADC to reach the baseband circuit [9].

Typically, transceiver circuits work on a multimode basis. When there is a signal
to transmit, all RF circuits work in active mode; when there is no signal to transmit,
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Fig. 3 Radio front-end circuit blocks (Reproduced from [9])

all RF circuits remain in sleep mode; circuits switch from sleep to active mode
through transient mode [9]. Here, we focus on system power minimization of
all RF circuits in the active mode. Let pt , pr and p denote active mode power
consumption of transmitter and receiver and transmitter’s emitted power at radio
frequency, respectively. Now,

pt D
PAPR

	
p C ptc; pr D prc: (1)

where PAPR and 	 denote the peak-to-average-power ratio (PAPR) and drain effi-
ciency of the programmable amplifier. PAPR

	
p denote the total power consumption

of programmable amplifier [9]. Also, ptc and prc are the circuit power consump-
tion of transmitter (excluding programmable amplifier’s power consumption) and
receiver, respectively.

The power consumption at almost all blocks of the radio front end, except ADC
and DAC, does not depend on sampling rate [9, 26]. The power consumption of
ADC and DAC is affine functions of the sampling rate [3,9]. Denoting kpa D PAPR

	
,

system power consumption in the transmitter and receiver front end become

pt D ˛1 C ˛2fst C kpap: (2)

pr D ˇ1 C ˇ2fsr : (3)

In the above, fst and fsr are the sampling rates of the transmitter and receiver
path. ˛1, ˛2, ˇ1 and ˇ2 are constants that depend on the power consumption of
different blocks. Appendix Power Consumption of Different Blocks in Transmitter
and Receiver describes the power consumption of each block in details. Table 3
shows the list of notations that we have used throughout the chapter.
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Table 3 List of notations Notation Description

N Set of nodes

N Total number of nodes

E Set of edges

E Total number of edges

L Set of sessions

L Total number of sessions

.s.l/; d.l// Source and destination of session l

r.l/ Rate requirements of session l

W Bandwidth of each channel

N0 Noise spectral density

f m
ij .l/ Flow on link ij in channel m for session l

cmij Capacity on link ij in channel m

smij Signal-to-noise ratio on link ij in channel m

M Total number of channels

M Set of all available channels across all nodes

Mi Set of available channels in node i

PI Interference threshold

Mij Set of available channels between node i and j

M Total number of available channels

gmij Link gain of ij in channel m

pij;m Allocated power between i and j in channel m

xmij If link ij uses channel m

x
t;m
i If node i uses channel m for transmission

x
r;m
i If node i uses channel m for reception

qt;i Spectrum span of the transmitter path of node i

qr;i Spectrum span of the receiver path of node i

fst;i Sampling rate of node i ’s transmitter path

fsr;i Sampling rate of node i ’s receiver path

fs;max Maximum allowed sampling rate of the nodes

Ps;max Maximum allowed system power consumption

A An arbitrary large number

Multi-hop Cross-Layer Model

We consider a multi-hop network with a set of N cognitive radio nodes. Let M
denote the set of all available channels. Bandwidth of each channel is W .

Power Control and Scheduling Constraints
The number of available channels may vary in different (spatial) parts of the network
due to interference and other spectrum constraints such as primary users and
systems. Hence, we focus on frequency scheduling. Denote the binary scheduling
decision xmij as follows:
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xmij D

(
1; if node i transmits to node j using channel m:

0; otherwise:
(4)

Due to self-interference, node i can use channel m only for receiving from node k
or transmitting to node j . In other words:

X
j2N ;j¤i

xmij C
X

k2N ;k¤i

xmki � 1 8 i 2 N ; 8m 2Mi : (5)

We use protocol interference model. Assume that node i transmits to node j in
channel m, i.e., xmij D 1. Let pmij and gmij denote the transmission power and channel
gain in channel m of link ij . Let PI denote the interference threshold. PI should
be chosen in such a way so that it is negligible compared to the noise power N0W
where N0 is the noise spectral density. Another node k can transmit to node h in
channel m if pmkh causes negligible interference in node j . Hence,

pmkh �
PI

gmkj
xmij 8.k; h/ 2 N ; k ¤ i; h ¤ j: (6)

Also, a node can allocate power in a link only if it is scheduled, i.e.,

pmij � Ax
m
ij 8 .i ; j 2 N / ; m 2M : (7)

Here, A is a big number that couples power control and scheduling variables.

Routing and Link Capacity Constraints
Let L be the set of active sessions and jL j D L. Let s.l/, d.l/, and r.l/ denote
the source node, destination node, and minimum rate requirements of session l . Let
f m
ij .l/ denote the flow from node i to node j in channel m for session l . If i is the

source (destination) node of session l , the total outgoing (incoming) flow from (to)
node i should exceed the minimum rate requirements of session l , i.e.,

X
j2N

X
m2Mij

f m
ij .l/ 	 r.l/ .l 2 L ; i D s.l//: (8)

X
k2N

X
m2Mki

f m
ki .l/ 	 r.l/ .l 2 L ; i D d.l//: (9)

The incoming flow of session l should match the outgoing flow in an intermediate
node i :

j¤s.l/X
j2N

X
m2Mij

f m
ij .l/ D

k¤d.l/X
k2N

X
m2Mki

f m
ki .l/ 8 .l 2 L ; i 2 N ; i ¤ s.l/; d.l//:

(10)
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Additionally, the aggregated flows of all sessions in a particular link should not
exceed the capacity of the link. Therefore,

s.l/¤j ; d.l/¤iX
l2L

f m
ij .l/ � c

m
ij .i ; j 2 N ; i ¤ j ; 8m 2 Mij ; Mij ¤ ;/: (11)

where

cmij � W log.1C smij / .i ; j 2 N ; i ¤ j /; (12)

smij D
gmij p

m
ij

N0W
; .i ; j 2 N ; i ¤ j /: (13)

In the above, cmij and smij denote the capacity and signal-to-noise ratio in link ij
of channel m. The denominator of smij only contains N0W because (6) ensures that
the interference from other nodes is negligible compared to the noise power.

The constraints described above resemble previous works that focus on transmis-
sion power based cross-layer optimization (i.e., power control, scheduling and rout-
ing). The novelty of the work here is in relating the hardware constraints imposed
by the radio front end to the above cross-layer optimization as we describe next.

System Power Constraints

Let pt;i and pr;i denote the system power consumption in the transmitter and
receiver path of node i . The total system power consumption, Ptot, is:

Ptot D
X
i2N

�
pt;i C pr;i

�
: (14)

Equations (2) and (3) show a radio node also contains a fixed amount of power
(independent of sampling rate) if it transmits or receives in a channel. Denoting
˛1i and ˇ1i as this fixed power consumption of node i ’s transmit and receive path
respectively, we find,

˛1i 	 ˛1x
m
ij 8m 2Mij ; j 2 N ; i 2 N ; (15)

ˇ1i 	 ˇ1x
m
ki 8m 2Mij ; k 2 N i 2 N : (16)

Using (2), (3), (14), (15) and (16),

X
i2N

0
@˛1i C ˛2fst;i C

X
j2N

X
m2Mij

kpap
m
ij C ˇ1i C ˇ2fsr;i

1
A D Ptot; (17)

where fst;i and fsr;i denote the sampling rates in the transmitter and receiver of
node i .
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The constraints introduced so far involve channel scheduling decisions and sam-
pling rate of different nodes. We now show how channel scheduling decisions influ-
ence the sampling rate of the nodes, which in turn influences the total system power.

Relation Between Channel Scheduling and System Power

The sampling rate of a transceiver depends on its spectrum span, which in turn is
determined by the choice of channels selected for its intended transmission.

Let xt;mi and xr;mi denote the following:

x
t;m
i D

(
1; if i transmits to any node j 2 N in channel m:

0; otherwise:

x
r;m
i D

(
1; if i receives from any node j 2 N in channel m:

0; otherwise:

In other words,

x
t;m
i 	 x

m
ij 8 j 2 N ;

x
r;m
i 	 x

m
ki 8 k 2 N ; (18)

Using this notation, analog power equations of (15) and (16) are redefined as

˛1i 	 ˛1x
t;m
i ; ˇ1i 	 ˇ1x

r;m
i ; 8m 2Mi ; 8i 2 N : (19)

We define spectrum span as the gap between the furthest edges of the used channels.
Node i ’s uppermost used channel index in the transmitter path is

max
m2Mi

m � xt;mi : (20)

Node i ’s lowermost used channel index in the transmitter path is

min
m2Mi

�
m � xt;mi C jM j � .1 � x

t;m
i /

�
: (21)

The second term of (21) ensures that we do not consider the index i ’s for which
x
t;m
i D 0. Let qt;i and qr;i denote the spectrum spans of the transmitter and receiver

path of node i . Now,

qt;i D W �max

��
max
m2Mi

�
m � xt;mi

�
� min
m2Mi

�
m � xt;mi C jM j � .1 � x

t;m
i /

�
C 1


; 0


:

(22)

qr;i D W �max

��
max
m2Mi

�
m � xr;mi

�
� min
m2Mi

�
m � xr;mi C jM j � .1 � x

r;m
i /

�
C 1


; 0


:

(23)
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Fig. 4 Spectrum span, occupied, and nulled subcarrier in an NC-OFDMA-based multi-hop
network. Black solid, lined ash, and white boxes denote occupied, nulled, and un-spanned
subcarriers, respectively. Spectrum span is the summation of occupied and nulled subcarriers

Figure 4 illustrates the concept of spectrum span in a five node multi-hop
network. We now verify (20), (21), (22) and (23) by focusing on the spectrum span
of node 3 of Fig. 4. There are 5 available channels. Node 3 transmits in channels 1
and 3 and nulls channel 2. Node 3 does not receive in any channel from other nodes.
Hence,

M D f1; 2; 3; 4; 5g ; xr;m3 D 08m 2 M ;

x
t;m
3 D 18m 2 f1; 3g ; x

t;m
3 D 08m 2 f2; 4; 5g:

Using the values of M , xr;m3 and xt;m3 in (22) and (23), qr;3 D 0 and qt;3 D 3W .
Figure 4 shows that node 3 does not receive from any node and spans three channels
while transmitting to node 4.

Now, using (19), (22) and (23), along with the fact that sampling rate of a
transceiver should be at least twice its spectrum span, we convert (17) to the
following:

X
i2N

0
@˛1i C 2˛2qt;i C

X
j2N

X
m2Mij

pmij C ˇ1i C 2ˇ2qr;i

1
A D Ptot: (24)

Equations (19), (22), (23), and (24) relate total system power to the scheduling
variables.
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In this work, our objective is to minimize the total system power subject to rate
requirements. Using the above equations, we formulate our optimization problem
and show it in (25).

min Ptot (25a)

s:t:
X
j2N

X
m2Mij

f m
ij .l/ 	 r.l/ .l 2 L ; i D s.l// ;

X
k2N

X
m2Mki

f m
ki .l/ 	 r.l/

.l 2 L ; i D d.l//: (25b)

j¤s.l/X
j2N

X
m2Mij

f m
ij .l/ D

k¤d.l/X
k2N

X
m2Mki

f m
ki .l/ .l 2 L ; i 2 N ; i ¤ s.l/; d.l//:

(25c)

s.l/¤j ; d.l/¤iX
l2L

f m
ij .l/ � c

m
ij .i ; j 2 N ; i ¤ j ; Mij ¤ ;/: (25d)

cmij �W log.1C smij / .i ; j 2 N ; i ¤ j / ; smij D
gmij p

m
ij

N0W
; .i ; j 2 N ; i ¤ j /:

(25e)

pmkh �
PI

gkj
xmij 8 k 2 N ; h 2 N ; k ¤ h ; pmij � Ax

m
ij 8 .i ; j 2 N / ; m 2M :

(25f)

qt;i 	 W �
�

max
m2Mi

�
m � xt;mi

�
� min
m2Mi

�
m � xt;mi C jM j � .1 � x

t;m
i /

�
C 1

�
: (25g)

qr;i 	 W �
�

max
m2Mi

�
m � xr;mi

�
� min
m2Mi

�
m � xr;mi C jM j � .1 � x

r;m
i /

�
C 1

�
: (25h)

˛1i 	 ˛1x
t;m
i ; ˇ1i 	 ˇ1x

r;m
i 8m 2Mi 8i 2 N : (25i)X

j2N ;j¤i

xmij C
X

k2N ;k¤i

xmki � 1 8 i 2 N ; 8m 2Mi : (25j)

X
i2N

�
˛1i C 2˛2qt;i C

X
j2N

X
m2Mij

pmij C ˇ1i C 2ˇ2qr;i
�
� Ptot: (25k)

xmij 2 f0; 1g ; s
m
ij 	 0 .i; j 2 N ; i ¤ j; m 2Mij / ; qt;i 	 0; qr;i 	 0 8i 2 N :

(25l)

Ptot ; f
m
ij .l/

	 0
�
l 2 L ; m 2Mij ; i; j 2 N ; i ¤ j; i ¤ d.l/; j ¤ s.l/; Mij ¤ ;

�
:

(25m)

Next two sections provide solution methodologies of (25).
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Branch-and-Bound Based Solution Overview

Linearization of the Optimization Problem

The optimization problem of (25) is a mixed integer nonlinear program (MINLP).
The nonlinearity of (25) comes from the logarithm function of (25e) and max-min
functions of (25g) and (25h).

The logarithmic function of the capacity term in (25e) can be linearized by
reformulation linearization technique (RLT) [33]. RLT uses a number of tangential
supports at different points of the logarithmic curve and generates a convex hull
linear relaxation of the logarithmic function. We ask interested readers to go
through [33] for the details of RLT.

The max-min equations of (22) and (23) can be rewritten in following linear
forms:

qt;i CW
�
m2 � x

t;m2
i C jM j � .1 � xt;m2i /

�
	 W

�
m1 � x

t;m1
i C 1

�
8.m1;m2/ 2Mi ; 8i 2 N : (26)

qr;i CW
�
m2 � x

r;m2
i C jM j � .1 � xr;m2i /

�
	 W

�
m1 � x

r;m1
i C 1

�
8.m1;m2/ 2Mi ; 8i 2 N : (27)

qt;i 	 0 ; qr;i 	 0 8i 2 N : (28)

The optimization problem of (25) with the reformulated linear equations can be
directly solved in CVX [10] (with MOSEK [31]) software. This problem is a MILP.
CVX uses branch-and-bound algorithm [33] to solve this problem.

Feasible Solution

CVX outputs flow variables f m
ij .l/, scheduling decisions xmij and power variables

pmij
�
l 2 L ; m 2 Mij ; i; j 2 N ; i ¤ j;

�
. Since we relaxed flow capacity

equations to get this output, the resultant flow rates may exceed the capacity of the
links. We keep flow variables and scheduling decisions unperturbed and increase
power variables to get feasible solutions. We use the following set of equations for
flows and powers:

X
i2L

f m
ij .l/ D W log

�
1C

pmij g
m
ij

N0W


;

pmij D
N0W

gmij

"
exp

( P
i2L f m

ij .l/

W

)
� 1

#
8m 2Mij ; i; j 2 N ; i ¤ j: (29)
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These power variables along with flow and scheduling decisions of the CVX output
form a feasible solution. We refer to this solution as “BnBSysPowerMin.” The
resulting algorithm however suffers from exponential complexity in the worst-case
scenario. Next section develops low-complexity algorithms to minimize system
power in a multi-hop network, i.e., to solve the original optimization problem
of (25).

Low-Complexity Algorithm Design

We first focus on the system power minimization of a point-to-point link. Thereafter,
we use the insights obtained from this scenario to develop a low-complexity
algorithm to minimize system power in a multi-hop network.

Theoretical Insights from Point-to-Point Link Case

In a point-to-point link, the optimization problem of (25) takes the following form:

min
X
m2M

pm C ˛1 C 2˛2q C ˇ C 2ˇ2q; (30a)

s:t: q 	 W

�
max
m2M

.m � xm/ � min
m2M

.m � xm C jM j.1 � xm//C 1


;

xm 2 f0; 1g ; 8m 2M ; q 	 0; (30b)

X
m2M

W log2

�
1C

pmgm

N0W


	 r ; pm 	 0; 8m 2M ; (30c)

pm � Axm 8m 2M : (30d)

In above equations, pm and gm denote the allotted power and link gain in
channel m, respectively. Rate requirement and spectrum span are denoted by r and
q, respectively. In the objective function,

P
mM pm denotes transmit power, and

˛1 C 2˛2q C ˇ C 2ˇ2q denotes circuit power consumption.
The optimization problem of (30) is the combination of two separate optimization

problems. The objective is to minimize the summation of transmit and circuit
power. Equation (30b) denotes the constraints associated with circuit power min-
imization problem, and it only involves spectrum span and scheduling variables.
Equation (30c) denotes the constraints associated with transmit power minimization
problem, and it only involves power variables. Equation (30d) relates the power and
scheduling variables and couples these two optimization problems.

The optimization problem of (30) has two sub-cases. These sub-cases depend
on the values of ˛2 and ˇ2, i.e., the slope of ADC and DAC’s power consumption
versus sampling rate curves
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Case I: Transmit Power Minimization
When ˛2 and ˇ2 are very small, i.e., ADC and DAC’s power consumption versus
sampling rate curves are very flat, the impact of spectrum span on system power
becomes negligible. Scheduling decisions do not influence system power that much,
and we can concentrate on minimizing transmit power. Then the optimization
problem gets reduced to

min
X
m2M

pm; (31a)

s:t:
X
m2M

W log2

�
1C

pmgm

N0W


	 r ; pm � Axm ; pm 	 0; xm 2 f0; 1g 8m 2M :

(31b)

Since xm’s are not present in the objective function, we can just solve the
problem with pm variables and then enforce xm D 1 for every positive pm.

The optimization problem of (31) is similar to the classical waterfilling [8]
problem, which maximizes rate subject to a total power constraint. In the remainder
of the chapter, we refer to the above problem “TxPowerMin.” The solution to this
problem selects the “good” channels in the network and spreads power across the
whole spectrum [8].

Case II: Circuit Power Minimization
When ˛2 and ˇ2 are very large, i.e., ADC and DAC’s power consumption are
very steep, circuit power consumption dominates system power. Transmit power
variables do not influence circuit power that much, and we can just concentrate on
minimizing circuit power. The optimization problem reduces to

min ˛1 C 2˛2q C ˇ C 2ˇ2q; (32a)

s:t: q 	 W

�
max
m2M

.m � xm/ � min
m2M

.m � xm C jM j.1 � xm//C 1


;

xm 2 f0; 1g ; 8m 2M ; q 	 0; (32b)

X
m2M

W log2

�
1C

pmgm

N0W


	 r ; pm 	 0; 8m 2M ; pm � Axm 8m 2M :

(32c)

The objective of the optimization problem of (32) increases with spectrum span
q. Minimum circuit power occurs if we schedule only one channel and allocate
enough power in that channel so that it can meet rate requirement. Scheduling
any single channel leads to same circuit power in the above optimization problem.
Since the original system power minimization problem contains both transmit and
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circuit powers, it is prudent to select the channel with the best link gain. This greedy
selection requires less transmit power to meet rate requirement.

Trade-Off Between Transmit and Circuit Power Minimization
If ADC and DAC’s power consumption versus sampling rate curves are very flat,
our algorithm selects all good channels in the network. If ADC and DAC’s power
consumption vs. sampling rate curves are very steep, our algorithm selects the
channel with the best link gain. In a practical setting with commercial ADCs and
DAC, our algorithm trades off between transmit and circuit power.

Polynomial Time Algorithm for a Multi-hop Networks

The analysis from the point-to-point link case provides us insights to develop a
low-complexity greedy algorithm to solve the optimization problem of (25). The
algorithm minimizes the circuit power by using only one channel at the first step
and then tries to minimize the system power, i.e., the combination of transmit and
circuit power, by greedily selecting more and more channels in the subsequent steps.
Our greedy algorithm can be explained simply as follows:

• Find the initial route between each sender and receiver using the shortest path
algorithm [7].

• Assign the best channel to each link unless the current assignment interferes with
previously assigned channels.

• For each active link, check if any other channel assignment reduces system
power.

• Once channels are scheduled, determine power allocation and routing through a
convex optimization program.

Our greedy system power minimization algorithm consists of the central program
of Algorithm 1 and the subroutines of Algorithms 2 and 3. Next three subsections
describe the central program and the subroutines. We analyze the complexity of our
algorithm in section “Computational Complexity.”

Central Program
Algorithm 1 shows the pseudocode of our greedy polynomial time algorithm.

Operation 1 finds large-scale gains of all links by averaging small-scale fading in
time or frequency domain. Operation 2 assigns weight to each link. Operation 3
finds the shortest path between each sender and forwarder based on the assigned
weights of operation 2. Operation 5 finds the active links and operation 7 calculates
the flow requirement among these links. Operation 8 initiates total power (Ptot),
power allocation (pmij /, and scheduling (xmij ) variables to zero for the greedy channel
scheduling algorithm. We initiate an outer loop in operation 9. Operations 11, 12,
and 13 calls the subroutine of Algorithm 2 and checks if any link should be assigned
a channel. The outer loop breaks if none of the active links becomes suitable to
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Algorithm 1 Polynomial time algorithm to minimize system power in a multi-hop
network
Input : M , s.l/; d.l/; r.l/8l 2 L , W , N0, gm 8m 2M
. Output: xm; pm8m 2M , Ptot , f m

ij .l/8m 2M ; 8l 2 L ; 8.i; j / 2 E
.
1: Denote gij as the average gain (e.g., path loss plus shadowing) of link ij .
2: Assign weight wij to each link, wij D

1
gij

.

3: Find shortest path between between source .s.l// and destination .d.l// of every session l 2
L based on the link weight w.

4: bij .l/ D 1 if link ij falls in the routing path of any session l 2 L .
5: A link is active if it falls in the routing path of any session, i.e., xij D 1 if 9l 2 L s.t.
bij .l/ D 1.

6: Define A to be set of active links.
7: Flow in each link, fij D

P
l2L bij .l/r.l/.

8: Ptot D 1, xmij D pmij D 08 .i; j / 2 E ; 8m 2 M , xt;mi D x
r;m
i D 0; ˛1i D ˇ1i D

0;8 i 2 N ;8m 2M .
9: while True do

10: f lag D 0.
11: for .a; b/ 2 A do
12:

�
f lag; xmij ; p

m
ij 8m 2 M ; .i; j / 2 E

�
D

GreedyAlgo
�
M ; .a; b/; fab; r;W;N0; f lag; Ptot; ˛1i ; ˇ1i ; x

t;m
i ; x

r;m
i ; xmij ; p

m
ij ; g

m
ij

8m 2 M ; i 2 N ; .i; j / 2 E
�
.

13: end for
14: if f lag D jAj then
15: Break.
16: end if
17: end while
18: Solve the optimization problem of (25) where scheduling variables (xmij 8m 2

M ; 8 .i; j / 2 E ) are constants, not variables. Find power allocation, scheduling and routing
variables, and total power, Ptot.

be assigned a channel. This outer loop determines the channel scheduling (xmij )
variables.

We obtain power allocation (pmij ) and routing path (fij .l/) variables from the
optimization problem of (25) where scheduling variables (xmij ) are constants. Since
we fix the integer variables of (25), the total power minimization problem becomes
a convex optimization program and can be solved in polynomial time [4].

We assume one path (shortest path), i.e., no flow splitting, per session during
the initial routing topology design of operations 1, 2, and 3. This allows us to
easily calculate the flow requirement of each link which we later use in the greedy
scheduling algorithm. We consider optimal flow splitting, based on the selected
scheduling variables, in the final optimization of operation 18 of Algorithm 1.

Greedy Scheduling Algorithm
The greedy scheduling algorithm of Algorithm 2 is a subroutine that’s called
from operation 12 of the central program of Algorithm 1. The subroutine receives
previously assigned scheduling and power allocation variables from the central
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Algorithm 2 Greedy scheduling algorithm

Input : M , Link .a; b/, fab , r , W , N0, f lag, ˛1i , ˇ1i , x
t;m
i , xr;mi , xmij ; p

m
ij ; g

m
ij 8 .i; j / 2

E ; 8 i 2 N ; 8m 2 M
. Output: f lag, xmij ; 8 .i; j / 2 E ; 8m 2 M
.
1: xmnew;ij D xmij ; p

m
new;ij D pmij ;8 .i; j / 2 E ; 8m 2 M :

2: f m
new;ab D

fabP
m2M xmnew;abC1

� xmnew;ab , pmnew;ab D
N0W

gmab
�
�
2
f mnew;ab
W � 1

�
xmnew;ab 8m 2 M :

3: for m 2M where xmab ¤ 1: do
4: xmnew;ab D 1. xt;ma D 1. xr;mb D 1. ˛1a D ˛1. ˇ1b D ˇ1.

5: qt;i D W �
�
maxm2M

�
m � x

t;m
i

�
�minm2M

�
m � x

t;m
i C jM j � .1� x

t;m
i /

�
C 1

�
8 i 2 N :

6: qr;i D W �
�
maxm2Mi

�
m �x

r;m
i

�
�minm2Mi

�
m �x

r;m
i CjM j � .1�x

r;m
i /

�
C 1

�
8 i 2 N :

7: f m
new;ab D

fabP
m2M xmnew;ab

� xmnew;ab , pmnew;ab D
N0W

gmab
�
�
2
f mnew;ab
W � 1

�
xmnew;ab :

8: IntF lag D IntCheck
�
xmnew;ab ; p

m
new;ab ;M ;A ; W;N0; x

m
ij ; p

m
ij 8 .i; j / 2 E

�
:

9: if IntCheck(�) = 1 then
10: Pm

new;tot D1.
11: else
12: Pm

new;tot D
P

i2N

�
˛1i C 2˛2qt;i C

P
j2N

P
m2Mij

pmnew;ij C ˇ1i C 2ˇ2qr;i
�
.

13: end if
14: xt;ma D 0, xr;mb D 0.
15: end for
16: Ptot;new D minm2M Pm

tot;new. ind D arg minm2M Pm
tot;new.

17: if Ptot;new < Ptot then
18: xind

ab D 1.
19: xt;ind

a D 1. xr;ind
b D 1. ˛1a D ˛1. ˇ1b D ˇ1.

20: f m
ab D

fabP
m2M xmab

� xmab , pmab D
N0W

gmab
�
�
2
f
W � 1

�
xmab 8m 2 M .

21: else
22: f lag D f lagC 1.
23: end if
24: return

program. The central controller also asks the subroutine to focus on a particular
link .a; b/. The subroutine iterates through all available channels and finds the best
available channel for .a; b/.

Operation 1 stores the global scheduling (xmij ) and power allocation (pmij )
variables in local dummy variables xmnew;ij and pmnew;ij , respectively. Operation 3 of
Algorithm 2 starts the iteration for all channels. Operation 4 assigns the current
channel to the focus link .a; b/. Operation 5 and 6 calculate the transmit span
(qt;i ) and receiver span (qr;i ) for all nodes i 2 N . Operation 7 assumes equal
flow allocation among the selected channels and finds the power allocation in link
.a; b/ to meet rate requirement. Operation 8 calls the subroutine of Algorithm 3 and
checks if current channel assignment causes interference to other links. Operation 12
calculates total system power of the current iteration. Operation 15 comes out
of the loop. Operation 16 finds the minimum system power (Ptot;new) among all
possible channel allocations. Operations 17, 18, 19, 20, 21, 22, and 23 compare the
achievable minimum system power (Ptot;new) with the stored global system power
(Ptot) and update scheduling and power variables accordingly.
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Algorithm 3 Primary and secondary interference checking algorithm
Input : xmnew;ab , pmnew;ab , M , A , W , N0, xmij , pmij 8.i; j / 2 A
Output: Intf lag
1: count D 0. Intf lag D 0.
2: for .i; j / 2 A ; i ¤ a ; j ¤ b do
3: if

�
.pmnew;abg

m
aj � 0:1N0Wx

m
ij /jj.p

m
ij g

m
ib � 0:1N0Wx

m
new;ab/

�
then

4: count D count C 1.
5: end if
6: if

�
xmia C x

m
ab C x

m
bj > 0

�
then

7: count D count C 1.
8: end if
9: end for

10: if count > 0 then
11: Intf lag D 1.
12: end if
13: return

We assume equal flow per channel in each link in operation 7 and 20 of
Algorithm 2. This simplifies the calculation of transmission power per channel and
avoids the computation of a convex optimization program in each loop. However,
we consider optimal flow and power allocation in our final optimization problem of
operation 18 of Algorithm 1.

Interference Checking Algorithm
The subroutine of Algorithm 3 gets called from operation 8 of the greedy scheduling
algorithm of Algorithm 2. This subroutine checks if the scheduling and power
allocation of link ab in channel m, calculated in Algorithm 2, interferes with other
links. Operation 3 of Algorithm 3 checks if transmitted power in link ab causes
interference to any nonadjacent link that uses channel m. Operation 6 checks if link
ab maintains half-duplex relationships with its adjacent links. Operation 11 updates
the interference flag and returns this value to the greedy scheduling subroutine of
Algorithm 2.

Computational Complexity
Global system power minimization algorithm of Algorithm 1 contains three major
parts: (1) Initial routing path selection (operations 1, 2, and 3) of Algorithm 1, (2)
channel scheduling (operations 9, 10, 11, 12, 13, 14, 15, 16, and 17) of Algorithm 1
along with Algorithm 2 and Algorithm 3 , and (3) optimal power control and routing
path design (operation 18 of Algorithm 1).

Initial routing path selection involves computing link weights (O.E/) and
shortest path (O.E C N logN/) for L sessions. Therefore, the overall complexity
for this part is O

�
L.E CN logN/

�
.

The greedy scheduling algorithm starts with a while loop. The while loop iterates
through all active links (O.E/). Each link calls the subroutine of Algorithm 2,
iterates through M channels. Inside each channel, the code calls the subroutine of
Algorithm 3. Algorithm 3 checks if the current channel assignment interferes with
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Table 4 Summary of algorithms

Algorithm index Objective Complexity

1 Minimize system power of the multi-hop network O.E2M2/

2 Schedule channel for a given link of the multi-hop network O.EM/

3 Check if current schedule interferes with other links of the
multi-hop network

O.E/

other links (O.E/). The global while loop of Algorithm 1 can iterate at mostO.M/

times since each iteration will either select a channel for a link or the loop will break.
Therefore, the greedy scheduling algorithm runs in O.E2M2/ time.

The optimal power allocation and routing path selection problem of operation 18
of Algorithm 1 is a convex optimization program. Barrier method [4] can solve this
in O.R log.R// steps where R is the number of inequality constraints. From (25),
we find the complexity to be O.EM log.EM/.

The greedy scheduling part dominates the overall complexity (O.E2M2/) of
Algorithm 1. We term this algorithm “GreedySysPowerMin.” We compare the
performance of both “GreedySysPowerMin” and “BnBSysPowerMin” with that of
“TxPowerMin” in section “Simulation Results.”

Table 4 summarizes the objective and computational complexity of the three
algorithms presented in the paper. As mentioned before, Algorithms 2 and 3
are subroutines of Algorithm 1, which is the greedy algorithm that solves the
optimization problem of (25) with polynomial complexity. This greedy algorithm
does not provide any optimality guarantee.

The number of channel M does not denote the number of subcarriers in a
multi-hop network. It represents the number of wideband channels, e.g., 6MHz
TV channels in white space and 20MHz channels in 5.8 GHz, in the network.
This ensures that our overall complexity (O.E2M2/) remains reasonable for a
moderately sized network.

Simulation Results

System Power Minimization in a Single Point-to-Point Link

We focus on an NC-OFDMA-based single transceiver pair. There is only one
session in the network and minimum data rate requirement is 18Mbps. There are 20
channels available for transmission. Each channel is 3MHz wide. The left subplot
of Fig. 5 shows the link gains across these channels. We designed the link gains so
that every other channel has better link gain than its adjacent neighbors.

The second subplot (from the left) of Fig. 5 shows the power allocation and
scheduling variables of TxPowerMin approach. This approach minimizes transmit
power subject to the rate constraint. Similar to the concept of “waterfilling”
algorithm [8], this approach spreads power across all ten “good” channels of the
network.
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Fig. 5 Comparison of ‘TxPowerMin’ and our approach in power allocation and scheduling

The third and fourth subplot (from the left) of Fig. 5 shows the scheduling and
power variables of our greedy algorithm (GreedySysMin). We use two different
types of ADC and DAC models to investigate the influence of ADC/DAC slopes on
our algorithm. We use the high-slope ADC and DAC models – ADC 9777 and ADS
62P4 (see Fig. 2a, b) – in the third subplot of Fig. 5 and the low-slope ADC and
DAC model, DAC 3162 and ADS 4249 (see Fig. 2a, b), in the fourth subplot (the
rightmost one) of Fig. 5. With high-slope ADC and DAC, our algorithm focuses
more on minimizing circuit power and selects only four channels. With low-slope
ADC and DAC, our approach finds a trade-off between transmit and circuit power
and selects seven channels.

Figure 6 compares the performance of our algorithm with that of TxPowerMin
approach in high ADC/DAC slope setting. “TxPowerMin” approach minimizes
transmit power by spreading data across all “good” channels of the network. Both
of our algorithms consume more transmit power than the “TxPowerMin” approach
since selecting a subset of available good channels is a suboptimal policy in terms
of transmit power. Our algorithms consume less circuit power due to the reduced
spectrum span. Overall, our algorithms reduce system power – summation of
transmit and circuit power – consumption by almost 30%.
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Fig. 6 Comparison of our algorithms with the “TxPowerMin” approach using the high-slope
ADC/DAC’s of Fig. 2a, b

Note that the lower bound of the system power consumption (obtained from the
mixed integer linear programming relaxation) was 0.63 W in this scenario. Hence,
both of our algorithms gave feasible results with roughly 15% optimality gap.

Figure 7 compares the performance of our algorithm with that of “TxPowerMin”
approach in low ADC/DAC slope setting. We use the same link gain, bandwidth,
and traffic demands of Fig. 6, but we use the low power consumption ADC and
DAC’s to generate these new figures. Our algorithm performs almost similar to the
“TxPowerMin” approach here because the power consumption of these low power
ADC & DAC is negligible compared to the transmit power requirement.

System Power Minimization in a Multi-hop Network

To illustrate the influence of system power minimization in a practical setting of
non-contiguous spectrum access, we consider an exemplary scenario of multi-hop
networking among fixed devices in the TV white space channels of Wichita, Kansas,
USA. We use standard spectrum databases [37] to find the available TV channels in
Wichita, Kansas. Figure 8 shows the locations of nodes. Nodes 1, 2, and 3 transmit to
nodes 12, 11, and 10, respectively. Each session requires 10Mbps data rate. Table 5
shows the available channel indexes. Each channel is 6MHz wide. We consider
both large-scale fading (with path loss exponent 3) and small-scale fading (with
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12 dB random fluctuation) in each channel. Maximum allowed transmission power
is 4W [17].

Channel Indexing Notations in Optimization Formulation
The difference between channel’s carrier frequencies in TV bands are not always
proportional to the index differences. Channel 17’s center frequency is (.23�17/�6)
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Table 5 Available TV
channels for fixed devices in
Wichita, Kansas

Channel index 2 5 6 17 23 24 47

Center freq. (MHz) 57 79 85 491 527 533 671

Table 6 Comparison between the spectrum span of “TxPowerMin” and our “BnBSysPowerMin”
algorithm in the network of Fig. 8

Node Mode TxPowerMin BnBSysPowerMin

Channel index Spectrum span (MHz) Channel index Spectrum span (MHz)

1 Tx f23; 47g 150 f17; 23g 42

Rx f;g 0 f;g 0

2 Tx f17g 6 f23g 6

Rx f;g 0 f;g 0

3 Tx f6; 47g 592 f5; 6g 12

Rx f;g 0 f;g 0

4 Tx f17g 6 f6g 6

Rx f23; 47g 150 f17; 23g 42

8 Tx f2; 23g 476 f2; 47g 620

Rx f5; 24g 460 f17; 23; 24g 48

10 Tx f;g 0 f;g 0

Rx f23g 6 f47g 6

11 Tx f5; 24g 460 f17; 24g 48

Rx f2; 6; 47g 620 f2; 5; 6g 34

12 Tx f;g 0 f;g 0

Rx f17g 6 f6g 6

36MHz far from that of channel 23 but not (.17 � 6/ � 6) 66MHz far from
that of channel 6. The spectrum span calculation of our optimization formulations
depends heavily on the coherence of channel indexing differences. Therefore,
we use an index set of f9; 13; 14; 81; 87; 88; 111g to denote the channel list of
f2; 5; 6; 17; 23; 24; 47g in the optimization formulations. We use the original channel
list to show the numerical results.

Comparison of “Waterfilling” Algorithm and Our Approach
Here, we use the low-slope ADC and DAC models of Fig. 2b, a. We also use Hou
and Shi’s algorithm [34] to illustrate the scheduling and power control decisions of
“TxPowerMin” approach.

Table 6 compares the channel scheduling decisions and spectrum spans of
“TxPowerMin” approach and our algorithm. Although “TxPowerMin” minimizes
transmit power by selecting channels with better quality, it increases radio front-
end power by selecting channels that are too far apart. Our approach spans narrow
spectrum and reduces circuit power consumption. Figure 9 shows that our algorithm
reduces system power by 30%.

The 30% system power saving achieved here was obtained with the low-slope
ADC and DAC models of Fig. 2b, a – termed as “ultralow-power ADC” and
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Fig. 9 Performance comparison of “TxPowerMin” approach and our algorithm in the network of
Fig. 8, based on the low-slope ADC and DAC models of Fig. 2b, a

“low-power DAC” by their maker, Texas Instruments. Had we used the high-slope
ADC and DAC models of Fig. 2b, a, our algorithm would have saved system power
by a much higher amount in this simulation. In the future, even if the power
consumption curves of ADC and DAC become flatter, our algorithm will reduce the
system power considerably as long as the number of available channels is sparsely
located – which is often the case in a cognitive radio network.

The lower bound of system power consumption is 24 W in this scenario. Our
algorithm provides a feasible solution (29 W) with 20% optimality gap.

Conclusion

Wireless transmission using non-contiguous chunks of spectrum is becoming
increasingly essential. MC-MR and NC-OFDMA are the two commercially
viable choices to access these non-contiguous spectrum chunks. Fixed MC-MRs
do not scale with increasing number of non-contiguous spectrum chunks.
NC-OFDMA accesses non-contiguous spectrum chunks with a single front-end
radio but increases circuit power consumption by spanning wider spectrum.
Our approach characterized this trade-off and performed joint power control,
channel scheduling, spectrum span selection, and routing to minimize system
power consumption in an NC-OFDMA-based multi-hop network. Our algorithm
showed how the slopes of ADC and DAC’s power consumption versus sampling
rate curves influence the scheduling decisions of a multi-hop network. Numerical
results suggested that our algorithm can save 30% system power over classical
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transmission power-based cross-layer algorithms in single front-end radios. We
developed a branch-and-bound-based mixed integer linear programming model to
optimize the cross-layer decisions of a general multi-hop network. Furthermore, we
also provided a low-complexity .O.E2M2// greedy algorithm.

The optimal fragmentation results presented here have only accounted for the
radio front-end power and transmitters’ emitted power. Future work will incorporate
baseband power in the optimization formulation.

We focused on system power consumption of single front-end radio in this work.
A multifront-end programmable radio can dynamically switch its multiple set of
center frequencies and access several spectrum chunks in each radio front end with
less spectrum span by using NC-OFDMA technology [15]. In the future, we will
focus on optimal system power consumption of multifront-end radios.

Acknowledgements This work is supported in part by a grant from the US Office of Naval
Research (ONR) under grant number N000014-15-1-2168. The work of S. Kompella is supported
directly by the Office of Naval Research.

Power Consumption of Different Blocks in Transmitter and
Receiver

Based on Fig. 3, power consumption of transmitter and receiver are:

ptc D pdac C ptf ilt C pmix C ppa: (33)

prc D padc C prf ilt C pmix C pifa C plna: (34)

In the above, pdac , pmix , ppa, padc , pifa and plna denote the circuit power
consumption in the DAC, mixer, PA, ADC, IFA and LNA respectively. ptf ilt and
prf ilt represent the summation of circuit powers in the filters of transmitter and
receiver respectively.

The power consumption in the mixer, LNA and IFA are constants with respect
to the sampling rate [26]. Baseband filter power depends on sampling rate but we
assume it to be constant due to its low power consumption [9]. Let us assume,

ptf ilt C pmix D kt ; prf ilt C pmix C pifa C plna D kr : (35)

DAC and ADC power consumptions are affine functions of sampling rate [9].
Hence,

pdac D k1 C k2f s ; padc D k3 C k4f s: (36)

Now, using(36) and (35) in (33) and (34).

ptc D k1Ck2f sCkt D ˛1C˛2f s ; prc D k3Ck4f sCkr D ˇ1Cˇ2f: (37)
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In the above equation, ˛1 D k1 C kt , ˇ1 D k3 C kr , ˛2 D k2 and ˇ2 D k4.
We assume low power consumption at these blocks and use the following values

[9]: ptf ilt D 5mW, pmix D 30:3mW, prf ilt D 7:5mW, pifa D 3mW, plna D
20mW.

Due to its dependence on transmit power, we do not include programmable
amplifier’s circuit power consumption term ppa in the overall circuit power
consumption equations of (33) and (34). Instead, we couple it with the transmit
power consumption p and include it in the total power equations of (2) and (3).

Power Consumption of Programmable Amplifier

Power consumption of programmable amplifier is, ppa D PAPR
	
p. We assume a

class-B or a higher class (C, D or E) amplifier with 	 D 0:75 [9].
We consider OFDM to be our modulation scheme. The authors of [32] have

related the PAPR with the number of subcarriers in OFDM systems as:

ProbfPAPR > �g � 1 � exp

�
�Ne��

r
�

3
�

�
; (38)

where N is the number of subcarriers.
In the presence of large number of subcarriers, the statistical distribution of the

PAPR does not remain sensitive to the increase of the number of subcarriers [32].
During the simulations, we consider the worst case PAPR by assuming maximum
possible spectrum span and highest number of subcarriers. We plug the value of
maximum number of possible subcarriers of TV white space in (38), and assume
� D 0:005 and a 3–4 dB reduction in PAPR. Based on these calculations, we find
PAPR to be around 9 dB.

Power Consumption of ADC and DAC

Figure 2a plots the power consumption vs. sampling rate curve of AD 9777 [2]
(DAC of USRP radio) and DAC 3162 [12]. Figure 2b plots the power consumption
vs. sampling rate curve of ADS62P4 [11] (ADC of USRP radio) and ADS4249 [13].
We obtain specific values of k1, k2, k3 and k4 from these plots.
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Abstract

Making judicious channel access and transmission scheduling decisions is
essential for improving performance (delay, throughput, etc.) as well as energy
and spectral efficiency in multichannel wireless systems. This problem has been
a subject of extensive study in the past decade, and the resulting dynamic and
opportunistic channel access schemes can bring potentially significant improve-
ment over traditional schemes. In this chapter, a couple of classical settings and
problems for this decision-making question in cognitive radio networks, namely,
multiuser, single-channel model and single-user, multichannel model, as well as
their solutions, will be surveyed first. Toward making such studies more practical,
we point to a common and severe limitation of these dynamic schemes in that
they almost always require some form of a priori knowledge of the channel
statistics. On the other hand, what is often available to the decision-maker is
a rather rich stream of network data that can jointly describe channel conditions.

Then a natural remedy is to consider a learning framework, which has also
been extensively studied in the same context, but a typical learning algorithm in
this literature seeks only the best static policy (i.e., to stay in the best channel),
with performance measured by weak regret, rather than learning a good dynamic
channel access policy. There is thus a clear disconnect between what an optimal
channel access policy can achieve with known channel statistics that actively
exploits temporal, spatial, and spectral diversity and what a typical existing
learning algorithm aims for, which is the static use of a single-channel devoid
of diversity gain.

In this chapter, this gap is bridged by designing learning algorithms that
track known optimal or suboptimal dynamic channel access and transmission
scheduling policies via using collected observations following the made deci-
sions, thereby yielding performance measured by a form of strong regret, the
accumulated difference between the reward returned by an optimal solution
when a priori information is available and that by our online algorithm. We
do so in the context of two specific algorithms that appeared in [1] and [2],
respectively, the former for a multiuser single-channel setting and the latter for
a single-user multichannel setting. In both cases we show that our algorithms
achieve sublinear regret uniform in time and outperform the standard weak-regret
learning algorithms.

Keywords
Sequential learning � Decision-making � Dynamic access � Transmission
scheduling � Multiuser � Multichannel
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Introduction

Making judicious channel access and transmission scheduling decisions is essential
for improving performance (delay, throughput, etc.) as well as energy and spectral
efficiency in wireless systems, especially those consisting of multiple users and
multiple channels. Such decisions are often nontrivial because of the time-varying
nature of the wireless channel condition, which further varies across different users
and different spectrum bands. Such variations bring in diversities that can provide
opportunities for a radio transceiver to exploit for performance gain, and the past
decade has seen many research advances in this area. For instance, a transmitter
can seek the best channel through channel sensing before transmission, see, e.g.,
[3–5] for such dynamic multichannel MAC schemes that allow transmitters to
opportunistically switch between channels in search of good instantaneous channel
conditions; if a transmitter consistently selects a channel with better instantaneous
condition (e.g., higher instantaneous received SNR) from a set of channels, then over
time it sees (potentially much) higher average rate [6–8]. Similarly, a transmitter
can postpone transmission if the sensed instantaneous condition is poor in hopes
of better condition later, see e.g., [1] for stopping rule-based sequential channel
sensing policies, in the single-user multichannel and single-channel multiuser
scenarios, respectively. Variations on the same theme include [9] where a distributed
opportunistic scheduling problem under delay constraints is investigated and [2]
where a generalized stopping rule is developed for the single-user multichannel
setting.

These dynamic channel access schemes (both optimal and suboptimal) improve
upon traditional schemes such as channel splitting [10, 11], multichannel CSMA
[12], and multi-rate systems [13]. In this chapter, we first go through two representa-
tive models, namely, single-user, multichannel model and multiuser, single-channel
model, and we revisit their solutions.

In these solutions, formally there are three types of diversity gains being
commonly explored. The first is temporal diversity, where the natural temporal
variation in the wireless channel causes a user to experience or perceive different
transmission conditions over time even when it stays on the same channel, and
the idea is to have the user access to the channel for data transmission when the
condition is good, which may require and warrant a certain amount of waiting.
Studies like [14] investigate the trade-off involved in waiting for a better condition
and when is the best time to stop.

The second is spectral diversity, where different channels experience different
temporal variations, so for a given user at any given time, a set of channels present
different transmission conditions. The idea is then to have the user select a channel
with the best condition at any given time for data transmission, which typically
involves probing multiple channels to find out their conditions. Protocols like [15]
does exactly this, and studies like [16,17] further seek to identify the best sequential
probing policies using a decision framework.



872 Y. Liu and M. Liu

The third is user diversity or spatial diversity, where the same frequency band at
the same time can offer different transmission qualities to different users due to their
differences in transceiver design, geographic location, etc. The idea is to have the
user with the best condition on a channel use it. This diversity gain can be obtained
to some degree by using techniques like stopping rules whereby a user essentially
judges for himself whether the condition is sufficiently good before transmitting,
which comes as a by-product of utilizing temporal diversity.

Harnessing the above forms of diversities is studied in different scenarios. For
instance, temporal diversity is studied in a multiuser setting but with a single
channel in [1, 18]; spectral diversity is analyzed for a single user in [4], among
others. More specifically, [1] developed optimal stopping policies for single-channel
multiuser access. [18] considered a distributed opportunistic scheduling problem for
ad hoc communications under delay constraints. In [4], authors exploited spectral
diversity in OSA for a single user with sensing errors, where the multi-channel
overhead is captured by a generic penalty on each channel switching. This becomes
insufficient in a multiuser setting as such overhead will obviously depend on the
level of congestion in the system that results in different amount of collision and
the time it takes to regain access to a channel. In [15], an opportunistic auto rate
multichannel MAC protocol MOAR is presented to exploit spectral diversity for
a multichannel multi-rate IEEE 802.11-enabled wireless ad hoc network. However,
this scheme does not allow parallel use of multiple channels by different users due to
its reservation mechanism. Other works that study multichannel access by a single
user include [14, 17, 19–22].

Toward making such studies more practical, we note a common and severe
limitation of these dynamic schemes in that they almost always require some form
of a priori knowledge of the channel statistics. For instance, a typical assumption is
that the channel conditions evolve as an IID process and that its distribution for each
channel is known to the transmitter/user, see, e.g., [1, 2, 5]. While in some limited
setting, such information may be acquired with high accuracy and low latency, this
assumption does not generally hold. Furthermore, the channel statistics may be
time-varying, in which case such an assumption can only be justified if there exists
a separate channel sampling process which keeps the assumed channel statistics
information updated.

To relax such an assumption, it is therefore natural to cast the dynamic channel
sensing and transmission scheduling problem in a learning context, where the user
is not required to possess a priori channel statistics but will try to learn as actions
are taken and observations are made. Within this context, the type of online learning
or regret learning, also often referred to as the Multi-Armed Bandit (MAB) [23–25]
framework, is particularly attractive, as it allows a user to optimize its performance
throughout its learning process. For this reason, this learning framework has also
been extensively studied within the context of multichannel dynamic spectrum
access, see, e.g., [26] for single-user and [27, 28] for multiuser settings. However,
in most of this literature, the purpose of the learning algorithm is for a transmitter
to find the best channel in terms of its average condition and then use this channel
for transmission most of the time. It follows that the performance of such learning
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algorithms is measured by weak regret, the difference between a learning algorithm
and the best single-action policy which in this context is to always use the channel
with the best average condition. Accordingly, the key ingredient in these algorithms
is to form accurate estimates on the average condition for each channel.

We therefore see a clear disconnect between what an optimal channel access
policy can achieve with known channel statistics (e.g., by employing a stopping
rule-based algorithm) that actively exploits temporal, spatial, and spectral diversity
and what a typical existing learning algorithm aims for, i.e., essentially the static
use of a single channel, which unfortunately completely eliminates the utilization
of diversity gain. Note that some multiuser learning algorithms attempt to separate
users into different channels, so to exploit to some degree the multiuser diversity
gain, see, e.g., [29]. Further in practice, when such an algorithm is deployed for
users to shoot for the single best channel, a load balancing issue will arise.

Our goal is to bridge this gap and seek to design learning algorithms that, instead
of trying to track the best average-condition channel, attempt to track a known
optimal or suboptimal channel access and transmission scheduling algorithm,
thereby yielding performance measured by a form of strong regret. Our presentation
and analysis strongly suggest that such learning algorithms may be constructed in
a much broader context, i.e., they can be made to track any prescribed policy and
not just those cited earlier or even limited to the dynamic spectrum access context.
However, to make our discussion concrete, we shall present our results in the context
of specific channel sensing and access algorithms.

Specifically, we present the general framework of such a learning algorithm,
followed by the detailed instances designed to track the stopping rule policies
given in [1] and [2], respectively. The choice of these two algorithms is not an
arbitrary one. Our intention is to use two representatives to capture a fairly wide
array of similar algorithms of this kind. The stopping rule algorithm in [1] is a
relatively simple one, designed for multiple users competing for access to a single
channel; it exploits temporal and spatial (multiuser) diversity, the idea being for
a user to defer transmission if it perceives poor channel quality thereby giving the
opportunity to another user with better condition. The stopping rule algorithm in [2],
on the other hand, is much more complex in construction; it is designed for a single
user with access to multiple channels by exploiting spectral and temporal diversity,
with the idea being to find the channel with the best instantaneous condition. Both
algorithms assume that channel qualities evolve in an IID fashion with known
probability distributions, though different channels may have different statistics [2];
both are provably optimal (or near-optimal) under mild technical conditions. For
other stopping rule-based policies, see also [3–5]. We show that in both cases our
algorithms achieve a sublinear cumulative strong regret (against their respective
reference algorithms from [1] and [2]), thus achieving zero-regret averaged over
time (Table 1).

The rest of the chapter is organized as follows. Problem formulation is presented
in section “Preliminaries” and the two reference optimal offline algorithms in
section “Offline Solutions Revisited”. We present the setting of our online learning
algorithms in section “Goal of Online Learning” and their details in section “Design
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Table 1 Our contribution. Weak regret is often used as the performance measure when targeting
a single best option on average over time. On the other hand, strong regret is defined as the
performance loss w.r.t. selecting the best option at any time step. So far results on strong regret
have largely focused on the case when channel statistics are known (decision-maker’s perspective)

Measure n channel stat. Available Not available

Weak regret Trivial [25–28]: best average option;
easier to achieve

Strong regret [1–5]: harness temporal/spatial
diversity at any time; harder to
achieve

Our work: minimize strong
regret w/o channel
information

of Online Algorithms.” We brief over their performance analysis in section “Regret
Analysis”. Numerical results are given in section “Simulation”, and possible
extensions to this work are discussed in section “Discussion”. Section “Conclusion”
concludes the chapter.

Preliminaries

In this section, we present two system models and their corresponding transmis-
sion scheduling problems. These two models are generally regarded as the most
fundamental ones that are analytically tractable, yet powerful, in characterizing
key properties of these decision-making settings. Also this lays the foundation for
us to introduce the two offline optimal stopping rule policies from [1] and [2],
respectively, in section “Offline Solutions Revisited”; these are the policies our
learning algorithm presented in section “Design of Online Algorithms” aims to
track.

Model I: Multiuser, Single-Channel

Under the first model (studied in [1]), there is a finite number of users/transmitters,
indexed by the set M D f1; 2; : : : ;M g, M 	 1, and a single channel. The system
works in discrete time slots indexed by n D 1; 2; � � � . Denote the channel quality by
X.n/, n D 1; 2; � � � . This quantity measures how good a channel is; for example,
X.n/ could model the Signal-Noise-Ratio (SNR) for the channel at time n. At time
n, if no one is transmitting on the channel, a user i 2 M attempts to access with
probability 0 � pi � 1 by sending a carrier sensing packet. A carrier sensing period
takes a constant amount of time denoted by � (slots). The contention resolution
is done by random access, i.e., an access attempt is successful with probability
ps D

P
i2M pi �

Q
j¤i .1 � pi /; when there is only one user attempting access.

Denote the random contention time between two successful accesses by 	; it follows
that EŒ	� D �=ps (slots). We assume the process fX.nk/gkD1;2;:::; forms an IID
process, where nk is the time the k-th contention succeeds. That is, we assume the
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samples collected at successful accesses are generated in an IID fashion (as assumed
and argued in [1]). Upon a collision, the current slot will be abandoned, and users
recompete in the next time slot. On the other hand, users keep silent if there is an
active transmission on the channel. For simplicity, it is assumed that X.n/ stays
unchanged during each transmission, which may be justified if transmission times
are kept on a smaller time scale than channel coherence times [30]. Once a user
gains access right (and sees the channel quality X.n/), it has two options:

• Access the channel right away for K time slots (stop)
• Give up the access opportunity and release the channel for all users to recompete

(continue)

This can be more formally stated as an optimal stopping rule (OSR) problem: users
decide at which time to stop the decision process and use the channel. There are a
number of variations of this problem with slightly different model, see, e.g., [4].
The idea is when the channel quality is poor, a user would give up the transmission
opportunity so that it is more likely that a user with better perceived channel quality
will get to use it. Denote the stopping time by � , then the objective is to design a
stopping rule for all users so as to maximize the rate of return, which is the effective
data rate for each successful access ( [1])

J �I D max
�2˘

J �I D max
�2˘

E

�
X.
P�

kD1 	k/ �K

K�

	

�!„ƒ‚…
Renewal theory

max
�2˘

EŒX.
P�

kD1 	k/ �K�

EŒK� �
; (1)

where ˘ is the strategy space and 	k is the k-th contention time and K� DP�
kD1 	k CK is the total amount of time spent for each successful transmission.

Model II: Single-User, Multichannel

Under the second model (studied in [2]), there is a finite number of channels,
denoted and indexed by O D f1; 2; : : : ; N g, each of which yields a non-negative
reward when selected for transmission (e.g., throughput, delay, etc.). For any subset
S � O we will use O � S to denote the set fj W j 2 O & j … Sg. There is
one decision-maker (user/transmitter) within the system. The system again works in
discrete time slots n D 1; 2; : : : ; � � N ; these however are much smaller time
units than those under Model I because they are used only for channel sensing
and not transmission. The user sequentially chooses a set of channels to probe for
their condition, stops at a stopping time � using certain stopping rule, and selects
a channel for transmission (over a period of time larger than a slot). The decision
process thus consists of determining in which sequence to sense the channels, when
to stop, and which channel to use for transmission when stopping.
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For consistency we reuse the terminology meta stage to describe the above
decision process between n D 1 and � ; this will be referred to as one meta stage.
Each time a new meta stage starts, the clock is reset to n D 1. The meta stages
are indexed by t D 1; 2; : : : ; T . There is a period of transmission between two
successive meta stages. It is assumed that the channel condition remains constant
within a single meta stage and forms an IID process over successive meta stages.
This is modeled by a reward Xi (to generate fXi.t/gt ) for the i -th channel given by
a pdf fXi .�/ and cdf FXi .�/, respectively. Channels are independent of each other,
i.e., a specific channel i ’s realization Xi.t I!/ does not reveal any information for
channels in O � fig.

The transmitter is able to sense one channel (to observe Xi ) at each decision step
n with a finite and constant sensing cost ci 	 0 for each channel i . The system
works in the following way at each n of meta stage t : The transmitter makes a
decision between the following choices:

• Continues sensing. If this is the case, then furthermore decides which channel to
probe next (sense).

• Stops sensing and proceeds to transmit (access). Under this case, there are two
more options to choose from:
– Access the channel with the best observed instantaneous condition (access

with recall)
– Access the best channel (with highest expected reward) from the unprobed set

without sensing (access with guess)

For the offline problem, due to the IID assumption on the channel condition, the
decision strategy at each meta stage t is the same. We thus suppress the time index
t ; the transmitter’s objective is to choose the strategy that maximizes the collected
reward minus the sum of probing costs:

J �II D max
�2˘

J �II D max
�2˘

E

�
X�.�/ �

��1X
nD1

c�.n/

	
; (2)

where � denotes a probing strategy and � the stopping time. From [2], it can be
shown that for time slots n D 1; 2; : : : ; � at any meta stage t , a sufficient information
state is given by the pair .x.n/; Sn/ where Sn is the unprobed channel set and
x.n/ is the highest observed reward among the set of probed channels O � Sn.
Let V .x; S/ denote the value function, the maximum expected remaining reward
given the system state is .x; S/; the problem/decision process at the n-th decision
step is equivalent to the following dynamic programming (DP) formulation

V .x.n/; Sn/

D max

�
max
j2Sn

f�cj CEŒV .maxfx.n/;Xj g; Sn � j /�g; x.n/;max
j2Sn

EŒXj �

�
;
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where the three terms on the RHS correspond to the decision options sense, access
with recall, and access with guess, respectively.

Offline Solutions Revisited

To be self-contained as well as to provide certain intuition for the design of the
online algorithms, below we present the optimal offline solutions to the scheduling
problems in Model I and Model II, respectively.

Algorithm Description: Model I

The solution for the scheduling problem in Model I is surprisingly clean and elegant
and can be easily described as follows. Within each meta stage l , the optimal
stopping rule is given by a threshold policy [1]:

�� D minfn 	 1 W X.n/ 	 x�g ; (3)

where x� is given by the solution for u in the following equation:

EŒX.n/ � u�C D
u � �

ps �K
: (4)

Intuitively the LHS captures the potential room for gain, compared with the “reserve
price”  (if gave up the chance for access). While RHS captures the loss in the rate
of return, if user is up to “continue” the decision-making procedure. The stopping
time occurs exactly when the above two terms equal to each other.

The above equation is guaranteed to have a unique solution. This can be
intuitively explained by observing that the LHS is decreasing in u, while the RHS is
increasing w.r.t. it; thus the two sides intersect exactly once, which corresponds to
the solution. Then the corresponding algorithm is straightforward – at each n when
a user needs to make a decision:

• If X.n/ 	 x�, a user will transmit.
• Otherwise he will release the channel.

Intuitively this says that when the channel quality is sufficiently good (as compared
to x� which separates the decision regions for stop and continue), a user should
transmit. This algorithm will be referred to as (Offline_MU) (MultiUser) in our
subsequent discussion.

Such a stopping rule-based solution framework can be extended to slightly
more complicated settings, such as when there are delay constraints for the access
procedures.
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Algorithm Description: Model II

The solution for Model II is much more involved; this is primarily due to it allowing
access with guess as an option, which is very different from classical stopping time
problems. In this sense this model presents a generalization. Particularly the optimal
policy is shown to have three major steps in [2]: parameter calculation, sorting, and
decision-making, as detailed below.

STEP 1: Parameter calculation for channels
Compute the following two parameters 8j 2 O:

aj D minfu W u � EŒXj �; cj � EŒmax.Xj � u; 0/�g ;

bj D maxfu W u � EŒXj �; cj � EŒmax.u�Xj ; 0/�g :

STEP 1 is based on a threshold property for the optimal policy proved in [2].
The first term on the RHS is the maximum reward by continuing sensing. The
second term corresponds to stop and access best sensed option while the last
term corresponds to the action selecting the best option (highest expected reward)
from the unsensed set w/o sensing to access. It could be easily established that
aj 	 EŒXj � 	 bj and aj D bj if and only if we have aj D bj D EŒXj �;8j .
Intuitively speaking, a; b separates the decision region as follows. A state larger
than aj means further probing is not profitable, whereas a state below bj suggests
gain from continued sensing (Fig. 1).

First we prove the following proposition for aj ; bj [31].

Proposition 1. aj ; bj > 0;8j 2 O .
For STEP 2, we refer to each of its sub-steps m as STEP 2.m (we will reuse this

numbering style in later discussions). The sorting process is straightforward: we
start with the full set O , and at each step, we first calculate R, the set of channels

Fig. 1 Illustration of a; b
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STEP 2: Channel sorting
1: Initialize k D 1; S D O .

2: First compute R WD

�
j 2 S; aj D maxi2S ai

�
; and then j�:

j� Dargmaxj2R

�
IbjDaj �EŒXj �C Iaj >bj �

�
EŒXj jXj � aj ��

cj

P .Xj � aj /

	�
:

3: Let ok D j� (randomly select one if multiple j� exists) and set k WD kC 1. S D S � fj�g.
4: If jS j � 1, repeat 2; o.w. return the sorted set fo1; : : : ; oN g.
5: Relabel the sorted set as f1; 2; : : : ; N g.

with the highest aj . Then within R, we further order the channels based on the one-
step reward of probing channel j when x.n/ D aj with j being the only remaining
channel. The ordering repeats until all channels are in order.

The above two steps serve as processing steps toward the optimal decision-
making. However as noted in [2], it is not easy to calculate the optimal solution in the
last decision-making step which involves solving dynamic programming equations
with exponentially growing (in N ) state space. Instead of seeking the optimal
solution, [2] gives out a suboptimal solution which has been shown (analytically
and simulation-wise) to be performing well. The idea is, instead of iterating value
functions over all remaining unprobed channels, we only consider the 1st & 2nd
channels on the remaining options set Sn (ordered).

Given the current information state is .x.n/; Sn/ at decision epoch n and
denoting by ds the solution to the following equation (solution is guaranteed to
exist [2]):

V .0; Sn/ D �c1 CEŒV .maxfds; X1g; Sn � f1g/� ;

where in above equation 1 denotes the first channel in the remaining channel
set Sn (ordered). The decision-making process in STEP 3 can be intuitively
explained as follows. First if the current observed maximum reward is
larger than the remaining maximum aj , we stop and access with recall.
Otherwise if the current maximum reward x.n/ is below aj but higher than
ds , we proceed to probe the 1st channel in Sn. When x.n/ is less than
ds , we further need to differentiate the decisions based on three conditions.
Define

gi .x/ D �ci CEŒV .max.Xi ; x/;�i C 3/�; i D 1; 2;

then g1.x/ is the expected reward of probing channel 1 facing information state
.x; f1; 2g/, while g2.x/ is the reward for probing channel 2. f1.x/ is the expected
reward of probing 1 facing information state .x; f1; 2g/, while f2.x/ is the one for
probing channel 2.
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STEP 3: Decision-making step
1: If x.n/ � maxi2Sn ai , stop and access the best sensed channel.
2: Otherwise if x.n/ > ds , probe the first channel in Sn.
3: If x.n/ � ds consider the following sub-cases

(1) : If b1 � a2, then access/guess 1st channel (in Sn, w/o sensing).
(2) : If b2 � b1 or g1.0/ � maxfEŒX1�; g2.0/g, probe 1 in Sn.
(3) : There exists a unique b0, where b1 > b0 > b2 and g1.b0/ D maxfEŒX1�; g2.0/g:

– If x.n/ � b0: probe 1st channel.
– x.n/ < b0: guess channel 1 if EŒX1� � g2.0/; probe channel 2 o.w.

We denote the algorithm consisting of (STEP 1, STEP 2, STEP 3) as
(Offline_MC) (MultiChannel) and it serves as the offline benchmark solution for
the multichannel scheduling problem.

Goal of Online Learning

Model I: Multiuser, Single-Channel

As can be readily seen from Eq. (4) and the whole procedures documented in
(Offline_MC), in order to compute the optimal threshold access strategy x�, users
need to be fully aware of the distribution of channels’ transmission qualities, i.e., the
distribution of X.n/. In practice, such knowledge can only be collected gradually
along with users’ accesses.

In this model, we regard the decision process between two consecutive successful
transmissions (note that no successful transmission occurs if a user who wins access
forgoes the transmission opportunity) as one meta stage. Suppose there are all
together H meta stages (thus H successful transmissions). We define the following
strong regret performance measure,

RI .H/ D sup
2˘H

E
� HX
lD1

X.
P�l

kD1 	k/ �K

K�l

	

�E˛
� HX
lD1

X.
P˛l

kD1 	k/ �K

K˛l

jFl�1; : : : ;F0

	
:

In the above formulation, since channel conditions are IID over time, for each meta
stage we restart the clock, i.e., we always set the first time slot for each meta
stage as n D 1. ˛l is the stopping time for the l-th meta stage and X.

P˛l
kD1 	k/

is the corresponding reward. Here we denote by the Fl WD [j2M F
j

l the set of

observations of channel qualities at meta stage l ( with F
j

l for each user j ).
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Model II: Single-User, Multichannel

For this model, our goal is to design an online algorithm ˛t ; t D 1; 2; : : : ; T based
on past observed history Ft�1; : : : ;F1, so as to minimize the expected reward loss
from the one-stage decision-making process. Or in other words, to minimize the
following strong regret measure,

RII .T / D sup
�2˘T

E�
� TX
tD1

.X�t .�/.t/ �

��1X
nD1

c�t .n//

	

�E˛
� TX
tD1

.X˛t .�/.t/ �

��1X
nD1

c˛t .n//jFt�1; : : : ;F0

	
; (5)

where �t is the optimal decision at meta stage t when the information on fXigi2O
is known and � the stopping time; �t .n/; n D 1; 2; : : : ; � are the channels selected
at decision step n of each meta stage t . ˛t is the decision actually made at t by the
user based on past observations when channel statistics is unknown.

For both problems, if an algorithm can achieve regret RI .H/
H

(respectively, RII .T /
T

)
! 0 then it is called sublinear in total regret and zero-regret in time average.

Weak Regret

As mentioned earlier in the introduction, when the statistics for decision-making
processes are missing, there is a large body of literature on online decision-making.
Among all the solutions, Multi-Armed Bandit stands out as one of the most widely
adopted solution, due to both its simple, elegant solution structure, as well as its
very minor restriction on prior knowledge of models’ statistics. However the distinct
feature that sets our goal different from the existing one lies in that such policies
try to minimize the notion of weak regret, a more commonly used objective as
mentioned earlier. This is in contrast to strong regret that we are aiming to study.

Weak regret generally refers to the difference between an algorithm and the best
single-action policy that always uses the option with the best average. For instance,
under Model II, the weak regret is given by

Rweak.T / D T �max
i
EŒXi � �EŒ

TX
tD1

X˛t � : (6)

This can be similarity defined for Model I, where maxi EŒXi � corresponds to always
letting the “best user” (with the highest average access rate) use the channel.

The above weak regret minimization problem can be readily solved within the
context of Multi-Armed Bandit, Existing online algorithms developed under this
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category of studies can often help achieve a sublinearly growing Rweak.T /, that is,
Rweak.T / D o.T /. For example, the celebrated UCB1 [25] algorithm:

Upper Confidence Bound 1 (UCB1) Auer et al. [25]
1: Initialization: for t � N , play arm/choice t , t D t C 1.
2: While t > N :

• For each choice k, calculate its sample mean:

NXk.t/ D
Xk.1/CXk.2/C : : :CXk.nk.t//

nk.t/

• Its index:

Ik;t;nk .t/ D Xk.t/C

s
L log t

nk.t/
; 8k

• Play the arm with the highest index; t D t C 1

The algorithm executes the notion of exploration and exploitation implicitly. To
be more specific, the sample mean term controls how often the learner exploits by
favoring the arms that turned to be good empirically. The confidence terms regulate
how often a user should explore by sampling less confident options.

The regret of running UCB1 is bounded at the order of logT . Specifically,
suppose EŒX1� > EŒX2� > : : : > EŒXN �. Denote by %k WD EŒX1� �EŒXk�

Theorem 1 ( [25]). Rweak.T / when running UCB1 is bounded as follows:

Rweak.T / �
X
k>1

d
8 logT

%i

e C const: (7)

Design of Online Algorithms

We detail our online learning algorithm in this section. To generalize the discussion
we shall refer to the users in Model I and the channels in Model II as units. Then
for a unifying framework of the online learning process, there are two main phases,
exploration and exploitation, described as follows.

• Exploration: sample the units with sampling times less thanD1.t/ D L � t
z � log t

up to meta stage t , with L > 0; 0 < z < 1 being constant parameters. Here L
is a sufficiently large (we shall specify its bounds later alongside the analysis)
exploration parameter. When the unit represents a channel, the sampling process
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Exploitation: sensed
channel realization

max ajmax bj

RetireSense 1
Sense 1
Guess 1
Sense k

Check 
phase

Exploration

Meta stage t

Fig. 2 Illustration of our online algorithm for Model II

is to probe the channel quality; when such a unit represents a user, the process
corresponds to letting the user gain access to the channel to gather samples.

• Exploitation: execute the optimal scheduling policy using collected statistics as
detailed in the offline solution, but with built-in tolerance for estimation errors as
detailed below. The sensing results (possibly multiple) from exploitation phases
will also be collected and utilized for training purpose.

The above steps are rather standard within the regret learning literature: when a
unit has not been explored/sensed sufficiently (e.g., a user has not accessed a channel
for a sufficient number of times in Model I or a channel has not been sampled
sufficiently in Model II), the algorithm enters the exploration phase. Otherwise the
algorithm mimics the procedures of calculating the optimal strategies as detailed in
the offline solutions but with empirically estimated channel statistics. One notable
difference here is that since the offline dynamic policies involve channel sensing
as part of the decision process, effectively additional samples are collected during
exploitation phases and used toward estimation. The general framework of this
online approach is summarized as follows. We also illustrate above procedure with
Model II in Fig. 2.

Online Solution: A unifying framework
1: Initialization: Initialize L; z; t D 1 and sample each unit at least once. Update the collection

of sample as F0 and the number of samples for each unit j as nj .t/.
2: Exploration: At stage t , if E .t/ WD fj W nj .t/ < D1.t/g ¤ ;, sense the set E .t/ of units.
3: Exploitation: If E .t/ D ;, calculate the optimal strategy according to steps in the correspond-

ing offline algorithm (with relaxation) based on collected statistics fFOtg
t�1
OtD1

.
4: Update: t WD t C 1; update sample set and for sampled unit j update nj .t/ WD nj .t/C 1.

The exploitation phase is intended for the algorithm to compute and execute
the optimal offline strategy using statistics collected during the exploration phase.
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However, due to the estimation error, the executed version has to be error tolerant,
e.g., by relaxing the conditions for the steps involving strict equalities. We show
how this relaxation is done for the problem in Model II below.

(Online_MU) and (Online_MC)

We now detail the online counterparts for (Offline_MU) and (Offline_MC) by filling
the details in above general framework. As a notational convention, we will denote
by Qy the estimated version of y, tj .k/ the meta stage when the k-th sample is
collected for channel j and EŒ QX� the sample mean of X .

Online_MU: Algorithm details
1: Initialization: Initialize L; z; l D 1 and let each user access the channel once. Denote the

collected sample for user j at stage l as F
j

l . Update nj .0/ D 1 and F
j
0 .

2: Exploration: At stage l , let

E .l/ WD fj W nj .l/ < D1.l/g:

At any decision epoch, if E .l/ ¤ ; and let user j 2 E .l/ transmit right away. If multiple such
j exist, a user is selected randomly from E .l/.

3: Exploitation: Otherwise if E .l/ D ;, calculate the optimal threshold Qx� according to Eq. (4)
using collected statistics fF j

Ol
gl�1

OlD0
for each user j and following the scheduling strategy

detailed in (Offline_MU).
4: Update: l WD l C 1; for user j who accessed the channel update nj .l/ WD nj .l/C 1 and its

sample set fF j

Ol
gl

OlD0
.

In (Online_MC), besides the clear separation between exploration and exploita-
tion phases, several relaxations are invoked and the relaxation term 1

t z=2
could be

viewed as the tolerance/confidence region. This tolerance region decreases in time
t and approaches 0 asymptotically as the estimation errors decrease as well. There
is an inherent trade-off between exploration and the tolerance region. With more
exploration steps (a larger z), a finer degree of tolerance region could be achieved.
We shall further discuss the roles of z in the analysis.

Regret Analysis

In this section, we analyze performance of the online algorithm. We present the
main results for both (Online_MU) and (Online_MC). Since (Online_MC) is a much
more complex algorithm and its analysis can be easily adapted for (Online_MU), as
well as for brevity, we will only provide details for (Online_MC).

Before formalizing the regret analysis for (Online_MC), we outline the key
steps. The regret consists of two parts: that incurred during exploration phases and
that during exploitation phases. For exploration regret, we will try to bound the
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number of exploration steps that are needed. For the exploitation phase, the regret is
determined by how accurate decisions are made using estimated values. Specifically,
Online.STEP 1 does not have a decision-making step as it is simply a calculation,
though we will show later in the proof that the calculation of faj ; bj gj2O does play
an important role in the sorting and decision-making process. In Online.STEP 2, if
the sorting is done incorrectly, then this could lead to errors in Online.STEP 3, as
all decision-making and sensing orders are based upon the ordering of the channels.
Online.STEP 3 has the following error: (1) error in computing aj ; bj s, (2) error in
calculating ds , and (3) error in calculating a set of value functions for sub-step 3.3.

Assumptions

We state a few mild technical assumptions. We will assume nontrivial channels,
i.e., EŒXj � > 0;8j 2 O , so that they all have positive average rates. We will
also assume all channel realizations are bounded, i.e., finite support over all channel
condition, 0 � supj2O;! Xj .t I!/ < 1; 8t; with ! being an arbitrary channel
realization. This is not a restrictive assumption since in reality the transmission rate
is almost always nontrivial and bounded. Moreover denote

%� D max
t;i¤j;!i ; !j

jXj .t I!j / �Xi.t I!i/j C
X
i2O

ci :

%� can be viewed as an upper bound for a one step loss when a suboptimal
decision is made and %� < C1 (note ci s are finite). Finally, we assume the
cdf of each channel i ’s condition satisfies the Lipschitz condition, i.e., there exists
L .note different from L/; ˛ > 0 such that

jFXi .x C ı/ � FXi .x/j � L � jıj˛;8i; x; ı : (8)

The Lipschitz condition has been observed to hold for various distributions, for
example, the exponential distribution and uniform distribution [32].

Main Results for (Online_MC)

Full details can be found in [31]. We first separate the regret for different phases.
We have the following simple upper bound on the regret RII .T /,

RII .T / D Re.T /CRs.T / � Re.T /C

�
R2.T /CR3.T /


:

The first term Re.T / is the regret from exploration phases. Rs.T / is the regret
from exploitation which could be further upper bounded by the two terms from
Online.STEP 2&3 of (Online_MC), respectively: R2.T / comes from the sorting



886 Y. Liu and M. Liu

Regret

Exploration regret
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Online.Step 3.2

Online.Step 3.3

Fig. 3 Illustration of our regret analysis for (Online_MC)

procedure and R3.T / comes from the last step of decision-making. Notice for
Online.STEP 1 there is no direct regret incurred from parameter calculation: the
errors in the calculation are reflected in Online.STEP 2&3 later. The idea of upper
bounding the regret by a union bound will be repeatedly utilized in the following
analysis. For example, we can show that the regret in each step above can again be
upper bounded by the sum of regrets of each of its sub-steps. This is illustrated in
Fig. 3. Therefore we will not restate the details of the bounding for the rest of the
proof. Denote the sum sp.T / WD

PT
tD1

1
tp

. We have our main result for the regret
analysis summarized as follows.

Theorem 2. There exists a constant L s.t. the regret for (Online_MC) is bounded
by

RII .T / � %
�

�
NLT z logT C C1 � s˛�z=2.T /C C2 � s2.T /

�
;

time uniformly, where C1; C2 > 0 are constants.
Here L is larger than a certain positive constant which we detail later. It is easy

to notice since T z logT and s˛�z=2 are both sublinear terms (s˛�z=2 is on the order
of 1 � ˛�z

2
, while s2.�/ is bounded by a constant since sp.T / < 1;8p > 1; T .),

RII .T / is also sublinear and asymptotically we achieve zero-regret on average
(limT!1RII .T /=T D 0). The first term T z logT is due to the exploration while
the term s˛�z=2 comes from exploitation. Clearly we see with a larger z (more
exploration invoked), we will have a larger regret term from exploration phases;
however the regret for exploitation will decrease. The balanced setting is achieved
at z D 1 � ˛�z

2
) z D 2

2C˛
:

Interesting to note when ˛ ! 1, z ! 0, that is, similar to the weak regret
results of MAB literature, our strong regret reduces from a sublinear order to the
logarithmic one. What ˛ !1 implies is that the Lipschitz condition becomes

jFXi .x C ı/ � FXi .x/j � L � jıj˛ D 0;
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i.e., FXi .x C ı/ � FXi .x/ D 0 when ı is small enough. This further implies when
the channel quality state Xi is discrete, we are able to achieve a O.logT / strong
regret, compared to a O.T z logT / one.

Bounding the Exploration Regret

We start with bounding the exploration regret Re.T /.

Lemma 1. The exploration regret Re.T / is bounded as

Re.T / � D1.T / �N%
�: (9)

Proof. Note that since the exploration phase requires D1.T / samples for each
channel up to time T , we know there are at mostN �D1.T / exploration phases being
triggered. For each exploration phase, the regret is bounded by %�, completing the
proof. ut

Bounding the Exploitation Regret

We next consider regret incurred during exploitation phases, that associated with the
sorting (Online.STEP 2) and that associated with decision-making (Online.STEP 3),
respectively. Main steps and sketches of the proofs are given below, while the details
can be found in [31].

To bound the regret associated with the sorting step, we have the following result.

Lemma 2. Regret R2.T / is bounded as follows, R2.T / � %� � 2 �N
PT

tD1
2
t2
:

Proof. First of all, we could easily show the calculation of EŒXj �; aj ; bj will
fall into certain confidence region when the number of exploration steps are large
enough (L). Moreover the estimation errors of aj ; bj are proportional to the one
for EŒXj �. Intuitively this is due to the calculation of aj ; bj which relates to the
calculation of EŒXj � in a piece-wise linear way.

Lemma 3. With sufficiently large L.	 1
"2
/, 8j we have,

P .jEŒ QXj � �EŒXj �j > "/ �
2

t2
; and

P .j Qaj � aj j >c1;j � "/ �
2

t2
; P .j Qbj � bj j > c2;j � "/ �

2

t2
;

where "; c1;j ; c2;j are positive constants.
Accurate estimations of the parameters lead us to a small probability event of mis-
computing R:
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Lemma 4. At time t with sufficiently large L, and any iteration steps of the sorting
procedure of Online.STEP 2, we have P .R ¤ QR/ � N � 2

t2
:

The above lemma helps us prove the following results for sorting S :

Lemma 5. At t with sufficiently large L, the error for sorting set S is bounded as,

P . QS ¤ S/ � N �
2

t2
:

Putting up all terms and multiple by %�, we have results claimed in Lemma 2.
ut

To bound the regret associated with decision-making (STEP 3), we have the
following result.

Lemma 6. Regret R3.T / is bounded as follows,

R3.T / � %
� �

�
C1 � s˛�z=2.T /C C

�
2 � s2.T /


;

where C1; C �2 are positive constants.

Proof. We sketch the key steps toward getting the claim.

Online.STEP 3.1
At first step of deciding whether x.n/ 	 a1 of Online.STEP 3, there will be no error
when x � minf Qa1; a1g or x 	 maxf Qa1; a1g. Consider x falling in the middle. Make
" being small enough, " D 1

t z=2
: As we already proved P .j Qa1 � a1j > c1;1 � "/ < 2

t2
,

and also due to the relaxation of R, the difference between Qa1 and the true a1 is
bounded away by at most c1;1 � "C ". For j Qa1 � a1j � .c1;1 C 1/ � ", the probability
that x falls within the middle is bounded as

P .9i s.t. Xi.t/ 2 Œminf Qa1; a1g;maxf Qa1; a1g�/

�
X
i

P .Xi .t/ 2 Œminf Qa1; a1g;maxf Qa1; a1g�/

� N � jFXi . Qa1/ � FXi .a1/j �
NL � .c1;1 C 1/˛

t˛�z=2
;

by Lipschitz condition. Add up for all t we have a sublinear term.

Online.STEP 3.2
We first prove the following results:

Lemma 7. With sufficiently large L, 8 information state .x; S/, we have at time
t 8" > 0 P .j QV .x; QS/ � V .x; S/j > jS j � "/ � 2

t2
:
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This lemma bounds the difference in estimating the value function with enough
samples. The proof is done by induction over the size S and relies heavily on the
dynamic equations for V .�; �/. Based on above results, we prove that the estimation
of ds can be bounded by a confidence region, which we detail as follows:

Lemma 8. With sufficiently large L and channel set S

P .j Qds � dsj >
2jS j C 3

Cds
� "/ �

4

t2
;

at time step t;8" > 0, where Cds D P .X1 � ds/.
The proof is primarily done via analyzing the estimation errors from both sides of
the equation

V .0; Sn/ D �c1 CEŒV .maxfds; X1g; Sn � f1g/� ;

which decides ds . For bounding the value functions, we repeatedly use Lemma 7.
Taking L 	 4 and " D 1

t z=2
will lead to our bounds.

Remark 1. The above result invokes a constant Cds D P .X1 � ds/. If
P .X1�ds/ D 0, i.e., X1.!/ > ds;8! our bound is not well defined. In fact
under this case, what really matters is the overlapping between Œ0; Qds� and ŒXj ; Xj �

(support of Xj ). So long as the overlapping is bounded small enough, the decision
error is again bounded.

Online.STEP 3.3
When x.n/ < ds , the optimal decision comes from one of three cases. For the first
two cases, we have the following lemmas characterizing the regrets: for sub-steps
Online.STEP 3.3.1 and 3.3.2, there are possibly three decisions to make and we have
their error bounded as follows

Lemma 9. With sufficiently large L, we have the following concentration results:
(1). if b1 	 a2, P . Qb1 < Qa2 �

1

t z=2
/ � 2

t2
: (2). If b2 	 b1, P . Qb2 < Qb1 �

1

t z=2
/ � 2

t2
:

(3). If g1.0/ 	 maxfEŒX1�; g2.0/g, P . Qg1.0/ < maxfEŒ QX1�; Qg2.0/g � 2

t z=2
/ � 2

t2
:

For error in b1 in Online.STEP 3.3.2, the analysis is the same as for a1 as in
Online.STEP 3.1 since we already established its estimation error bounds.

For the last case in Online.STEP 3.3.3, first notice if EŒX1� D g2.0/, there
is no error associated with the last step since guessing (access w/o sensing) the
first channel and probing the second essentially return the same expected reward.
Therefore we show the error analysis when EŒX1� ¤ g2.0/. We then bound the
error of estimating b0 (this is similar with proving the bound for ds and we omit
the details for proof): with Cb0 being certain constant, P .j Qb0 � b0j > 2"

Cb0
/ � 2

t2
:

Moreover we have the following results: At time t

P .sign.EŒ QX1� � Qg2.0// ¤ sign.EŒX1� � g2.0/// �
2

t2
:
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These cover all parameters needed for the decision-making queries.
Putting up all terms we have results claimed in Lemma 6. ut

Combining Re.T /;R2.T /; andR3.T / gives us the main result.

Discussion on Parameter L

In most of our proved results, we assumedL to be significantly large. We summarize
the actual conditions on L below:

(Condition 1): L 	 maxf4; 1=.
minak1¤ak2 jak1 � ak2 j

2maxj c1;j
/2g ;

(Condition 2): L 	 1="2o ;

where fc1;j gj2O is a set of positive constants and "o is a solution of " for

C � ."CL � .c1;j C 1/
˛"˛/ �

minf"3; "4g

2
;

where C is a positive constant and

"3 D min
j¤k
jEŒXj � �EŒXk�j; "4 D min

j¤k
j
EŒXj � � cj

P .X 	 aj /
�
EŒXk� � ck

P .X 	 ak/
j

and for simplicity we assume "3; "4 > 0, that is, channels have different values in
above two parameters.

From (Condition 1) we know when faigs are closer to each other, L should
be chosen to be larger. Also from (Condition 2) we know when channels’ expected
rewardEŒXj � and EŒXj ��cj

P .X�aj /
(can be viewed as potential term when sensed) are closer

to each other, againL should be chosen to be larger. The intuition here is that in such
cases a larger L can help achieve higher accuracy for the estimations to differentiate
two channels that are similar.

The selection of L depends on a set of "s, which further depends on statistical
information of Xj s (though weaker as we only need to know a lower bound on
them), but this is assumed unknown. Following a common technique [33], this
assumption can be relaxed but with potentially larger regret. In particular, one can
show that at any time t with L being a positive constant, the estimation error "t
for any terms (e.g., a; b or EŒXj �) satisfies the following: P ."t > 1

t�
/ � 1

t�
; with

�; � > 1. Therefore with the error region "t being small enough, there would be no
error associated with differentiating the channels of the algorithm. Thus there exists
a constant T0 such that "t < min ";8t > T0: Consider the case "t � 1

t�
. Since when

the error happens under this case, two estimated terms (the suboptimal and optimal
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one) are separated by at most 2"t . The probability of the corresponding term falls
into this region is bounded as jFXi .x C "t / � FXi .x � "t /j � L � 2˛ � 1

t˛�� by the

Lipschitz condition. Therefore we have the extra error bounded by
PT0

tD1 L �2˛ � 1
t˛�� ,

which is a constant growing sublinearly up to time T0.

Main Results for (Online_MU)

For (Online_MU) we can similarly prove the following result

Theorem 3. There exists a constant L s.t. the regret for (Online_MU) is bounded
by

RI .H/ � %
�

�
MLH z logH C OC1 � s˛�z=2.H/C OC2 � s2.H/

�
;

time uniformly, where OC1; OC2 > 0 are constants.
Notice that though RI .H/ looks similar to RII .T /, they may have very different
parameters for each term, i.e., OC1; OC2 may be quite different from C1; C2, as well
as different constraints for L due to the different statistical structure of the two
problems. Again the first term is coming from exploration phases, the second term
is due to inaccurate calculations of x�, and last term bounds the event that Qx� is too
different from x�.

Simulation

In this section we show a few examples of the performance of the proposed online
algorithm via simulation. We measure the average regret rate RI .l/=l.RII .t/=t/
and compare our performance to the optimal offline algorithm, a static best single-
channel policy, as well as that of a weak-regret algorithm.

For simplicity of demonstration, we assume channel qualities follow exponential
distribution but with different parameters (We have similar observations for other
distributions. The details are omitted for brevity.). The corresponding distributions’
parameters are generated uniformly and randomly between Œ0; 0:5�. Users’ attempt
rates pi s are uniformly generated in the interval Œ0; 0:5� (in Model I). The costs
for sensing the channels (in Model II) are also randomly generated according to
uniform distribution between Œ0; 0:1�. In the following simulation for Model I, we
have M D 5 users, while for Model II, we have N D 5 channels. Simulation cycle
is set to be H D T D 4; 000. In the set of results for performance comparison with
offline solutions, we set the exploration parameters as L D 10; z D 1=5. Later on
we show the performance comparison w.r.t. different selection of L and z.
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Comparison with Offline Solution

We first take the difference between the oracle ((Offline_MU)) and (Online_MU) at
each step t and divide it by t (i.e., we plot RI .t/=t ). This regret rate is plotted in
Fig. 4, and clearly we see a sublinear convergence rate. We repeat the experiment
for (Online_MC), and the regret convergence is shown in Fig. 5, which validate
our analytical results. To make the comparison more convincing, we compare the
accumulated reward between (Online_MC), (Offline_MC), and the best single-
channel (action) policy, which always selects the best channel in terms of its average
rate (channel statistics is assumed to be known a priori) in Fig. 6. In particular,
we see the accumulated rewards of (Online_MC) (red square) are close to the
performance of the oracle (blue circle) who has all channel statistical information
and follows the optimal decision process as we previously depicted in (Offline_MC).
We observe that the dynamic policies clearly outperform the best single-channel
policy.
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Fig. 4 Convergence of average regret: (Online_MU)
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Fig. 5 Convergence of average regret: (Online_MC)
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Fig. 7 (Online_MC) v.s. UCB1

Comparison with UCB1

We next demonstrate the advantages of our algorithm (Online_MC) by comparing
it with UCB1, a classical online learning algorithm that achieves logarithmic weak
regret for IID bandits [25]. The performance gain is quite clearly seen in Fig. 7.
It is worth pointing out that there also exists extensive literature in reinforcement
learning (RL), which is generally targeted at a broader set of learning problems
in Markov Decision Processes (MDPs) [34]. Bandit problems constitute a special
class of MDPs, for which the regret learning framework (using index policies) is
generally viewed as more effective both in terms of convergence and computational
complexity.

Effects of Parameter Selection

We next take a closer look at the effects of parameter selection, primarily with L
and z. We demonstrate with (Online_MC). We repeat the above sets of experiment
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Table 2 Average collected reward under different L (Avg. = 0.27 with random channel selection)

L.z D 1=5/ 5 10 20 30 40

Average reward 0.3391 0.3522 0.3353 0.3183 0.3166

Table 3 Average collected reward under different z (Avg. = 0.27 with random channel selection)

z.L D 10/ 1/6 1/5 1/4 1/3 1/2

Average reward 0.3411 0.3522 0.3557 0.3017 0.1949

w/ different L; z combinations and tabulate the average reward per time step. From
Table 2, we observe the selection of L is not monotonic: a smaller L incurs less
exploration steps, but more errors will be invoked at exploitation steps due to its
less confidence in calculating the optimal strategy. On the other hand, a large L
inevitably imposes higher burden on sampling and thus becomes less and less
favorable with its increase. Similar observations hold for z since z controls the length
of exploration phases jointly with L but with different scale. However it is indeed
interesting to observe that when z grows large enough (e.g., z D 1

2
), the performance

drops drastically: this is due to the fact in such a case more than enough efforts have
been spent in sensing steps (Table 3).

Discussion

We discuss several possible extensions of existing results, concerning the relaxation
of assumptions on channel properties. Note that our basic idea and method of
tracking an offline optimal (or near-optimal) algorithm by estimating key parameters
remain unchanged regardless of the assumptions on the channel model. However,
two factors will be at play with more challenging models: (1) Different channel
models may lead to only suboptimal offline solutions or approximations which
may or may not have a performance guarantee; tracking such algorithms would
lead to a “weakened” strong regret measure. (2) If the computation of an offline
algorithm is complex either in terms of computation or in the amount of infor-
mation it requires, then this could also affect the effectiveness of our learning
procedure.

For instance, throughout the paper, we have assumed that the channel quality over
time evolves as an IID process, though with unknown distributions. An immediate
extension is to consider Markovian channel evolution, which leads to a restless
bandit problem which does not have a known structured solution in general. In some
special cases, optimal solutions can be derived and may take on a simple form, see,
e.g., the greedy policy under the two-state channel model considered in [35, 36],
or the LP relaxation approximation developed in [37]. Tracking these algorithms
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requires the estimation of a set of two-state transition probability matrices and
conceptually can be done and likely will not change the order of the regret bound;
however, none of these algorithms are generally optimal so in some cases we
could be tracking a target with poor performance. On the other hand, computing
the optimal offline algorithm even with full-channel statistics is computationally
intensive (restless bandit problems are known to be PSPACE complete [38], so
tracking it becomes nontrivial).

Similarly, throughout this study, we have not considered interferences from
multiple users; the channel quality perceived by a user is assumed to be entirely
the result of factors like fading and shadowing but not interference. It would
be an interesting extension to consider multiuser interference and investigate the
effectiveness of our learning approach in tracking a certain offline multiuser
algorithm. A natural way to design the learning procedure in this case is to combine
stochastic bandit learning (for channel availability) with adversarial learning (for
user interference). Possible candidates of target offline algorithms include, e.g., [39],
which studied a capacity maximization problem in distributed wireless network
under SINR interference model and showed a constant factor approximation bound
compared to the global optimum is achievable, by using an adversarial model to
capture the effects of interference, and [40] that proposed scheduling algorithms
for a similar problem but under Rayleigh-fading interference models and showed a
logarithmic order approximation.

Last but not least, the assumption that the channel statistics stay unchanged is
needed only in deriving the bound under the current technique. It is however not
needed for the learning algorithm to work as the exploration aspect of the algorithm
is in principle designed to detect and adapt to changes in the underlying statistics.
The challenge is in how to quantify the learning/adaptation performance when such
changes are present. Some recent results may prove very helpful, see, e.g., [41]
on a sharp bound (sublinear) for certain cases when such non-stationary statistical
properties satisfy bounded variation [41].

Conclusion

In this chapter, we discuss several decision-making issues in channel switching and
transmission scheduling in cognitive networks. We present a couple of classical
results for single-user, multichannel model and multiuser, single channel model. We
point out to a common limitation in all existing solutions in such decision-making
solutions that often channel statistics are unknown a priori. Without knowing such
information, we propose an online learning algorithm which helps collect samples
of channel realization while making optimal scheduling decisions. We show our
proposed learning algorithm (for both a multiuser and multichannel model) achieves
sublinear regret uniform in time, which further gives us a zero-regret algorithm on
average.
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Abstract

The energy-efficient design for TDMA (time-division multiple access) MIMO
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the joint optimization over both the time resource and the transmit precoding

L. Fu (�)
Department of Communication Engineering, Xiamen University, Xiamen, China
e-mail: liqun@xmu.edu.cn

© Springer Nature Singapore Pte Ltd. 2019
W. Zhang (ed.), Handbook of Cognitive Radio,
https://doi.org/10.1007/978-981-10-1394-2_26

899

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-1394-2_26&domain=pdf
mailto:liqun@xmu.edu.cn
https://doi.org/10.1007/978-981-10-1394-2_26


900 L. Fu

matrices to minimize the overall energy consumption. Compared with the tradi-
tional MIMO networks, the challenge here is that the secondary users (SUs) may
not be able to obtain the channel state information (CSI) to the primary receivers.
The corresponding mathematical formulation turns out to be non-convex and thus
of high complexity to solve in general. This chapter covers both the transmission
choices for each SU: single-data-stream transmission and multiple-data-stream
transmission. Fortunately, by applying a proper optimization decomposition, it
can be shown that the optimal solution can be found in polynomial time in both
cases. In practical wireless system, the time is usually allocated in the unit of slot.
Moreover, by exploring the special structure of this particular problem, it can be
shown that the optimal time slots allocation can be obtained in polynomial time
with a simple greedy algorithm. Simulation results show that the energy-optimal
transmission scheme adapts to the traffic load of the secondary system to create
a win-win situation where the SUs are able to decrease the energy consumption
and the PUs experience less interference from the secondary system. The effect
is particularly pronounced when the secondary system is underutilized.

Keywords
Cognitive radio networks � MIMO � Energy efficiency � Scheduling �
Beamforming

Introduction

Background

Cognitive radio (CR), which allows secondary users (SUs) to opportunistically
access the spectrum that is underutilized by the primary licensed users, is a
promising approach to improve the spectrum efficiency [11, 17]. With the aid
of multiple-input multiple-output (MIMO) techniques [9], the cognitive spectrum
may efficiently work in the underlay mode, where the SUs transmit concurrently
with the primary users (PUs) as long as the interferences from the SUs to the
PUs are below a tolerable threshold [17]. Future wireless systems are evolving
to support the exponentially increasing traffic demands, which, in most cases,
are achieved at the expense of a higher energy consumption and a considerable
impact on the environment. Energy-efficient transmission is of critical importance
to reduce the carbon footprint and to prolong the battery lifetime of wireless devices
[6–8, 12, 15, 16, 20, 27]. Performing energy-efficient transmissions among the SUs
could also alleviate the interference to the primary system.

The key idea that enables the underlay mode in a CR network is that with multiple
antennae, the SU can carefully design its precoding matrix so as to suppress the
interference at the primary receivers. Such a technique normally requires channel
state information (CSI), which can be assumed to be available in the traditional
MIMO network setup. However, in a CR network, the PUs are usually not aware
of the existence of the SUs. This has two effects: (1) the primary receivers may not
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feed back the CSI to the SUs; (2) the primary receiver will not perform interference
cancellation at the receiver side. In other words, the SUs are only able to do pre-
interference suppression and may have to do this with only access to statistical CSI.
This is the main challenge when designing energy-efficient transmission strategies
for MIMO CR networks.

Related Works

Studies of energy-efficient transmissions of MIMO networks fall into two main
classes: traditional MIMO networks [6, 8, 15, 16, 24, 27] and MIMO CR networks
[12, 20]. For example, in the former class, [6] investigated the energy consumption
of a single MIMO/SISO link by considering both the transmission energy and
the circuit energy consumption. In [24], the authors considered the transmit
power minimization through downlink transmit beamforming. In [8], the authors
considered power minimization through downlink transmit beamforming and solved
it with semidefinite programming (SDP) approach. In [15], the authors studied
the energy efficiency of a MIMO-based TDMA cellular system. In particular, the
authors proposed a cross-layer approach of joint rate selection and mode switching
to save the system energy consumption. As discussed above, perfect CSI is typically
assumed in traditional MIMO networks.

In the latter class, some recent papers, [12, 20, 34], considered the energy/power
minimization problem in MIMO CR networks. When perfect CSI is not available
to the secondary system, the deterministic interference constraints at the primary
receivers cannot be satisfied and thus are not proper. A robust optimization
framework is proposed in [12, 34], which requires the constraints to hold for every
possible realization of the channel. Such an approach guarantees the worst-case
performance and is thus overly conservative. In practice, many wireless applications
can tolerate occasional outages without affecting users’ QoS. Therefore, it is
sufficient to consider a more realistic interference constraint which is to satisfy the
interference constraints with high probability [28]. In [20], the authors considered
the multicast precoding where a secondary transmitter communicates with multiple
secondary receivers under statistical CSI. The problem was shown to be non-convex
[24], and an SDP relaxation was proposed. Since there is only one secondary
transmitter, it is sufficient to optimize the SU’s precoding matrix only at the physical
layer. This chapter focuses on the uplink transmission scenario involving multiple
secondary transmitters. In this case, the scheduling and beamforming need to be
jointly optimized in order to minimize the total energy consumption of all the SUs.

A closely related problem to energy minimization is rate maximization. Rate
maximization in MIMO CR networks has been considered in [29–34]. In [31],
Zhang et al. showed that rate maximization for a single secondary link under
perfect CSI and no interference from the primary system to the secondary system
is a convex optimization problem. Practical algorithms based on the singular-value
decomposition of the SU’s MIMO channel matrix were proposed. In [29], weighted
sum-rate maximization of the multiple access channel in a MIMO CR network was
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investigated and a capped multilevel water-filling algorithm was proposed. In [33],
the authors considered maximizing the rate of a single secondary link under different
levels of CSI availability of the channels from the SUs to the primary receivers. A
unified homogeneous QCQP formulation was proposed, and an SDP relaxation was
shown to produce the optimal solution in some special cases.

Summary

The joint design of physical and MAC layer techniques can further reduce the
overall energy consumption of the secondary network with multiple SUs. With the
aid of MIMO techniques, it is possible that multiple SUs send uplink traffic to the
secondary base station (BS) simultaneously with spatial multiplexing. However, in
a CR network, the interference power at each secondary receiver does not only
come from the primary users but also from other SUs. The MIMO interference
channel is well known to result in NP-hard problems [22]. Therefore, in order to
avoid excessive interference among the SUs, the SUs send their traffic via TDMA.
There is no interference among the SUs. However, the SUs share the same spectrum
with some PUs, and thus the concurrent transmissions of SUs and PUs will cause
interference to each other. Shannon’s capacity formula implies that we can reduce
the energy consumption for delivering a certain amount of traffic by increasing
the transmission time [26]. However, in a TDMA network, the total transmission
time is shared by multiple SUs. Increasing transmission time for one SU leads to
the reduction of transmission time for others. Therefore, the energy consumptions
of SUs trade off against each other. Meanwhile, each SU has a QoS requirement,
measured as a target rate, to be satisfied. Therefore, the secondary BS needs to
allocate the time resource and configure the beamforming patterns for the SUs in a
way that could achieve the desirable balance between the SUs’ target rates and the
interference at the primary receivers.

The problem formulation involves jointly optimizing the time allocation and pre-
coding for the SUs, with statistical CSI. As will be elaborated in section “Problem
Formulations”, the problem formulations are non-convex and thus can be expected
to be hard to solve in general. This chapter covers a comprehensive investigation
on this problem, under two different transmission choices for SUs: single-data-
stream transmission and multiple-data-stream transmission. Quite surprisingly, it
is possible to develop efficient algorithms that are guaranteed to find the optimal
solutions in both cases. To tackle the non-convexity, the decomposition method
that subdivides the overall problem into two separate problems is applied so that
the problem can be solved efficiently. In particular, the optimal time allocation can
be found by solving a convex optimization problem for each case. When each SU
only transmits one data stream on all its transmit antennae, the transmit precoding
matrix then reduces to a beamforming vector. This choice is more preferable
in an interference-limited network to avoid excessive interference to other links
[4, 18].Given the optimal time allocation, the optimal beamforming vector for each
SU can be obtained efficiently through a simple matrix eigenvalue-eigenvector
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computation. When each SU transmits multiple data streams, the SU further utilizes
the multiplexing gain of MIMO systems. In this case, the number of data streams
is also a system design variable, which is discrete by nature. In this case, given
the optimal time allocation, the optimal precoding matrix can be found by “water-
filling.”

Furthermore, in practical wireless systems, a slot is the smallest unit during
time allocation, which implies that there is additional integer constraint on the
time variable. The overall problem formulation then becomes a mixed-integer
non-convex optimization problem, which is typically even more complicated. By
exploring the special structure of the time optimization problem, it can be shown
that the optimal integer time allocation can be found in polynomial time with a
simple greedy algorithm.

The remainder of this paper is organized as follows. Section “System Model”
introduces the system model. Section “Problem Formulations” lays out the problem
formulations in both the single-data-stream transmission case and the multiple-data-
stream transmission case for each SU. Section “Single-Data-Stream Transmission:
Problem Decomposition and Optimal Solution” is devoted to the optimization
decomposition and the solution method when each SU transmits only one data
stream on all its transmit antennae. Section “Multiple-Data-Stream Transmis-
sion: Problem Decomposition and Optimal Solution” covers the solution methods
under the multiple-data-stream transmission case for each SU. Section “Simulation
Results” is the simulation results. Section “Conclusion” concludes this chapter.

System Model

In a CR network with K SUs and J PUs, the primary links could potentially
always be active and thus need to be protected at all times. The primary network
is composed of J pairs of transmitters and receivers. The secondary system is a
single-cell network, where the SUs send uplink traffic to the same secondary BS
via TDMA. The uplink transmissions are synchronized by the secondary BS so that
they are allocated different time slots for their transmissions and thus do not cause
interference to each other.

Let Sk denote the kth SU. Let MSk denote the number of transmit antennas
of Sk and NBS denote the number of receive antennas at the secondary BS. Let
HBS;Sk 2 C

NBS�MSk denote the channel matrix from Sk to the secondary BS. There
are J links in the primary network. Let Pj denote the j th primary transmitter-
receiver pair. Let MPj and NPj denote the number of transmit antennas and the
number of receive antennas of Pj , respectively. Let HPi ;Pj denote the NPi �MPj

channel matrix from the j th primary transmitter to the i th primary receiver. Since
the SUs coexist with the PUs, their signals may interfere with each other. Let
HPj ;Sk 2 C

NPj �MSk and HBS;Pj 2 C
NBS�MPj denote the channel matrix from

Sk to the receiver of Pj and the channel matrix from the transmitter of Pj to
the secondary BS, respectively. The channel is assumed to be a frequency flat
fading channel so that it is the same for the considered bandwidth. Furthermore,
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the channel is assumed to be block fading channel, so that the channel matrices do
not change during a TDMA frame, and the channel realizations in different frames
are uncorrelated. This assumption is valid if the mobile user does not move very fast.
In this case, the coherence time is long enough to cover the whole TDMA frame.
In particular, it is assumed that the channel is Rayleigh fading channel in a rich
scattering environment, so that the entries of the channel matrices are independently
and identically distributed (i.i.d.) complex Gaussian random variables with a zero
mean [21]. The variance of the complex Gaussian variables is half of the path
loss from the corresponding transmitter to the corresponding receiver. Since the
secondary system is centralized, the secondary BS can estimate HBS;Sk and feed
back it to each Sk with a separate control channel. Thus, it is reasonable to assume
that HBS;Sk is known to both Sk and the secondary BS.

Single-Data-Stream Transmission for Each SU

When each SU transmits the same data stream on all its transmit antennae, the
transmit and receive beamforming can be defined on vector. Let uSk 2 C

MSk
�1

and vBSk 2 C
N
BS � 1 denote the transmit beamforming vector of Sk and the

receive beamforming vector of the secondary BS when Sk is active, respectively.
Let uPj 2 C

MPj �1 and vPj 2 C
NPj �1 denote the transmit beamforming vector and

the receive beamforming vector of the primary link Pj , respectively. Without loss of
generality, the receive beamforming vectors are normalized such that kvBSkk

2
2 D 1

and kvPj k
2
2 D 1. Let scalars xSk and xPj denote the transmit signals of Sk and Pj ,

respectively. Without loss of generality, it can be assumed that EŒjxSk j
2� D 1 and

EŒ
ˇ̌
xPj

ˇ̌2
� D 1. The received signal of Sk after receive beamforming at the secondary

BS is

yBSk D vBSk
HHBS;SkuSkxSkC

JX
jD1

vBSk
HHBS;Pj uPj xPjCvHBSknBS ; kD1; � � � ; K:

The vector nBS 2 C
NBS�1 is a circular complex additive Gaussian noise vector with

a noise power of N0w at the secondary BS, where N0=2 is the noise power spectral
density and w is the bandwidth used in the secondary system. The received signal-
to-interference-plus-noise ratio (SINR) of Sk then becomes

�BSk D
E

 ˇ̌

vBSk
HHBS;SkuSkxSk

ˇ̌2 �

E

h JP
jD1

ˇ̌
vBSkHHBS;Pj uPj xPj

ˇ̌2
C
ˇ̌
vHBSknBS

ˇ̌2 i

D

ˇ̌
vBSk

HHBS;SkuSk
ˇ̌2

JP
jD1

ˇ̌
vBSkHHBS;Pj uPj

ˇ̌2
CN0w

; k D 1; � � � ; K: (1)
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According to the Shannon’s capacity formula, the achievable transmission rate
of Sk is

rSk D w log
�
1C �BSk

�
D w log

0
BBB@1C

ˇ̌
vBSk

HHBS;SkuSk
ˇ̌2

JP
jD1

ˇ̌
vBSkHHBS;Pj uPj

ˇ̌2
CN0w

1
CCCA :

The transmit power of Sk is pSk D kuSkk
2
2, and Sk causes an interference to the

j th primary receiver at the level of

qPj Sk D
ˇ̌̌
vHPj HPj ;SkuSk

ˇ̌̌2
; k D 1; � � � ; K; j D 1; � � � ; J:

Multiple-Data-Stream Transmission for Each SU

To further explore the multiplexing gain of MIMO system, both the primary and
secondary users can transmit multiple data streams. Let DSk and DPj denote
the number of data streams of Sk and Pj , respectively. Let xSk 2 C

MSk
�1 and

xPj 2 C
MPj �1 denote the actual transmitted vectors of Sk and Pj , respectively.

The covariance matrices of xSk and xPj are denoted by QSk
and QPj , which are

Hermitian positive semidefinite matrices.
The received vector of Sk at the secondary BS is

yBSk D HBS;SkxSk C
JX
jD1

HBS;Pj xPj C nBS ; k D 1; � � � ; K:

The secondary BS treats the interference from the primary transmitters as noise,
and there is no successive interference cancellation at the secondary BS. The
interference-plus-noise covariance matrix at the secondary BS when Sk transmits
is then

CSk D

JX
jD1

HBS;Pj QPj HH
BS;Pj

CN0wINBS ;

which is an NBS �NBS Hermitian positive semidefinite matrix.
According to Shannon’s capacity formula for a MIMO link [9,25], the achievable

transmission rate of Sk is

rSk D w log


det

�
ICHBS;SkQSk

HH
BS;Sk

C�1Sk
��
; k D 1; � � � ; K:
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Here rSk is the instantaneous transmission rate (in nats/second) when Sk is active.
The total transmit power of Sk on all its transmit antennas is pSk D tr

�
QSk

�
, and

Sk causes a total interference power to the j th primary receiver at the level of

qPj ;Sk D tr
�

HPj ;SkQSk
HH
Pj ;Sk

�
; k D 1; � � � ; K; j D 1; � � � ; J:

Problem Formulations

The system target is to choose the proper time allocation and the transmit precoding
design for each SU to minimize the total energy consumption of all the SUs while
protecting the PUs and ensuring a minimum QoS for each SU. Specifically, the
interference from each SU to each of the PUs needs to be below a certain threshold,
and each SU has a rate requirement RSk to be satisfied. Here RSk (with the unit of
nats/frame) is the number of nats that Sk needs to transmit in each time frame.
Without loss of generality, the TDMA frame length of the secondary system is
normalized to be 1. Each Sk is allocated a time fraction tSk .0 � tSk � 1/ to
transmit its data. The instantaneous transmit power of Sk is limited by a maximum
power of pSk;max.

Problem Formulation for Single-Data-Stream Transmission

This problem can be mathematically formulated as follows:

min
tSk ;uSk ;vBSk

KX
kD1

tSkkuSkk
2
2

s: t: tSkw log

0
BBB@1C

ˇ̌
vBSk

HHBS;SkuSk
ˇ̌2

JP
jD1

ˇ̌
vBSkHHBS;Pj uPj

ˇ̌2
CN0w

1
CCCA 	 RSk ; 8k;

(2a)

KX
kD1

tSk � 1; (2b)

ˇ̌̌
vHPj HPj ;SkuSk

ˇ̌̌2
� �Pj ; 8k; 8j; (2c)

kuSkk
2
2 � pSk;max; 8k; (2d)

tSk 	 0; 8k:
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The objective function in (2) is the total energy consumption of all the SUs.
Constraint (2a) guarantees each SU’s rate requirement. Constraint (2b) states that
the total time allocated to all the SUs is no larger than the TDMA frame length.
Constraint (2c) ensures that the interference from each secondary transmitter to
each primary receiver is no larger than a tolerable threshold �Pj . Constraint (2d)
states that the SUs have limited transmission power. The variables in (2) are the
time fraction variables tSk , the transmit beamforming vectors uSk , and the receive
beamforming vectors vBSk of the SUs.

Since the secondary system is a centralized TDMA network, it is reasonable
to assume that HBS;Sk is known to both Sk and the secondary BS. As, in a CR
network, the secondary system is usually aware of the existence of the primary
system, it is also reasonable to assume that the secondary BS can overhear the
transmissions on the primary links. At the secondary BS, the overheard signal of
Pj is HBS;Pj uPj . Therefore, the secondary BS is able to estimate HBS;Pj uPj for all
PUs. However, in a CR network, the secondary system is usually transparent to the
primary system. The primary system would not deliberately provide the CSI to the
secondary system. Therefore, the secondary system may only know the statistics
of coefficient vectors vHPj HPj ;Sk in constraint (2c) (e.g., the type of distribution

and EŒvHPj HPj ;SkHH
Pj ;Sk

vPj �). However, it does not know the precise realization of

vHPj HPj ;Sk .
Notice that in formulation (2), the receive beamforming variables vBSk only

appear in constraint (2a). These variables can be eliminated by exploring the
optimal receive beamforming, which are the minimum-mean-square-error (MMSE)
receivers [14]:

v�BSk D �SkB�1Sk HBS;SkuSk ; k D 1; � � � ; K; (3)

where BSk D
JP
jD1

HBS;Pj uPj uHPj HH
BS;Pj

C N0wI, and �Sk is the normalized factor

given by �Sk D
1

kB�1
Sk

HBS;Sk
uSk k2

, which ensures kv�BSkk
2
2 D 1. The maximum

received SINR is then given by

�BSk D uHSkASkuSk ; k D 1; � � � ; K; (4)

where ASk D HH
BS;Sk

B�1Sk HBS;Sk , which is an MSk �MSk Hermitian matrix.
Substituting (4) into constraint (2a), formulation (2) can be simplified to

min
tSk ;uSk

KX
kD1

tSkkuSkk
2
2

s: t: tSkw log
�
1C uHSkASkuSk

�
	 RSk ; 8k; (5a)

KX
kD1

tSk � 1; (5b)
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ˇ̌̌
vHPj HPj ;SkuSk

ˇ̌̌2
� �Pj ; 8k; 8j; (5c)

kuSkk
2
2 � pSk;max; 8k; (5d)

tSk 	 0; 8k;

The receive beamforming vectors vBSk are removed, and the variables in formula-
tion (5) are the time fraction variables tSk and the transmit beamforming vectors uSk
of the SUs.

Since the secondary system does not know the precise realization of vHPj HPj ;Sk ,
the left-hand side of constraint (5c) is random for any given uSk . The require-
ment of satisfying constraint (5c) would easily lead to suboptimal or infeasible
solutions. Interestingly, many wireless applications (such as video streaming,
voice over IP) can tolerate occasional outages without affecting users’ QoS.
Thus, in a more realistic requirement, it is sufficient to satisfy the interference
constraints with a high probability. In other words, the CR network allows the
interference from the secondary transmitters to the primary receivers to exceed the
power threshold �Pj with a small outage probability ıPj . Constraint (5c) is then
replaced by

Pr
HPj ;Sk

;vPj

� ˇ̌̌
vHPj HPj ;SkuSk

ˇ̌̌2
� �Pj

�
	 1 � ıPj ; 8k;8j; (6)

where the probability is taken over both HPj ;Sk and vPj .
Under Rayleigh fading channel assumption, the entries of the channel matrix

HPj ;Sk are i.i.d. complex Gaussian random variables with a zero mean and a

variance of
ˇPj ;Sk
2

, where ˇPj ;Sk denotes the path loss from Sk to the j th primary
receiver. Furthermore, because HPj ;Sk and vPj are independent of each other,ˇ̌̌
vHPj HPj ;SkuSk

ˇ̌̌2
follows an exponential distribution with the parameter 1

ˇPj ;Sk kuSk k
2
2

[33]. So we have

Pr
HPj ;Sk

;vPj

� ˇ̌̌
vHPj HPj ;SkuSk

ˇ̌̌2
� �Pj

�
D 1 � exp

 
�

�Pj

ˇPj ;SkkuSkk
2
2

!
:

Therefore, the outage probability constraint (6) is equivalent to

kuSkk
2
2 �

��Pj

ˇPj ;Sk log ıPj
; 8k; 8j: (7)

Furthermore, after converting the outage probability constraint to (7), it can
be shown that (7) can be combined with the maximum transmission power
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constraint (5d). Let �Sk D min
n

��P1
ˇP1;Sk log ıP1

; � � � ;
��PJ

ˇPJ ;Sk log ıPJ
; pSk;max

o
. Con-

straints (7) and (5d) are equivalent to

kuSkk
2
2 � �Sk ; 8k D 1; � � � ; K:

Therefore, problem (5) can be recast as follows:

min
tSk ;uSk

KX
kD1

tSkkuSkk
2
2

s: t: tSkw log
�
1C uHSkASkuSk

�
	 RSk ;8k; (8a)

KX
kD1

tSk � 1; (8b)

kuSkk
2
2 � �Sk ; 8k; (8c)

tSk 	 0; 8k:

Problem Formulation for Multiple-Data-Stream Transmission

When each SU transmits multiple data streams, the joint design of time allocation
and the transmit precoding matrix to minimize the energy consumption of all the
SUs can be mathematically formulated as follows:

min
tSk ;QSk

KX
kD1

tSk tr
�
QSk

�

s: t: tSkw log


det

�
ICHBS;SkQSk

HH
BS;Sk

C�1Sk
��
	 RSk ; 8k; (9a)

KX
kD1

tSk � 1; (9b)

tr
�

HPj ;SkQSk
HH
Pj ;Sk

�
� �Pj ; 8k; 8j; (9c)

tr
�
QSk

�
� pSk;max; 8k; (9d)

tSk 	 0; 8k;

QSk
� 0; 8k:
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Problem (9) is non-convex due to both the objective function and Constraint (9a)
and is thus in general difficult to solve. It can be shown that the rank of the
optimal covariance matrix to Problem (9) is never higher than the corresponding
channel, i.e., rank.Q�Sk / � rank.HH

BS;Sk
C�1Sk HBS;Sk / � rank.HBS;Sk /. Suppose there

is one optimal Q�Sk with a higher rank than rank.HBS;Sk /. It is easy to obtain
a new solution of the transmit covariance matrix by projecting Q�Sk to the row
space of HH

BS;Sk
C�1Sk HBS;Sk . The new solution obtained by the projection satisfies

Constraints (9a) and (9c). Further, it reduces the LHS of Constraint (9d) and
the objective function. This contradicts with that Q�Sk with a higher rank than
rank.HBS;Sk / is the optimal solution. Therefore, we do not need to impose rank
constraint on QSk

in Problem (9).
The secondary system only knows the statistics of HPj ;Sk (e.g., the type of

distribution and EŒHPj ;SkHH
Pj ;Sk

�). It does not know the precise realization of HPj ;Sk .
Similarly, under the probabilistic interference constraints, the CR network allows
the interference from each secondary transmitter to each primary receiver to exceed
the power threshold �Pj with a small outage probability ıPj . Constraint (9c) is then
replaced by

Pr
HPj ;Sk

n
tr
�

HPj ;SkQSk
HH
Pj ;Sk

�
� �Pj

o
	 1 � ıPj ; 8k; 8j; (10)

where the probability is taken over HPj ;Sk .

Given the Rayleigh distribution of the channels, tr
�

HPj ;SkQSk
HH
Pj ;Sk

�
follows

an exponential distribution with the parameter 1

ˇPj ;Sk tr.QSk
/

[33]:

Pr
HPj ;Sk

n
tr
�

HPj ;SkQSk
HH
Pj ;Sk

�
� �Pj

o
D 1 � exp

 
�

�Pj

ˇPj ;Sk tr
�
QSk

�
!
:

Thus, the outage probability constraint (10) is equivalent to

tr
�
QSk

�
�

��Pj

ˇPj ;Sk log ıPj
; 8k; 8j: (11)

Furthermore, (11) can be combined with Constraint (9d), which can be
expressed by

tr
�
QSk

�
� �Sk ; 8k:

Therefore, the problem formulation can be recast as follows:
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min
tSk ;QSk

KX
kD1

tSk tr
�
QSk

�

s: t: tSkw log


det

�
ICHBS;SkQSk

HH
BS;Sk

C�1Sk
��
	 RSk ; 8k; (12a)

KX
kD1

tSk � 1; (12b)

tr
�
QSk

�
� �Sk ; 8k; (12c)

tSk 	 0; 8k;

QSk
� 0; 8k:

Note that similar to Problem (9), it does not need to add rank constraint on
QSk

in Problem (12). Furthermore, Problem (12) is also a non-convex optimization
problem. It is challenging to solve the non-convex Problems (8) and (12) directly.
As can be seen in the subsequent sections, we will tackle this difficulty by finding a
closed-form solution for uSk and QSk

, respectively. Therefore, (8) and (12) can be
further reduced to convex optimization problems in tSk only. As a result, the optimal
solutions to both Problem (8) and Problem (12) can be found efficiently.

Feasibility

The feasible set in Problem (8) (or (12)) may not always be nonempty. For each
Sk , its maximum feasible instantaneous transmission rate rSk;max, with the unit
of nats/second, depends on its maximum transmit power and the interference
constraints at the primary receivers. In the single-data-stream transmission case,
the maximum link rate for Sk can be computed by solving the following problem:

max
uSk

w log
�
1C uHSkASkuSk

�

s: t: kuSkk
2
2 � �Sk :

(13)

In the multiple-data-stream transmission case, the maximum link rate for Sk can
be obtained by solving

max
QSk

w log


det

�
ICHBS;SkQSk

HH
BS;Sk

C�1Sk
��

s: t: tr
�
QSk

�
� �Sk ;

QSk
� 0:

(14)

Problem (14) can be solved with standard “water-filling” [9, 25].
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The minimum time resource tSk;min that each Sk needs to satisfy its rate
requirement is

tSk;min D
RSk
rSk;max

:

Problem (8) (or (12)) is feasible when the traffic load in the secondary system does
not exceed its capacity, i.e.,

KX
kD1

tSk;min � 1: (15)

In section “Single-Data-Stream Transmission: Problem Decomposition and
Optimal Solution”, it can be shown that there is a closed-form feasibility
condition in the single-data-stream transmission case. In the multiple-data-stream
transmission case, first it is required to solve Problem (14) to obtain rSk;max. Then
the feasibility of Problem (12) can be guaranteed if Condition (15) is satisfied.

Single-Data-Stream Transmission: Problem Decomposition and
Optimal Solution

It can be shown that there is a closed-form feasibility condition in the single-
data-stream transmission case. Furthermore, the optimal time fractions and transmit
beamforming vectors can be obtained efficiently through a proper decomposition.
Therefore, the time fractions tSk and the transmit beamforming vectors uSk can be
separately optimized without affecting the overall optimality.

Given any time fraction allocation .tS1 ; � � � ; tSK /, Problem (8) reduces to K

separate optimization problems among the SUs. For each Sk , the optimization
problem is given by

min
uSk

kuSkk
2
2

s: t: w log
�
1C uHSkASkuSk

�
	
RSk
tSk

; (16a)

kuSkk
2
2 � �Sk : (16b)

It can be shown that the optimization problem (16) has a closed-form solution by
a simple eigenvalue-eigenvector computation. Let �Sk;1; �Sk;2; � � � ; �Sk;MSk

denote
all the eigenvalues of matrix ASk . Let zSk;i (kzSk;ik

2
2 D 1) denote the normalized

eigenvector of ASk associated with eigenvalue �Sk;i ; .1 � i � MSk/. Let �Sk;max

denote the largest eigenvalue of ASk and zSk;max denote the normalized eigenvector
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of ASk associated with �Sk;max. The closed-form solution to (16) is given in the
following lemma.

Lemma 1. The necessary and sufficient condition for optimization problem (16) to
be feasible is

tSk 	
RSk

w log
�
�Sk�Sk;max C 1

� ; k D 1; � � � ; K: (17)

When condition (17) is satisfied, the optimal solution to (16) is

u�Sk D

vuutexp
�
RSk
wtSk

�
� 1

�Sk;max
zSk;max; k D 1; � � � ; K: (18)

Proof. Matrix ASk is a Hermitian matrix. Therefore ASk can be unitarily diagonal-
ized as ASk D PSk…SkPHSk , where PSk is a unitary matrix and …Sk is a diagonal
matrix containing all the eigenvalues of ASk . So we have

uHSkASkuSk D uHSkPSk…SkPHSkuSk D
�
PHSkuSk

�H
…Sk

�
PHSkuSk

�
� �Sk;maxkPHSkuSkk

2
2:

Since matrix PSk is unitary, we further know that kPHSkuSkk
2
2 D kuSkk

2
2. So we have

uHSkASkuSk � �Sk;maxkuSkk
2
2; (19)

where the equality is achieved when uSk is an eigenvector of ASk corresponding to
�Sk;max.

On the other hand, constraint (16a) is equivalent to

uHSkASkuSk 	 exp

�
RSk
wtSk


� 1: (20)

According to (19) and (20), we know that if we only consider constraint (16a) in
optimizing Problem (16), the minimum value of the objective function in (16) is

ku�Skk
2
2 D

exp

�
RSk
wtSk


�1

�Sk ;max
, and the optimal solution is u�Sk D

s
exp

�
RSk
wtSk


�1

�Sk ;max
zSk;max.

Since constraint (16b) only states that kuSkk
2
2 should be no greater than �Sk ,

therefore (16) is feasible if and only if the minimum value of kuSkk
2
2 satisfies

constraint (16b). That is,

exp
�
RSk
wtSk

�
� 1

�Sk;max
� �Sk ) tSk 	

RSk

w log
�
�Sk�Sk;max C 1

� : ut
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According to Lemma 1, the optimal transmit beamforming vectors are explicit
functions of the time fraction allocation .tS1 ; � � � ; tSK /. This enables us to solve
optimization problem (8) through a proper decomposition.

Theorem 1. In the single-data-stream transmission case, the necessary and
sufficient condition for optimization problem (8) to be feasible is

KX
kD1

RSk

w log
�
�Sk�Sk;max C 1

� � 1: (21)

Furthermore, problem (8) can be solved in polynomial time. In particular, the
optimal time fractions are the optimal solutions to the convex optimization

min
tSk

KX
kD1

tSk

exp
�
RSk
wtSk

�
� 1

�Sk;max

s: t:
KX
kD1

tSk � 1;

tSk 	
RSk

w log
�
�Sk�Sk;max C 1

� ; 8k:

(22)

The optimal transmit beamforming vectors are then given by the closed-form
solution in (18).

Proof. Substituting (18) into Problem (8), then (8) becomes (22). The condition for

the constraint set of (22) to be nonempty is
KP
kD1

RSk
w log .�Sk �Sk ;maxC1/

� 1.

Problem (22) is an optimization problem with the time fraction variables tSk only.
The second order derivative of the objective function in (22) with respect to variable
tSk is

R2Sk
w2�Sk;maxt

3
Sk

exp

�
RSk
wtSk


;

which is always positive for any nonnegative tSk . Thus, the objective function in (22)
is a convex function. Furthermore, the constraints in (22) are linear. Therefore, (22)
is a convex optimization problem, which can be solved in polynomial time with the
standard interior-point method [5]. ut

Two remarks are in order for Theorem 1:

1. In the single-data-stream transmission case, it is energy-optimal for each SU to
scale its transmit beamforming vector with the eigenvector corresponding to the
largest eigenvalue of its ASk . The scaling factor depends on the time resource
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for each SU. Furthermore, the energy-optimal time allocation can be found by
solving convex optimization problem (22).

2. Finding the optimal solutions in the single-data-stream transmission case is
straightforward. When a new SU sends transmission request to the secondary
BS, the secondary BS first checks whether Condition (21) is satisfied. If yes, the
secondary BS solves the convex optimization Problem (22) to obtain the optimal
time fractions. Furthermore, the optimal transmit beamforming vectors are then
computed by (18). After obtaining the optimal transmit beamforming vectors, the
optimal receive beamforming vectors can be computed by (3). If Condition (21)
is not satisfied, the rate requirements of all the SUs cannot be satisfied. In
this case, the secondary BS performs call admission control to block the
new SU.

Multiple-Data-Stream Transmission: Problem Decomposition
and Optimal Solution

In the multiple-data-stream transmission case, the optimal solutions to the non-
convex Problem (12) can be found in polynomial time by first optimizing the time
fractions tSk and then the transmit covariance matrices QSk

. Furthermore, it can be
shown that the optimal time slot allocation (discrete time allocation) can be obtained
with a polynomial-time algorithm.

Optimal Solution for Continuous Time Allocation

Given any feasible time allocation .tS1 ; � � � ; tSK /, Problem (12) reduces to K

separate transmit covariance matrix optimization problems, one for each Sk :

min
QSk

tr
�
QSk

�

s: t: w log


det

�
ICHBS;SkQSk

HH
BS;Sk

C�1Sk
��
	
RSk
tSk

; (23a)

tr
�
QSk

�
� �Sk ; (23b)

QSk
� 0:

The optimal solution to Problem (23) can be computed by standard “water-
filling” [9, 25]. Let FSk denote HH

BS;Sk
C�1Sk HBS;Sk , which is an MSk � MSk

Hermitian positive semidefinite matrix. Let WSk D rank
�
FSk

�
and �Sk;1 	 �Sk;2

	 � � � 	 �Sk;WSk denote all the nonnegative eigenvalues of matrix FSk . Let gSk;i
(kgSk;ik

2
2 D 1) denote the normalized eigenvector of FSk associated with eigenvalue

�Sk;i ; .1 � i � WSk / and GSk be a matrix whose i th column is gSk;i . The optimal
solution to Problem (23) is given in the following lemma.
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Lemma 2. The necessary and sufficient condition for Problem (23) to be feasible is

tSk 	 tSk;min: (24)

Furthmore, let QQ
�

Sk
be a diagonal matrix with entries

QQ�Sk;i i D

�
Sk �

1

�Sk;i

C
; (25)

where .x/C D maxfx; 0g, and the value of Sk is chosen to sastisfy

WSkY
iD1

�
�Sk;iSk

�C
D exp

�
RSk
wtSk


: (26)

Then, when Condition (24) is satisfied, the optimal solution to Problem (23) is

Q�Sk D GSk
QQ
�

Sk
GH
Sk
: (27)

Proof. If we do not consider Constraint (23b) when solving Problem (23), the
optimal solution is given by standard “water-filling.” Constraint (23b) only states
that the minimum objective value should be no greater than �Sk . Since the MIMO
link rate obtained from the water-filling is an increasing function in tr

�
QSk

�
[25],

we can find that Constraint (23b) is satisfied if tSk satisfies Condition (24). ut

The optimal transmit covariance matrices are functions of the time allocation
.tS1 ; � � � ; tSK /. Thus, the optimal number of data streams and the optimal energy
consumption of each Sk are dependent on its time resource allocation. To simplify
the notation, let

�Sk
�
mSk

�
D

RSk

w

��mSkP
iD1

log�Sk;i


�mSk log�Sk;.mSkC1/

 ;

where mSk 2
˚
1; � � � ;

�
WSk � 1

��
. Observe that �Sk is a decreasing function of mSk .

The optimal number of data streams D�Sk is a stepwise function of tSk , given by

D�Sk

�
tSk
�
D

8̂̂
<
ˆ̂:
WSk ; 0 < tSk < �Sk

�
WSk � 1

�
;

mSk ; �Sk
�
mSk

�
� tSk < �Sk

�
mSk � 1

�
;

1; tSk 	 �Sk .1/ :

(28)

Furthermore, the optimal “water level” �Sk is a function of tSk , given by
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�Sk

�
tSk
�
D

0
BBBB@

exp
�
RSk
wtSk

�
D�

Sk
.tSk /Q
iD1

�Sk;i

1
CCCCA

1

D�

Sk
.tSk /

:

Therefore, the optimal energy consumption of Sk is a function of tSk , which can be
computed according to

ESk
�
tSk
�
D tSk

0
BBBBB@
D�Sk

�
tSk
�
0
BBBB@

exp
�
RSk
wtSk

�
D�

Sk
.tSk /Q
iD1

�Sk;i

1
CCCCA

1

D�

Sk
.tSk /

�

D�

Sk
.tSk /X
iD1

1

�Sk;i

1
CCCCCA
; (29)

Note that because the optimal number of data streams D�Sk
�
tSk
�

is a stepwise
function of tSk , ESk

�
tSk
�

is a piecewise defined function of tSk . Here the piecewise
defined function means that ESk

�
tSk
�

takes on different forms for different intervals
of tSk . As shown in Proposition 1, ESk

�
tSk
�

is a continuous function in tSk .
The following proposition establishes some key properties of the optimal energy
consumption ESk

�
tSk
�
, which will be useful later when solving the time allocation

problem among the SUs.

Proposition 1. The optimal energy consumption ESk
�
tSk
�

is a strictly convex,
continuous, first-order differentiable, and monotonically decreasing function in tSk .

Proof. The proof is in the Appendix. ut

Substituting (24), (27), and (29) into Problem (12), it then becomes an opti-
mization problem in the time fraction variables tSk only. Furthermore, as shown in
Proposition 1, the energy consumption (29) is a monotonically decreasing function
in tSk . Thus, the optimal solution could be achieved only when Constraint (12b) is
satisfied with equality. Therefore, the time resource optimization problem among
the SUs is given by

min
tSk

KX
kD1

ESk
�
tSk
�

s: t:
KX
kD1

tSk D 1;

tSk 	 tSk;min; 8k:

(30)

The objective function ESk
�
tSk
�

is convex as shown in Proposition 1, and the
constraints in (30) are linear. Therefore, Problem (30) is a convex optimization
problem. Problem (12) can be solved efficiently through the decomposition method.
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Theorem 2. In the multiple-data-stream transmission case, the optimal time allo-
cation and the optimal transmit covariance matrices can be found separately.
In particular, the optimal time allocation is the optimal solution to the convex
optimization problem (30). After obtaining the optimal t�Sk , the optimal transmit
covariance matrix of each SU can then be computed by “water-filling,” given
in (27).

Proof. From Lemma 2, it can be shown that given any feasible time allocation, the
optimal transmit covariance matrix is computed by “water-filling.” Proposition 1
further shows that the energy consumption, based on the optimal covariance matrix,
is a strictly convex function of tSk . Thus, the optimal solution to Problem (30)
is the global optimal time allocation. Given this optimal t�Sk , the optimal transmit
covariance matrix is then computed by “water-filling.” ut

Note that although the objective function in (30) is a piecewise defined function
in tSk , it is continuous, and its first-order derivative is also continuous. However,
it is not second-order differentiable. Thus, only first-order methods for convex
optimization problems (such as the gradient methods) can be applied to solve
Problem (30) [2, 5]. Here the spectral projected gradient (SPG) method [3], which
is a variation of the projected gradient method, is a time-efficient algorithm for
Problem (30). The SPG method makes two modifications. First, it incorporates
the non-monotone line search scheme proposed in [10]. Second, the step size is
chosen to be the one introduced in [1]. With these two modifications, the number
of iterations can be significantly reduced. Thus, the SPG method has been shown
to converge to the global optimal solution with a competitive convergence rate for
convex optimization problems [3, 23].

The time complexity for the SPG method to solve Problem (30) is O
�
K2
�

in
terms of iterations [3]. In each iteration, the gradient can be easily updated from an
explicit function. The time complexity for each SU to obtain the optimal transmit
covariance matrix by “water-filling” is O

�
W 3
Sk

�
, where WSk D minfMSk ;NBSg

[19]. Therefore, the overall time complexity to obtain the optimal solution in
multiple-data-stream transmission case is O

�
K2
�
CO

�
KW 3

Sk

�
.

Optimal Solution for Discrete Time Allocation

In many wireless systems, the time frame is divided into a number of time slots.
A slot is the smallest unit in the time allocation process. The time resource
allocated to each Sk should be an integer indicating the number of time slots
instead of a real number. With the additional integer constraint on the variable tSk in
Problem (12), it then becomes a mixed-integer non-convex optimization problem,
which is generally very difficult to solve. Fortunately, by exploring the special
structure of Problem (12), optimal solutions can be obtained within polynomial
time.

Without loss of generality, suppose each normalized frame has a total number of
T time slots, the time resource optimization problem among the SUs is given by
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min
tSk

KX
kD1

ESk
�
tSk
�

s: t:
KX
kD1

tSk D T;

tSk 2
n
t
.I /
Sk ;min;

�
t
.I /
Sk;min C 1

�
; � � � ; T

o
; 8k;

(31)

where t .I /Sk;min D dtSk;minT e is the minimum number of time slots that each Sk needs.
Problem (31) is an integer optimization problem, which is feasible if and only if

KX
kD1

t
.I /
Sk;min � T:

The objective function of (31) is a separable sum of convex functions. With this
special property, it is not difficult to find the optimal solution to (31) with a greedy
algorithm [13]. Let �k.tSk / denote the change in the energy consumption when the
number of time slots allocated to Sk is increased from tSk � 1 to tSk ,

�k.tSk / D ESk
�
tSk
�
�ESk

�
tSk � 1

�
; tSk 2

n�
t
.I /
Sk;min C 1

�
; � � � ; T

o
:

The value of �k.t
.I /
Sk;min/ can be defined as �1.

As shown in Proposition 1, the energy consumption ESk
�
tSk
�

is strictly convex
and monotonically decreasing in tSk . We then have

�k.t
.I /
Sk;min/ � �k.t

.I /
Sk;min C 1/ �; � � � ;� �k.T /; 8k:

In the greedy algorithm, starting from the minimum slot allocation t.I /min D�
t
.I /
S1;min; � � � ; t

.I /
SK;min

�
, one time slot is allocated at a time. A time slot is added to

the Sk which has the minimum �k.tSk / among all the SUs. The algorithm stops
when all the T time slots are allocated. The optimal solution to Problem (31) can be
characterized by

8̂̂
ˆ̂̂̂<
ˆ̂̂̂̂
:̂

�k.t
�
Sk
/ � '�; 8k;

�k.t
�
Sk
C 1/ 	 '�; 8k;

KP
kD1

t�Sk D T;

t�Sk 2
n
t
.I /
Sk ;min;

�
t
.I /
Sk;min C 1

�
; � � � ; T

o
; 8k:
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In the allocation of one slot, the energy consumption can be easily computed from
an explicit function. The time complexity for finding the minimum �k.tSk / among
all the SUs is O .K/. Therefore, the overall time complexity to obtain the optimal
discrete time allocation with the greedy algorithm is O .KT /.

Simulation Results

The performance of the proposed algorithms is evaluated in terms of energy
consumption, interference to primary system, convergence, and optimality. In the
simulation setup, there are two primary links with 10m distance between the
transmitter and corresponding receiver. The SUs are uniformly distributed in a
square area of 200m�200m, with a minimum separation of 35m from the primary
receivers. An example CR network with 35 SUs is shown in Fig. 1. Each node in
the network has 4 antennae. For each network setting, 1000 independent simulation
runs are performed.

The frame length of the secondary system is 20ms, and each SU has a rate
requirement of 32 kbps. The carrier frequency is 1 GHz and the network bandwidth
is 20MHz. The wireless channel is assumed to be the i.i.d. Rayleigh fading channel
with path loss exponent equal to 4. The PUs transmit at the maximum power of
20 dBm, while the maximum transmit power for each SU is 27:5 dBm. The noise
power density is �174 dBm/Hz. The interference power threshold �Pj is set such

that
�Pj
N0w is 25 dB. The outage probability ıPj in the statistical CSI scenario is 1%.

Fig. 1 A sample random CR
network with 2 primary links
and 35 secondary users
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Energy Consumption

The energy consumptions per bit of the SUs, for both the single-data-stream
transmission case and the multiple-data-stream transmission case, named “optimal
time & single stream” and “optimal time & multiple streams,” are shown in Fig. 2.
For comparison, the energy consumption of the “max-rate” transmission schemes is
shown. In the “max-rate” scheme, each SU uses the minimum time resource and the
transmit covariance matrix of the solution to Problem (14).

Compared with the “max-rate” scheme, the energy consumption of both the
“optimal time & single stream” and “optimal time & multiple streams” is reduced
significantly. The energy consumption per bit roughly remains constant in the “max-
rate” scheme. In the “optimal time & single stream” and “optimal time & multiple
streams” schemes, there is a trade-off between the energy consumption and the
system traffic load (i.e., the number of SUs). Taking the “max-rate” scheme as the
baseline, the energy reduction of “optimal time & multiple streams” is up to 78%
when the secondary system is underutilized. During simulations, it can be observed
that when the secondary system is underutilized or when it experiences a strong
interference from the primary system, the optimal way for each SU to perform
transmit precoding is to do the single-data-stream transmission. This can be seen
in Fig. 2: when the secondary system has less than 8 SUs, both the “optimal time &
single stream” and “optimal time & multiple streams” produce the same result. As
the traffic load further increases, the optimal number of data streams will increase to
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Fig. 2 Average energy consumption per bit of the secondary system
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exploit the multiplexing gain and further reduce the energy consumption. Compared
with the “optimal time & single stream” scheme, the energy consumption of the
“optimal time & multiple streams” scheme is reduced by 23% when the secondary
system has 65 users.

Interference to the Primary Receivers

Figure 3 shows the average interference power from the SUs to the primary receivers
in the statistical CSI scenario, which is measured by the interference-to-noise ratio
(in dB).

In the “max-rate” scheme, the average interference-to-noise ratio is smaller than
the required 25 dB. This is because the secondary transmitter needs to satisfy
the interference constraint at both primary receivers in each simulated network.
Therefore, the interference-to-noise ratio at each primary receiver is smaller than
25 dB in many simulation runs. The interference to the primary system is also
alleviated in the “optimal time & single stream” and “optimal time & multiple
streams” schemes. The interference power to the primary system adapts to the traffic
load of the secondary system. Moreover, it can be observed that in the “optimal time
& multiple streams” scheme, the interference power increases slower compared with
the “optimal time & single stream” scheme.
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Convergence

As shown in section “Optimal Solution for Continuous Time Allocation”, the
SPG method is guaranteed to converge to the optimal time allocation in multiple-
data-stream transmission case. Figure 4 shows the convergence performance for
the sample random secondary network with 35 users, as shown in Fig. 1. It can
be found that the objective function is reduced significantly during the first 10
iterations. Another observation is that the objective function in the SPG method
may not monotonically decrease in every iteration, which has also been discussed
in [23].

Figure 5 shows the convergence performance, plotted in terms of the average
number of iterations. The stopping criterion is kt.nC1/ � t.n/k1 < 10�5. The
number of iterations first increases and then decreases with the number of SUs
and always stays below 85 iterations. This indicates that the SPG method has a
good convergence rate even in a secondary system with many users. Note that in
the perfect CSI scenario, the SPG method is also guaranteed to converge to the
optimal solution with similar convergence performance when the secondary system
is underutilized.
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Fig. 4 The energy consumption of the secondary network as a function of the number of iterations
in the multiple-data-stream transmission case. The secondary network has 35 users with the
topology shown in Fig. 1
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Fig. 5 Average number of iterations needed to converge to the optimal solution in the multiple-
data-stream transmission case

Conclusion

This chapter discusses the jointly energy-optimal time allocation and precoding
design in MIMO CR networks. In particular, it covers two transmission choices for
each SU: single-data-stream transmission and multiple-data-stream transmission.
The problem formulations turn out to be non-convex optimization problems.
The non-convexity can be conquered by applying an optimization decomposition
technique. As a result, in the single-data-stream transmission case, the global
optimal time allocation can be found by solving a convex optimization problem.
Furthermore, the optimal beamforming vector can be found by simple matrix
eigenvalue-eigenvector computation.

In the multiple-data-stream transmission case, since the number of data streams
in the transmit covariance matrix is discrete by nature, the energy consumption is
a piecewise defined function in the time variable. In this case, the optimal energy
consumption is shown to be continuous, first-order differentiable, strictly convex,
and monotonically decreasing in the time variable. Thus the SPG algorithm can be
applied to quickly find the optimal time allocation. In a slotted system, where time
is a discrete variable, the optimal number of time slots can be found with a greedy
algorithm. Given the optimal time allocation, the optimal transmit covariance matrix
is obtained by water-filling.

Note that spectrum efficiency can be further improved if the SUs send simul-
taneous uplink transmissions with spatial multiplexing. However, in this case, the
SUs will interfere with each other. Finding the optimal transmit covariance matrices
for the SUs is more challenging. Considering the trade-off between the diversity
gain and the spatial multiplexing gain for energy-efficient MIMO CR networks is
an interesting yet challenging topic for future investigation.
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Appendix

Proof of Proposition 1:
We first show that ESk

�
tSk
�

is a continuous function in tSk by showing
lim

tSk!�
�

Sk
.mSk /

ESk
�
tSk
�
D lim

tSk!�
C

Sk
.mSk /

ESk
�
tSk
�
:

lim
tSk!��

Sk
.mSk /

ESk
�
tSk
�
D �Sk

�
mSk

�
0
BBBB@
�
mSk C 1

�
0
BBB@

exp

�
RSk

w�Sk .mSk /



mSkC1Q
iD1

�Sk ;i

1
CCCA

1
mSk

C1

�

mSkC1X
iD1

1

�Sk ;i

1
CCCCA

D �Sk
�
mSk

�
0
BBBB@
�
mSkC1

�
0
BBB@

exp

��mSkP
iD1

log�Sk;i


�mSk log�Sk;.mSkC1/



mSkC1Q
iD1

�Sk ;i

1
CCCA

1
mSk

C1

�

mSkC1X
iD1

1

�Sk ;i

1
CCCCA

D �Sk
�
mSk

�
0
BBBB@
�
mSk C 1

�
0
BBB@

mSkQ
iD1

�Sk ;i

�
mSk

Sk ;.mSkC1/

mSkC1Q
iD1

�Sk ;i

1
CCCA

1
mSk

C1

�

mSkC1X
iD1

1

�Sk ;i

1
CCCCA

D �Sk
�
mSk

�  mSk

�Sk ;.mSkC1/
�

mSkX
iD1

1

�Sk ;i

!
;

and

lim
tSk!�

C

Sk
.mSk /

ESk
�
tSk
�
D �Sk

�
mSk

�
0
BBBB@mSk

0
BBB@

exp

�
RSk

w�Sk .mSk /



mSkQ
iD1

�Sk ;i

1
CCCA

1
mSk

�

mSkX
iD1

1

�Sk ;i

1
CCCCA

D �Sk
�
mSk

�
0
BBBB@mSk

0
BBB@

exp

��mSkP
iD1

log�Sk;i


�mSk log�Sk;.mSkC1/



mSkQ
iD1

�Sk ;i

1
CCCA

1
mSk

�

mSkX
iD1

1

�Sk ;i

1
CCCCA

D �Sk
�
mSk

�  mSk

�Sk ;.mSkC1/
�

mSkX
iD1

1

�Sk ;i

!
:

Thus we have

lim
tSk!�

�

Sk
.mSk /

ESk
�
tSk
�
D lim

tSk!�
C

Sk
.mSk /

ESk
�
tSk
�
:

Therefore, ESk
�
tSk
�

is a continuous function in tSk .
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Next, we show that
dESk
dtSk

is a continuous function in tSk by showing

lim
tSk!�

�

Sk
.mSk /

dESk
dtSk
D lim

tSk!�
C

Sk
.mSk /

dESk
dtSk

. The first-order derivative of ESk
�
tSk
�

with

respect to tSk is

dESk
dtSk

D

�
D�Sk

�
tSk
�
�
RSk
wtSk


0
BBBB@

exp
�
RSk
wtSk

�
D�

Sk
.tSk /Q
iD1

�Sk;i

1
CCCCA

1

D�

Sk
.tSk /

�

D�

Sk
.tSk /X
iD1

1

�Sk;i
:

It can be shown that

lim
tSk!��

Sk
.mSk /

dESk
dtSk

D

 �
mSk C 1

�
�

RSk

w�Sk
�
mSk

�
!0BBB@

exp

�
RSk

w�Sk .mSk /



mSkC1Q
iD1

�Sk ;i

1
CCCA

1
mSk

C1

�

mSkC1X
iD1

1

�Sk ;i

D

 �
mSk C 1

�
�

RSk

w�Sk
�
mSk

�
!0BBB@

exp

��mSkP
iD1

log�Sk;i


�mSk log�Sk;.mSkC1/



mSkC1Q
iD1

�Sk ;i

1
CCCA

1
mSk

C1

�

mSkC1X
iD1

1

�Sk ;i

D

 �
mSk C 1

�
�

RSk

w�Sk
�
mSk

�
!

1

�Sk;.mSkC1/
�

mSkC1X
iD1

1

�Sk ;i

D

 
mSk �

RSk

w�Sk
�
mSk

�
!

1

�Sk;.mSkC1/
�

mSkX
iD1

1

�Sk ;i
;

and

lim
tSk!�

C

Sk
.mSk /

dESk
dtSk

D

 
mSk �

RSk

w�Sk
�
mSk

�
!0BBB@

exp

�
RSk

w�Sk .mSk /



mSkQ
iD1

�Sk ;i

1
CCCA

1
mSk

�

mSkX
iD1

1

�Sk ;i

D

 
mSk �

RSk

w�Sk
�
mSk

�
!0BBB@

exp

��mSkP
iD1

log�Sk;i


�mSk log�Sk;.mSkC1/



mSkQ
iD1

�Sk ;i

1
CCCA

1
mSk

�

mSkX
iD1

1

�Sk ;i

D

 
mSk �

RSk

w�Sk
�
mSk

�
!

1

�Sk;.mSkC1/
�

mSkX
iD1

1

�Sk;i
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Thus, we have

lim
tSk!�

�

Sk
.mSk /

dESk
dtSk

D lim
tSk!�

C

Sk
.mSk /

dESk
dtSk

:

Therefore,
dESk
dtSk

is a continuous function in tSk .

The second-order derivative of ESk
�
tSk
�

with respect to tSk is

d2ESk

dt2Sk
D

R2Sk

w2t3SkD
�
Sk

�
tSk
�

0
BBBB@

exp
�
RSk
wtSk

�
D�

Sk
.tSk /Q
iD1

�Sk;i

1
CCCCA

1

D�

Sk
.tSk /

;

which is always positive for any positive tSk . However, it is not continuous in tSk ,
with the noncontinuous points at tSk D �Sk

�
mSk

�
, (mSk D

˚
1; � � � ;

�
WSk � 1

��
).

Next we show that
dESk
dtSk

is always negative for any positive tSk . Since
d2ESk
dt2Sk

is

always positive, this means that
dESk
dtSk

is an increasing function in tSk . Thus, we have

dESk
dtSk

< lim
tSk!1

0
BBBBB@
�
D�

Sk

�
tSk
�
�
RSk
wtSk


0
BBBB@

exp
�
RSk
wtSk

�
D�

Sk
.tSk /Q

iD1

�Sk ;i

1
CCCCA

1

D�

Sk
.tSk /

�

D�

Sk
.tSk /X

iD1

1

�Sk ;i

1
CCCCCA

D

0
BBBBB@
D�

Sk

�
tSk
�
0
BBBB@

1

D�

Sk
.tSk /Q

iD1

�Sk ;i

1
CCCCA

1

D�

Sk
.tSk /

�

D�

Sk
.tSk /X

iD1

1

�Sk ;i

1
CCCCCA

ˇ̌̌
ˇ̌̌
ˇ̌̌
ˇ̌
D�

Sk
.tSk /D1

D
1

�Sk;1
�

1

�Sk;1
D 0:

(32)

The second line of (32) follows from (28), which states that when tSk approaches
infinity, the optimal number of data streams equals 1. Therefore, we can find that the
optimal energy consumption ESk

�
tSk
�

is a strictly convex, continuous, first-order
differentiable, and monotonically decreasing function in tSk . ut
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Abstract

Spectrum trading is one of the most promising approaches to enabling dynamic
spectrum access (DSA) in cognitive radio networks (CRNs). With this approach,
unlicensed users (a.k.a. secondary users) offer licensed users (a.k.a. primary
users) with monetary rewards or improved quality of services (QoSs) in exchange
for spectrum access rights. In this chapter, we present a comprehensive intro-
duction to spectrum trading. First, we provide a brief introduction to DSA
and CRNs as the background and motivation for the spectrum trading. Then,
we present various state-of-the-art spectrum trading mechanisms for spectrum
sharing. Finally, by analyzing various design issues in these mechanisms, we
introduce the concept of service-oriented spectrum trading and offer a novel
collaborative network architecture, called a cognitive mesh assisted network,
to effectively utilize unused licensed/unlicensed spectrums with high spectral
efficiency. We expect that this chapter provides readers with basic understanding
on spectrum trading technology and foster future research initiatives.

Keywords
Dynamic spectrum access � Cognitive radio networks � Spectrum trading �
Cognitive mesh assisted networks � Game theory � Auction theory

Introduction

In recent years, the popularity of smart devices, such as smartphones and tablets,
and wireless services, such as mobile health (mHealth), online social networking,
and mobile gaming, has led to the exponential growth in data traffic. According
to the Cisco Visual Networking Index, mobile traffic has raised up to almost 400-
million-fold over the past 15 years through the end of 2015 and will continue to
grow by about eightfold between 2015 and 2020 [1]. This surge of data traffic
will ultimately cause congestion over existing telecommunication systems, which
calls for more spectrum resource. Nevertheless, current spectrum allocation adopted
by Federal Communications Commission (FCC) is static and inefficient because
spectrums are licensed to authorized users (a.k.a. licensed users) for long-term
(often for 10 or more years with possible renewal) prespecified service provisioning
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across a relatively large geographical region. Licensees cannot change the type
of use or transfer the right to others, and thus the current spectrum allocation
policy is commonly referred to as the static spectrum access (SSA) [2]. Obviously,
the SSA scheme is inflexible and leads to low spectrum utilization because the
right to access certain spectrum bands is only limited to license owners even if
the band is temporally or spatially unoccupied. Experimental tests in academia
and measurements conducted in industries both show that even in some big cities
with dense populations, many licensed spectrum bands have surprisingly low
utilization (e.g., less than 20% on average in Chicago city across all bands [3]).
The conflicts between high demands for spectrum resources and inflexibility in
SSA have spurred government to open the discussions on intelligently sharing
licensed spectrums. As reported by the President’s Council of Advisors on Science
and Technology (PCAST) in July 2012, exclusive licensing is not the way to
stepping forward, and advanced spectrum sharing should become the new paradigm,
which has the potential to transform spectrum scarcity into abundancy [4]. In
July 2016, US National Science Foundation (NSF) declared an investment of over
$400 million to foster advanced wireless research, and dynamic spectrum sharing,
also known as dynamic spectrum access (DSA), is regarded as a promising research
direction [5].

Dynamic Spectrum Access

As defined in [6], DSA can be treated as the near-real-time adjustment of spectrum
usage toward varying environments, operating states (e.g., operational modes, bat-
tery life, location, etc.), and external constraints (e.g., propagation characteristics,
operational policies, etc.). In general, DSA schemes can be categorized into the
following three models [7].

Spectrum Commons Model
In this model, also referred to as the open sharing model, spectrum resources
are openly shared among different users. All users have equal rights to access a
spectrum band once they obey certain operational rules. For example, unlicensed
industrial, scientific, and medical (ISM) radio bands (e.g., WiFi) are used under
this open sharing model. The phenomenal success of WiFi networks has motivated
mobile operators to take advantage of the spectrum commons model for traffic
offloading purpose. To be specific, instead of using their cellular networks, cellular
operators can offload some broadband services to WiFi networks and save precious
cellular bands for more QoS stringent services. In such a way, WiFi-offloading
technique could help relieve high demands on cellular bands and mitigate conges-
tion in cellular networks. However, it mainly targets at delay-tolerant services and
the quality of service (QoS) cannot be guaranteed. Having in mind that cellular
networks and WiFi networks adopt different spectrum access schemes, how to
effectively manage interference among accessing users in such a heterogeneous
network is one of the most important issues to address for this model. Otherwise,
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packet collisions and retransmissions will seriously degrade the performance of
these networks, particularly the WiFi networks, which will lead to low network
throughput.

Hierarchical Access Model
In this model, users are classified into two types. One is the license owners, a.k.a.
primary users (PUs), and the other is the unlicensed users, a.k.a. secondary users
(SUs). Hierarchical access-based spectrum sharing allows SUs to access the PUs’
spectrum with limited interference imposed on them, which is thus also referred to
as the shared use model (note that, unlike the open sharing model, the users in this
model have different priorities). Two approaches, i.e., the underlay and the overlay
approaches, can be adopted by SUs when they access the PUs’ spectrums [8].

In the underlay approach, SUs and PUs can transmit over the same spectrum
simultaneously, but SUs should comply with restrictions on their transmit power so
that the interference imposed on primary receivers does not exceed certain level
(also known as interference temperature) [9]. Generally speaking, the optimal
underlay spectrum sharing can be formulated as an optimization problem with a
suitable objective function reflecting the performance of secondary network and a
set of constraints with different considerations, such as fairness, quality of service
(QoS), interference management, etc., which can be mathematically expressed as

Max f .R1; � � � ; Rn/

s.t. Ri 	 R
i
th; 8i 2 f1; � � � ; ng I

nP
iD1

hij � pi � I
j
th; 8j 2 f1; � � � ; mg : (1)

Here, Ri , Rith, and pi denote the achievable rate, the minimal guaranteed rate, and
the transmit power of the i -th SU, respectively, hij is the channel gain from the i -th
secondary transmitter to the j -th primary receiver, and I jth signifies the maximum
tolerable interference level (threshold) on the j -th primary receiver. To satisfy
the stringent limits on interferences for PUs, some sophisticated power control
schemes for secondary transmitters can be adopted. Furthermore, if the constraints
are too strict and/or the network load is too high, admission control mechanisms
can be embedded as well to limit the number of admitted SUs. Moreover, beam-
forming techniques can also be jointly considered with power control to improve
the performance of the secondary network. In addition to power control, SUs can
also use spread-spectrum techniques (i.e., spread transmitted signals over a wide
frequency band) to achieve short-range high-rate transmissions with extremely low
power to avoid interference to the narrowband transmissions of the PUs.

In the overlay approach, there is no strict limits on SUs’ transmission powers.
Instead, SUs exploit spectrum white spaces (spectrum holes), i.e., spatially and/or
temporally unoccupied parts of the spectrum, and access them opportunistically.
Therefore, different from the interference control approach (underlay), to adopt
the interference avoidance approach (overlay), SUs need to have the knowledge
about spectrum holes so that they can ensure no interference caused to PUs. To
gather the timely and accurate information about the usage of PUs’ spectrum,



28 Collaborative Spectrum Trading and Sharing for Cognitive Radio Networks 935

either noncooperative or cooperative way can be employed. In the former case,
SUs must have the ability to perceive and analyze the surrounding radios by
using various spectrum sensing methods. This could accomplish the noninterfering
communications between PUs and SUs. In the latter case, the exclusive spectrum
usage information is provided by PUs. Since PUs cannot get any benefit from
sharing spectrum with SUs and thus usually have no motivation to participate in the
spectrum sharing process, this approach mainly applies to the government-issued
cases or the spectrum trading market where PUs lease/sell their unused spectrum
resources to SUs in order to create additional revenue. A typical example of overlay
spectrum sharing is the approval by FCC in November 2008 of the unlicensed use of
the TV white spaces (TVWS) (54–72, 76–88, 174–216, and 470–806 MHz bands,
which have superior radio propagation characteristics) based on spectrum sensing
as well as consultation with an FCC-mandated database. In September 2010, FCC
released new rules for the use of white space for unlicensed wireless devices, which
removed the mandatory sensing requirements and facilitated the use of the spectrum
with geolocation-based channel allocation. In the TVWS, the TV broadcasting
stations and low-power wireless microphones are PUs, and the secondary systems
such as the IEEE 802.22-based WRANs, the WiFi hot-spots, and home networks
can coexist in an overlay sharing manner.

Dynamic Exclusive Use Model
This model is the closest to the current spectrum regulation policy (spectrum
licenses are granted for exclusive use by the corresponding licensees) but in a
more flexible way and at smaller time scale, which improves spectrum efficiency.
Two approaches, namely, spectrum property rights transfer and dynamic spectrum
allocation, have been proposed under this model. The former approach makes
the spectrum property rights transferable from one licensee to another. In order
to explore the most profitable use of the spectrum resource, economic market is
adopted as an important method, which leads to spectrum trading. To be specific,
in general, three factors, i.e., time, geographic area, and spectrum frequency, can be
used to specify the spectrum property rights. Based on this approach, the spectrum
licensees are allowed to flexibly sell or lease portions of their spectrums, such as
the unused bands, to SUs and authorize them to use in certain geographic areas
during certain time periods, which in turn creates revenue return for themselves.
Note that spectrum trading is not limited to this model. For example, the shared-use-
based spectrum trading model also exists, which is very practical because in some
cases it is difficult for licensees to give up their precious spectrum rights considering
the unpredictable demands in the future. Such a shared-use-based spectrum trading
model has been implemented by FCC on 3.5 G band [2], which will be introduced
in detail in section “The State-of-the-Art of Spectrum Trading”. The latter approach
is introduced by the European DRiVE project [10]. Such an approach aims to
improve spectrum efficiency through dynamic spectrum assignment according to
the spatial and temporal traffic statistics of different services. Similar to the current
static spectrum licensing policy, this approach allocates spectrums to services for
exclusive use, but the spectrum relocation occurs at a much smaller scale.
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Cognitive Radios

With regard to the aforementioned DSA models, hierarchical access-based spectrum
sharing has attracted increasing attention and been treated as a promising solution to
the low spectrum utilization problem in the traditional SSA scheme. It allows unli-
censed users to access a licensed spectrum under certain restrictions, which makes
spectrum access more flexible. In such a way, spectrum efficiency can be improved
significantly without losing the benefits associated with the traditional SSA scheme.
However, legacy wireless devices were usually designed for a dedicated frequency
band and incapable of spectrum sensing to identify spectrum holes, which makes
them hardly utilize the improved flexibility provided by this sharing scheme.
Cognitive radios (CRs), as smart radios, provide the adaptability and technologies
for wireless transmissions and enable the spectrum sharing. Specifically, it can be
regarded as a sophisticated radio device that mimics the human brain, perceives and
learns the radio environment, and adjusts the transmission parameters accordingly
(e.g., frequency band, modulation mode, transmission power, etc.) [8]. CR devices
usually work collaboratively to form a network, a.k.a. the cognitive radio network
(CRN). To achieve self-adaptive transmissions in a CRN, each CR device senses its
local radio environment (distributed sensing), or a centralized sensing controller
senses the whole network (centralized sensing). Then, the sensing results are
processed either centrally or distributedly, which guide CR devices to control
their transmission patterns, including modulation, transmission power, error control
methods, etc., and establish communications accordingly.

Consequently, three main functionalities are associated with a CR device,
namely, spectrum sensing, spectrum management, and spectrum mobility [8].
These three mechanisms can facilitate SUs to access the PUs’ spectrum under
the hierarchical access-based spectrum sharing. To be more specific, spectrum
sensing can be employed to determine the status of PUs’ spectrum bands. By
periodically sensing PUs’ activities on target spectrum bands, spectrum holes
in temporal and/or spatial domain can be detected and thus leveraged by SUs
(with CR devices) without causing too much interference. Then, based on the
spectrum management, SUs can conduct their spectrum access and optimize their
transmission parameters. By analyzing the sensed information, SUs can learn about
spectrum access related information, such as interference estimation, available
duration, collision probability, etc., and make spectrum access decisions, including
frequency band, transmit power, time duration, etc., by optimizing their performance
(e.g., achievable rate) under certain constraints (e.g., limited interference). When
the PU returns or shifts to services with high QoS requirements, spectrum mobility,
which is also called spectrum hand-off, plays an important role in making the SU
switch to another idle spectrum band. Such a spectrum hand-off process must ensure
that the parameters at different protocol layers can be adjusted to match the new
frequency band so that the data transmissions of this SU can be continued.

In summary, the emergence of CR technologies makes the hierarchical access-
based spectrum sharing possible. If the SU has CR ability, it can obtain and
utilize the information on PUs’ spectrums through spectrum sensing function, make
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optimal decisions on spectrum access through spectrum management function, and
change the operating frequency bands in order to continue data transmissions even in
the context of the unpredictable return of PUs through spectrum mobility function.

Trading-Based Spectrum Sharing Mechanism

Although the emerging CR technology could provide a strong technical support for
DSA and eliminate PUs’ concerns on interference imposed by SUs if they open up
their licensed bands, one key issue is why PUs are willing to share their preciously
owned spectrums with others. To guarantee their QoSs, if there is no incentive, PUs
might even prefer to transmit bogus data to keep spectrums occupied and deter SUs
from using it. Therefore, it is essential to design proper mechanisms to provide
incentives for PUs to share out their spectrum bands. From the economic aspect,
spectrum trading, referring to the process of selling and buying spectrum resources,
has been widely advocated as a promising mechanism for DSA and attracted a
lot of attention. In spectrum trading, the spectrum owners (PUs) can sell their
unused spectrum resources in certain geographic areas during certain time periods
to unlicensed users (SUs) for monetary gains or performance improvements, and
unlicensed users can purchase them to fulfill their desired communication goals at
the monetary cost or resources (e.g., serving as relays for PUs). As a result, such
a secondary spectrum market can realize the DSA with a win-win situation while
generating high economic profits. In what follows, along with different directions,
we will discuss various spectrum trading mechanisms proposed in the current
literature.

Exclusive-Use Mode vs. Shared-Use Mode

As aforementioned, DSA can be implemented in an exclusive-use mode or a shared-
use mode, which corresponds to two different spectrum trading operations. These
two types of trading have different characteristics with different relevant problems,
which, however, are ambiguous in many existing research works. To be specific,
in the former case (exclusive-use), the spectrum access rights (including specific
frequency bands, available regions, and time durations) are traded for exclusive use
by SUs. In other words, within the leasing duration, the SUs who have purchased
the access right turn to be the PUs and can exclusively use the purchased bands at
the corresponding geographic areas. In turn, the original PUs cannot use them until
the end of the leasing period. As for this mode, spectrum sensing and interference
management are not critical issues anymore because the spectrum is exclusively
used by either PUs or SUs. One key challenge here is on the seller side (PUs),
namely, how to design an optimal selling/leasing strategy. Since the spectrum
owners have to guarantee the QoS for their subscribed users, they have to reserve
enough resource, and it is not an easy task to determine the access right for selling
due to the unpredictable traffic in the future.
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In the latter case (shared-use), if SUs want to use the purchased spectrum access
right, they have to obey certain rules, rather than exclusively use it as PUs. In other
words, the sold spectrum access right is utilized based on spectrum sharing among
both PUs and SUs where PUs have higher priority. Generally speaking, overlay-
based sharing has been widely adopted, where SUs have to monitor the PUs’
activities and vacate the spectrum if PUs return even though they have purchased
the access right. Actually, this mode can be treated as a hybrid mode with both
exclusive-use and shared-use. Between PUs and SUs, it is based on shared-use to
ensure PUs’ QoS; and among SUs, it is based on exclusive-use that only the SUs
who have purchased the access right can opportunistically access the spectrum. In
fact, in comparison with the former mode, the shared-use mode is more practical
because the rational spectrum owners are usually unwilling to totally give up their
access right considering their unpredictable traffic demands. In the shared-use mode,
one key challenge is on the buyer side (SUs), i.e., how to valuate the reward
under the uncertain risk of purchasing certain access right. Due to the hierarchical
sharing mode, it is important for SUs to capture the statistical features of the
sold spectrums (e.g., by taking spectrum measurements) and determine an optimal
buying strategy [11].

Monetary Reward vs. Resource Exchange

It is known that the radio spectrum resource is very valuable. In 2008, the auction
of 700 MHz frequency band in the United States raised $19.59 billion for the US
government. Therefore, as the traditional trading market in economics, currency,
also referred to as money, is widely used as the payment in the spectrum trading
market as well, i.e., in the so-called money-exchange trading model. Generally
speaking, this model is most effective if PUs have redundant spectrum resource to
sell because in this case, SUs are transparent to PUs and high monetary revenue
can be gained, which is most interesting to PUs. However, if PUs’ own traffic
load is heavy or the primary channels’ qualities are poor (e.g., due to the severe
channel fading), there might be no extra spectrum resource left for sale. In this
scenario, resource-exchange spectrum trading becomes an attractive option, where
PUs could share spectrum with SUs in exchange for the performance improvement,
such as increasing data rate or reducing probability of outage [12]. Under the barter-
like trading rule, SUs provide communication resources for PUs in exchange for
the access right to PUs’ certain spectrum (also known as cooperative spectrum
sharing).

Serving as relays is one typical way for SUs to obtain the spectrum access right
in the resource-exchange trading model [13,14]. To be specific, direct transmission
of a primary session may be at a low data rate due to poor channel condition or
long transmission distance. Thus, suitable SUs could be utilized as the cooperative
relays for the PU’s traffic to achieve a higher data rate accordingly. If the selected
SUs join the cooperation and the primary session’s data rate can be increased,
the time occupied by this primary session on the licensed band can be decreased.
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Fig. 1 A toy example of the relay-based resource-exchange spectrum trading

In return, the involved SUs could gain the access right for the remaining session
period. Therefore, by exploiting relay-based cooperation between PUs and SUs as a
resource-exchange trading mechanism, both sides can increase their own interests.
Here, a toy example is presented as Fig. 1, where one primary transmission pair
(PU) and three secondary transmission pairs (SU) coexist.

The PU has the exclusive access right to the licensed band with certain transmis-
sion task, but experiences a poor channel condition from its transmitter PT to its
receiver PR, and the SUs have no right to use the spectrum for their transmissions
unless explicitly permitted by the PU. Based on the resource-exchange trading,
the PU employs some SUs to relay its traffic and allows involved SUs to use the
spectrum after the primary session is completed. Suppose that the primary session
is scheduled as T . In phase I, the primary transmitter PT broadcasts its data to
the involved SUs who are willing to join the cooperation, by using T1. In this
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example, ST1 rejects the invitation because it is quite far away from PR, and
ST2 rejects as well because of its poor channel condition between ST2 and SR2.
The trading agreement can be reached by bargaining between the PU and SUs or
adopting a contract-based approach in which the PU can claim different reward-
effort combinations and design contracts for different SUs. In phase II, the involved
SUs (ST3) relay the primary traffic to PR in either amplify-and-forward or decode-
and-forward manner by using T2. In phase III, the PU rewards the involved SUs
(ST3) to use the spectrum within the remaining time period, i.e., T � T1 � T2 (if
multiple SUs participate in the cooperation, they can share the spectrum by using
TDMA with a dedicated time allocation managed by the PU).

Auction Market vs. Open Market

Auction Market
An auction is a process of procurement via competitive bidding. It is a traditional
but efficient way to distribute commodities and especially suitable for the spectrum
trading market because the price of a radio spectrum is difficult to be determined
precisely in advance.

First, some basic terminologies in auction theory are introduced as follows [15].
(a) Seller and bidder: In auctions, a seller and a bidder (buyer) are the one who owns
and wants to sell commodities and the one who wants to buy them, respectively.
In the secondary spectrum market, the seller is usually the spectrum owner, and
the bidder is usually a secondary user or a secondary service provider who wants
to obtain the spectrum access right. (b) Auctioneer: An auctioneer works as an
intermediate agent who receives bids/asks from both bidders and sellers and hosts
and directs the auction process. In general, the auctioneer could be employed by the
seller or certain third-party institution such as government agencies. (c) Valuation:
In an auction, for each commodity, a bidder/seller has a reserved valuation in
his mind, i.e., the monetary estimated value of it. Different players may value
commodities with different valuations depending on their preferences. (d) Clearing
price: According to the bids from bidders and asks from the seller, auctioneer will
determine winners, charge them by certain price (so-called clearing price) and clear
the market. Note that, for each winner, the charging price may not be equal to his
bid. Generally, it is not higher/lower than the valuation of the bidder/seller on this
commodity.

After introducing some basic definitions, we next present some typical auction
types, which could be embedded in the spectrum trading market. (a) Open-cry
and sealed-bid auction: In an open-cry auction, each buyer calls out his bid, i.e.,
the bidding strategy of each buyer is public. This type of auction is usually held
in several rounds, and each buyer could adjust his bidding strategy according to
others’ calls which could reach a high revenue for the seller. However, generally, it
is time-consuming and needs to make all bidders stay in one room. On the contrary,
in a sealed-bid auction, buyers privately submit bids to the auctioneer without
knowing others’ bidding strategies, which is more suitable for the dynamic spectrum
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trading. Specifically, first-price and second-price sealed-bid auctions are the two
most important sealed-bid auctions. In both auctions, the winner is the buyer who
submits the highest bid, but the charging prices are different. As for the first-price
mechanism, the charging price is just his highest bid, but as for the second-price
mechanism (also known as Vickrey auction), the charging price is equal to the
second highest bid among all bidders. As a generalized Vickrey auction, Vickrey-
Clarke-Groves (VCG) auction has attracted great attention because it can achieve
the maximal social welfare due to its truthfulness property (introduced later), and
many VCG-styled auction mechanisms have been proposed for the auction-based
spectrum trading market. For an overview see section “The State-of-the-Art of
Spectrum Trading”. (b) Single-sided and double-sided auction: In the single-sided
auction [16–19], the competition only happens on either seller side or buyer side,
corresponding to the following two cases, one is that multiple sellers compete with
each other to sell commodities to one buyer. In this case, Dutch auction (descending-
bid auction) is usually adopted where each seller decreases the price from the
initial setting ceiling price over time until the deal is completed. The other case
is that multiple buyers compete for the commodity from one seller. Then English
auction (ascending-bid auction) can be employed, in which the bids submitted
by buyers increase monotonically until no higher bid comes out, and the buyer
who offers the highest bid wins the auction. In practice, generally, multiple sellers
and buyers coexist in the market, and thus double auction emerges to handle this
scenario [20–23]. In a double auction, the auctioneer matches the asks from multiple
sellers and bids from multiple buyers by allocating commodities from sellers to
buyers and payments from buyers to sellers accordingly. (c) Offline and online
auction: In an offline auction, the auctioneer will keep listening to asks from sellers
and bids from buyers and determine the auction result at certain specified time
points, i.e., the auction is based on a wait-and-clear procedure. Nevertheless, in
an online auction [18, 22, 23], whenever the asks and the bids arrive, the market
is cleared immediately, i.e., the auction is based on a real-time procedure. The
online auction is more complicated than its offline counterpart but could reach
a more flexible spectrum trading market, where the auction requests could be
generated randomly and handled as soon as possible. (d) Single-unit, multiunit, and
combinatorial auction: In single-unit auctions, each buyer bids for one commodity
unit, while in multiunit auctions, each buyer bids for multiple commodities. The
requested commodities may be partly or fully allocated to the buyers, and buyers
can accept the case if only some of the requested commodities are received.
However, in some cases, buyers may need a complete set of commodities. In
other words, buyers bid for certain commodity bundles in an all-or-none mode,
i.e., each bid for the whole bundle is either fully accepted or rejected. Such a
scenario is common in spectrum trading market because a SU may need to use
a set of bands within a large area to provide end-to-end services. To deal with
such bidding requests, combinatorial auctions [24–26] can be applied. Since each
buyer bids for certain bundles, the conflict relationships among different bidders
will be more complicated and thus makes the optimal commodity allocation more
difficult.
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In general, an auction mechanism design mainly contains two components (no
matter what type the auction is), namely, the winner determination and the pricing
mechanism. There are many key issues to be considered.

(a) Winner determination: As for the winner determination process, social
welfare maximum is usually adopted as the decision metric, which is defined as
the sum of all auction participants’ utilities, indicating the total profits produced
in the market. By maximizing the social welfare, an auction could allocate each
commodity to the buyer who values it the most, which is called allocation efficient
or Pareto efficient. To be specific, for a buyer, if he wins the commodity, his utility
is equal to the difference between his valuation and his payment (clearing price).
For a seller who sells the commodity, his utility is the gap between the charging
price and his valuation (reserved price). Then, for the auctioned commodity, the
achieved social welfare is equal to the sum of all winners’ valuations minus the
reserved price of the sold commodity, and the optimal decision can be obtained by
solving certain optimization problems. In addition to efficiency, fairness issue is also
considered in some research works to ensure that different participants can benefit
fairly in the auction, which could encourage buyers to join the auction. Different
fairness levels can be developed, such as the basic level ensuring the equal chance
for buyers to participate in an auction and the max-min fairness level to make each
buyer at least receive a basic portion of commodities [27]. Generally speaking, in
an auction market, efficiency and fairness cannot be achieved at the same time, and
there should be trade-offs between these two metrics. Furthermore, different from
the conventional auction, for the commodity which is not reusable, i.e., an auction in
which commodity claimed by one buyer cannot be allocated again to others, in the
spectrum auction, the radio resource can be allocated to many buyers simultaneously
as long as they will not interfere with each other (e.g., sufficiently apart from
each other). Such a special feature makes the winner determination process more
complicated, and conflict graph model has been regarded as an effective way to
handle the interference issue. Furthermore, the reusability also leads to some other
interesting research works, such as the group-based auction [28] where multiple
buyers targeting at the same radio resource group together as a virtual bidder and the
corresponding profit sharing problem, i.e., how to share the profit among individual
buyers in the same virtual bidder group [29].

(b) Pricing mechanism: With regard to the pricing mechanism design, the fol-
lowing three important economic properties are usually taken into account, namely,
individual rationality (IR), budget balanced (BB), and incentive compatibility (IC,
also known as truthfulness or strategy proof) [30, 37]. To be specific, IR property
means that the charging price to certain winner cannot be higher than his bid. BB
property indicates that the generated revenue of the trader should be nonnegative.
These two properties are relatively easy to achieve. However, satisfying IC property,
as an extremely important property to realize the maximal social welfare, is usually
challenging for an auction design. In general, buyers in the market are selfish and
may deceive others by submitting false information about their private valuations
to gain more profit. In such a way, although some lying buyers may earn more
profit, the social welfare may be impaired seriously. From this point of view, a
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truthful auction design with IC feature can guarantee that each buyer will achieve
the optimal utility only when he submits the truthful bid, reflecting his real valuation
on the requested commodity. In other words, when IC property is satisfied, each
buyer’s dominant strategy (social choice) is to submit the true valuation no matter
what other buyers’ bidding strategies are. In such a way, the auctioneer can make the
socially optimal winner determination just according to buyers’ bids, which reflect
their real valuations, and also prevent market manipulations. A simpler approach to
achieve IC is referring to the existing auction mechanisms that have been proved to
be IC, such as the typical VCG auction.

Open Market
Unlike the auction-based spectrum trading, instead of being controlled by an
auctioneer, in an open market, PUs and SUs are allowed to sell and buy radio
resources freely. Due to the flexibility in the open market, some new issues emerge
accordingly, which lead to several interesting research directions. In the following,
three popular marketing mechanisms are introduced, namely, pricing based, contract
based, and bargaining based.

(a) Pricing-based mechanism: Different from the auction market, where the
final price of the commodity is derived from buyers’ bidding strategies (e.g., first-
price or second-price mechanism), in the open market, the price of the commodity
is designed by its corresponding seller. As the most important role in the open
market, the pricing strategy of a seller will not only determine his revenue but also
influence the decision of buyers, which usually stand on two opposite sides, e.g., a
high price will increase the seller’s revenue while reducing the satisfaction of the
buyer. Due to the complicated relationships among different market participants,
several factors will impact the price setting, such as the demand/supply of buy-
ers/sellers, the competition among buyers/sellers, etc. Considering a typical scenario
where multiple sellers and multiple buyers coexist, generally, three pricing models
are involved, i.e., market-equilibrium model, competitive model, and cooperative
model, corresponding to different levels of competition and cooperation among
different sellers [31]. In the market-equilibrium pricing model, each seller is not
aware of others, and the prices of commodities of each seller are natively set by
himself according to the demand in the market. Specifically, since the price of
commodities will influence the demand of buyers, the market-equilibrium price
represents the price that makes the demand just equal to the supply in the market.
Such a pricing strategy could ensure that there is no excess supply in the market and
maximize both seller’s profit and buyer’s satisfaction. In general, demand function
and supply function are considered in this model to derive the market-equilibrium-
based solution. In the latter two models, sellers are aware of each other, and the
prices are set in either a competitive or a cooperative manner. To be specific, in
the competitive pricing model, each seller has its own interest to maximize his
individual profit. Therefore, competition occurs in terms of pricing, and game
theory can be used to deal with this situation. In general, a game formulation
consists of three main components, i.e., players, actions, and corresponding payoffs.
As for this situation, multiple sellers (i.e., players) offer prices (i.e., actions) to
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sell commodities to buyers trying to maximize their profits (i.e., payoffs), and
thus a noncooperative game can be adopted to model such a situation. The Nash
equilibrium is usually considered as the solution to such a game model, where
no seller can improve his payoff by deviating from the equilibrium, and the Nash
equilibrium can be obtained by analyzing the best response function, i.e., the best
strategy adopted by one player given others’ strategies. Although more buyers could
be attracted in the market through the competition among sellers, it may result in a
low revenue for each seller. Therefore, instead of competing with each other, sellers
may be willing to cooperate together to choose higher prices so that they can earn a
higher profit than that in case of competition, i.e., the so-called cooperative pricing
model. In addition to game theory (i.e., cooperative game), optimi zation approach
could be employed as well in the cooperative pricing model, e.g., to achieve the
highest total profit for all sellers.

(b) Contract-based mechanism: In some cases, precisely pricing commodities is
inflexible or even hardly achievable for sellers (e.g., due to the limited knowledge
about buyers’ valuations). As a result, contract mechanism has been regarded as
an effective approach in the open market [32–35]. To be specific, the seller can
design a contract by offering different supply-price options to different buyers, such
as different effort-reward combinations in resource-exchange market or different
quality-price combinations in money-exchange market. Each buyer can choose to
sign one of the contract items or reject. A typical example is the labor market, in
which an employer offers a contract with several different items specifying different
combinations of effort level and salary level. Each potential employee can select
one of the contract items or refuse it to maximize his payoff according to his
own capability and valuation. By means of the contract, buyers will gain enhanced
satisfactions, and meanwhile sellers can optimally allocate their commodities to
maximize own revenue or the social efficiency. Consequently, how to optimally
specify the class of contracts so that both sellers and buyers are able to maximize
their individual utilities is the most important issue for contract mechanism design.

(c) Bargaining-based mechanism: In the former two market mechanisms, the
trading process is based on a monopoly market, in which the seller acts as a
monopolist who sets prices or contracts for the sold commodities. Different from
that, in the bargaining mechanism, the buyer and the seller can negotiate on the price
and the requested commodities repeatedly until an acceptable solution for both sides
is achieved (i.e., for certain commodity, the seller and the buyer take turns to offer
and counteroffer until reaching an agreement). Such a bargaining mode is especially
suitable for the multiplayer scenario, where each player prefers to reach an agree-
ment rather than not, however, with conflicting interests. As a mathematical basis
for modeling and analyzing interactive decision-making problems, game theory is
commonly used for bargaining scheme design. For example, the Stackelberg game
as a strategic game has attracted intensive attention, which contains two types of
players, i.e., leader and followers. In the Stackelberg game, the leader moves first,
and then the followers move subsequently. For the bargaining market, the seller acts
as the leader, and the buyers acts as the followers, and the Nash equilibrium solution
can be solved through backward induction, i.e., the leader makes the best decision
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by predicting what the possible best response of the followers is and the follower
moves according to the adopted strategy of the leader. In addition to the Stackelberg
game, Bayesian game can also be used in the bargaining market when considering
a common scenario that sellers and buyers do not have complete information about
each other, in which probabilistic analysis plays an important role.

Summary

The aforementioned various classifications of spectrum trading along with different
directions have been summarized as Fig. 2, including their categories, descriptions,
features, and possible application scenarios.

The State-of-the-Art of Spectrum Trading

In this section, we present the state-of-the art of spectrum trading, including both
practical initiatives implemented by the government and theoretical research works
developed in the academic research community.

Auction-Based Spectrum Sharing Initiatives by Government

Although the dynamic spectrum trading market, where spectrum owners and
unlicensed users can trade spectrum access right freely, is still in the draft, in
practice, such an economic-based spectrum sharing mechanism has been imple-
mented by the government to provide more spectrum for commercial use due to
the booming growth on wireless services. In the United States, the radio spectrum
is managed by two governmental agencies, namely, the Federal Communications
Commission (FCC) and the National Telecommunications and Information Admin-
istration (NTIA). The former is responsible for managing the non-Federal use (e.g.,
commercial, private internal business, and personal use) and the latter for Federal
use (e.g., used by the Army, the FAA, and the FBI) of the spectrum. In order to
enable various wireless broadband technologies, the Presidential Memorandum in
June 2010, “Unleashing the Wireless Broadband Revolution,” called for the NTIA
and the FCC to make 500 MHz of spectrum available for the wireless broadband use
within 10 years [36]. Generally, the traditional way to make additional frequency
bands available for commercial use is based on a clear-and-relocate process, i.e.,
clear the target spectrum (original users are moved to other bands) and relocate the
cleared spectrum to new commercial users (e.g., by an auction). For example, in
2002, the NTIA and the FCC jointly reallocated the 1710–1755 MHz band from
Federal use to non-Federal Advanced Wireless Service (AWS) use, also referred to
as AWS-1. The spectrum relocation, although additional spectrum could be made
available for commercial use as well, is extremely expensive and time-consuming.
Take the case AWS-1 as an example, 12 Federal agencies representing 173 separate
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systems with thousands of radio equipments in hundreds of locations have to move
away from the 1710–1755 MHz band. Facing the serious drawback of the clear-and-
relocate process, the NTIA and the FCC have been cooperating to develop advanced
spectrum sharing schemes to fulfill the 500 MHz goal. Due to the high economic
revenue of the spectrum resource, auction has been considered as an effective way
to grant new licenses. As a result, many auction-based spectrum sharing actions on
different frequency bands have been executed recently. Next, two concrete examples
are presented, namely, AWS-3 and Citizens Broadband Radio Service (CBRS) at
3.5 GHz [2].

AWS-3
In March 2014, the Report and Order makes 65 MHz available for commercial use
via auction (including 1695–1710, 1755–1780, and 2155–2180 MHz) and specifies
some rules for sharing with incumbent Federal users (40 MHz to be shared). The
incumbent Federal users will either relocate to other bands or share with the
incoming commercial systems based on the establishment of certain geographic
protection zones. In January 2015, the AWS-3 auction was conducted, which raised
$41.3 billion in total with 31 winning bidders granted 1611 licenses. The new
AWS-3 licensees must agree on the transmission rule where the incumbent Federal
users within protection zones have higher priority for operation. In other words, the
sharing is based on the underlay mode where the AWS-3 licensees within protect
zones need to control their transmission power in order to avoid harmful interference
imposed on incumbent Federal users. By using such an auction-based underlay
spectrum sharing mechanism, high economic revenue has been generated, more
spectrum has been made available to carriers, and meanwhile disruptions to Federal
missions can be prevented.

CBRS at 3.5 GHz
In July 2012, the President’s Council of Advisors on Science and Technology
(PCAST) released its report “Realizing the Full Potential of Government-Held
Spectrum to Spur Economic Growth,” which claims that exclusive licensing is not
the way to stepping forward and the advanced spectrum sharing should become
the new paradigm [4]. The report proposes a new spectrum management mode
by dividing the spectrum into large blocks, called spectrum superhighways, and
allowing users with compatible services to dynamically share them on a priority
basis. To be specific, users are classified into three tiers with different priorities,
and all users are required to register in a database, called Spectrum Access System
(SAS) database, which acts as the controller to manage the dynamic spectrum
access. (a) The incumbent users, also called primary access users, are at the top
tier with the highest access right. They would register their actual deployments in
the SAS database and obtain the guaranteed protection against harmful interference
in their deployment areas. (b) Secondary access users, also called priority access
licensees, are at the secondary tier, who are issued short-term operating rights in
certain specified geographic areas and would be protected from interference caused
by the third tier users. However, they are required to vacate the spectrum when a
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primary access user registers a conflicting deployment in the database. (c) General
authorized access (GAA) users are at the third tier, who would be allowed to
access the unoccupied spectrum opportunistically if there is no conflicting primary
and secondary access users registering in the database. Particularly, the secondary
access users and GAA users are required to query the SAS database to gain the
permission to access certain spectrum. The implementation of CBRS at 3.5 GHz is
just based on this three-tier sharing model proposed in the PCAST Spectrum Report,
which enables incumbent Federal users, operating at the first tier, and CBRS users,
operating at the second and third tier, to share spectrum via a dynamic spectrum
access system, and the priority access licenses (PALs) at the secondary tier are
allocated by an auction. Obviously, different from the AWS-3 case, the spectrum
sharing for CBRS at 3.5 GHz is in an overlay sharing mode, and the auction for the
PALs belongs to the shared-use trading model.

Spectrum Auction

The aforementioned spectrum auction, as a well-known economic-effective alloca-
tion mechanism, has been widely adopted for spectrum trading. Different auction
models with different features have been embedded in the spectrum auction design.

VCG Auction
Vickrey-Clarke-Groves (VCG) auction is a type of truthful sealed-bid auction for
multiple commodities. Such an auction allocates commodities in a socially optimal
way (i.e., to maximize the total valuation of winners) based on the bidders’ bids
(equal to their true valuations) and charges each winner the harm he causes to
other bidders. Suppose that there are M D fc1; � � � ; cmg commodities and N D

fk1; � � � ; kng bidders in the auction. For the bidder ki , his bid for the commodity
cj is expressed as bi

�
cj
�
, which is equal to his valuation due to the guarantee of

truthfulness in VCG auctions. Then, based on the VCG mechanism, the socially
optimal allocation can be formulated as the following optimization problem

Max
mP
jD1

nP
iD1

bi
�
cj
�
� xij

s.t.
nP
iD1

xij � 1; 8j 2M ; xij 2 f0; 1g ; (2)

in which the integer xij indicates whether or not ki wins cj . In some cases, each

bidder only allows to win one item, then, the constraint
mP
jD1

xij � 1;8i 2 N can

be included as well. Denote the achievable social value of this VCG auction as VM
N ,

i.e., VM
N D

mP
jD1

nP
iD1

bi
�
cj
�
� xij , and use A nB to represent the set of elements of A
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which do not belong to B. Assume that ki wins cj , i.e., xij D 1, then, the charging

price to ki for cj can be calculated as VM
N nfki g

� V
Mnfcj g

N nfki g
. The first term represents

the total valuation of others if the bidder i does not participate into the auction, and
in the second term, the commodity cj is excluded from the available commodity set
due to the participation of the bidder i . Therefore, such a gap indicates the harm
that the bidder i causes to others. A simple example is presented here for a better
understanding. Assume that there are two bidders with bidding values b1 .c1/ D 10,
b1 .c2/ D 6, b2 .c1/ D 7, b2 .c2/ D 5 for two commodities and each bidder is
allowed to get only one commodity. Obviously, the socially optimal allocation is
to let k1 get c1 and k2 get c2, achieving the maximal social value 15. According to
the aforementioned pricing mechanism, the charging price to k1 for c1 should be
7 � 5 D 2 and that to k2 for c2 should be 10 � 10 D 0.

The VCG auction guarantees the most important truthfulness property, i.e., forces
buyers to bid truthfully in the sense that bidding lower than the true valuation
does not gain anything advantage, and thus achieves the maximal social welfare.
Therefore, it has attracted great attention and inspired many truthful VCG-styled
spectrum auction development. Due to the specific feature of radio resource, i.e.,
spectrum reusability in different regions, the truthful design on spectrum auction is
different from (and much more difficult than) that in conventional auctions. Zhou
et al. developed the first truthful and computationally efficient spectrum auction
scheme, called VERITAS, in [16], which consists of a greedy spectrum allocation
algorithm for winner determination and a VCG-styled pricing mechanism to charge
winners. Take the scenario (conflict graph) in Fig. 3 as an example. Each vertex
represents a bidder, i.e., there are totally five bidders in this auction. The edge
between two vertices indicates that they conflict with each other, i.e., a spectrum
band cannot be allocated to these two bidders at the same time. Suppose that there
are two bands auctioned in this market denoted as f1 and f2 and each bidder bids
for one (for each bidder, either f1 or f2 is acceptable). The bidding values of the five
bidders are shown in Fig. 3 as b1 D 6, b2 D 5, b3 D 4, b4 D 3, and b5 D 1. First, the
greedy algorithm is adopted to allocate the two bands. Specifically, it sequentially
allocates spectrums to bidders from the one with the highest bid to the one with the
lowest bid, considering their conflicting relationships. For each bidder, the algorithm
first checks whether or not there is an available band for him. If so, it assigns him
one band with the lowest available index. Consequently, the allocation process can

Alice
b1=6

Bob
b2=5

Nick
b3=4

Tom
b4=3

Tom
b4=3

David
b5=1

Alice
b1=6

f1   p1=0 f2   p2=4 f1   p3=3

f2   p4=1

Bob
b2=5

Nick
b3=4

David
b5=1

Fig. 3 An example of VERITAS scheme
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be described as follows: (Alice gets f1)! (Bob gets f2)! (Nick gets f1)! (Tom
gets f2)! (David gets nothing). After the greedy allocation, a VCG-styled pricing
mechanism is applied on the winners to calculate their payments. To be specific, the
charging price of each winner i is the bidding value of his critical neighbor (i.e., the
one of the i ’s conflicting neighbors where if i bids lower than his, i will lose, and if
i bids higher than his, i will win). Take Alice and Nick as an example. Alice does
not have a critical neighbor because even if she bids lower than her neighbor Bob,
e.g., 4.5, she can also win the auction with f2, i.e., (Bob gets f1)! (Alice gets f2)
! (Nick gets f2)! (Tom gets f1)! (David gets nothing). Therefore, the charging
price to Alice is 0. Nick has three conflicting neighbors, i.e., Bob, Tom and David,
and Tom is his critical neighbor because if he bids lower than Tom’s bid 3, Tom
will get f1 based on the greedy algorithm and Nick will lose the auction. Therefore,
the charging price to Nick is 3. Similarly, the charging price to Bob and Tom is 4
and 1, respectively. It is noteworthy that comparing with the aforementioned VCG
pricing mechanism, the charging price to winner i in VERITAS can be denoted as
VM

N nfki g
�
�
VM

N � bi
�
, which can be treated as a special VCG mechanism due to the

reusability of the auctioned commodity. Such an auction mechanism can be proved
to be truthful, and detailed proof can be found in [16].

According to the VERITAS design, a key rule for truthful spectrum auction
design is summarized here by satisfying the following two crucial factors: (a) The
resource allocation process (winner determination) is monotonic, i.e., if a bidder
could win/lose by certain bid, he could also win/lose if he bids higher/lower.
(b) The charging price for a winner is the critical value (boundary value) of
him, i.e., if he bids higher than that, he would win, otherwise, he would lose.
Under different scenarios, the monotonic allocation and the critical value could
be different, and readers could refer to such a design rule to develop different
truthful spectrum auction schemes. For example, in [17], Li et al. considered the
multi-hop scenario by modeling unlicensed users as secondary networks (SNs) with
end-to-end routing service requests. A truthful heuristic auction scheme with the
consideration of inter-SN interference and a truthful randomized auction framework
based on primal-dual linear optimization were proposed. Also targeting at the multi-
hop communication scenario, in [37], Li et al. proposed a novel economic-robust
transmission opportunity auction scheme (TOA). Different from the case in [17],
in [37], the bidders are the individual SUs with certain multi-hop data transmission
tasks, rather than SNs, which are deployed by a secondary service provider working
as a network operator. To support the multi-hop data traffic, instead of using
spectrum bands as the auctioned commodities, in the TOA scheme, each SU bids for
transmission opportunities (TOs), i.e., the permit of data transmission on a specific
link using a certain band (link-band pair). Based on the sophisticated design on TO
allocation, TO scheduling, and TO pricing, the developed TOA scheme can satisfy
all the IC, IR, and BB properties. Similarly, to support the end-to-end service in
multi-hop networks, Pan et al. developed a session-based spectrum trading system
in [38] and [39] and further designed an economic-robust session-based auction
scheme in [40] by following the aforementioned design rule. In [18], considering
the dynamic CRN environment, Sodagari et al. developed a truthful online auction
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for expiring spectrum sharing, where the SUs are allowed to arrive and participate
in the auction with expiring spectrum bands at any time. The SUs are required to
submit their valuations and arrival-departure time instances, which can be enforced
to be truthful. In order to enable bidders’ flexible strategies in terms of demands and
valuations, in [19], Feng et al. designed a novel truthful auction mechanism called
Flexauc, in which each bidder can bid for any amount of demands with different
valuations and will be satisfied with any possible result.

Double Auction
Double auction is also a common auction model when multiple sellers are involved,
in which buyers bid for resources and sellers compete for demands. As an extension
of the single-sided truthful auction design in [16], in [20], Zhou et al. proposed a
framework for truthful double auctions called TRUST. To be specific, based on the
conflicting relationships, buyers are formed into many groups. Then, by comparing
the sellers’ asks with the buyer groups’ bids, several matching seller/buyer-group
pairs are selected as the auction winners, and payments are made from the winning
buyers to the winning sellers. In [21], Chen et al. developed a truthful double
auction mechanism with the consideration of the heterogeneity of spectrum, called
TAMES, in which each buyer is allowed to submit a bidding profile to express
his diversified valuations for different spectrum bands. Similarly, buyer grouping,
matching allocation, and VCG-styled pricing are adopted by the TAMES. In [22],
Wang et al. designed a truthful online double auction (TODA) scheme because
the selling/buying requests from PUs/SUs often come in an online fashion. In the
TODA, once the auctioneer receives spectrum requests, it will decide and match
winning SUs and PUs immediately and also determine how much SUs should pay
and PUs should get. By incorporating the buyers’ location information into the
auction mechanism design, a location-aware online truthful double auction scheme
called LOTUS was proposed in [23], which has considered the sporadic nature of
spectrum requests and the geographic feature of buyers.

Combinatorial Auction
Combinatorial auction has been regarded as a widely used model for spectrum
auction as well because in general, to satisfy the end-to-end QoS, the SU may
need to bid for a whole bundle of frequency bands covering certain regions during
an extended time period in an all-or-none mode. In [24], Zheng et al. modeled
the heterogeneous spectrum allocation as a combinatorial auction, named AEGIS,
with the consideration of five features, i.e., strategic behaviors of unknown users,
channel heterogeneity, preference diversity, channel spatial reusability, and social
welfare maximization. Specifically, two mechanisms are developed, i.e., a direct
revelation combinatorial spectrum auction mechanism for unknown single-minded
users (AEGIS-SG) and an iterative ascending one for unknown multiple-minded
users (AEGIS-MP). In [25], Dong et al. modeled the spectrum opportunity in a
time-frequency division mode and proposed a truthful combinatorial auction with
the consideration of time-frequency flexibility. It consists of a polynomial-time and
near-optimal winner determination algorithm and a novel payment mechanism that
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guarantees the truthfulness. Many-to-many matching theory was adopted in [26]
to realize the combinatorial auction, in which buyers can freely express their
preferences for different combinations of spectrum bands. Instead of achieving the
maximal social welfare, the stable status is the main goal of the interference-free
spectrum matching where both sellers and buyers are satisfied with the result.

In addition to the investigation of various auction models, there are also many
other hot research directions for spectrum auction in the literature, such as the
allocation objective design, the bidding strategy adaption, the multitier architecture
development, etc. (a) With regard to the optimization objective for resource
allocation (winner determination), in [41], Huang et al. proposed a flexible one
that can be set to maximize either the overall social efficiency (social welfare)
or the expected revenue. In order to prevent some bidders from starvation in
the long run, in [27], Gopinathan et al. brought the fairness criterion into the
objective to increase the diversity of the winners. In general, such an optimization
problem involving interference-free scheduling is essentially an NP-hard graph
coloring problem [15], which, therefore, attracts many research works to develop
approximation algorithms. For example, in [41], a series of near-optimal mech-
anisms were proposed based on many approximation techniques, namely, linear
programming (LP) relaxation, randomized and de-randomized rounding, monotone
de-randomization, and Lavi-Swamy method. In [16] and [17], heuristic algorithms
were employed to achieve the truthful auction based on the rule that combines
the monotonic allocation and critical value-based pricing. In [25], a polynomial-
time approximation algorithm that could reach the upper bound of the worst-case
approximation ratio was developed. (b) Furthermore, as for the bidding strategy
adaption, many interesting updating techniques have been proposed, which are
usually based on the auction results in the past and other auction participants’
statistical information. For example, in [42], Fu et al. proposed a best-response
learning algorithm for bidders to improve their bidding policies based on the
historical information on bidding and allocation, the current auction participants’
statuses, and the estimated future auction results. In [43], Han et al. considered
a repeated auction game and developed a Bayesian nonparametric belief update
scheme based on the Dirichlet process. According to the proposed bidding learning
algorithm, buyers can alter their bidding strategies optimally. (c) Moreover, to
enable a more flexible auction market, the multitier auction framework has been
studied as well. For example, in [44], Tang and Jain presented a hierarchical auction
model where multiple auction markets are cascaded as multiple tiers to iteratively
trade the spectrum resource. In [45], Lin et al. developed a three-stage auction
framework, including an outer auction between secondary access point (SAP) and
SUs and an inner auction between spectrum holder and SAPs.

Spectrum Trading in Open Market

Different from the auction market where the trading process is hosted by an
auctioneer, the open market is more flexible where sellers and buyers could freely
conclude the transactions with each other by reaching certain agreement, which
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Fig. 4 A game-theoretic framework for spectrum trading in an open market

makes the relationship among the market participants more complicated. A typical
open market with multiple PUs selling spectrum opportunities to multiple SUs was
considered in [46], and the interactions among PUs and SUs were modeled by
a game-theoretic framework. As shown in Fig. 4, in general, there are two levels
of competition in such an open market. The first one happens among different
PUs in terms of the size and the price on their sold spectrum bands. Denote the
total bandwidth owned by PU i as Bi , the size for sale as bi , and the number of
SUs demanding that spectrum as ni . Assume that all spectrum demanding SUs are
allocated with the same size of the spectrum, i.e., bi=ni , and charged with the same
price pi . Then, the payoff, also called net utility, of PU i can be defined as

�i .b;p/ D U .Bi � bi /C pi � ni .b;p/ ; (3)

in which U .b/ represents the utility function of a user when using the spectrum
with bandwidth b, and it is usually defined as a logarithmic function, e.g., U .b/ D

u1 log .u2 � b/ (u1 and u2 are constants that depend on the application type). b and p
indicate the size and the price vectors, respectively, corresponding to all PUs, which
will influence the demanded spectrum from SUs. In order to maximize its own
payoff, each PU should set the size and the price carefully. If the size is small and/or
the price is high, SUs may buy from other PUs. Conversely, if the size is large and/or
the price is low, although many SUs may be attracted, the payoff may be low because
of the low price and the poor utility of their usage. Such a competitive spectrum
selling can be modeled as a noncooperative game, and the Nash equilibrium may
provide an optimal solution. In this case, the Nash equilibrium can be obtained by
using the best response function, i.e., the best strategy of one player given others’
strategies, which can be described as

fb�i ; p
�
i g D arg max

bi ;pi
�i .bi ; pi ;b�i ;p�i / : (4)

The other level of competition occurs among the SUs. The payoff of one SU, if
he buys spectrum from PU i , can be expressed as

�i D U .bi=ni / � pi : (5)
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Obviously, if many SUs choose to buy spectrum from the same PU, the spectrum
may become overutilized, or the price may be increased, resulting in poor per-
formance and low payoff for each SU. Consequently, the rational SUs will buy
spectrum bands with low price while achieving reasonable performance, which can
be modeled as an evolutionary game. Note that the evolutionary equilibrium, i.e.,
the final buying strategy of each SU, will in turn influence the selling strategies of
PUs, which has been considered in the best response function to achieve the Nash
equilibrium.

As for the spectrum trading in an open market, the pricing strategy of PUs
is usually treated as the most important design issue because it influences the
benefit of each trading participant. In [31], Niyato et al. investigated three typical
pricing models for spectrum trading, namely, market-equilibrium, competitive, and
cooperative pricing models, which aims at satisfying spectrum demands from SUs,
maximizing individual profit, and maximizing total profit, respectively. In [47],
Xing et al. explored the price dynamics in the market with multiple competitive
sellers. A myopically optimal strategy was developed when full information is
available to the sellers, and a stochastic learning-based strategy was studied when
the information is limited. In [48], by considering different states of the primary
channel (e.g., good or bad), Bajaj et al. investigated the optimal pricing that
maximizes the PU’s payoff under three scenarios, i.e., overlay-based spectrum
sharing, relaying-based spectrum sharing, and underlay-based spectrum sharing.

In addition to the pricing mechanism, contract mechanism has also been regarded
as an effective mechanism for spectrum trading, in which the seller could design
several options with different supplies and prices as a contract or the items in one
contract for different buyers by considering their different characteristics, and each
buyer could choose one to sign or reject. For example, in [32], Gao et al. designed
a monopolist-dominated quality-price contract, which is offered by the PU with a
set of quality-price combinations corresponding to different consumer types, and
further derived the optimal contract, which maximizes PU’s utility. In [33], Gao
et al. investigated a hybrid spectrum market, consisting of both future market with
guaranteed contracts (including the price, the guaranteed supply, and the penalty if
PU violates the contract) and spot market with spot transactions (where SUs buy
spectrum in a real-time and on-demand mode). They focused on the PU’s expected
profit maximization and addressed the problem on how to optimally allocate the
idle spectrum among contract users and spot market users. Similarly, a two-stage
spectrum trading market, including a long-term market and a short-term market,
was studied in [34]. In the long-term market, the PU designs a set of contracts
for different types of SUs, and the optimal contract is developed. In the short-term
market, SUs can buy some amount of spectrum in a real-time manner, and the
interaction between the PU and SUs is modeled as a Stackelberg game. In [35],
Jin et al. proposed a novel insurance mechanism for spectrum trading, in which
the PUs serve as spectrum sellers as well as insurers. With the insurance contracts,
SUs simply purchase the spectrum or sign an insurance contract with the PU to
obtain insurance for the potential accident, i.e., transmission failure incurred by the
excessively poor channel quality. Such a market game was modeled as a four-stage
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Bayesian game characterized by the second-best Pareto optimal allocations and the
perfect Bayesian equilibrium.

Instead of the preceding monopolistic market, in which sellers as monopolists
to determine prices or contracts, in some cases, buyers are allowed to negotiate
with sellers, which is called the bargaining-based market. Such a market mechanism
could provide more incentives for buyers to participate because they could express
their intentions in the market and thus more transactions could be achieved. In [49],
a two-tier market was proposed for decentralized dynamic spectrum access. To be
specific, in the tier-1 market, spectrum is traded from a PU to several SUs in a
relatively large time scale, which is modeled by a Nash bargain game, and the
equilibrium prices are derived. The tier-2 market is set up by SUs to redistribute
channels among themselves in a small time scale, which is modeled by a strategic
bargain game that SUs can exchange channels with low overhead through ran-
dom matching, bilateral bargain, and the predetermined market equilibrium price.
Actually, such a bargaining mode is especially suitable for the resource-exchange-
based spectrum trading, also referred to as cooperative spectrum sharing/trading. For
example, in [13], Yan et al. studied a cooperative spectrum sharing scenario with one
PU and one SU where the SU was allowed to opportunistically use the licensed band
if he relays the PU’s traffic. By considering the incomplete information obtained
by the PU, the dynamic bargaining process was modeled as a dynamic Bayesian
game, and the equilibria was investigated under both single-slot and multi-slot
bargaining models. In [14], Simeone et al. considered the cooperative spectrum
sharing scenario with multiple SUs. The PU leases the spectrum for a fraction of
time to a subset of SUs in exchange for the cooperation, i.e., relaying. On the one
hand, the PU attempts to maximize his QoS in terms of either rate or probability of
outage. On the other hand, the SUs compete with each other for transmission within
the leased time period based on a distributed power control mechanism.

After reviewing the state-of-art of spectrum trading, in the next section, we will
discuss some related practical issues and then present a novel flexible network
architecture, called cognitive mesh assisted network, accordingly. Furthermore, we
will demonstrate how to leverage the new network architecture to design an efficient
service-oriented spectrum trading scheme.

Service-Oriented Spectrum Trading

Given all these spectrum trading schemes, natural questions to ask are how much
cost do they have to pay to implement such schemes and how much end-users can
benefit. To address these questions, we may have to revisit our prior research on
cognitive radio networks [38, 39, 50–53], particularly on practical implementation
consideration. In this section, we first discuss some of the practical issues, then
present our flexible network architecture developed previously, followed by our
recently proposed service-oriented spectrum trading (SOST) scheme to facilitate
end-users to benefit from the spectrum trading [55].
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Design Issues and Concerns for CRNs

In this subsection, we first discuss several issues when end-users are directly
involved in spectrum trading processes.

Decision-Making for End-Users: End-users might lack necessary expertise
and intelligence to join the spectrum trading processes. Similar to its counterpart in
economics, spectrum trading requires buyers to specify desired commodities (i.e.,
spectrum bands) with certain valuations. In contrast, what end-users exactly know
is just the service they want to acquire, such as downloading an HQ-video with
1:5Gbits from Dropbox within 10min. To join the spectrum trading processes, end-
users must convert their service requests to desired bands and the corresponding
valuations. Specifically, end-users should decide how much spectrum is needed to
meet the QoS, which set of bands is the best choice, how to evaluate different bands,
and so on. Clearly, it is not an easy task to make these decisions without specialized
knowledge in telecommunications. Even with necessary knowledge, end-users
might still not be able to specify their desired bands because of difficulties in
gathering intelligence. How much each end-user can gain from purchased spectrum
bands depends on PUs’ activities, network topology, and the decisions of other
end-users, particularly when destinations cannot be reached within one hop. When
end-users look for extra spectrum resources for service delivery, they have already
suffered from the lack of spectrum resources and might not have enough spectrum
bands to collect necessary information for decision-making.

Implementation of Spectrum Markets: Considering the large number of end-
users, it will cast a heavy burden on spectrum markets if these users directly join
spectrum markets. On the one hand, spectrum markets should be able to interact with
substantial number of end-users. To facilitate spectrum trading, spectrum markets
need to exchange various kinds of information with end-users, including spectrum
band availability, reserve price for each band, and end-users’ desired bands and the
corresponding valuations. This implies that some exclusive reliable bands/channels
must be reserved for fast information exchange, but where do they come from? On
the other hand, the extremely large number of end-users will impose considerable
computational complexity on spectrum markets, which may become the bottleneck,
even for some heuristic algorithms to achieve an approximate maximum of social
welfare. For example, unlike traditional trading in economics, since one band can
be shared among many nonconflicting users in spectrum trading, spectrum markets
need to figure out the conflict relationships among different users’ transmissions,
which is a very daunting task.

Uncertain Spectrum Availability: Other than above issues, spectrum uncer-
tainty is also an important factor for spectrum trading, which makes it challenging
for end-users to directly participate in the spectrum trading processes. The basic
premise of CRNs is to protect PUs from being interfered by SUs. In other words,
despite end-users’ payments for spectrum access, what they obtained is actually
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the right to opportunistically access these licensed bands, rather than accessing
them freely and unconditionally as PUs. End-users still need to obey the FCC
ruling and immediately evacuate from the licensed band if the PU returns. This
observation has two implications. First, end-users should consider potential risks
(service interruptions due to the return of the PU) when purchasing a band. However,
due to limited information, it is difficult for end-users to make the appropriate
judgement on the potential risk. Second, end-users need to execute spectrum sensing
to monitor PUs’ activities when accessing licensed bands. These spectrum sensing
may consume too power, imposing unbearable burdens on SUs’ lightweight mobile
devices in terms of energy consumptions.

Capabilities of End-Users’ Devices: Even if the aforementioned issues could
be well addressed and end-users could get what they need from the spectrum
market, they might still not be interested in joining spectrum markets due to
limitations of their communication devices. To trade and access licensed spectrum
bands, end-users must have frequency-agile communication devices to search for
unused licensed bands, reconfigure the RF front end, switch among a wide range
of spectrum bands (e.g., from MHz bands such as TV bands to GHz bands
such as 5GHz unlicensed bands), and send and receive packets over potentially
noncontiguous spectrum bands. According to [1], by 2020, nearly 50% of global
devices and connections will be handheld smartphones which will account for
more than four-fifths of mobile data traffic. Due to limited size, it is extremely
difficult to embed cognitive radio capability into these lightweight handheld devices.
Although some of the desired features could be implemented in these devices in
the future, significant amount of time and efforts must be devoted to design more
capable hardware devices as well as more efficient signal processing algorithms.
Besides, even if it is possible to have lightweight handheld communication devices
with CR capability, the prohibitively high price of these new fancy devices might
discourage end-users, especially the economically disadvantaged ones, from joining
the spectrum trading processes.

In view of above concerns, it would be ideal if there is a network to assist end-
users to join spectrum markets, which is the theme of the next subsection.

Cognitive Mesh Assisted Network Architecture

In this subsection, we elaborate our formerly proposed flexible network architecture,
called cognitive mesh assisted network (CMAN) or cognitive capacity harvesting
network (CCHN), as shown in Fig. 5, where an SSP is introduced to manage the
services for end-users [38–40, 50, 53, 54]. Our CMAN consists of an SSP, a group
of SUs, a set of base stations (BSs) and cognitive radio routers (CR routers), and
a collection of licensed spectrum bands, i.e., basic bands. The SSP can be either
an existing wireless service provider or an independent wireless service provider
which is willing to provide better or new kinds of services to their customers. BSs
are deployed by the SSP via, for example, leasing infrastructure (towers and cables)
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Fig. 5 The cognitive capacity harvesting network architecture for spectrum trading

from an existing cellular operator but with its own transceivers and spectrum bands
to reduce initial deployment costs. BSs are interconnected via data networks and
allow the SSP to gain access to data networks. The SSP employs BSs as an agent
to exchange control signaling with CR routers and SUs as well as to provide basic
coverage services. CR routers are deployed by the SSP to assist BSs in service
provisioning. Specifically, under the supervision of the SSP, CR routers collectively
form a cognitive radio mesh network (CMN) as a backhaul network between SUs
and BSs for data transportation. It should be noted that BSs and CR routers are
equipped with cognitive radios and communication interfaces, including the basic
band interface. The basic band is mainly used for control message exchange between
BSs and CR routers, user access related control signaling, and, if possible, data
delivery in both the access network and the CMN. The cognitive radio interface is
mainly used for data delivery in the CMN. Depending on SUs’ locations, mobility,
and service requests, they connect to either BSs or CR routers for services. If
SUs have cognitive capability (i.e., equipped with cognitive radios), BSs and CR
routers can deliver data services to these SUs via cognitive radio interfaces. If
SUs do not have cognitive radio interfaces, BSs and CR routers can tune to the
interfaces which SUs normally use for service delivery. CR routers collect SUs’
traffic requests via basic bands and submit the aggregated traffic requests to the SSP.
After receiving these data requests, the SSP make centralized network optimization
by jointly considering link scheduling, flow routing, and resource allocation and
sends the coordination decisions back to CR routers via BSs. According to these
decisions, CR routers in the CMN collectively deliver data services to SUs. Since
this may potentially reduce the transmission range for the last-hop communications
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to the end SUs, the frequency reuse for the bands used for network access can be
significantly increased with proper frequency planning, resulting in high spectral
efficiency.

The CMAN architecture can help end-users interact with spectrum markets
without knowing what the spectrum market is, which spectrum bands are needed,
and how to complete their data transmissions. End-users only need to know their
expected services and affordable monetary costs. They submit their service requests
and their valuations of these services to the SSP, i.e., end-users bid for services from
the SSP instead of spectrum resources from the spectrum markets. Once end-users’
data requests are received, the SSP will search for appropriate spectrum resources in
spectrum markets according to end-users’ service requests and spatial distributions,
prices of different bands and how these bands will be utilized, etc. As an operator,
the SSP always attempts to maximize its own profits, and thus how much spectrum
the SSP should purchase from spectrum markets is closely related to end-users’
bids, which implies that end-users interact with spectrum markets via the CMAN.
Such a spectrum trading scheme is referred to as the SOST scheme to emphasize the
fact that end-users purchase services instead of directly purchasing spectrum bands
in most existing research works.

Compared with end-user-based spectrum trading, the SOST scheme has many
attractive features. First, in the SOST scheme, each end-user only needs to submit
its service request and bidding allowance to the SSP, and the SSP will act as an agent
to bid for bands that can support the requested services. This shifts the complexity
from SUs’ side to the operator which is more trustworthy and has more bargaining
power and credibility. Second, as a network operator, the SSP can collect necessary
network intelligence and make centralized optimization accordingly to determine
which bands to purchase. Third, the number of SSPs will be much fewer than that
of end-users, which not only reduces the complexity but also improves the efficiency
of spectrum markets. Fourth, since services in the CMAN are carried over the CMN,
end-users are not aware of the specific spectrum allocation across the whole session
(i.e., from the source to the destination). Even if an SU overhears the bids of other
SUs, it is not helpful since the SU is not sure who are his competitors for spectrum
usage, which simplify the spectrum trading mechanism design. Finally, this SOST
scheme does not pose any additional requirements on end-users’ communication
devices. Even for end-users without cognitive radio devices, they can still benefit
from spectrum trading, which allows the SSP to extend its services and enhance the
prosperity of spectrum markets.

CMAN-Based Two-Tier Service-Oriented Spectrum Auction

In this subsection, we introduce the basic operation process of the SOST scheme
by taking the auction market as a concrete example. For illustration, we consider
a secondary spectrum market with one primary service provider (PSP) and N

infrastructure-based secondary service providers (SSPs). The PSP can share its
licensed bands for economic profits, and SSPs can bid for them to support their own
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Fig. 6 Two-Tier framework for multi-round service-oriented combinatorial spectrum auction

wireless services. To be specific, a multi-round auction is held periodically in the
market. At each period, the PSP constructs a fine-grained available spectrum map
(ASM) and an information table (IT) to show which bands are idle within which
regions in the next time period. Each SSP bids for needed bands within certain
regions in an all-or-none mode, i.e., either fully obtained or rejected, according to
users’ service requests. Different from the traditional spectrum market, where end-
users directly bid for specific bands, in this market, although the initiators are still
the end-users, they only need to submit their service requests, and the buyers who
truly participate in the auction are the SSPs. To be specific, such a market has a
two-tier framework as shown in Fig. 6.

Mesh Network of an SSP in Tier I
Tier I is between SSPs and their end-users. End-users do not need to know what the
spectrum market is, which spectrum bands are needed, and how to complete their
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data transmissions, other than their expected services and affordable monetary costs.
Each SSP acts as an admission controller, a bidding agent, and a service provider for
end-users. Specifically, as shown in Fig. 6, each SSP deploys BSs and CR routers
to deliver data services to end-users. Each BS serves as a central controller in its
coverage area with some basic bands to provide reliable common control signaling
to manage the network resources (both basic bands and harvested bands). The BS
also manages a group of CR routers deployed in its coverage area, which have CR
capability to operate over the purchased PSP’s bands. These CR routers form a mesh
network to relay data traffic between the BS and end-users. If possible, end-users
can access CR routers through the SSP’s basic bands using any available interfaces,
e.g., Wi-Fi, GSM/GPRS, 3G/4G/NxtG, etc., without making any changes on their
devices.

Two main functions are provided by the CR mesh network. One is aggregating
information from its end-users. Assume that each end-user generates a specific
service request, which will be submitted to the SSP through the closest CR
router. Each service request includes its source/destination, data size, and bidding
allowance, and each SSP aggregates end-users’ service information through CR
routers via basic bands. According to the aggregated information from end-users
and available bands in the market, each SSP bids for needed bands during the
auction. According to the results, each SSP broadcasts its admission decisions and
charges each admitted end-user its bidding allowance via basic bands and, then,
provides requested services to end-users with CR routers and purchased PSP’s bands
according to predetermined routing and scheduling decisions.

Auction-Based Spectrum Market in Tier II
In Tier II, a series of multi-round auctions are held by a third-party auctioneer every
time period T for access rights to the opened bands in the next time period, where
T is a controllable time parameter. As shown in Fig. 6, at the starting time of each
auction period, the seller, the PSP, provides a fine-grained ASM and an IT to reveal
available bands and regions in the next period T . An example of the fine-grained
ASM is shown as Fig. 7. It has several overlapped zones, and each one represents an
available region for an unoccupied band, which is further divided into many blocks
with corresponding specific location coordinates. The bands in separated zones can
be either different or the same. In the considered spectrum market, for certain band
m, if certain SSP wants to bid for it, he has to specify which blocks he wants to
get, i.e., he has to bid for a set corresponding to all needed blocks for this band.
Therefore, while bidding for the band m, the SSP needs to specify both the band’s
index and the block’s coordinates which form a spectrum bundle as fm; .x; y/g.
All the requested spectrum bundles of an SSP is called a three-dimensional desired
bundle (3D2-bundle). Note that the 3D2-bundle is purchased in an all-or-none mode,
i.e., only part of it is unacceptable.

IT is provided as the supplement to the ASM including multidimensional
information of the sold bands. First, it contains the specific spectrum range with
the bandwidth and the available blocks’ coordinates. Second, for each band within
certain available block, a reserved price required by the PSP is also included in
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Fig. 7 An example of the fine-grained available spectrum map

the IT. Furthermore, it is noteworthy that PUs’ activities are diverse in different
areas during different time periods. Therefore, to capture the spatial variation in
spectrum availability, the actual available bandwidth of certain band within certain
available zone can be treated as a random variable. In order to help SSPs take such an
uncertainty into consideration, in the IT, as a reference, historical usage data for each
band is also provided (e.g., the average available bandwidth during the same time
period everyday in previous several days collected via spectrum measurements).

The competing SSPs should submit their 3D2-bundles to the auctioneer before
the auction starts, i.e., within the first Ts , in each period. Considering certain CR
router, if its SSP wants to obtain certain band for its data transmissions, he has to
claim an exclusive area, i.e., specify certain needed blocks. On the one hand, no
other SSPs can use this band within this area if it has been claimed already. On the
other hand, the CR router can transmit data using this band only within this area and
will not cause interference to other areas. For certain transmit power, the exclusive
area can be described as a circle, with the CR router as the center and the interference
range as the radius, and the desired set of blocks corresponds to the minimal set of
blocks covering this circle. A band is called an available band to certain CR router
only if its SSP can find available blocks to cover the corresponding exclusive area.

Summary
After aggregating end-users’ service requests, according to the available bands
of each router, each SSP optimally schedules its network transmissions to obtain
its needed 3D2-bundle which is submitted to the auctioneer along with certain
bidding value. When the auction begins, the auctioneer determines winners and
their charging prices. After that, the sold blocks of bands will be deleted from
the ASM, and each losing SSP can reschedule its network transmissions according
to the updated ASM and bids for desired spectrum bands during the next auction
round. The auction continues multiple rounds until no available bands on ASM or no
participating SSPs, or this auction period is over. In such a way, more transactions
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are achievable in this market and thus generate higher revenue for both PSP and
SSPs. It should be noted that many other mechanisms, such as other auction models
or game-based open market, can also be adapted in the CCHN based SOST scheme
to fulfill different design goals.

Case Study
Next, we present a one-shot experiment as a case study to illustrate the whole
process of the SOST scheme. We consider a 1000 � 600m2 grid network with 3
SSPs owning 9 CR routers, respectively, as shown in Fig. 8.

SSP1 has two end-users with request as (7 ! 5, r11 D 6Mbps, p11 D 20) and
(1 ! 3, r12 D 1:3Mbps, p12 D 10), respectively. SSP2 has three end-users with
request as (5 ! 1, r21 D 6Mbps, p21 D 19), (5 ! 1, r22 D 4Mbps, p22 D 7),
and (5 ! 7, r23 D 5Mbps, p23 D 17), respectively. SSP3 has one end-user with
request as (6! 4, r31 D 7Mbps, p31 D 25). Assume that four bands are opened by
PSP and each one is available to all CR routers in all 15 blocks. The four numbers
in each block in Fig. 8 represent the reserve price of the four unoccupied bands
within this block, respectively, and some other information including bandwidth
and 13 historical data is shown as Table 1. According to the bands’ information
and its own end-users’ service requests, each SSP makes an optimal scheduling to
determine a 3D2-bundle (the needed blocks outside this map are not considered).
For the 3 SSPs, suppose that they have the same path loss factor ˇ D 4, the
antenna related parameter � D 4, and the noise density power at each CR router
	 D 10�16 W/Hz. The transmission power at each CR router on each band of each

Fig. 8 Topology of the grid network for the case study
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Table 1 Information of the four unoccupied bands

Band Bandwidth (MHz) Historical data (MHz)

1 0.4 0:34 0:37 0:13 0:37 0:28 0:12 0:18 0:26 0:38 0:38 0:14 0:39 0:38

2 1.8 1:54 1:19 1:45 0:97 1:50 0:83 1:07 0:84 0:89 1:62 1:49 1:11 1:75

3 4.0 2:06 2:87 2:76 3:53 3:59 2:37 2:97 2:89 3:29 3:41 3:50 2:55 3:35

4 5.5 4:21 5:00 3:35 4:05 5:28 4:98 5:39 4:63 3:08 5:12 5:33 4:69 4:89

Fig. 9 The optimal transmission schedule of each SSP

SSP is assumed to be equal as 5 W with a transmission/interference range as 210 and
350 m, respectively, and the confidence level for probabilistic link capacity ˛ D 0:8.
Then, through the optimal network scheduling, the transmission schedule of each
SSP is shown as Fig. 9 (readers can refer to [55] for the details of the optimal
network scheduling).

According to the optimal schedule, at the first round of the auction, SSP1 has
a 3D2-bundle as OB1

1 D ffm; .xm; ym/gg, m D 1; 2; 3, x1; y2; x3; y3 D 1; 2; 3,
y1 D 2; 3, x2 D 1; 2, with a total reserve price as 18.4 and its bidding value
b11 D v11 D 30, and SSP2 has a 3D2-bundle as OB2

1 D ffm; .xm; ym/gg, m D
1; 2; 3; 4, x1; x3 D 2; 3; 4, y1; y3; x2; x4; y2; y4 D 1; 2; 3, with a total reserve price
as 40.9 and its bidding value b21 D v21 D 43, and SSP3 has a 3D2-bundle as
OB2
1 D ffm; .xm; ym/gg,m D 1; 2; 3, x1; x2 D 3; 4; 5, x3 D 4; 5, y1; y2; y3 D 1; 2; 3,

with a total reserve price as 18.2 and its bidding value b31 D v31 D 25. Obviously,
three SSPs conflict with each other. By taking the social welfare maximum as the
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metric to determine winners, since the bid of SSP2 is the maximum, it becomes the
winner. To guarantee the truthfulness property, the corresponding clearing price is
set as its critical value, i.e., max.40:9; 30/ D 40:9. The auction only has one round
because all bands within the middle region have been sold to SSP2, and SSP1 and
SSP3 cannot find any bundled remaining bands to support any service. More detailed
mechanism design and performance evaluation can be found in [55].

Conclusion and Future Directions

Facing the dramatic increase of wireless data traffic, making more spectrum
available is imperative. Consequently, dynamic spectrum sharing via spectrum
trading, as one promising technique with the potential to transforming spectrum
scarcity into abundancy, has attracted great attentions. In order to provide incentives
for spectrum owners to open up their licensed spectrum, economic perspective
has been embedded to burst the spectrum trading. In the spectrum trading market,
the spectrum owners could sell/lease their radio resources for monetary revenue
or performance improvement, and unlicensed users could buy/rent the spectrum
access opportunities for their own services. Based on different characteristics, the
spectrum trading market could be categorized into many different types, such as
exclusive-use based and shared-use based, money exchange and resource exchange,
and auction market and open market, which have been elaborated in this chapter.
By referring to the overview of the state of the art, readers could acquire a broad
view of the spectrum trading on both governmental issued mechanisms and those
designed by the academic research community. Furthermore, some practical issues
have been summarized, and a novel service-oriented spectrum trading scheme based
on a newly developed network architecture has been presented as a promising
solution. As the future research direction, spectrum trading market will become
more and more flexible in spatial, temporal, and frequency dimensions, which still
needs lots of research efforts, including the sophisticated market frameworks to
enable such an extremely dynamic trading, the superior bidding languages with
low overhead, the hybrid market mechanisms to satisfy different types of users,
the privacy protection for users exposed in the public market, the computational-
efficient advanced strategy adaptation designs on both seller and buyer sides, etc.
We hope this chapter provides the needed background for spectrum trading and
inspire more deep research on this topic.
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Abstract

We have witnessed an explosion in wireless video traffic in recent years. Video
applications are bandwidth intensive and delay sensitive and hence require
efficient utilization of spectrum resources. Born to utilize wireless spectrum more
efficiently, cognitive radio networks are promising candidates for deployment of
wireless video applications. In this chapter, we introduce our recent advances in
foresighted resource allocation mechanisms that enable multiuser wireless video
applications over cognitive radio networks. The introduced resource allocation
mechanisms are foresighted, in the sense that they optimize the long-term video
quality of the wireless users. Due to the temporal coupling of delay-sensitive
video applications, such foresighted mechanisms outperform mechanisms that
maximize the short-term video quality. Moreover, the introduced resource
allocation mechanisms allow wireless users to optimize while learning the
unknown dynamics in the environment (e.g., incoming traffic, primary user
activities). Finally, we introduce variations of the mechanisms that are suitable
for networks with self-interested users. These mechanisms ensure efficient video
resource allocation even when the users are self-interested and aim to maximize
their individual video quality. The foresighted resource allocation mechanisms
introduced in this chapter are built upon our theoretical advances in multiuser
Markov decision processes, reinforcement learning, and dynamic mechanism
design.

Keywords
Cognitive radio networks � Multimedia communications � Game theory �
Reinforcement learning

Introduction

Video applications, such as video streaming, videoconferencing, remote teaching,
and surveillance, have become the major applications deployed over wireless
networks. Video applications are bandwidth intensive and delay sensitive and hence
require efficient allocation of spectrum resources among the users and efficient
scheduling of each user’s video packets based on its allocated resources.

One promising physical-layer technology to improve the spectrum efficiency
is cognitive radio. In cognitive radio, secondary users (SUs) can utilize the idle
spectrum when primary users (PUs) are inactive. Due to the potential of high
spectrum efficiency, cognitive radio is a promising candidate for the physical-layer
technology of video applications. Although cognitive radio is promising, there are
several challenges in efficiently deploy video applications over cognitive radio
networks.

First, video applications are delay-sensitive, namely, the video packets have
to be received before strict deadlines for successful decoding. Therefore, video
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applications require not only high spectrum efficiency but also efficient scheduling
of video packets.

In addition, there is interdependency across video packets, which makes the issue
of delay sensitivity more challenging. Specifically, the successful decoding of some
video packets may depend on the successful decoding of others. In other word, even
if a video packet is received before its deadline, it may not be decoded if some
packets that it depends on were not received by deadlines. This interdependency
results in temporal coupling of packet scheduling decisions. Therefore, we need
foresighted video packet scheduling that aims at maximizing the long-term video
quality, instead of instantaneous video quality.

Moreover, the delay sensitivity and interdependency mentioned above require not
only efficient packet scheduling but also efficient allocation of spectrum resources.
More specifically, we need foresighted resource allocation among the users in the
network, in order to maximize the long-term video quality.

Furthermore, the unknown dynamic environment requires users to make resource
allocation and packet scheduling decisions while learning the unknown dynamics.
Here the unknown dynamics include incoming video traffic, the channel quality, and
the PU activities.

Finally, the users in cognitive radio networks are autonomous and may aim
to maximize their own video quality (i.e., they are self-interested). It is more
challenging to design efficient resource allocation mechanism for self-interested
users, because they may misreport their information (e.g., their video traffic and
channel quality). In this case, the resource allocation mechanism has to be strategy
proof.

In this chapter, we introduce our solutions to the aforementioned challenges in
multiuser wireless video transmission over cognitive radio networks. Specifically,
we introduce a framework to design foresighted resource allocation mechanisms and
packet scheduling algorithms [1–7]. The introduced resource allocation mechanisms
allow wireless users to optimize while learning the unknown dynamics in the
environment (e.g., incoming traffic, channel quality, primary user activities). We
also describe variations of the mechanisms that are suitable for self-interested users
[1–5]. These mechanisms ensure efficient video resource allocation even when the
users are self-interested and aim to maximize their individual video quality. The
foresighted resource allocation mechanisms introduced in this chapter are built upon
our theoretical advances in multiuser Markov decision processes, reinforcement
learning, and dynamic mechanism design.

The rest of this chapter is organized as follows. We give a literature review
in section “Related Work.” We introduce the system model in section “General
Model for Video Applications over Cognitive Radio” and then formulate the design
problem in section “The Design Problem.” We describe the introduced solutions
in section “Optimal Foresighted Video Transmission.” We also briefly describe
the strategy-proof variations of the solutions in section “Strategy-Proof Resource
Allocation Mechanisms.” Finally, we conclude the chapter in section “Conclusion
and Future Directions.”
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Related Work

Multimedia Applications over Cognitive Radio Networks

A plethora of recent works [1–14] propose distinct solutions to optimize the
video quality. Some works [8–16] assume that the users are myopic, namely,
they only maximize their instantaneous video quality over a given time interval
without considering the impact of their actions on the long-term video quality.
They cast the problem in a network utility maximization (NUM) framework to
maximize the instantaneous joint video quality of all the users and apply the NUM
framework repeatedly when the channel conditions or video traffic characteristics
change. However, since the users are optimizing their transmission decisions
myopically, their long-term average performance is inferior to the performance
achieved when the users are foresighted [17]. Some of the works considering
the foresighted decision of users focus solely on a single foresighted user making
sequential transmission decisions (e.g., packet scheduling, retransmissions, etc.)
[17]. However, these single-user solutions do not discuss how to allocate resources
among multiple users as well as how this allocation is impacted by and impacts the
foresighted scheduling decisions of individual users. Static allocations of resources,
which are often assumed in the works studying the foresighted decisions of a single
user, have been shown to be suboptimal compared to the solutions that dynamically
allocate resources among multiple users [6].

In contrast, our introduced solutions, based on [1–7], make foresighted resource
allocation and packet scheduling decisions over multiple video users.

Table 1 summarizes the above discussions. Note that the optimality shown in the
last column of Table 1 indicates whether the solution is optimal for the long-term
network utility (i.e., the joint long-term video quality of all the users in the network).

Last but not the least, there are a plethora of works that address other important
issues in cognitive radio networks with multimedia applications, such as spectrum
handoff [18], routing [19], spectrum sensing [20], and applications in smart grid
[21]. These works are out of scope of this chapter.

Theoretical Frameworks

Single-user foresighted decision-making in a dynamically changing environment
has been studied and formulated as Markov decision process (MDP). Foresighted

Table 1 Related works on video (the first two rows are works introduced in this chapter)

Users Foresighted Learning Strategy proof Optimal

[1–5] Multiple Yes Yes Yes No

[6, 7] Multiple Yes Yes No Yes

[8–16] Multiple No No Yes/No No

[17] Single Yes Yes No No
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Table 2 Related theoretical frameworks (the first row is works introduced in this chapter)

Decision makers Foresighted Learning Optimal

MU-MDP [6, 7] Multiple Yes Yes Yes

MDP [17] Single Yes Yes No

Repeated NUM [16] Multiple No No No

Lyapunov optimization [22] Single Yes Yes No

decision-making in a dynamically changing environment can also be solved using
the Lyapunov optimization framework [22]. However, the Lyapunov optimization
framework is not able to make optimal decisions for video streaming since it
disregards specific interdependency and distortion impact of video traffic [23].

Table 2 summarizes the above discussions about existing theoretical frameworks.

General Model for Video Applications over Cognitive Radio

We first present a general model for multiuser wireless video transmission in
cognitive radio networks. Then we give an example of a commonly used model
as in [6, 14, 17] as an instantiation of our general model.

The General Model

We consider a cognitive radio network with a network manager indexed by 0 and
a set I of I wireless video users, indexed by i D 1; : : : ; I . Time is slotted at
t D 0; 1; 2; : : :. In the rest of the paper, we will put the user index in the superscript
and the time index in the subscript of variables. The multiuser wireless video
transmission system is described by the following features.

States
Each user i has a finite state space Si, from which a state si is realized and revealed
to user i at the beginning of each time slot. The state si may consist of several
components, such as the video traffic state and the channel state. An example of a
simplified video traffic state can be the types of video frames (I, P, or, B frame)
available for transmission and the numbers of packets in each available video
frame. Note that the video traffic in our model can come from video sequences
that are either encoded in real time, or offline, and stored in the memory before the
transmission. An example channel state can be the channel quality reported to the
application layer by the lower layers. The network manager has a finite state space
S0 that describes the status of the resource in the network. An example resource
state can be the available idle bandwidth.
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Actions
At each state si, each user i chooses an action ai 2 Ai.si /. For example, an action
can be how many packets within each available video frame should be transmitted.
We allow the sets of actions taken under different states to be different, in order to
incorporate the minimum video quality requirements that will be discussed.

Payoffs
Each user i has a payoff function ui W Si � Ai ! R. The payoff function ui is
concave in the action under any state. A typical payoff can be the distortion impact
of the transmitted packets minus the cost of energy consumption in transmission.

State Transition
Each user i ’s state transition is Markovian and can be denoted by pi .si 0jsi ; ai / 2
�.Si /, where �.Si / is the probability distribution over the set of states.

Resource Constraints
Given the status of the resource (i.e., the network manager’s state s0), we can write
the (linear) resource constraint as

f .s0; a1; : : : ; aI / , f 0.s0/C
PI

iD1 f
i .s0/ � ai � 0;

where f i .s0/ is the coefficient under state s0. When ai is a vector, f i .s0/ is a vector
of the appropriate length, and f i .s0/ � ai is the inner product of the two vectors.

A variety of multiuser wireless video transmission systems can be modeled
as special cases of our general model. Next, we present a packet-level video
transmission model as an example.

An Example Packet-Level Video Transmission Model

Packet-level video transmission models have been proposed in a variety of related
works, including [6–14]. In the following, we briefly describe the model based on
[6–14] and refer interested readers to [6–14] for more details.

We first consider a specific video user i and hence drop the superscript before we
describe the resource constraints. The video source data is encoded using an H.264
or MPEG video coder under a group of pictures (GOP) structure: the data is encoded
into a series of GOPs, indexed by g D 1; 2; : : :, where one GOP consists of N data
units (DUs). Each DU n 2 f1; : : : ; N g in GOP g, denoted DUg

n , is characterized
by its size lgn 2 NC (i.e., the number of packets in it), distortion impact qgn 2 RC,
delay deadline dgn 2 NC, and dependency on the other DUs in the same GOP. The
dependency among the DUs in one GOP comes from encoding techniques such as
motion estimation/compensation. In general, if DUg

n depends on DUg
m, we have

d
g
n 	 d

g
m and qgn � q

g
m, namely, DUg

m should be decoded before DUg
n and has

a higher distortion impact than DUg
n [17]. Note that in the case of scalable video

coding, there is no dependency among the DUs, and the following representation of
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the model can be greatly simplified. We will keep the dependency for generality in
our exposition.

Among the above characteristics, the distortion impact qgn , delay deadline dgn ,
and the dependency are deterministic and fixed for the same DUs across different
GOPs (e.g., qgn D q

gC1
n ) [6, 17]. As in [6], the sizes of all the DUs are independent

random variables and that the sizes of the nth DUs in different GOPs have the same
distribution.

States
Each user’s state consists of the traffic state Tt and the channel state ht . We describe
the traffic state Tt first. At time slot t , as in [6, 14, 17], we assume that the wireless
user will only consider for transmission the DUs with delay deadlines in the range of
Œt; tCW /, whereW is referred to as the scheduling time window (STW). Following
the model in [6, 17], at time slot t , we introduce context to represent the set of DUs
that are considered for transmission, i.e., whose delay deadlines are within the range

of Œt; t C W /. We denote the context by Ct D
n
DU

g
j jd

g
j 2 Œt; t CW /

o
. Since the

GOP structure is fixed, the transition from context Ct to CtC1 is deterministic. An
illustration of the context is given in Fig. 1.

Given the current context Ct , we let xt;DU denote the number of packets in the
buffer associated with a DU in Ct . We denote the buffer state of the DUs in Ct by
xt D fxt;DU jDU 2 Ctg. The traffic state Tt at time slot t is then Tt D .Ct ; xt /,
where the context Ct represents which DUs are available for transmission, and the
buffer state xt represents how many packets each available DU has left in the buffer.

Next we describe the channel state ht . At each time slot t, the wireless user
experiences a channel condition ht 2 H , where H is the finite set of possible
channel conditions. We assume that the wireless channel is slow fading (i.e., remains
the same in one time slot) and that the channel condition ht can be modeled as a
finite-state Markov chain [24].

t+1

I

t t+2 t+3 t+4 t+5 time slot

P

B

P
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GOP g
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In summary, the state of a user at each time slot t is st D .Ct ; xt ; ht /, which
includes the current context, buffer state, and channel state.

(Packet Scheduling) Actions
At each time slot t, the user decides how many packets should be transmitted
from each DU in the current context. The decision is represented by at .st / D
fyt;DU jDU 2 Ct ; yt;DU 2 Œ0; xt;DU �g, where yt;DU is the amount of packets
transmitted from the DU.

Payoffs
As in [17], we consider the following instantaneous payoff at each time slot t : (The
payoff function can be easily extended within our framework to include additional
features in the model. For example, when there are packet losses, we can modify
the first term to be the expected distortion reduction given the packet loss rate or
modify the second term to consider the additional energy consumption associated
with packet retransmission.)

u.st ; at / D
P

DU2Ct
qDU yt;DU � ˇ � � .ht ; katk1/ ; (1)

where the first term
P

DU2Ct
qDU yt;DU is the instantaneous video quality, namely,

the distortion reduction obtained by transmitting the packets from the DUs in the
current context, and the second term ˇ � � .ht ; katk1/ represents the disutility of the
energy consumption by transmitting the packets. Since the packet scheduling action
at is a vector with nonnegative components, we have katk1 D

P
DU2Ct

yt;DU ,
namely, katk1 is the total number of transmitted packets. As in [17], the energy
consumption function �.h; kak1/ is assumed to be convex in the total number of
transmitted packets kak1 given the channel condition h. An example of such a
function can be �.h; kak1/ D �2.e2kak1b � 1/=h, where b is the number of bits in
one packet [25]. The payoff function is a trade-off between the distortion reduction
and the energy consumption, where the relative importance of energy consumption
compared to distortion reduction is characterized by the trade-off parameter ˇ > 0.
In the simulation, we will set different values for ˇ to illustrate the trade-off between
the distortion reduction and energy consumption.

The Resource Constraint
Suppose that the users access the channels in a frequency-division multiple access
(FDMA) manner. The total bandwidthB is shared by the users. We assume that each
user i uses adaptive modulation and coding (AMC) based on its channel condition.
In other words, each user i chooses a data rate rit under the channel state hit . Note
that the rate selection is done by the physical layer and is not a decision variable in
our framework. Then as in [8], we have the following resource constraint:

PI
iD1

kait k1b

rit .h
i
t /
� B; (2)
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where ka
i
t k1�b

rit .h
i
t /

is the bandwidth needed for transmitting the amount kait k1 � b of bits

given the data rate rit .h
i
t /.

In this model, the network manager’s state s0 is then the collection of channel
states, namely, s0 D .h1; : : : ; hI /. The information about the channel states is fed
back from the users to the network manager. We can write the constraint compactly
as the linear constraint f .s0t ; a

1
t ; : : : ; a

N
t / � 0 with f i .s0t / D

b

rit .h
i
t /
; i D 1; : : : ; I

and f 0.s0t / D �B .

The Design Problem

Each user makes decisions based on its state st . Hence, each user i ’s strategy can
be defined as a mapping �i W Si ! [si A

i .si /, where Ai.si / is the set of actions
available under state si . We allow the set of available actions to depend on the state,
in order to capture the minimum video quality guarantee. For example, at any time,
user i has a minimum distortion impact reduction requirement Di , formulated as

Ai.sit / D
n
ait W

P
DU2C it

qDU � y
i
t;DU 	 D

i
o
:

The users aim to maximize their expected long-term payoff. Given its initial state
si0, each user i ’s strategy �i induces a probability distribution over the sequences
of states si1; s

i
2; : : :, and hence a probability distribution over the sequences of

instantaneous payoffs ui0; u
i
1; : : :. Taking expectation with respect to the sequences

of payoffs, we have user i ’s long-term payoff given the initial state as

U i.�i jsi0/ D E
˚
.1 � ı/

P1
tD0

�
ıt � uit

��
; (3)

where ı 2 Œ0; 1/ is the discount factor.
The design problem can be formulated as

max�1;:::;�I
P

s10 ;:::;s
I
0

PI
iD1 U

i .�i jsi0/ (4)

s:t: minimum video quality guarantee W

�i .si / 2 Ai.si /; 8i; si ;

resource constraint W

f .s0; �1.s1/; : : : ; �I .sI // � 0; 8s0:

Note that the design problem (4) is a weakly coupled MU-MDP as defined by [26].
It is a MU-MDP because there are multiple users making foresighted decisions. The
MU-MDP is coupled, because the users influence each other through the resource
constraints (namely, the choice of one user’s action depends on the choices of the
other users). However, it is weakly coupled, because the coupling is through the
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resource constraints only and because one user’s instantaneous payoff ui .si ; ai / is
not affected by the other users’ actions aj . It is this weak coupling that enables
us to decompose the multiuser problem into multiple single-user problems through
prices. Such a decomposition of weakly coupled MU-MDPs has been studied in
a general setting [26] and in wireless video transmission [6], both adopting a
dual decomposition approach based on uniform price (i.e., the same Lagrangian
multiplier for the resource constraints under all the states).

Note also that we sum up the network utility
PI

iD1 U
i .�i jsi0/ under all the initial

states .s10 ; : : : ; s
I
0 /. This can be interpreted as the expected network utility when

the initial state is uniformly distributed. The optimal stationary strategy profile that
maximizes this expected network utility will also maximize the network utility given
any initial state.

The design problem (4) is very challenging and has never been solved optimally.
To better understand this, let us assume that a central controller would exist which
knows the complete information of the system (i.e., the states, the state transitions,
the payoff functions) at each time step. Then, this central controller can solve
the above problem (4) as a centralized single-user MDP (e.g., using well-known
value iteration or policy iteration methods) and obtain the solution to the design
problem �? and the optimal value function U?. However, the multiuser wireless
video system we discussed is inherently informationally decentralized, and there
is no entity in the network that possesses the complete information. Moreover, the
computational complexity of solving (4) by a single entity is prohibitively high.
Hence, our goal is to develop an optimal decentralized algorithm that converges to
the optimal solution.

Optimal Foresighted Video Transmission

In this section, we show how to determine the optimal foresighted video transmis-
sion policies. We propose an algorithm that allows each entity to make decisions
based on its local information and the limited information exchange between the BS
and the users. Specifically, in each time slot, the BS sends resource prices to each
user, and the users send their total numbers of packets to transmit to the BS. The
BS keeps updating the resource prices based on the resource usage by the users and
obtains the optimal resource prices based on which the users’ optimal individual
decisions achieve the optimal network utility.

Decoupling of The Users’ Decision Problems

Each user aims to maximize its own long-term payoff U i.�i jsi0/ subject
to the constraints. Specifically, given the other users’ strategies ��i D

.�1; : : : ; �i�1; �iC1; : : : ; �I / and states s�i D .s1; : : : ; si�1; siC1; : : : ; sI /, each
user i solves the following long-term payoff maximization problem:
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�i D arg max
Q�i

Ui . Q�
i jsi0/ (5)

s:t: Q�i .si / 2 Ai.si /; 8si ;

f .s0; Q�i .si /;��i .s�i // � 0:

Assuming that the user knows all the information (i.e., the other users’ strategies
��i and states s�i ), user i ’s optimal value function should satisfy the following:

V .si / Dmax
ai2Ai .si /

.1 � ı/ui .si ; ai /C ı
X
si0

pi .si 0jsi ; ai /V .si 0/

s:t: f .s0; ai ;��i .s�i // � 0: (6)

Note that the above equations would be the Bellman equation, if user i knew the
other users’ strategies ��i and states s�i and the BS’ state s0 (i.e., the channel
states of all the users). However, such information is never known to a particular
user. Without such information, one user cannot solve the decision problem above
because the resource constraint contains unknown variables. Hence, we need to
separate the influence of the other users’ decisions from each user’s decision
problem.

One way to decouple the interaction among the users is to remove the resource
constraint and add it as a penalty to the objective function. Denote the Lagrangian
multiplier (i.e., the “price”) associated with the constraint under state s0 as �0.s0/.
Then the penalty at state s0 is

��0.s0/ � f .s0; a1; : : : ; aI / D ��0.s0/ �
PI

iD1 f
i .s0/ � ai :

Since the term ��0.s0/ �
P

j¤i f
j .s0/ � aj is a constant for user i, we only need to

add ��0.s0/ � f i .s0/ � ai to each user i ’s objective function. We define �i .s0/ ,
�0.s0/ � f i .s0/. Then we can rewrite user i ’s decision problem as

QV �i .s0/.si / D max
ai2Ai .si /

.1 � ı/


ui .si; ai / � �i .s0/ � ai

�

Cı �
P

s0i

h
pi .si 0jsi; ai / QV �i .s0/.si 0/

i
: (7)

By contrasting (7) with (6), we can see that given the price �i , each user can
make decisions based only on its local information since the resource constraint
is eliminated. Note, importantly, that the above decision problem (7) for each user
i is different from that in [6] with uniform price. This can be seen from the term
�i .s0/ � ai in (7), where the price �i .s0/ is user specific and depends on the state,
while the uniform price in [6] is a constant �. The decision problem (7) is also
different from the subproblem resulting from dual decomposition in NUM, because
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it is a foresighted optimization problem that aims to maximize the long-term payoff.
This requires a different method to calculate the optimal Lagrangian multiplier
�i .s0/ than that in NUM.

Optimal Decentralized Video Transmission Strategy

For the general model described in section “General Model for Video Applications
over Cognitive Radio”-A, we propose an algorithm used by the BS to iteratively
update the prices and by the users to update their optimal strategies. The algorithm
will converge to the optimal prices and the optimal strategy profile that achieves the
minimum total system payoff U?. The algorithm is described in Table 3.

Theorem 1. The algorithm in Table 3 converges to the optimal strategy profile,
namely,

limt;k!1

ˇ̌̌P
s1t ;:::;s

I
t

PI
iD1 Ui .�

i;�ik jsit / � U
?
ˇ̌̌
D 0 :

Proof. See the appendix in [7].
We illustrate the BS’s and users’ updates and their information exchange in

one time slot in Fig. 2. At the beginning of each time slot t , the BS and the
users exchange information to compute the optimal resource price and the optimal
actions to take. Specifically, in each iteration k, the BS updates the resource price
�0k . Then based on the user-specific resource price �ik , each user i solves for the

optimal individual strategy �i;�
i
k and sends the BS its resource request f i ��i;�

i
k .sit /.

Then the BS updates the prices based on the users’ resource requests using the
stochastic subgradient method, which can be performed easily. The difference from
the dual decomposition in NUM is that each user’s decision problem in our work
is a foresighted optimization problem aiming to maximize the long-term, instead of
instantaneous, payoff. Our algorithm is also different from the algorithm in [6] in
that we have different prices under different states.

Table 3 Distributed algorithm to compute the optimal strategy at time t

Input: Performance loss tolerance �

Initialization: Set k D 0, �0k D 0.

Each user i observes sit , the BS observes s0t
repeat

Each user i solves the decoupled decision problem (7) to obtain �i;�
i
k

Each user i submits its resource request f i .s0t / � �
i;�ik .sit /

The BS updates the prices (stochastic subgradient update):

�ikC1.s
0
t / D �ik.s

0
t /C

1
kC1

f .s0t ; �
1;�1k .s1t /; � � � ; �

I;�Ik .sIt //

until k�ikC1.s
0
t /� �

i
k.s

0
t /k � �

Output: optimal price �0k , optimal strategies f�i;�
i
k gIiD1
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Table III:

Fig. 2 Illustration of the interaction between the BS and user i (i.e., their decision-making and
information exchange) in one period

From Fig. 2, we can clearly see what information (namely, resource prices �0k and

resource requests f i ��i;�
i
k .sit /) is exchanged. The amount of information exchange

is small (O.I /), compared to the amount of information required by each user to
solve the decision problem (6) directly (

Q
j¤i jSi j states plus the strategies ��i ). In

other words, the algorithm enables the entities to exchange a small amount (O.I /)
of information and reach the optimal video transmission strategy that achieves the
same performance as when each entity knows the complete information (i.e., the
states and the strategies of all the entities) about the system.

Optimal Packet Scheduling

In the previous subsection, we propose an algorithm of optimal foresighted resource
allocation and packet scheduling for the general video transmission model described
in section “General Model for Video Applications over Cognitive Radio”-A. In
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the algorithm, each user’s packet scheduling decision is obtained by solving the
Bellman equation (7) (see Table 3). The Bellman equation (7) can be solved by a
variety of standard techniques such as value iteration. However, the computational
complexity of directly applying value iteration may be high, because each user’s
state contains the information of all DUs, and thus each user’s state space can
be very large. In the following, we show that for the specific model described in
section “General Model for Video Applications over Cognitive Radio”-B, we can
greatly simplify the packet scheduling decision problem. The key simplification
comes from the decomposition of each user’s packet scheduling problem with
multiple DUs into multiple packet scheduling problems with single DU. In this
way, we can greatly reduce the number of states in each single-DU packet
scheduling problem, such that the total complexity of packet scheduling grows
linearly, instead of exponentially without decomposition, with the number of
DUs.

The decomposition closely follows the decomposition of multiple-DU packet
scheduling problems proposed in [17]. The only difference is that the decision
problem (7) in our work has an additional term ��i .s0/ � ai due to the price, while
such a term does not exist in [17] because the single-user packet scheduling problem
is considered in [17].

Lemma 1 (Structural Result). Suppose DU1 2 Ct and DU2 2 Ct . If DU2
depends on DU1, we should schedule the packets of DU1 before scheduling the
packets of DU2.

Although Lemma 1 is straightforward, it greatly simplifies the scheduling prob-
lem because we can now take advantage of the partial ordering of the DUs. However,
this still does not solve the scheduling decision for the DUs that are not dependent
on each other. Next, we provide the algorithm of optimal packet scheduling in
Table 4. The algorithm decomposes the multiple-DU packet scheduling problem
into a sequence of single-DU packet scheduling problems and determines how
many packets to transmit for each DU sequentially. This greatly reduces the total
computational complexity (which is linear in the number of DUs) compared to

Table 4 The optimal packet scheduling algorithm

Input: Directed acyclic graph given the current context: DAG.Ct /

Initialization: Set DAG1 D DAG.Ct /.

For k D 1; : : : ; jCt j

DUk D arg max
DU2root.DAGk/

max
0�y�xt;DU

.1� ı/


qDU � y � �

i
k.s

0/ � y
�

C ı �
P

si0

h
pi .si0jsi ; af;t / QV

i;�i;.k/.s0/.si0/
i

y�

t;DUk
D arg max

0�y�xt;DUk

.1� ı/


qDUk � y � �

i
k.s

0/ � y
�

C ı �
P

si0

h
pi .si0jsi ; af;t / QV

i;�i;.k/.s0/.si0/
i

DAGkC1 D DAGk n fDUkg

End for
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solving the multiple-DU packet scheduling problem directly (in which the number
of states grows exponentially withe number of DUs). The algorithm is similar to
[17, Algorithm 2]. The only difference is the term ��i .s0/ � ai .

Learning Unknown Dynamics

In practice, each entity may not know the dynamics of its own states (i.e., its
own state transition probabilities) or even the set of its own states. When the state
dynamics are not known a priori, each entity cannot solve their decision problems
using the distributed algorithm in Table 3. In this case, we can adapt the online
learning algorithm based on post-decision state (PDS) in [17], which was originally
proposed for single-user wireless video transmission, to the considered deployment
scenario.

The main idea of the PDS-based online learning is to learn the post-decision
value function, instead of the value function. Each user i ’s post-decision value
function is defined as QU i. Qxi ; Qhi /, where . Qxi ; Qhi / is the post-decision state. The
difference from the normal state is that the PDS . Qxi ; Qhi / describes the status of
the system after the scheduling action is made but before the DUs in the next period
arrive. Hence, the relationship between the PDS and the normal state is

Qxi D xi � ai ; Qhi D hi :

Then the post-decision value function can be expressed in terms of the value
function as follows:

QU i. Qxi ; Qhi / D
X
xi0;hi0

pi .xi 0; hi 0j Qxi C ai ; Qhi / � QV i .xi 0; Qhi /:

In PDS-based online learning, the normal value function and the post-decision value
function are updated in the following way:

V i
kC1.x

i
k; h

i
k/ D max

ai
.1 � ı/ � ui .xik; h

i
k; a

i /

C ı � U i
k .x

i
k C .a

i � l ik/; h
i
k/;

U i
kC1.x

i
k; h

i
k/ D .1 �

1

k
/U i

k .x
i
k; h

i
k/

C
1

k
� V i

k .x
i
k � .a

i � l ik/; h
i
k/:

We can see that the above updates do not require any knowledge about the state
dynamics. In particular, we propose the decomposed optimal packet scheduling
with PDS-based learning in Table 5. Note that the difference between the learning
algorithm in Table 5 with the algorithm assuming statistic knowledge in Table 4
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Table 5 The optimal decomposed packet scheduling algorithm with PDS-based learning

Input: Directed acyclic graph given the current context: DAG.Ct /

Initialization: Set DAG1 D DAG.Ct /.

For k D 1; : : : ; jCt j

DUk D arg max
DU2root.DAGk/

max
0�y�xt;DU

.1� ı/


qDU � y � �

i
k.s

0/ � y
�

C ı � UDU .Ct ; xt;DU � y; ht /

y�

t;DUk
D arg max0�y�xt;DU .1� ı/



qDU � y � �

i
k.s

0/ � y
�

C ı � UDU .Ct ; xt;DU � y; ht /

DAGkC1 D DAGk n fDUkg

End for

is that we use the post-decision state value function instead of the normal value
function. It is proved in [17] that the PDS-based online learning will converge to
the optimal value function. Hence, the distributed packet scheduling and resource
allocation solution in Table 3 can be modified by letting each user perform the packet
scheduling using the PDS-based learning in Table 5.

Strategy-Proof Resource Allocation Mechanisms

When the users are self-interested, they may not follow the solutions introduced
in section “Optimal Foresighted Video Transmission”. In particular, they may not
be truthful in the message exchange with the network manager. There are several
ways of designing strategy-proof resource allocation mechanisms, based on pricing
[3] and mechanism design [1–5]. In this section, we describe a representative
framework based on auctions [4, 5].

The auction-based resource allocation mechanism is illustrated in Fig. 3. The
basic procedure at each time slot is described as follows:

1. The network manager announces the total amount of available resources (e.g.,
state s0).

2. The SUs submit bids of how much resources they are willing to get.
3. Based on SUs’ bids, the network manager determines the resource allocation and

the payments required from SUs.
4. Based on the allocated resources, the SUs schedule their video packets.

As we can see, most elements (e.g., states, rewards) in auction-based mechanisms
are the same as in the general model in section “General Model for Video
Applications over Cognitive Radio”. Here we list some key features of the auction-
based mechanism.

• In the auction-based mechanism, the SUs’ actions consist of two types of actions,
internal actions and external actions. The internal actions, denoted by bti in
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Fig. 3 Illustration of strategy-proof resource allocation mechanism based on auctions

Fig. 3, are the packet scheduling actions described in section “General Model
for Video Applications over Cognitive Radio”. The external actions are unique
in the auction-based mechanism. Specifically, the external action is the amount
of resources each SU wants to get (i.e., their bids).

• In the auction-based mechanism, the network manager directly allocates the
resources to the SUs and announces the payments required from the SUs. This is
different from the mechanism in section “General Model for Video Applications
over Cognitive Radio”, where the network manager announces the prices and the
SUs determine the resource allocation based on the prices.

We refer interested readers to [4, 5] for detailed descriptions and theoretical
results of the auction-based mechanisms.

Conclusion and Future Directions

In this chapter, we introduce the optimal foresighted resource allocation and packet
scheduling for multiuser wireless video transmission over cognitive radio networks.
The introduced solution achieves the optimal long-term video quality subject to
each user’s minimum video quality guarantee, by dynamically allocating resources
among the users and dynamically scheduling the users’ packets while taking into
account the dynamics of the video traffic and channel states. We develop a low-
complexity algorithm that can be implemented by the network manager and the
users in an informationally decentralized manner and converges to the optimal
solution. We also introduce strategy-proof variations of our solutions for self-
interested users.

There are many important future research directions. First, we have focused on
the cases where users have orthogonal spectrum access. One interesting direction is
to allow non-orthogonal spectrum access through power control. This will further
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complicate the coupling among the users. This is because orthogonal spectrum
access results in resource allocation constraints as linear inequality, while non-
orthogonal spectrum access will destroy the linearity. Theoretically, the resulting
problems are strongly coupled multiuser MDPs, instead of weakly coupled multiuser
MDPs in this chapter.

Second, in the scenarios where users are self-interested, theoretical analysis of
the efficiency at the equilibrium is yet missing. There are existing works in computer
science and economics literature that analyze the Price of Anarchy (PoA) and
efficiency of learning in games. However, most of these works focus on one-shot
games (i.e., when users are myopic). When the users are foresighted, the problem is
more challenging and calls for novel analytical frameworks.
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Abstract

Cognitive radio (CR) and multiple-input multiple-output (MIMO) are two
independent physical layer technologies that have made significant impact on
wireless networks. In particular, CR operates on the channel level to exploit
efficiency across spectrum dimension, while MIMO operates within the same
channel to exploit efficiency across spatial dimension. In this chapter, we
explore MIMO-empowered CR technique to enhance spectrum access in wireless
networks. Specially, we study how to apply MIMO-empowered CR for both
interweave and underlay paradigms in multi-hop network environment. With
MIMO interference cancelation (IC) capability, we first show how multiple
secondary links achieve simultaneous transmission on the same channel under
the interweave paradigm. Next, we show how secondary networks achieve
simultaneously transmission with the primary network on same channel to
achieve transparent coexistence under the underlay paradigm. Through rigorous
mathematical modeling, problem formulation, and extensive simulation results,
we find that MIMO-empowered CR can offer significant improvement in terms
of spectrum access and throughput performance under both interweave and
underlay paradigms.

Keywords
Cognitive radio � MIMO � Interference cancelation � Spectrum sharing �

Coexistence � Interweave � Underlay � Multi-hop network

Introduction

Since its inception, cognitive radio (CR) has quickly been accepted as the enabling
radiotechnology for next-generation wireless communications [8, 22]. A CR
promises unprecedented flexibility in radio functionalities via programmability
at the lowest layer, which was once done in hardware. Due to its spectrum sensing,
learning, and adaptation capabilities, CR has the potential to address the heart
of the problem associated with spectrum scarcity (via dynamic spectrum access
(DSA)) and interoperability (via channel switching). Already, CR or its predecessor,
software-defined radio (SDR), has been implemented for cellular communications
[20], the military [10], and public safety communications [13]. It is envisioned that
CR will be employed as a general radio platform upon which numerous wireless
applications can be implemented.

In parallel to the development of CR, MIMO [2, 19] has already been widely
implemented in commercial wireless products to increase capacity. The goal of
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MIMO and how it operates are largely independent of and orthogonal to CR.
Instead of exploiting idle channels for wireless communications, MIMO attempts
to increase capacity within the same channel via space-time processing [6]. In
particular, by employing multiple antennas at both the transmit and receive nodes,
wireless channel capacity can scale almost linearly with the number of antennas
(via spatial multiplexing) [4, 18]. Further, with zero-forcing beamforming (ZFBF)
[3, 21], a node may use its degrees of freedom (DoFs) to cancel interference from
other nodes or its own interference to other nodes.

In this chapter, we explore MIMO in CR-based secondary networks in both
interweave (i.e., interference avoidance or DSA) and underlay paradigms [7] to
enhance spectrum efficiency and spatial reuse. In interweave paradigm, to avoid
interference to primary network, the secondary networks can only operate on
spectrum holes. However, with MIMO IC capability, secondary nodes are allowed
to be active simultaneously on the same band in the secondary network. If we
assume that each node in a cognitive radio network (CRN) is equipped with
AMIMO antennas, then one would expect at least AMIMO-fold capacity increase
when compared to a CRN with only a single antenna at each node, due to
spatial multiplexing gain from MIMO. Now observing that CR and MIMO handle
interference differently (with CR on the channel level and MIMO within a channel),
we ask the following fundamental question: Will joint optimization of CR (via
channel assignment) and MIMO (via DoF allocation) offer more than AMIMO-fold
in capacity?

In underlay paradigm, we explore the potential of simultaneous activation of a
secondary network with the primary network, as long as the interference produced
by the secondary nodes can be properly “controlled” (e.g., canceled) by secondary
nodes. In other words, secondary nodes are allowed to access the spectrum as long
as they can cancel their interference to the primary nodes in such a way that primary
nodes do not feel the presence of secondary nodes. In other words, activities by the
secondary nodes are made transparent (or “invisible”) to the primary nodes. We call
this transparent coexistence. Although the idea of the transparent coexistence has
been explored in the information theory (IT) community, results from the IT and
communication (COMM) communities have mainly limited to very simple network
settings, e.g., several nodes or link pairs, all for single-hop communications [1, 5,
11, 23, 24]. The more interesting problem of how transparent coexistence can be
achieved in a multi-hop secondary network remains open. As shown in [9, 14], the
problem complexity associated with multi-hop CR networks is much higher than
single-hop CR networks.

The remainder of this chapter is organized as follows. In sections “MIMO-Based
Secondary Network in Interweave Paradigm” and “MIMO-Based Secondary Net-
work in Transparent-Coexistence Paradigm”, we explore MIMO-empowered CR
for a multi-hop secondary network under the interweave and underlay paradigms,
respectively. Through case studies, we demonstrate that MIMO-empowered sec-
ondary networks can significantly improve spectrum efficiency and spatial reuse
under both interweave and underlay paradigms. Section “Summary and Future
Directions” summarizes this chapter.
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MIMO-Based Secondary Network in Interweave Paradigm

In this section, we study MIMO-based secondary multi-hop network in interweave
paradigm. Our discussion consists of two levels: The first is on channel level, i.e.,
how does a secondary network exploit available spectrum and handle interference
via the use of different channels. The second is within a channel, i.e., how does
MIMO mitigate co-channel interference via ZFBF (i.e., using DoF). A thorough
understanding of these interference avoidance/cancelation techniques across/within
channels is critical to mathematical modeling and ultimately fully exploit the
potential of MIMO and CR. Based on this background, we then develop a rigorous
mathematical model and study a throughput maximization problem to exploit the
potential benefit of MIMO-based secondary network.

Co-channel Interference Cancelation with MIMO DoFs

The total number of antennas at a node is called degrees of freedom (or DoFs) [12]
at the node. A node can use some or all of its DoFs for either spatial multiplexing
(SM) (to achieve multiple concurrent data streams over a link) or co-channel IC (to
enable multiple links on the same band), as long as the number of DoFs being used
does not exceed the number of antennas at the node.

The allocation of DoFs at a node for SM and IC can be based on an ordering of
all nodes in the network [16]. For a given ordered node list, the DoFs at a node can
be allocated as follows.

• DoF Allocation at A Transmit Node. First, the transmit node needs to allocate
DoFs for SM. The number of DoFs to be allocated equals to the number of data
streams to be transmitted. Then, for IC, this transmit node must ensure that its
transmission does not interfere with those receive nodes that are before this node
in the ordered list. To cancel its interference to these receive nodes, this node
needs to allocate a number of DoFs that are equal to the received data streams by
those nodes. This transmit node does not need to allocate any of its DoFs to null
potential interference to those receive nodes that are after itself in the ordered
node list.

• DoF Allocation at A Receive Node. First, the receive node needs to allocate
DoFs for data reception (SM). The number of DoFs to be allocated equals to the
number of data streams to be received. Then, for IC, this node must ensure that
its reception is not interfered by those transmit nodes that are ordered before this
node in the list. To cancel the interference from these transmit nodes, this node
needs to allocate a number of DoFs that are equal to the transmitted data streams
by those nodes. This receive node does not need to allocate any of its DoFs to
null potential interference from those transmit nodes that are after itself in the
ordered node list.

An example is given in Fig. 1, where there are four nodes, each equipped with
4 antennas. All nodes operate on the same channel, and there are two mutually
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Fig. 1 Simultaneous
activation of two secondary
links with IC

interfering links in the network: 1 ! 2 and 3 ! 4. Suppose the ordered node list
for DoF allocation is 1, 2, 3, and 4. Further, node 1 is transmitting 1 data stream to
node 2 and node 3 is transmitting 3 DoF to node 4 . Now we show how the DoFs at
each node are allocated for interference cancelation and spatial multiplexing:

• Starting with node 1, it is the first node in the list and it is a transmit node. Then
it allocates 1 DoF for its transmission with 1 data stream. It does not need to
allocate any DoF to cancel potential interference to other receive nodes that are
after itself in the ordered node list, i.e., node 4.

• The next node in the list is node 2. As a receive node, it allocates 1 DoF for
receiving 1 data stream from node 1. It does not need to consider allocating any
DoF to cancel interference from other transmit nodes that are after itself in the
ordered node list, i.e., node 3.

• The next node in the list is node 3. As a transmit node, it needs to ensure that its
transmission does not interfere with any receive node before itself in the list, i.e.,
node 2. Thus, node 3 uses 1 DoF (equals to the number of received data streams
by node 2) to cancel its interference to node 2. Now it has 3 remaining DoFs,
which can all be used to transmit data streams (up to 3) to node 4.

• The last node in the list is node 4. As a receive node, node 4 needs to allocate 3
of its DoFs for receiving 3 data streams from node 3. Node 4 also needs to use its
remaining 1 DoF (equals to the number of transmitted data streams by node 1) to
cancel interference from node 1. This completes the DoF allocation at each node.

Mathematical Modeling

We consider a secondary multi-hop network consisting of a set of N nodes. At
each node i 2 N , there is a set of Bi available frequency bands that can be used for
communications. As discussed, Bi may represent the set of bands that are unused by
the primary users and may be different at each node due to geographical difference.
Denote the set of commonly available bands between nodes i and j as Bij D

Bi

T
Bj. Also, denote Ai as the number of antennas at node i. Suppose there are

multiple sessions in this network. Denote Q the set of sessions in the network. For
a session q 2 Q, denote s.q/ the source node, d.q/ the destination node, and f .q/
the flow rate (in b/s). Table 1 lists all notation used in the interweave paradigm.
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Table 1 Notation in interweave paradigm

Symbol Definition

Ai The number of antennas at node i 2 N

AMIMO The number of antennas at each node

Bi The set of available bands at node i 2 N

Bij The set of common available bands at nodes i; j 2 N

c The capacity when 1 DoF is used for data transmission on a band over a link

d.q/ Destination node of session q

f .q/ The rate of session q

gbi A binary indicator. gbi is 1 if node i is transmitting or 0 otherwise

hbi A binary indicator. hbi is 1 if node i is receiving or 0 otherwise

I b
i The set of nodes in the interference range of node i on band b

L Out
i;b The set of outgoing links on band b at node i

L In
i;b The set of incoming links on band b at node i

LActive The set of links used for routing

N The set of all nodes in the network

Q The set of active sessions in the network

Rx.l/ Receiving node of link l

s.q/ Source node of session q

Tx.l/ Transmitting node of link l

zbl The number of data streams over link l on band b

�bj i Binary indicator showing the relationship between nodes i and j in the ordered list

on band b

�bj i The number of DoFs on band b used by transmitting node i to cancel its interference

to node j

bji The number of DoFs on band b used by receiving

node i to cancel the interference from node j

Half-Duplex Constraint. To model the half-duplex nature of each node in a band,
we use two binary variables gbi and hbi to indicate node i ’s transmission/reception
status on band b, i.e.,

gbi D

�
1 if node i is transmitting on band b;
0 otherwise.

hbi D

�
1 if node i is receiving on band b;
0 otherwise.

where i 2 N ; b 2 Bi . Then the half-duplex constraint (i.e., a node cannot transmit
and receive at the same time in the same band) can be represented as follows:

gbi C h
b
i � 1; .i 2 N ; b 2 Bi /: (1)
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Node Ordering for IC. As discussed in section “Co-channel Interference Can-
celation with MIMO DoFs”, the DoF allocation (for SM and IC) at each node is
determined sequentially based on an ordered node list. This ordering determines
DoF allocation behavior in the final solution and should be part of the optimization
problem. We point out that such a node ordering approach for DoF allocation is
the most efficient approach among all existing DoF models that can guarantee
feasibility. As pointed out in [16], an optimal ordering of secondary nodes can
be found by inserting a formulation of the ordering relationship into the specific
optimization problem.

Denote �b as an ordered list of the nodes in the secondary network on channel
b 2 B, and denote �bi as the position of node i 2 S in �b . Therefore, 1 � �bi � S ,
where S D jS j. For example, if �bi D 3, then it means that node i is in the third
position in the list �b .

To model the relative ordering between any two secondary nodes i and j in �b ,
we define a binary indication variable �bj;i and define it as follows:

�bj;i D

�
1 if node j is before node i in �b on channel bI
0 otherwise:

It was shown in [16] that the following relationships hold:

�bi � S � �
b
j;i C 1 � �

b
j � �

b
i � S � �

b
j;i C S � 1 ; .i; j 2 S ; b 2 B/: (2)

Transmitter DoF Constraint. Now we consider DoF allocation at a node, which
includes DoFs allocated for SM and DoFs allocated for IC.

For transmission and reception, the number of required DoFs is
P

l2L Out
i;b

zbl for a

transmit node i and
P

m2L In
j;b

zbm for a receive node j , respectively. As we discussed

in section “Co-channel Interference Cancelation with MIMO DoFs”, in any given
band, the total number of data streams for transmission or reception at a node is
limited by its number of antennas. Denote l as a directional link in the network and
zbl as the number of data streams over link l in band b. Then we have the following
two constraints:

gbi �
X

l2L Out
i;b

zbl � g
b
i Ai .i 2 N ; b 2 Bi / ; (3)

hbi �
X
l2L In

i;b

zbl � h
b
i Ai .i 2 N ; b 2 Bi / ; (4)

where L Out
i;b and L In

i;b represent the sets of outgoing and incoming links at node i in
band b, respectively.
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For IC, as discussed in section “Co-channel Interference Cancelation with MIMO
DoFs”, a transmit node needs to allocate its DoFs to cancel its interference to all
receive nodes before itself in the ordered node list. Denote I b

i as the set of nodes
to which node i can interfere within band b. Then the number of DoFs that node
i allocates for IC can be computed as

P
j2I b

i
.�bj i �

PTx.m/¤i

m2L In
j;b

zbm/, where the inner

summation
PTx.m/¤i

m2L In
j;b

zbm gives the number of data streams for a given receive node

j, while the outer summation is taken only over those receive nodes that are before
node i in the ordered node list. Now considering both the DoFs at a node allocated
for SM and IC, we have the following constraint:

X
l2L Out

i;b

zbl C
X
j2I b

i

0
B@�bj i �

Tx.m/¤iX
m2L In

j;b

zbm

1
CA�Aigbi C .1 � gbi /M; (5)

where i 2 N ; b 2 Bi , andM is a sufficiently large number to ensure the constraint
holds when node i is not a transmitnode (e.g., we can set M D

P
j2I b

i
Aj ).

Receiver DoF Constraint. Similarly, if node i is a receive node, we have the
following constraint for its DoF allocation:

X
l2L In

i;b

zbl C
X
j2I b

i

0
B@�bj i �

Rx.m/¤iX
m2L Out

j;b

zbm

1
CA�Aihbi C .1 � hbi /M; (6)

where i 2 N ; b 2 Bi .
For a given route for each session, we can identify the set of links on this route.

Denote LActive as the set of links that are used by all these routes in the network.
Then we have the following capacity constraint on link l 2 LActive.

l is traversed by qX
q2Q

f .q/ � c
X

b2BTx.l/;Rx.l/

zbl .l 2 LActive/; (7)

where f .q/ is the flow rate of session q 2 Q and c is the capacity when 1 DoF is
used for data transmission on a band over link l .

Problem Formulation

Based on the above mathematical model, various problems can be formulated.
In this chapter, we study a throughput optimization problem with the objective
of maximizing the minimum session rate among all secondary sessions. The
optimization problem can be written as follows:
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OPT max fmin

s.t fmin � f .q/ .q 2 Q/I

Half-duplex constraints: (1)I
Node ordering constraints: (2)I
Transmitter DoF constraints: (3), (5)I
Receiver DoF constraints: (4), (6)I
Link capacity constraints: (7):

In this formulation, fmin, f .q/, gbi , hbi , zbl , and �bj i are optimization variables and

Ai , M , and c are given constants. Due to the nonlinear product term
P

j2I b
i
.�bj i �PTx.m/¤i

m2L In
j;b

zbm/ in (5),
P

j2I b
i
.�bj i �

PRx.m/¤i

m2L Out
j;b

zbm/ in (6), and integer variables, the

problem is in the form of mixed-integer nonlinear programming (MINLP).

Mathematical Reformulation

Note that the constraints in (5) and (6) have nonlinear terms (product of variables),
which bring in extra complexity in problem formulation. We now show how these
nonlinear terms can be removed via linearization. For the nonlinear term in (5), we
define a new variable �bji as follows:

�bji D �
b
j i �

Tx.m/¤iX
m2L In

j;b

zbm .i 2 N ; b 2 Bi ; j 2 I b
i /; (8)

which is the number of DoFs that transmit node i uses to cancel the interference to
receive node j . With �bji , (5) can be rewritten as:

X
l2L Out

i;b

zbl C
X
j2I b

i

�bj i � Aig
b
i C .1 � g

b
i /M; (9)

where i 2 N ; b 2 Bi . Now, we need to add some constraints for �bji . This can

be done by examining the definition of �bji in (8). For binary variable �bj i , we have

the following relaxed constraints: �bj i 	 0, 1 � �bj i 	 0. For
PTx.m/¤i

m2L In
j;b

zbm, we have
PTx.m/¤i

m2L In
j;b

zbm 	 0, Aj �
PTx.m/¤i

m2L In
j;b

zbm 	 0. Multiplying each constraint involving �bj i

by one of the two constraints involving
PTx.m/¤i

m2L In
j;b

zbm, and replacing the product term

�bj i �
PTx.m/¤i

m2L In
j;b

zbm with the new variable �bji , we obtain the following four constraints:

�bji 	 0 (10)

�bji �

Tx.m/¤iX
m2L In

j;b

zbm (11)
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�bji � Aj � �
b
j i (12)

�bji 	 Aj � �
b
j i � Aj C

Tx.m/¤iX
m2L In

j;b

zbm (13)

where i 2 N ; b 2 Bi ; j 2 I b
i . Note that due to the relaxation of integer variable

�bj i ,
PTx.m/¤i

m2L In
j;b

zbm, and product operations, the above four constraints for �bji might

be looser than (8). However, for the special case when �bj i is a binary variable, it
can be easily verified that (8) is equivalent to the four constraints in (10), (11), (12),
and (13). Therefore, it is sufficient to have linear constraints (9), (10), (11), (12),
and (13) to replace (5).

Similarly, to remove the nonlinear term in (6), we define bji as the number
of DoFs that receive node i uses to cancel the interference from transmit node j .
Following the same token, (6) can be replaced by the following linear constraints:

X
l2L In

i;b

zbl C
X
j2I b

i

bj i � Aih
b
i C .1 � h

b
i /M (14)

bji 	 0 (15)

bji �

Rx.m/¤iX
m2L Out

j;b

zbm (16)

bji � Aj � �
b
j i (17)

bji 	 Aj � �
b
j i � Aj C

Rx.m/¤iX
m2L Out

j;b

zbm (18)

where i 2 N ; b 2 Bi ; j 2 I b
i .

With the above linearization, we have a revised optimization problem formula-
tion (denoted as OPT-R).

OPT-R max fmin

s.t fmin � f .q/ .q 2 Q/I

Half-duplex constraints: (1);
Node ordering constraints: (2);
Transmitter DoF constraints: (3), (10), (11), (12), and (13);
Receiver DoF constraints: (4), (14), (15), (16), (17), and (18);
Link capacity constraints: (7).
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In this formulation, fmin, f .q/, gbi , hbi , zbl , �
b
j i , �

b
ji , and bji are optimization

variables and Ai ,M , and c are constants. The problem is now in the form of mixed-
integer linear programming (MILP), which is NP-hard in general. The computation
complexity of MILP is exponential, but fortunately, the branch-and-cut based
solution procedure used by a commercial solver such as CPLEX is very efficient.
Therefore, we will use CPLEX to solve our MILP problems, which turns out to be
very successful for all practical purposes.

Anticipated Results

Before we present numerical results, we offer the following discussion on the pos-
sible solution to our problem. Consider a CRN with only a single transmit/receive
antenna at each node (i.e., Ai D 1, i 2 N ). Denote fCRN as the optimal objective
value for this CRN with our problem formulation. Now consider a CRNMIMO with the
same topology as the above CRN but now with AMIMO transmit/receive antennas
at each node. This CRNMIMO is a special case of our CRNMIMO network with all
Ai D AMIMO, i 2 N . Denote fCRNMIMO as the optimal objective value for this
CRNMIMO under our problem formulation. Comparing fCRNMIMO with fCRN, we have
the following observation:

fCRNMIMO 	 AMIMO � fCRN (19)

The equality part in (19) can be easily explained by exploiting SM, i.e., constructing
the same solution in CRNMIMO as that in the CRN but with AMIMO data streams on
each link.

However, we are more interested in the possible inequality part in (19), i.e., with
joint channel level (via CR) and co-channel level (via MIMO DoF) optimization
within a CRNMIMO, we should anticipate more than AMIMO-fold increase in the
optimal solution. The greater the gap is in this inequality, the more potential in
the joint CR and MIMO that can be exploited. We shall look into this potential gain
via numerical results on various networks in the next section.

A Case Study

In this section, we present some numerical results for various network configura-
tions. We consider randomly generated secondary networks with jN j = 30 nodes in
an 100 � 100 area. For ease of scalability and generality, we normalize all units for
distance, bandwidth, and rate with appropriate dimensions. In this case study, we
assume there are four sessions in the network with the source node and destination
node for each session which are randomly selected. There are jBj D 15 frequency
bands available in the network. The set of available bands at each node is being
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Fig. 2 Assigned bands on each link for the 30-node secondary network

randomly selected from the 15-band pool. The capacity achieved by one band and
1 DoF is normalized to 1. We assume that the transmission range is 30 and the
interference range is 60.

Results Before we present results to validate for all 30-node network instance,
we select one network instance and explain the details of its optimal solution. This
will offer us thorough understanding on what is behind MIMO-based CRN.

The particular network configuration that we will examine is shown in Fig. 2. The
location and available bands for each node are listed in Table 2. Table 3 specifies the
source and destination nodes for each session. For MIMO, we assume each node in
the network is equipped with 4 antennas. We assume minimum-hop routing is used
in the network.

Using CPLEX, we can obtain optimal solution to the OPT-R problem. The
optimal objective value for this secondary network is 6, which means each session
can send at least 6 data streams from its source to its destination.

In addition to the optimal objective value, we show channel level and co-channel
level solution to achieve this objective. Figure 2 shows the optimal band assignment
to each link for each session. The bands assigned on each link are shown in shaded
boxes. This result is also shown in Table 4 (first 3 columns). Also shown in column
4 of Table 4 is the capacity on each band under the optimal solution. In column 5,
we show the capacity (in terms of sum of capacity on each band) over each link.
Note that this capacity is at least 6, thus guaranteeing each session can transport at
least 6 data streams.
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Table 2 Each node’s location and available frequency bands for the 30-node CRNMIMO

Node Location Available bands Node Location Available bands

N1 (18.0, 42.7) 1,2,4,5,6,8,9,10,11,12,13,14 N16 (48.5, 32.7) 2,4,5,6,8,10,11,12,13,
14,15

N2 (40.7, 51.0) 1,2,4,5,6,7,8,9,10,11,13,14,15 N17 (31.0, 96.8) 4,6,7,12,15

N3 (70.4, 64.9) 1,2,3,4,5,7,8,9,12,13,14,15 N18 (5.3, 87.0) 6,7,15

N4 (66.4, 16.4) 2,7,10 N19 (63.0, 93.3) 1,3,4,7,12,14

N5 (16.4, 7.8 ) 5,6,9,10,12,13,14 N20 (30.9, 48.6) 1,2,4,6,8,9,10,11,12,
13,14

N6 (93.5, 8.3 ) 11,15 N21 (42.7, 78.4) 1,3,4,7,12,14

N7 (73.1, 47.8) 1,2,3,4,5,7,8,9,13,15 N22 (14.2, 30.2) 1,2,5,6,8,9,10,11,12,
13,14

N8 (40.6, 91.4) 4,6,7,12,14 N23 (99.0, 69.6) 1,2,3,4,7,9,12,13,15

N9 (12.3, 65.8) 1,2,7,14 N24 (99.6, 93.9) 3,9,12

N10 (50.9, 59.5) 1,2,3,4,5,6,7,8,11,14,15 N25 (87.2, 57.6) 1,2,4,5,7,8,9,12,13,15

N11 (72.6, 81.9) 1,2,3,4,5,7,8,9,12,13,14,15 N26 (37.4, 31.4) 1,2,4,5,6,8,9,10,11,
12,13,14,15

N12 (88.1, 34.1) 2,5,7,9,11,15 N27 (86.6, 85.4) 1,2,3,4,7,9,12,13

N13 (45.2, 2.7 ) 10,12,13,14 N28 (65.5, 24.1) 2,5,7,10,11,15

N14 (37.6, 60.3) 1,2,4,5,6,7,8,10,11,13,14,15 N29 (3.3, 7.8 ) 5,6,9,13

N15 (21.5, 63.8) 1,2,4,7,8,10,14 N30 (28.9, 10.9) 5,6,8,9,10,11,12,13,14

Table 3 Source and
destination nodes of each
session in the 30-node
CRNMIMO

Session q Source node s.q/ Destination node d.q/

1 N30 N15

2 N6 N22

3 N11 N12

4 N3 N8

We now examine co-channel DoF allocation in the optimal solution. Recall that
DoF allocation is performed within the same band. Given that we have a total of
15 bands in the network, we shall have DoF allocation within each of the 15 bands.
Let’s first show DoF allocation in one particular band, say band 1. Note that band 1
is used by links N2! N15, N3! N19, N26! N22 in Fig. 2. The DoF allocation
on these 6 nodes are given in Fig. 3 and Table 5. As shown in Fig. 3, there are 2
data streams in each of these 3 links on band 1. The dashed lines in Fig. 3 show
the interference relationship among the nodes, i.e., node N2 interferes with N19
and N22, node N3 interferes with N15, and node N26 interferes with N15. These
transmission links and interference relationships are also listed in Table 5 (row 1),
where “N2 ! N15 (N19, N22)” denotes N2 transmits to N15 and interferes with
N19, N22, etc. Also shown in the first column of Table 5 is the optimal order for
the 6 nodes for DoF allocation in the optimal solution, i.e., N2, N3, N15, N19, N26,
and N22. Based on this order, the DoFs at each node are allocated as follows (also
see Fig. 3):
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Table 4 Details of band
assignment, capacity on each
band, and capacity on each
link in the 30-node
CRNMIMO

Session q Link
Assigned Capacity Link

band on band capacity
1 N30! N16 8 1 6

12 1

14 4
N16! N2 5 1 6

6 3

13 1

15 1
N2! N15 1 2 6

2 1

4 3
2 N6! N12 11 3 6

15 3
N12! N28 2 3 6

5 3
N28! N26 10 4 6

11 1

15 1
N26! N22 1 2 7

6 1

8 1

13 3
3 N11! N25 4 1 6

8 2

12 2

13 1
N25! N12 7 2 6

9 4
4 N3! N19 1 2 7

3 4

12 1
N19! N8 7 2 6

14 4

• Starting with node N2, it is the first node in the ordered node list and it is a
transmit node. Then it allocates 2 DoFs to transmit 2 data streams to node N15.
It does not need to allocate any DoF to cancel potential interference to other
receive nodes after itself in the node list, i.e., nodes N19 and N22.

• The next node in the list is N3. As a transmit node, it allocates 2 DoFs to transmit
2 data streams to node N19. It does not need to allocate any DoF to cancel
potential interference to receive node N15, which is after itself in the ordered
node list.
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Fig. 3 The DoF allocation in the optimal solution in band 1 for the 30-node CRNMIMO example

Table 5 The DoF allocation in band 1 in the 30-node CRNMIMO example

Transmission and interference N2! N15 (N19, N22), N3! N19 (N15), N26! N22 (N15)
Ordered node list Interference cancelation Spatial multiplexing

(# of DoFs, to/from, node) (# of DoFs, transmit/receive, node)

N2 (2, Transmit, N15)

N3 (2, Transmit, N19)

N15 (2, From, N3) (2, Receive, N2)

N19 (2, From, N2) (2, Receive, N3)

N26 (2, To, N15) (2, Transmit, N22)

N22 (2, To, N2) (2, Receive, N26)

• The next node in the list is N15. As a receive node, it needs to allocate 2 DoFs to
receive 2 data streams from node N2. In addition, it must ensure that its reception
is not interfered with by any transmit node before itself in the list, i.e., N3. Thus
it allocates the remaining 2 DoFs to cancel the interference from node N3.

• The next node in the list is N19. As a receive node, it allocates 2 DoFs for
receiving 2 data streams from node N3. In addition, it allocates the remaining
2 DoFs to cancel interference from transmit node N2 which is before itself in the
list.

• The next node in the list is N26. As a transmit node, it needs to ensure that its
transmission does not interfere with any receive node before itself in the list, i.e.,
N15. For this purpose, it allocates 2 DoFs to cancel its interference to node N15.
Then it allocates the remaining 2 DoFs to transmit 2 data streams to node N22.
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• The last node in the list is N22. As a receive node, it allocates 2DoFs to receiving
2 data streams from node N22. In addition, it must ensure that its reception is not
interfered with by any transmit node before itself in the list, i.e., N2. Thus, it
allocates the remaining 2 DoFs to cancel the interference from node N2.

This completes the DoF allocation for each node in the list in band 1. The DoF
allocation for the 6 nodes is also listed in Table 5, where we employ the following
two abbreviated notations:

• We use the tuple (# of DoFs, From/To, Node) to denote the IC relationship
between the nodes. For example, (2, From, N3) denotes current node (in the
first column of the same row) allocates 2 DoFs to cancel the interference from
N3, whereas (2, To, N15) denotes current node allocates 2 DoFs to cancel its
interference to N15.

• We use the tuple (# of DoFs, Transmit/Receive, Node) to denote data transmis-
sion relationship between the nodes. For example, (2, Transmit, N15) denotes the
current node (in the first column of the same row) allocates 2 DoFs to transmit
data streams to N15, whereas (2, Receive, N2) denotes the current node uses 2
DoFs to receive data streams from N2.

Discussions in bands 2 to 15 are similar and are omitted to conserve space.

fCRNMIMOvs:AMIMO � fCRN

The results above show an optimal solution for a 30-node secondary network
with AMIMO D 4 antennas at each node. We now validate the result in (19) under
different number of antennas at each node. Figure 4 shows the optimal objective
values under different number of antennas for the same 30-node network discussed
in the last section. Also shown in this figure is a dashed line with a slope of fCRN.

Fig. 4 Objective value under
different antennas for the
30-node CRNMIMO
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Note that the equality in (19) only coincides for the first point, i.e., single antenna at
each node. When the number of antennas at each node is greater than 1, we have an
inequality, i.e., fCRNMIMO > AMIMO�fCRN. That is, with joint channel level (via CR)
and co-channel level (via MIMO DoF) optimization within a CRNMIMO network, we
have more than AMIMO-fold increase in the optimal solution.

MIMO-Based Secondary Network in Transparent-Coexistence
Paradigm

In section “MIMO-Based Secondary Network in Interweave Paradigm”, we have
studied how multi-hop secondary CR network achieve simultaneous transmission
on the same channel among secondary nodes with MIMO-empowered CR under
the interweave paradigm. In this section, we study how a multi-hop secondary CR
network can coexist with a primary network transparently. A MIMO node’s ability
to use a subset of its DoFs to cancel interference while using the remaining subset of
DoFs for data transmission allows the possibility of simultaneous activation of the
secondary nodes with the primary nodes. For a set of channels owned by the primary
networks, the primary nodes may use them in whatever manner to suit their needs.
On the other hand, the secondary nodes are only allowed to use these channels if
they can cancel their interference to the primary nodes. Further, to ensure successful
transmission among the secondary nodes, the secondary nodes also need to perform
IC to/from the primary nodes as well as potential interference among the secondary
nodes. Simply put, all IC burden should rest solely on the secondary nodes and
remain invisible to the primary nodes.

It is important to realize that we strive to put all IC burden on the secondary
node side. Specifically, the transmitter of a secondary node needs to cancel its
interference to all neighboring primary receive nodes who are interfered with by this
secondary transmitter; the receiver of a secondary node needs to cancel interference
from all neighboring primary transmit nodes who interfere with this secondary
receiver. To achieve transparency to primary nodes, it is important for the secondary
nodes to have accurate channel state information (CSI). The problem here is: how
can a secondary node obtain the CSI between itself and its neighboring primary
nodes while remaining transparent to the primary nodes? We propose the following
solution to resolve this problem. For each primary node, it typically sends out
a pilot sequence (training sequence) to its neighboring primary nodes such that
those primary nodes can estimate the CSI for communication. This is the practice
for current cellular networks, and we assume such a mechanism is available for
a primary network. Then, the secondary nodes can overhear the pilot sequence
signal from the primary node while staying transparent. Suppose the pilot sequence
from the primary nodes is publicly available (as in cellular networks) and is thus
known to the secondary nodes. Then the secondary nodes can use this information
and the actual received pilot sequence signal from the primary node for channel
estimation. Based on the reciprocity property of a wireless channel [17], the
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estimated CSI can also be used as CSIT (channel state information at transmitter
side). Therefore, a secondary node can obtain complete CSI between itself and a
primary node.

Problem Scope

Although the new coexistence paradigm has been explored at the physical layer,
its application to a multi-hop network environment is far from trivial. Consider a
primary multi-hop ad hoc network P shown in Fig. 5, which is colocated with
a secondary multi-hop network S in the same geographical region. Suppose that
there is a set of channels B available to the primary network. The primary nodes
can use this set of frequency channels freely as if they were the only nodes in
the network. The primary nodes do not need to be MIMO-capable. The secondary
nodes, however, are allowed to use a channel in B only if their interference to
the primary nodes is canceled properly, with complete transparency to the primary
nodes. As discussed, the secondary nodes are assumed to be equipped with MIMO.
In this context, we have a number of challenges for the secondary network.

• Channel Selection In a secondary network, an intermediate relay node is
both a transmitter and a receiver. Due to half-duplex, a node cannot transmit
and receive on the same channel at the same time. Therefore, scheduling (either
in time slot or channel) is needed. In this chapter, we assume scheduling is
performed in the form of channel assignment. Therefore, a secondary relay
node needs to select different channels for transmission and reception. Note
that scheduling transmission and reception of a secondary node will lead to a
different interference relationship among the primary and secondary nodes in the
network. This brings in considerable complexity to the mathematical modeling
of interference relationship.

• IC to/from Primary Network A secondary transmitter needs to cancel its
interference to its neighboring primary receivers, while a secondary receiver

Fig. 5 A multi-hop
secondary network colocated
with a multi-hop primary
network

Primary node Secondary node
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needs to cancel the interference from its neighboring primary transmitters. Such
challenge magnifies when the secondary network is a multi-hop network.

• IC Within Secondary Network In addition to interference between the pri-
mary and secondary nodes, interference from a secondary node may also interfere
another secondary node within their own network. Such interference must also
be canceled properly (either by a secondary transmitter or the secondary receiver
that is being interfered with) to ensure successful data communications inside the
secondary network. Resource allocation to account for such IC is clearly not a
trivial problem.

It is important to realize that the above three challenges are not independent,
but rather deeply intertwined with each other. In particular, channel selection at
a secondary node is directly tied to the interference relationship between primary
and secondary nodes as well as interference among the secondary nodes within
each channel. Further, the combined channel resource and total DoFs at each node
determine a complete resource space in the network: an optimal DoF allocation and
channel selection at each secondary node for both IC to/from the primary nodes and
within the secondary nodes are critical to achieve the desired network performance
objective. A modeling and formulation of transparent-coexistence paradigm would
call for a joint consideration of all these components.

Mathematical Modeling

In this section, we develop a mathematical model for the transparent-coexistence
paradigm where a multi-hop secondary network shares the same spectrum as a
primary network (see Fig. 5).

Referring to Fig. 5, we consider a secondary multi-hop network consisting of a
set of nodes S , which is colocated with a primary multi-hop network consisting of
a set of nodes P . Suppose that there is a set of channels B available to the primary
network. For the primary network, there is no special node requirement, and we
assume that each primary node is a traditional single-antenna node. A primary node
may transmit and receive on the same channel but in different time slots or transmit
and receive on different channels. We consider the latter in this chapter. Consider a
set of multi-hop sessions QF among the primary nodes. For a given routing for each
session, denote QL the set of active links in the primary network (shown in solid
arrow lines in Fig. 5). Denote Qzb. Ql/ as the number of data streams over primary link
Ql 2 QL on channel b. Then due to single antenna on each primary node, Qzb. Ql/ D 1 if
link Ql is active on channel b and 0 otherwise.

For the secondary network, we assume MIMO’s capability at each node. Denote
Ai as the number of antennas on a secondary node i 2 S . Suppose there is a set of
multi-hop sessions F in S . For a given routing for each session, denote L as the
set of secondary links (shown in dashed arrow line in Fig. 5). Denote r.f / as the
rate of session f 2 F . A general goal of throughput maximization is to maximize a
function of r.f /, f 2 F . Table 6 lists all notations used in the underlay paradigm.
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Table 6 Notation in underlay paradigm

Primary network

P The set of nodes in the primary network

T The number of time slots in a frame

B The sets of channels owned by the primary network

B The number of channels in set B, B D jBj
QF The set of sessions in the primary network
QIi The set of primary nodes within the interference range of secondary node i
QL In
i The set of incoming links (from other primary nodes) at node i 2P

QL Out
i The set of outgoing links (to other primary nodes) at node i 2P

QL The set of links in the primary network

Qzb
.Ql/

The number of data streams over primary link Ql on channel b

Secondary network

S The set of nodes in the secondary network

S The number of secondary nodes in the network, S D jS j

Ai The number of antennas at secondary node i 2 S

c The minimum data rate carried by a data stream

F The set of sessions in the secondary network

Ii The set of node in S that are within the interference range of secondary node i

L In
i The set of incoming links (from other secondary nodes) at node i 2 S

L Out
i The set of outgoing links (to other secondary nodes) at node i 2 S

L The set of secondary links

r.f / The data rate of the session f 2 F

rmin The minimum data rate among all secondary sessions

Rx.l/ The receiver of link l 2 L

Tx.l/ The transmitter of link l 2 L

xbi D 1 if node i 2 S is a transmitter on channel b and is 0 otherwise

ybi D 1 if node i 2 S is a receiver on channel b and is 0 otherwise

zb.l/ The number of data streams over link l 2 L on channel b

�bj;i The number of DoFs used by transmit node i 2 S to cancel its interference to receive

node j 2 S on channel b

bj;i The number of DoFs used by receive node i 2 S to cancel the interference from

transmit node j 2 S on channel b

�bj;i Binary indicator showing the relationship between nodes i and j in ordered list

on channel b, i; j 2 S

�b An ordering for IC among the secondary nodes on channel b

�bi The position of node i 2 S in �b

Channel Selection. To model channel use behavior at a secondary node for
transmission or reception, we denote xbi and ybi (i 2 S and b 2 B) as whether
node i selects channel b for transmission or reception, respectively. We have

xbi D

�
1 if node i uses channel b for transmission;
0 otherwise:
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ybi D

�
1 if node i uses channel b for reception;
0 otherwise:

To consider half-duplex (a node cannot transmit and receive on the same channel
at the same time), we have the following constraint on xbi and ybi :

xbi C y
b
i � 1 .i 2 S ; b 2 B/: (20)

DoF Allocation at a Secondary Transmitter. Recall that the secondary network
is solely responsible for IC to/from the primary network as well as IC within itself.
At a secondary transmitter, it needs to expend DoFs for SM, IC to primary receivers,
and IC to other secondary receivers:

• For SM, denote zb.l/ and L b
i;Out as the number of data streams over link l 2 L

and the set of outgoing links from secondary node i on channel b. Then the
number of DoFs at secondary node i 2 S for SM on channel b is

P
l2L b

i;Out
zb.l/.

• For IC to primary receivers, recall Qzb. Ql/ is the number of data streams over
primary link Ql on channel b. For a primary node p 2 P , denote QL b

p;In as

the set of incoming primary links on channel b. Denote QIi as the set of
neighboring primary nodes that are located within the interference range of
secondary transmitter i . Then at node i , the number of DoFs required for IC

to primary receivers is
�P

p2 QIi

P
Ql2 QL b

p;In
Qzb. Ql/

�
on channel b.

• For IC to secondary receivers, as discussed earlier, a secondary transmitter i only
needs to cancel its interference to those nodes that are before itself in the ordered
list. For a secondary node j 2 S , denote L b

j;In as the set of incoming secondary
links. Denote Ii as the set of neighboring secondary nodes that are located within
the interference range of secondary transmitter i . Then at node i , the number of

DoFs required for IC to secondary receivers is
P

j2Ii

�
�bj;i �

PTx.k/¤i

k2L b
j;In

zb.k/


in

channel b, and Tx.k/ represents the transmitter of link k.

Putting all three DoF consumptions together at a secondary transmitter i , we
have the following constraints:

xbi �
X

l2L b
i;Out

zb.l/C

2
64
0
B@X
p2 QIi

X
Ql2 QL b

p;In

Qzb. Ql/

1
CAC

X
j2Ii

0
B@�bj;i �

Tx.k/¤iX
k2L b

j;In

zb.k/

1
CA
3
75 � xbi � xbi Ai ; (21)

which means that if node i is transmitting, its DoF consumptions cannot exceed
the total number of DoFs at node i ; if node i is not transmitting, there is no
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DoF consumption for transmissions, and
P

l2L b
i;Out

zb.l/ D 0. By introducing

a large constant M , which is an upper bound of
h�P

p2 QIi

P
Ql2 QL b

p;In
Qzb. Ql/

�

C
P

j2Ii

�
�bj;i �

PTx.k/¤i

k2L b
j;In

zb.k/

	
(e.g.,M D

P
j2Ii

AjC
P

p2 QIi

P
Ql2 QL b

p;In
Qzb. Ql/),

we can use the following two sets of constraints to replace (21):

xbi �
X

l2L b
i;Out

zb.l/C

0
B@X
p2 QIi

X
Ql2 QL b

p;In

Qzb. Ql/

1
CAC

X
j2Ii

0
B@�bj;i �

Tx.k/¤iX
k2L b

j;In

zb.k/

1
CA � Aixbi C .1 � xbi /M; (22)

X
l2L b

i;Out

zb.l/ � xbi Ai : (23)

We can see that when node i is transmitting (i.e., xbi D 1), (22) becomes (21)
and (23) holds trivially; if node i is not transmitting (i.e., xbi D 0), (23) and (21) are
equivalent, which is

P
l2L b

i;Out
zb.l/ D 0, and (22) holds trivially.

Since (22) has a nonlinear term

�
�bj;i �

PTx.k/¤i

k2L b
j;In

zb.k/


, we can use

reformulation-linearization technique (RLT) [15] to reformulate this nonlinear
term as several linear terms. We define a new variable �bj;i as follows:

�bj;i D �
b
j;i �

Tx.k/¤iX
k2L b

j;In

zb.k/ ; .i 2 S ; j 2 Ii ; b 2 B/:

For binary variable �bj;i , we have the following related constraints: �bj;i 	

0; .1 � �bj;i / 	 0: For
PTx.k/¤i

k2L b
j;In

zb.k/; we have
PTx.k/¤i

k2L b
j;In

zb.k/ 	 0 and

Aj �
PTx.k/¤i

k2L b
j;In

zb.k/ 	 0. We can multiply each constraint involving �bj;i by

one of the two constraints involving
PTx.k/¤i

k2L b
j;In

zb.k/, replacing the product term�
�bj;i �

PTx.k/¤i

k2L b
j;In

zb.k/


with a new variable �bj;i . Then (22) can be replaced by the

following linear constraints:

xbi �
X

l2L b
i;Out

zb.l/C

0
B@X
p2 QIi

X
Ql2 QL b

p;In

Qzb. Ql/

1
CAC X

j2Ii

�bj;i

� Aix
b
i C .1 � x

b
i /M .i 2 S ; b 2 B/; (24)
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�bj;i 	 0 .i 2 S ; j 2 Ii ; b 2 B/; (25)

�bj;i �

Tx.k/¤iX
k2L b

j;In

zb.k/ .i 2 S ; j 2 Ii ; b 2 B/; (26)

�bj;i � Aj � �
b
j;i .i 2 S ; j 2 Ii ; b 2 B/; (27)

�bj;i 	 Aj � �
b
j;i � Aj C

Tx.k/¤iX
k2L b

j;In

zb.k/ .i 2 S ; j 2 Ii ; b 2 B/: (28)

DoF Allocation at a Secondary Receiver. At a secondary receiver, it needs
to expend DoFs for SM, for IC from primary transmitters, and for IC from other
secondary transmitters. For a primary node p 2 P , denote QL b

p;Out as the set of
outgoing primary links. Following the same token as our discussion for a secondary
transmitter, we can put all DoF consumption at a secondary receiver as follows:

ybi �
P

k2L b
i;In

zb.k/C

0
@ P
p2 QIi

P
Ql2 QL b

p;Out

Qzb. Ql/

1
AC

P
j2 Ii

0
@�bj;i �

Rx.l/¤iP
l2L b

j;Out

zb.l/

1
A � Aiybi C .1 � ybi /N; (29)

X
k2L b

i;In

zb.k/ � ybi Ai ; (30)

where
P

k2L b
i;In

zb.k/ represents the number of DoFs used for SM,
�P

p2 QIiP
Ql2 QL b

p;Out
Qzb. Ql/

�
represents the number of DoFs used for suppressing interference

from primary transmitters, and
P

j2Ii

�
�bj;i �

PRx.l/¤i

l2L b
j;Out

zb.l/


represents the num-

ber of DoFs consumed for canceling interference from other secondary transmitters,
and N represents a large constant, and Rx.l/ represents the receiver of link l .

Again, we can use RLT to linearize the nonlinear term

�
�bj;i �

PRx.l/¤i

l2L b
j;Out

zb.l/



in (29). Denote bj;i as

�
�bj;i �

PRx.l/¤i

l2L b
j;Out

zb.l/


. Then (29) can be replaced by the

following linear constraints:

ybi �
X

k2L b
i;In

zb.k/C

0
B@X
p2 QIi

X
Ql2L b

p;Out

Qzb. Ql/

1
CAC X

j2Ii

bj;i

� Aiy
b
i C .1 � y

b
i /N .i 2 S ; b 2 B/; (31)
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bj;i 	 0 .i 2 S ; j 2 Ii ; b 2 B/; (32)

bj;i �

Rx.l/¤iX
l2L b

j;Out

zb.l/ .i 2 S ; j 2 Ii ; b 2 B/; (33)

bj;i � Aj � �
b
j;i .i 2 S ; j 2 Ii ; b 2 B/; (34)

bj;i 	 Aj � �
b
j;i � Aj C

Rx.l/¤iX
l2L b

j;Out

zb.l/ .i 2 S ; j 2 Ii ; b 2 B/: (35)

Link Capacity Constraint. For link l 2 L , we have the following link capacity
constraint:

f traversing lX
f 2F

r.f / � c �
X
b2B

zb.l/ .l 2 L /; (36)

where c is the data rate carried by a data stream.

Formulation

Based on the above mathematical model, various problems can be formulated.
In this chapter, we study a throughput optimization problem with the objective
of maximizing the minimum session rate among all secondary sessions. The
optimization problem can be written as follows:

OPT
max rmin

s.t rmin � r.f / .f 2 F /I

Half-duplex constraints: (20);
Node ordering constraints: (2);
Transmitter DoF constraints: (23), (22), (24), (25), (26), (27), and (28);
Receiver DoF constraints: (30), (31), (32), (33), (34), and (35);
Link capacity constraints: (36).

In this formulation, rmin; r.f /; x
b
i ; y

b
i ; z

b.l/; �bi ; �
b
j;i ; 

b
j;i and �bj;i are optimization

variables, and Ai ;M;N; Qzb. Ql/ and c are given constants. This optimization problem
is in the form of a mixed-integer linear program (MILP), which is NP-hard in
general. The computation complexity of MILP is exponential but can be solved
efficiently by CPLEX solver.
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A Case Study

The goal of this section is twofold. First, we want to use numerical results to
demonstrate how a secondary network can operate simultaneously with the primary
network while being transparent to the primary network. Second, we will show the
tremendous benefits in terms of throughput gain under the transparent-coexistent
paradigm.

Consider a 20-node primary network and a 30-node secondary network randomly
deployed in the same 100 � 100 area (see Fig. 6). For the ease of scalability and
generality, we normalize all units for distance, bandwidth, and throughput with
appropriate dimensions. As discussed in section “Mathematical Modeling”, the
primary nodes are traditional single-antenna device, while the secondary nodes are
equipped with MIMO. We assume there are 4 antennas for transmission or reception
on each secondary node. Further, we assume all nodes’ transmission range and
interference range are 30 and 50, respectively, on all channels. There are jBj D 10
channels available in the network. For simplicity, we assume the achievable rate
of 1 DoF on a channel is 1 unit. In this case study, we assume there are three
active sessions in the primary network and four active sessions in the secondary
network and that minimum-hop routing is used for each primary and secondary
session. Further, the channel allocation on each hop for a primary session is known
a priori (see Fig. 6).

Fig. 6 Active sessons in the primary and secondary networks
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Fig. 7 Channel allocation on each link for the secondary sessions. Channel allocation on each link
for the primary sessions is given a priori

For this network setting for the primary and secondary networks, the obtained
objective value is 7. The channel allocation on each link for each secondary session
is shown in Fig. 7. The details of DoFs used for SM on each channel at each link are
shown in Table 7. The achievable rate (i.e., total number of DoFs used for SM) on a
link is also shown in this table.

To see how links in the primary and secondary networks can be active in the
same channel at the same time, consider channel 2 in Fig. 7. For channel 2, it is
active on P1 ! P2 and P11 ! P10 in the primary network and S14 ! S20,
S22 ! S17, S1 ! S25 and S11 ! S23 in the secondary network. The interference
relationships among these 6 links are shown in Fig. 8, where the dotted arrow lines
show the interference relationships among them. The 2 primary links P1 ! P2
and P11 ! P10 do not interfere with each other as the receiver of each link is
outside the interference range of the other link’s transmitter. But each of these two
primary links is within the interference range of its neighboring secondary links.
Now consider link P1 ! P2:

• To cancel interference from secondary nodes (S1, S14, and S22) to primary node
P2, secondary transmitters S1, S14, and S22 use 1 DoF to cancel their interference
to primary receiver P2. Consequently, the transmissions on S1 ! S25, S14 !
S20, and S22 ! S17 will be transparent to primary node P2.
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Table 7 Channel allocation
on each link, DoF allocation
on each channel for SM, and
achievable data streams on
each link for the secondary
sessions

Session Link
Channel DoF Achievable

allocation for SM data streams
1 S7 �! S4 7 3 7

8 2

10 2
S4 �! S1 1 2 7

3 2

5 3
S1 �! S25 2 1 7

4 1

7 1

8 1

9 3
2 S21 �! S19 3 2 7

4 1

7 1

9 1

10 2
S19 �! S22 1 1 7

5 2

8 4
S22 �! S17 2 1 7

3 1

4 1

7 3

9 1
3 S14 �! S20 2 2 7

6 4

9 1
S20 �! S3 1 2 7

4 2

5 1

10 2
4 S30 �! S11 1 2 7

3 1

4 1

7 3
S11 �! S23 2 2 7

5 1

6 3

9 1
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Fig. 8 Illustration of
interference relationships
among the primary and
secondary links on channel 2
in the case study

• To cancel interference from primary node P1 to secondary receive node S20, S20
uses 1 DoF to cancel this interference.

• Among the secondary links, S14 ! S20 and S22 ! S17 interfere with each other
since the receiver of each link falls within the interference range of the transmitter
of the other link. To cancel its interference to S17, transmitter S14 uses 1 DoF to
cancel this interference. On the other hand, to cancel the interference from S22,
receiver S20 uses 1 DoF to cancel this interference. After IC, nodes S14 and S20
can use the remaining 2 DoFs for SM (on both transmitter and receiver sides),
while nodes S22 and S17 can only use 1 DoF for SM to meet IC constraints (24)
and (31).

The discussion for primary link P11 ! P10 is similar and is omitted to conserve
space. In addition to channel 2, other channels that exhibit transparent coexistence
between the primary and secondary links include channels 1, 3, 4, 5, 6, and 8.

Comparison to Interference-Avoidance Paradigm To see the benefits of
transparent-coexistence paradigm, we compare to the interference-avoidance
paradigm. Under the interference-avoidance paradigm, a secondary node is not
allowed to transmit (receive) on a channel when a nearby primary receiver
(transmitter) is using the same channel. Therefore, the set of available channels
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Fig. 9 Channel allocation on each link under the interference-avoidance paradigm

that can be used for secondary nodes is smaller. The problem formulation for this
paradigm is simpler (although somewhat similar) than OPT and was presented in
section “Mathematical Modeling”. In particular, we can remove the second term
(
P

p2 QIi

P
Ql2 QL b

p;In
Qzb. Ql/ and

P
p2 QIi

P
Ql2 QL b

p;Out
Qzb. Ql/ ) in constraints (24) and (31) in

OPT that are used for secondary nodes to cancel interference to/from the primary
nodes.

Following the same setting as in the case study above, we solve the above
optimization problem under the interference-avoidance paradigm. The obtained
objective value is 3 (compared to 7 in transparent-coexistence paradigm). The
channel allocation on each link for each secondary session is shown in Fig. 9.
Comparing Figs. 7 with 9, we find that the set of channels used on each secondary
link under interference-avoidance paradigm is smaller than that under transparent-
coexistence paradigm.

Summary and Future Directions

In this chapter, we explore MIMO-empowered CR in multi-hop networks for
efficient spectrum sharing. Specially, we study joint optimization of CR and
MIMO under both interweave and underlay paradigms in multi-hop ad hoc
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network environment. In the interweave paradigm, by exploiting CR’s behavior
at channel level and MIMO’s capability within a channel, we showed that we
can have much bigger design space to mitigate interference in the network. In
the underlay paradigm, by employing the MIMO IC capability, we can achieve
simultaneous transmission of primary and secondary networks in the same channel.
Under both paradigms, we offer the systematic mathematical modeling, problem
formulation, and performance evaluation. The extensive simulation results show
that the MIMO-empowered secondary networks offer significant improvement in
spectrum efficiency and throughput performance.

Much work remains to be done to transition the ideas in this paper into reality.
In particular, the focus of this paper has been on exploring performance gain
under idealized network setting (by ignoring many details that may arise from
practical operations). We briefly discuss some of the practical issues that must
be addressed to apply the MIMO-empowered CR in interweave and underlay
paradigms in the real world. First, to perform IC, we assume each secondary
node could obtain the accurate CSI based on channel reciprocity. But in reality,
the communication channel not only consists of the physical channel but also the
antennas, RF mixers, filters, A/D converters, etc., which are not necessarily identical
on all the nodes. Therefore, complex calibration among the nodes is needed to
achieve channel reciprocity. Such calibration is not a simple task even for a pair
of transmitter and receiver and certainly is more complicated among a network of
nodes. Second, zero-forcing based IC may not be perfect even if we have perfect
CSI. A consequence of non-perfect IC is interference leakage, which is undesirable
for both primary and secondary receivers. How to mitigate such interference leakage
to a minimal acceptable level should be a key consideration when deploying
MIMO-empowered CR technique into secondary network for real applications.
Third, the IC and DoF allocation algorithm that we designed for the secondary
network is a centralized one. Such a centralized solution serves our purpose of
introducing new concepts. It bears similar pros and cons of other centralized
algorithm for a wireless network. If a centralized solution is adopted in practice,
those issues must be carefully addressed. On the other hand, if a distributed solution
is desired, then a different set of issues need to be addressed. These issues include
partial network knowledge, limited information sharing, communication overheard,
and ensuring IC feasibility at each secondary node, among others. Regardless
centralized or distributed solution, flow dynamics (new session initiation, existing
session termination) will add additional complexity on information update and
algorithm execution. Clearly, there is a large landscape for further research on these
practical operation issues. We expect to see more follow-up research in this area in
the near future.
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(CRNs). This chapter considers a CRN with multiple primary users (PUs) and
multiple secondary users (SUs) and presents two cooperative spectrum sensing
and access (CSSA) schemes. The first CSSA scheme allows each SU to sense
one channel and is formulated as a hedonic coalition formation game, where
each coalition is composed of the SUs that sense on the same channel. The
value function of each coalition and the utility function take into account both
the sensing accuracy and the energy consumption. The algorithms for decision
node selection in each coalition and SU decision-making are proposed to obtain
a final network partition, which is proved to be both Nash stable and individually
stable. This chapter then focuses on a more general scenario, where each SU can
simultaneously sense multiple channels based on its traffic demand. The traffic
demand-based CSSA scheme is formulated as a nontransferable utility (NTU)
overlapping coalitional game, where each SU implements a cooperation strategy
based on its expected payoff. Two algorithms, namely overlapping coalition
formation (OCF) and sequential coalition formation (SCF), are proposed to
obtain a coalition structure. The OCF algorithm guarantees the stability of
the coalition structure, while the SCF algorithm reduces the computational
complexity and information exchange. Simulation results show that the proposed
algorithms significantly enhance the network throughput.

Keywords
Cognitive radio networks � Coalitional game � Cooperative spectrum sensing �
Hedonic coalition formation � Overlapping coalitional game � Traffic
demand-based cooperation strategy

Introduction

Driven by the rapidly increasing number of connected devices and the popularity
of data intensive applications, the global mobile data traffic explosion is expected
to continue according to Cisco’s forecast [1]. Due to the scarcity of the spectrum
resources, the radio spectrum should be efficiently utilized to meet the huge amount
of data traffic demand. However, the scarce spectrum is assigned to the licensed
users by the Federal Communications Commission (FCC) over a long period of
time. Such a static spectrum allocation strategy leads to a large portion of the
assigned spectrum being underutilized [2]. This motivates the concept of cognitive
radio (CR), which allows the unlicensed users to dynamically and opportunistically
access the temporarily unused licensed spectrum that has been allocated to the
licensed users.

The FCC defines the CR as follows: “Cognitive radio: A radio or system
that senses its operational electromagnetic environment and can dynamically and
autonomously adjust its radio operating parameters to modify system operation,
such as maximize throughput, mitigate interference, facilitate interoperability,
access secondary markets.” [3]. Based on this definition, in order to enhance the
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spectrum efficiency, a CR user should have the capability to monitor the licensed
spectrum and accurately identify the temporarily unoccupied spectrum.

A cognitive radio network (CRN) consists of a primary network and a secondary
network. The users of the primary and secondary networks are referred to as the
primary users (PUs) and secondary users (SUs), respectively. Generally, the SUs
can operate on the licensed spectrum using either spectrum overlay or spectrum
underlay. In particular, in an overlay system, the SUs are only allowed to utilize
the unoccupied spectrum. On the other hand, spectrum underlay allows the SUs to
operate on the occupied spectrum under the condition that the SUs do not cause
harmful interference to the PUs.

In order to protect the transmissions of the PUs, local spectrum sensing should be
performed by each SU to detect the availability of the spectrum within its operating
range before accessing it. However, the local spectrum sensing is susceptible to
sensing errors due to shadowing, path loss, or receiver uncertainty [4]. In order to
enhance the performance of spectrum sensing, multiple SUs can sense the spectrum
cooperatively to exploit the spatial diversity from the observations of spatially
located SUs [4–6]. In centralized cooperative spectrum sensing, a central unit is
required to collect the sensing results of the cooperative SUs. Based on the received
sensing results, the central unit makes the final decision on the availability of the
sensed spectrum and sends the final decision to all SUs. After that, the available
channels are shared among the SUs that participate in spectrum sensing.

Cooperative spectrum sensing has the potential to enhance the sensing accuracy
and network throughput, at the cost of consuming more energy for spectrum sensing.
Note that a CRN generally consists of multiple PUs (i.e., multiple licensed channels)
and multiple SUs. Hence, it is important to determine the channel for each SU to
sense and access while taking into account the sensing accuracy, throughput, and
energy efficiency. Many cooperative spectrum sensing strategies have been proposed
to achieve high network throughput or improve energy efficiency, as discussed in the
following.

• Enhancing network throughput: the SUs are offered the opportunities to access
the licensed channel by participating in spectrum sensing. There exists a trade-off
between the sensing performance and the network throughput [6]. By optimizing
the sensing parameters (e.g., the detection threshold and the sensing duration),
the efficient cooperative spectrum sensing scheduling methods can be developed
to balance the sensing performance and the network throughput [7, 8]. An
adaptive and cooperative spectrum sensing method is proposed in [9], and the
impact of cooperative spectrum sensing on the performance of the proposed
optimal spectrum sensing scheme is studied. A periodic sensing opportunistic
spectrum access scheme is proposed in [10], where the constrained Markov
decision processes are utilized to maximize the channel utilization.

• Enhancing energy efficiency: performing spectrum sensing consumes energy,
and more SUs participating in spectrum sensing leads to more energy consump-
tion. By allocating spectrum resources to the SUs based on the channel states and
the traffic demand, developing efficient scheduling algorithms to assign available



1024 Y. Zhou et al.

channels to different SUs can improve the energy efficiency [11,12]. The system
energy efficiency can also be maximized by optimizing the sensing time, the
energy detection threshold, and the number of the SUs [13]. In addition, the
constraints of both the transmission power and the sensing performance should
be considered to protect the transmission of the PUs [14, 15].

Game theory has been widely applied in CRNs to study the cooperative
spectrum sensing. The problem of cooperative spectrum sensing in CRNs with
multiple channels can be formulated as an evolutionary game, where each SU
makes its own decision on whether to sense the spectrum, and an entropy-
based coalition formation algorithm is proposed to select the channel for the
SUs [16]. To achieve better performance of cooperative sensing and efficiently
allocate the spectrum resources among the SUs, coalitional game is also applied
in the cooperation strategy design [17], in which Bayesian learning is used to
estimate the channel states and Markov chain decision process is applied to make
channel access decisions for the SUs. In addition, there exists a trade-off between
spectrum sensing and spectrum access [18]. Such a problem can be formulated
as a disjoint coalition formation (DCF) game, where each SU joins one coalition
to maximize the utility. Note that a collection of coalitions is referred to as a
coalition structure. The SUs can serve as cooperative relays of the PUs and obtain
channel access in return. It is shown in [19] that the SUs can form the grand
coalition structure to maximize the system utility.

Although many studies have been conducted for cooperative spectrum sens-
ing, there are still several issues that should be addressed.

• The traffic demand of the SUs should be taken into account when investigating
the cooperative spectrum sensing and channel access in CRNs. Most of the
existing works assume that the SUs always have data to transmit, and the
channels are always fully utilized if they are assigned to the SUs. However, in
practice, the traffic demand of the SUs may change over time, and the amount
of data to be transmitted depends on the applications. For instance, an SU that
monitors the environment and aims to report the temperature changes does not
transmit periodically, while an SU with a video streaming application has higher
traffic demand than an SU running a best-effort application. Although the traffic
demand of the SUs are considered in [11, 20], they focus on spectrum resource
allocation rather than spectrum sensing. Besides, they aim to maximize the
aggregate system utility instead of developing a cooperation strategy from the
perspective of each individual SU.

• Both the energy efficiency and the traffic demand should be taken into account
when each SU makes its own decision on whether to participate in the cooperative
spectrum sensing. Most of the existing works assume that all SUs in the system
participate in cooperative spectrum sensing as in [12,21,22]. However, an energy-
constrained SU having no data to transmit within a certain amount of time may
prefer to stay in idle to reduce the energy consumption.

• By allowing each SU to join multiple coalitions, each SU can contribute to
spectrum sensing for multiple channels at the same time so as to increase the
probability of channel access. Most of the existing works assume that each SU
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can join only one coalition to perform cooperative spectrum sensing, formulate
the problem as a DCF game, and find a nonoverlapping coalition structure. Such
an assumption restricts the cooperation opportunities of the SUs. By exploiting
the advantage of simultaneously sensing multiple channels, the overlapping
coalitional game theory is required. One exception is [23], in which the problem
of cooperative spectrum sensing is formulated as an overlapping coalitional
game, and a distributed algorithm is proposed to find a stable coalition structure.
However, the spectrum resource allocation and additional energy consumption
due to joining coalitions are not taken into account.

In the following two sections, two coalitional games for cooperative spectrum
sensing and access in CRNs are described to address the aforementioned issues.
Section “Hedonic Coalition Game for Cooperative Spectrum Sensing and Channel
Access” presents a cooperative spectrum sensing and access (CSSA) scheme for
the SUs and formulates the multichannel CSSA problem as a hedonic coalition for-
mation game. The algorithms for decision node selection and SU decision-making
are proposed. Section “Overlapping Coalitional Game for Cooperative Spectrum
Sensing and Access” proposes a traffic demand-based cooperation strategy for the
SUs and formulates it as a nontransferable utility (NTU) overlapping coalitional
game. The overlapping coalition formation (OCF) and sequential coalition forma-
tion (SCF) algorithms are proposed to solve the problem.

Hedonic Coalition Game for Cooperative Spectrum Sensing and
Channel Access

System Model and CSSA Scheme

Consider a CRN consisting of one base station, jM j PUs, and jN j secondary
transmitter-receiver (ST-SR) pairs. As the ST performs spectrum sensing and data
transmission, the terms SU and ST are used interchangeably. The sets of PUs and
STs are denoted as M and N , respectively. Each PUi ; i 2 M transmits data to
the base station through its own licensed channel with bandwidth Bi . Hence, there
are jM j nonoverlapped channels in the system. On the other hand, each STj is
assumed to always have data to transmit and seeks to exploit possible transmission
opportunities over one of the jM j licensed channels.

Consider a frame structure for periodic spectrum sensing, where each time frame
has the same frame duration, denoted as T . Each time frame is composed of one
sensing subframe and one data transmission subframe. All SUs have the same
spectrum sensing duration, denoted as ı 2 .0; T �. Hence, the data transmission
duration is T � ı. Note that the time duration required for sensing results collection
and data fusion is negligible as it is much shorter than the time required for spectrum
sensing and data transmission. Each STj ; j 2 N samples the received signal
intended for the PU with sampling frequency fs . Both ı and T are assumed to
be a multiple of 1=fs .
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Each SU senses one channel in each time frame and determines the probabilities
of detection and false alarm. The hypotheses that PUi ; i 2 M is active and
inactive are denoted as H1;i and H0;i , respectively. The probability of detection is
the probability that the presence of PUi is correctly detected under hypothesis H1;i

(i.e., a busy channel is detected as busy), while the probability of false alarm is the
probability of falsely declaring the presence of the primary signal under hypothesis
H0;i (i.e., an idle channel is detected as busy).

The noise in the channel of PUi ; i 2 M is assumed to be an independent and
identically distributed (i.i.d.) random variable with zero mean and variance �2n;i D
N0Bi , where N0 denotes the power spectral density. The signals of the primary
users are i.i.d. random variables with zero mean and variance �2s;i ; i 2 M . Hence,
the received signal-to-noise ratio (SNR) of PUi ; i 2 M measured at STj ; j 2 N
under the hypothesis H1;i is �i;j D jgi;j j2�2s;i =�

2
n;i , where jgi;j j denotes the average

channel gain of the link between PUi and STj in channel i . Complex phase
shift keying (PSK) modulated primary signals and circularly symmetric complex
Gaussian (CSCG) noise are considered. By using energy detection [4, 24], the
probability of false alarm [6] in channel i 2 M by STj under hypothesis H0;i

is given by

Pf;i;j ."; ı; �
2
n;i / D Pr.yj;i > " jH0;i /

D Q

  
"

�2n;i
� 1

!p
ıfs

!
; (1)

where " denotes the detection threshold for all STs, yj;i denotes the test statistic
for the energy detector of STj in channel i, and Q denotes the complementary
distribution function of the standard Gaussian. If all PUs have the same bandwidth,
then Pf;i;j ."; ı; �2n;i / are the same with 8 i 2 M; 8 j 2 N . On the other hand, the
probability of detection in channel i 2M by STj under hypothesisH1;i is given by

Pd;i;j ."; ı; �
2
n;i ; �i;j / D Pr.yj;i > " jH1;i /

D Q

  
"

�2n;i
��i;j�1

!s
ıfs

2�i;j C 1

!
: (2)

The performance of local spectrum sensing can be degraded by many factors,
including the hidden node problem, deep fading, and shadowing [4]. Cooperative
spectrum sensing as an effective technique for realizing spatial diversity has been
proposed to enhance the detection performance. In particular, each SU senses the
channel independently and reports the sensing result to the decision node (DN) when
sensing time ı expires. The selection of DN for each channel will be presented in
the next subsection. Based on the sensing results from the SUs that sense channel i ,
DNi determines the status (i.e., busy or idle) of channel i .

The DN makes the spectrum sensing decision based on the k-out-of-n rule [25].
In particular, a busy channel is determined if k or more SUs individually detect the
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presence of primary activity. For k D 1, k D n, and k 	 n=2, k-out-of-n rule
becomes the “or” rule, “and” rule, and majority rule, respectively [4]. The local
decisions made by the SUs in the same channel are assumed to be independent.
Let Si denote the set of SUs sensing channel i . As each SU can sense only one
channel in each time frame, the constraints Si � N; 8 i 2 M ,

S
i2M Si D N , and

Si \ Sl D ;; 8 i; l 2 M; i ¤ l should be satisfied. When k D 1, the probability of
false alarm under hypothesis H0;i and the probability of detection under hypothesis
H1;i in channel i 2M can, respectively, be expressed as

Pf;i D 1 �
Y
j2Si

�
1 � Pf;i;j

�
"; ı; �2n;i

� �
; (3)

Pd;i D 1 �
Y
j2Si

�
1 � Pd;i;j

�
"; ı; �2n;i ; �i;j

� �
: (4)

For channel i 2 M , the probabilities that PUi is active and silent are denoted as
PH1;i and PH0;i , respectively, and PH1;i C PH0;i D 1. If DNi declares that channel i
is busy, then STj ; 8 j 2 Si cannot transmit during the data transmission subframe.
On the other hand, ifDNi declares that channel i is idle, then each STj ; j 2 Si can
access channel i with equal probability (i.e., 1=jSi j) and only one SU in Si can be
selected to transmit data, where jSi j denotes the number of the SUs sensing channel
i . If channel i is declared to be idle and PUi is actually silent, then the secondary
data transmission in channel i is successful. However, if channel i is declared to
be idle but PUi is actually active (i.e., a missed detection), then the secondary data
transmission in channel i interferes with the transmission of PUi . In this case, if
the collision is detected by the base station, then the SUs will be charged ' > 0

by the base station as a penalty. The value of ' can be selected to map the level
of the performance degradation of the PU to the penalty value of the SUs. Hence,
it is important to decide which channel each SU should sense and access so as to
optimize the performance.

Hedonic Coalition Formation Game

In this subsection, the multichannel energy-efficient cooperative spectrum sensing
and access problem is formulated as a hedonic coalition formation game, in which
the switch rule is utilized to decide whether the SUs join or leave a coalition.
In addition, the formulated hedonic coalition formation game is proved to always
converge to the Nash-stable and individually stable partition.

Value Function and Utility Function
To fully exploit the possible transmission opportunities, each SU should carefully
decide which channel to sense and access during each time frame. Both the sensing
accuracy and the energy consumption should be considered when making the
decisions. In particular, the sensing accuracy affects the amount of data transmitted
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by the SUs and the penalty charged for interfering with the PUs’ transmissions. The
energy consumption of the SUs is a critical criterion for spectrum sensing and data
transmission in practice.

There are four scenarios in the proposed CSSA scheme, depending on the activity
of the PUi and the decision of DNi in channel i 2 M . The payoff of set Si is
defined as the reward (i.e., the amount of data transmitted by the SUs in Si ) minus
the penalty (i.e., the payment charged for interfering with PUi ’s transmission)
during the data transmission subframe. The payoff, the energy consumption, and
the probability that each scenario occurs are discussed as follows:

Scenario 1: PUi is silent, and the decision made by DNi is not a false alarm. In
this scenario, STj ; 8 j 2 Si transmits data within the data transmission subframe.
The transmission rate Rj;i of STj can be expressed as [26]

Rj;i D Bi log2

 
1C jhj;i j

2 Pt

�2n;i

!
; (5)

where Pt denotes the signal transmission power and jhj;i j denotes the average
channel gain of the link between ST-SR pairs j in channel i .

In this scenario, the payoff of set Si is v0j0;D.Si / D
P
j2Si

Rj;i

jSi j
.T � ı/, as the

transmission of the SUs is successful and the penalty is zero. By denoting the
sensing power of STj ; 8 j 2 N as Ps , the energy consumption of set Si is given
by v0j0;E.Si / D PsjSi jı C Pt.T � ı/, where PsjSi jı and Pt.T � ı/ represent the
energy consumption due to spectrum sensing and data transmission, respectively.
The probability that this scenario occurs is P0j0;i D PH0;i .1 � Pf;i /.

Scenario 2: PUi is silent, and the decision made by DNi is a false alarm. In this
scenario, as no SU transmits during the data transmission subframe and interfere
with the PU, the payoff of set Si is v1j0;D.Si / D 0, and the energy consumption of
set Si is v1j0;E.Si / D PsjSi jı. The probability that this scenario occurs is P1j0;i D
PH0;i Pf;i .

Scenario 3: PUi is active, andDNi detects the presence of PUi . In this scenario,
no SU transmits data during the data transmission subframe. The payoff of set Si is
v1j1;D.Si / D 0, as both the reward and the penalty are zero. In addition, the energy
consumption of set Si is v1j1;E.Si / D PsjSi jı, and the probability that this scenario
occurs is P1j1;i D PH1;i Pd;i .

Scenario 4: PUi is active, and DNi fails to detect the presence of PUi . In this
scenario, both PUi and STj ; j 2 Si transmit data during the data transmission
subframe. Due to co-channel interference, it is assumed that both transmitted
packets are corrupted. The payoff of set Si is v0j1;D.Si / D �'.T � ı/, where the
reward is zero. The energy consumption of set Si is v0j1;E.Si / D PsjSi jıCPt.T �
ı/. The probability that this scenario occurs is P0j1;i D PH1;i .1 � Pd;i /.

Based on the above discussions, the expected payoff for set Si over each time
frame is given by
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vD.Si / D

1X
aD0

1X
bD0

Pajb;i vajb;D.Si /

D P0j0;i

P
j2Si

Rj;i

jSi j
.T � ı/ � P0j1;i '.T � ı/: (6)

The expected energy consumption for set Si in each time frame of duration T is

vE.Si / D

1X
aD0

1X
bD0

Pajb;i vajb;E.Si /

D PsjSi jı C .P0j0;i C P0j1;i /Pt .T � ı/: (7)

The value function of set Si is defined as the ratio of vD.Si / to vE.Si /, which
represents the expected payoff per unit of energy consumed in set Si :

v.Si / D
vD.Si /

vE.Si /

D
P0j0;i

P
j2Si

Rj;i .T � ı/ � jSi jP0j1;i'.T � ı/

jSi j
�
PsjSi jı C .P0j0;i C P0j1;i /Pt .T � ı/

� : (8)

The trade-off between the energy efficiency and the protection of the PUs’
transmission depends on the value of '. Specifically, when ' D 0, v.Si / equals
to the energy efficiency (i.e., the expected amount of data transmitted by the SUs
divided by the expected energy consumption) of the CSSA scheme. When ' is
large, a higher priority is given to protect the PU from the interference of the SUs.
According to (8), the value function takes into account the sensing accuracy by
considering the sensing results related to false alarm (i.e., P0j0;i is related to Pf;i ),
and detection (i.e., P0j1;i is related to Pd;i ). The value of v.;/ is chosen such that
v.Si / > v.;/; 8Si � N , and Si ¤ ;.

As all SUs that in set Si perform spectrum sensing have the same probability
to access channel i , they receive the same utility. Hence, the utility function of
STj ; 8 j 2 Si can be expressed as

x
Si
j D

v.Si /

jSi j
: (9)

The utility defined in (9) can be used as a performance metric to affect the
decision of each SU on which channel to sense and access during each time frame.
Note that the utility does not correspond to a physical quantity that can be divided
among the SUs in a coalition.
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Hedonic Coalition Formation Analysis
In order to formulate the multichannel cooperative spectrum sensing and channel
access problem as a coalition formation game with transferable utility (TU) [27],
the following basic elements need to be introduced:

• Players: the players of the coalition formation game are the jN j SUs (i.e.,
STj ; 8 j 2 N ).

• Strategies: the strategy of each SU is the licensed channel it chooses to sense and
access (i.e., STj chooses a licensed channel i 2M ).

• Utilities: the utility of each SU depends on which coalition it belongs to, and it is
defined in (9) (i.e., the utility of STj in coalition Si is xSij ).

Based on coalitional game theory, set Si is referred to as coalition i . Hence,
jM j coalitions can be formed in the system, and each SU joins one coalition.
By restricting one coalition per channel, different coalitions operate in different
nonoverlapping channels. Hence, the SUs of different coalitions do not interfere
with each other. The SUs autonomously form coalitions to achieve higher utilities.
This game is a hedonic coalition formation game [28], which will be shown
later. Before presenting its definition, some basic definitions used in the coalition
formation games are introduced as follows.

Definition 1. The set S D fS1; : : : ; SjM jg is a partition (or coalition structure) of
N if Si \ Sl D ;; 8 i; l 2M; i ¤ l and

S
i2M Si D N .

Definition 2. For any player j 2 N , a preference relation �j is defined as a
complete, reflexive and transitive binary relation over the set of all coalitions that
player j can possibly form [28].

Based on Definition 2, given two coalitions S1 � N and S2 � N , S1 �j S2
indicates that player j 2 N prefers to be a member of coalition S1 over to be
a member of coalition S2, or at least, player j prefers both coalitions equally.
Similarly, S1 �j S2 indicates that player j strictly prefers being a member
of coalition S1 over being a member of coalition S2. The preference function
Uj .Si /; j 2 Si is defined as

Uj .Si / D

(
x
Si
j ; Si … h .j / ;

�1; otherwise;
(10)

where h.j / is the history set of STj . Note that the preference over different
coalitions for STj ; 8 j 2 N depends on its utility function defined in (9).
The following operation is defined to evaluate the preferences of STj ;

8 j 2 N :

S1 �j S2, Uj .S1/ > Uj .S2/; (11)

where S1 � N and S2 � N are any two coalitions containing STj .
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Based on the above discussions, STj ; 8 j 2 N prefers to join a new coalition,
which STj has never been a member of, if and only if STj can obtain a higher utility
in this new coalition than ever before. Given the set of players N and a preference
relation �j for each player j 2 N , a hedonic coalition formation game is defined
as follows:

Definition 3. A hedonic coalition formation game is a coalitional game that
satisfies the following two conditions: (1) The utility of any player depends solely on
the members of the coalition to which the player belongs; (2) the coalitions form as
a result of the preferences of the players over their possible coalition set. Therefore,
a hedonic coalition formation game is defined by the pair .N;�/, whereN is the set
of players and � is a profile of preferences defined for each player in N.

The formulated game satisfies the conditions of a hedonic coalition formation
game. In particular, the utility function of STj ; 8 j 2 Si defined in (9) only depends
on the SUs in coalition Si ; i 2 M , and the preference function of each SU is given
in (10). The switch rule for coalition formation is defined as follows.

Definition 4. (Switch rule) Given a partition S D fS1; : : : ; SjM jg, STj ; j 2 Si
decides to leave its current coalition Si and joins another coalition Sl , where i ¤ l ,
if and only if Sl

S
fj g �j Si .

Based on the switch rule, an SU leaves its current coalition and joins another
coalition if the new coalition is strictly preferred over the current coalition. Each
player makes a selfish decision and moves from the current coalition to a new
coalition, regardless the effect of its move on other players. All SUs make decisions
to automatically form coalitions based on the switch rule. Hence, the partition of
the .N;�/ hedonic coalition formation game may change in each time frame. The
initial partition of the hedonic coalition formation game is denoted as S.0/ D
fS

.0/
1 ; : : : ; S

.0/

jM j
g, and the partition at the r-th time frame is denoted as S.r/ D

fS
.r/
1 ; : : : ; S

.r/

jM j
g. The history set h.j / of STj is defined as follows:

Definition 5. At the r-th time frame, the history set for STj ; j 2 N is given by

h.j / D fS
.0/
i0
; : : : ; S

.r�1/
ir�1
g, where iz 2 M and j 2 Siz hold at any time frame index

z 2 f0; 1; : : : ; r � 1g. At the end of the r-th time frame, STj will update its history

set h.j / by including a new element S.r/ir , where ir 2M and j 2 Sir .

Proposition 1. If STj performs the switch rule in the r-th time frame, in which

it leaves its previous coalition Si (denoted as S.r�1/ir�1
) and joins another coalition

Sl with i ¤ l , the newly formed coalition Sl
S
fj g (denoted as S.r/ir ) cannot

be the same with the previous coalition members in the history set h.j /. That is,
Sl
S
fj g … h.j / holds before the update of h.j / at the end of the r-th time frame.

Proof. Please refer to [29].
Before proving that there exists a stable partition in this hedonic coalition

formation game, the definitions of Nash-stable and individually stable partitions
[30] are presented as follows.
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Algorithm 1 Decision node DNi selection algorithm in channel i 2 M . The
algorithm is executed by STj ; 8 j 2 Si
1: for iteration r WD 1 to MAX do
2: STj broadcasts its measured SNR information �.r/i;j and transmission rate Rj;i to other

secondary transmitters STk; 8 k 2 S
.r/
i nfj g

3: STj receives the measured SNR information �.r/i;k and transmission rate Rk;i from other

STk; 8 k 2 S
.r/
i nfj g

4: q WD arg max
p2S

.r/
i
�
.r/
i;p

5: DN
.r/
i WD STq

6: end for

Definition 6. A partition S D fS1; : : : ; SjM jg is Nash stable if 8 j 2 Si with 8 i 2
M , Si �j Sl

S
fj g, 8 l 2M .

Definition 7. A partition S D fS1; : : : ; SjM jg is individually stable if there does not
exist j 2 Si with i 2 M , and a coalition Sl (l ¤ i ) such that Sl

S
fj g �j Si , and

Sl
S
fj g �k Sl for all k 2 Sl .

Hence, a coalition partition S is Nash stable if no player has an incentive to move
from its current coalition to another coalition (i.e., no player can obtain a higher
utility by performing the switch rule). When a partition is Nash stable, it implies
that it is individually stable [30] that there does not exist any coalition, where a
player strictly prefers to join, while the other players in that coalition do not get hurt
by the formation of this new coalition.

Theorem 1. Starting from any initial partition S.0/, all the SUs will always
converge to a final partition S� D fS�1 ; : : : ; S

�
jM j
g, which is both Nash stable and

individually stable.

Proof. Please refer to [29].
Note that if the history sets are not used, the partition still converges to stability,

but a longer convergence time is required.

Algorithms for Coalition Formation

In this subsection, the implementations of the proposed CSSA scheme and the
hedonic coalition formation game are described. Besides, a DN selection algorithm
and a coalition formation algorithm based on the switch rule are proposed.

The hedonic coalition formation game has two stages. In stage one, the base
station gathers necessary information, including the number of the PUs, the
operating frequency, bandwidth Bi of PUi ; 8 i 2 M , the locations of the PUs,
the transmit power of the PUs �2s;i ; 8 i 2 M , and the channel models. Assuming
that the base station does not know exactly when the PUs will be active. The base
station sets and broadcasts the initial partition S.0/ to all SUs. The initial partition
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is set as S.0/1 D N and S.0/l D ;, 8 l 2 Mnf1g. In stage two, all SUs perform
the switch operations until the CRN converges to the final Nash-stable partition S�.
The total number of iterations required to converge is denoted as MAX . Based on
Theorem 1, the CRN can always converge to the final Nash-stable partition S� if
the value of MAX is large enough. Note that at each time frame, only one SU can
leave its current coalition and move to another coalition to increase its utility. The
selection of DNi ; 8 i 2 M and the switch operations in coalition formation are
illustrated in Algorithm 1 and Algorithm 2, respectively. After the final Nash-stable
partition S� is reached, the SUs stay in their current coalitions to sense and access
the channels based on the proposed CSSA scheme.

In order to avoid the corruption of the sensing results due to transmission error
between STj ; j 2 Si and DNi , the SU with the highest detection probability in
coalition Si is selected as DNi . By selecting the SU with the highest detection
probability as the DN, the most reliable sensing result can be directly used in
the decision fusion without experiencing any corruption. Hence, the primary data
transmission can be protected if PUi is active. In the r-th iteration of Algorithm 1,
STj ; 8 j 2 Si selectsDN.r/

i for channel i 2M . All SUs in coalition S.r/i exchange
their measured SNR and transmission rate Rj;i via a dedicated error-free control
channel [31] (lines 2–3). Finally, the SU with the highest measured SNR is selected
as DN.r/

i (lines 4–5). As Pd;i;j ."; ı; �2n;i ; �i;j / is an increasing function of �i;j , the
following proposition holds.

Proposition 2. The DNi selected by Algorithm 1 has the highest detection proba-
bility in Si .

The r-th iteration of Algorithm 2 consists of two phases: phase one (lines 3–8)
and phase two (lines 9–25). In phase one, each SU randomly generates a number
(line 4) and broadcasts in the dedicated control channel (lines 6–7). The SU with
the largest random number is selected (line 8) to perform the switch operation in
phase two. Without the loss of generality, user STj 2 S

.r/
i and channel ˛j 2 M ,

where ˛j ¤ i (line 5), are assumed to be selected. In phase two, STj is temporarily

switched from its current coalition S.r/i to another coalition S.r/˛j (lines 11–13).

Subsequently, STj obtains the information of S.r/˛j from DN
.r/
˛j , which include data

rates Rk;˛j .8 k 2 S
.r/
˛j /, coalition size jS.r/˛j j, and statistics Pd;˛j , Pf;˛j , and PH0;˛j

(line 12). If STj has already joined S.r/˛j before (lines 14–17) or its achieved utility

is reduced (i.e., x
S
.r/
˛j

j � x
S
.r/
i

j ) (lines 19–22), then STj moves back to its original

coalition S.r/i . Otherwise, STj remains in coalition S.r/˛j . Finally, STj updates its
history set h.j / (line 25).

The proposed algorithms can adapt to the network changes. Specifically, if new
PUs and SUs are deployed, existing PUs and SUs are removed, or the wireless
channel conditions are changed, both stages will be performed again to find the new
Nash-stable partition. In practice, these two stages can be periodically performed for
the CRN to handle occasional changes of network settings. Note that the proposed
algorithms can be directly applied to a more general scenario, which is not restricted
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Algorithm 2 Coalition formation algorithm based on the switch rule. It is executed
by STj ; 8 j 2 N

1: Initialization: S.0/1 WD N ; S.0/l WD ;, 8 l 2Mnf1g
2: for iteration r WD 1 to MAX do
3: S

.r/
i WD S

.r�1/
i , where i 2M and j 2 S.r/i

4: STj generates �j , which is a Gaussian random variable with mean 0 and variance 1
5: STj randomly selects another licensed channel ˛j such that ˛j 2M; ˛j ¤ i

6: STj broadcasts the information of �j to other STk; 8 k 2 N; k ¤ j

7: STj receives the information of �k from other STk; 8 k 2 N; k ¤ j

8: m WD arg maxw �w; 8w 2 N
9: if STj D STm then

10: STj computes x
S
.r/
i

j WD v.S
.r/
i /=jS

.r/
i j

11: S
.r/
i WD S

.r/
i nfj g

12: STj requests and obtains the information of S.r/˛j from DN
.r/
˛j

13: S
.r/
˛j WD S

.r/
˛j

S
fj g

14: if S.r/˛j 2 h.j / then

15: S
.r/
˛j WD S

.r/
˛j nfj g

16: S
.r/
i WD S

.r/
i

S
fj g

17: else

18: STj computes x
S
.r/
˛j

j WD v.S
.r/
˛j /=jS

.r/
˛j j

19: if x
S
.r/
˛j

j � x
S
.r/
i

j then

20: S
.r/
˛j WD S

.r/
˛j nfj g

21: S
.r/
i WD S

.r/
i

S
fj g

22: end if
23: end if
24: end if
25: STj updates h.j / by adding its current coalition at the end of h.j /
26: end for

to using the PSK-modulated signal for transmission and the OR rule for data fusion.
In [29], the proposed model is further extended to consider the coalition formation
game under the NTU framework.

Performance Evaluation

In this subsection, the performance gain of the proposed CSSA scheme is evaluated
and compared with the closest PU (CPU) scheme and the noncooperative spectrum
sensing and access (NSSA) scheme. In the CPU scheme, each SU senses the closest
PU and joins that coalition to perform cooperative sensing, while the SUs in the
NSSA scheme only perform local spectrum sensing. Unless specified otherwise,
there are one base station, jM j D 5PUs, and jN j D 10 ST-SR pairs. All nodes are
randomly placed in a square region of 100 �100m. The average channel gain of
the link between PUi and STj is jgi;j j2 D 1=d

�
i;j , where di;j denotes the distance
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between PUi and STj , and � D 2 denotes the path loss exponent. Similarly, the
average channel gain of the link between STj and SRj is jhj;i j2 D 1=d

�
j;i , where

dj;i denotes the distance between STj and SRj . The bandwidth of the primary
channel Bi is 10MHz, 8 i 2 M . Other parameters are set as follows: the duration
of one time frame T is 100ms; the sampling frequency fs is 1 kHz; the transmit
power of each ST Pt is 10mW; the sensing power of each ST Ps is 10mW; the
detection threshold " is 0:2mW; the noise power �2n;i is 0:1mW for all i 2 M . The
probability that PUi ; i 2M is active is PH1;i D PH1 D 0:8; 8 i 2M . The sensing
duration ı and the unit penalty per second ' are to be 5ms and 100, respectively.
The OR rule is used for the data fusion.

Figure 1 shows the average utility of the SUs versus the number of the PUs jM j
in the CRN when jN j is equal to 10. It can be observed that the performance of
CSSA is better than those of CPU and NSSA. For all schemes, the average utility of
the SUs first increases with jM j, as more spectrum can be utilized by the SUs. The
performance of CPU is worse than that of CSSA, as the SUs in the CPU scheme
choose to sense the closest PU, which leads to crowded coalition. When jM j < 10

and jN j > jM j, CSSA performs better than NSSA due to the cooperative gain
of cooperative spectrum sensing. When jM j 	 10, each SU can sense and access a
different channel under CSSA and NSSA. Hence, the average utilities of the SUs for
both the CSSA scheme and the NSSA scheme are the same. When jM j 	 10, the
average utility of the SUs still increases with jM j, as each SU may select a better
channel when there are more channels available in the CRN. When jM j is large,
increasing jM j further will not improve the spectrum utilization, as the number of
the SUs is limited and the additional spectrum cannot be utilized by the SUs.
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Fig. 1 The average utility of the SUs versus the number of PUs jM j (jN j D 10) (Reproduced
with permission from the IEEE)
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Figure 2 shows the average utility of the SUs versus the probability that the PUs
being active PH1 . It can be observed that CSSA outperforms both CPU and NSSA.
The performance gap between CSSA and CPU does not change too much with PH1 ,
but the performance gap between CSSA and NSSA increases with PH1 . When PH1
is small, the improved sensing accuracy due to cooperative spectrum sensing is not
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Fig. 2 The average utility of the SUs versus the probability for PUs being active PH1 (jM j D 5,
jN j D 10) (Reproduced with permission from the IEEE)
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Fig. 3 The average utility of the SUs versus the unit penalty per second ' (jM j D 5, jN j D 10)
(Reproduced with permission from the IEEE)
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significant because the channels are vacant for most of the time. With the increase
of PH1 , the PUs occupy the channels more frequently. Due to the improved sensing
accuracy, the SUs pay less penalty for interfering the PUs’ transmissions and makes
an effective use of the energy that has been consumed for sensing.

Figure 3 illustrates the average utility of the SUs versus the unit penalty '. The
results show that the performance of CSSA is better than those of CPU and NSSA.
The average utility of the SUs decreases with the value of '. However, the average
utility of CSSA decreases much slower. The reason is that when ' is large, each
SU is charged a larger penalty if there is a missed detection. Since the probability
of detection of CSSA is higher than those of CPU and NSSA, the average utility of
the SUs for CSSA does not decrease as significantly as CPU and NSSA when ' is
increased.

Overlapping Coalitional Game for Cooperative Spectrum Sensing
and Access

In the previous section, the multichannel cooperative spectrum sensing and access
problem is formulated as a hedonic coalition formation game, where each SU can
only sense one channel at a time and is assumed to always have data to transmit. By
relaxing these two assumptions, in this section, a traffic demand-based cooperation
strategy is proposed, and this problem is formulated as an NTU overlapping
coalitional game. Comparing with the DCF game, the overlapping coalitional game
can achieve better performance at the expense of a higher computational complexity.

System Model

As in the previous section, a CRN consisting of one base station, jM j PUs (i.e.,
jM j licensed channels), and jN j SUs, is considered. Recall that M D f1; : : : ; jM jg
and N D f1; : : : ; jN jg denote the sets of PUs and SUs, respectively, T denotes the
frame duration, ı denotes the length of the spectrum sensing period, and Si denotes
the set of SUs choosing to sense and access channel i 2M . Assuming that each SU
has multiple energy detectors and can sense multiple channels in a sensing period,
but each SU can access at most one channel during one time slot [32]. A group
refers to all the SUs that sense the same channel, and there are multiple groups in
the system. The base station allocates a channel that is detected as idle to a group
member. To avoid interference between different SUs, an idle channel can only be
allocated to one SU at a time. Different SUs have different amount of data in their
buffer waiting to be transmitted. An idle channel can only be assigned to the SU that
is participating in sensing. Hence, each SU decides whether or not to participate in
cooperative sensing based on the traffic demand and the channel capacity. As the
individual sensing result may not be accurate due to path loss and shadowing, the
SUs perform cooperative sensing in this work. The base station, which also serves
as a fusion center, collects the sensing results from the SUs, and uses the OR rule to
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decide the status of each channel. The detection probability of the set of the SUs Si
that sense channel i 2 M is given in (4). The false alarm probability of SU j 2 N

after sensing channel i 2M , denoted as Pf;i;j , is given by

Pf;i;j
�
Pd;i;j ; �i;j

�
D Q

�p
2�i;j C 1Q

�1
�
Pd;i;j

�
C
p
Ns�i;j

�
; (12)

whereNs denotes the number of sensing samples during the sensing period in a time
frame.

To protect the transmission of PU i , the cooperative sensing performance needs
to satisfy a target value, denoted as NPd;i for SUs in set Si . Hence, the individual
target detection probability of SU j 2 Si is given by [33]

NPd;i;j D 1 � .1 � NPd;i /
1

jSi j ; (13)

where jSi j denotes the number of SUs sensing channel i .
By substituting (13) into (12), the value of Pf;i;j can be obtained. According to

the OR rule, the false alarm probability at channel i is given by

Pf;i D 1 �
Y
j2Si

�
1 � Pf;i;j

�
: (14)

The transmission rate achieved by SU j over channel i can be expressed as

R
0

i;j D Bi log2

 
1C jgj j

2Wt;i;j

�2n;i

!
; (15)

where Wt;i;j denotes the transmit power of SU j when it performs transmission
on channel i , and gj denotes the channel gain of the transmission link of
SU j .

The probability that channel i is correctly detected as idle is PI;i
�
1 � Pf;i

�
,

where PI;i denotes the probability that channel i is idle. When a channel is

detected as idle, each member in the same coalition has the same probability
�

i.e.,

1
jSi j

�
to access the channel. The base station assigns an idle channel to only one

SU that participates in cooperative sensing. Thus, the probability that SU j is
allowed to transmit over channel i without interfering the transmission of the PU is
given by

PU
i;j D PI;i

�
1 � Pf;i

� 1

jSi j
: (16)

The number of the information bits in the buffer of SU j is denoted byDj , which
is a constant during one time slot. SU j cannot transmit more than the number of
the information bits in its buffer. When an idle channel i is assigned to SU j , the



31 Coalition Formation Games for Cooperative Spectrum Sensing: : : 1039

transmission time, denoted as ti;j , is given by

ti;j D min

(
Dj

R
0

i;j

; T � ı

)
: (17)

Thus, the throughput that SU j can achieve in the time slot is

Ui;j D
R

0

i;j ti;j

T
: (18)

An SU can transmit over channel i 2 M when the following two cases happen.
The first case is that channel i is detected as idle, and it is indeed idle, which occurs
with probability PI;i

�
1 � Pf;i

�
. The second case is that channel i is detected as idle

but actually it is busy, which occurs with probability .1�PI;i /.1�Pd;i /. Based on
these two cases, the probability that SU j is assigned channel i and transmits data is

PE
i;j D

�
.1 � PI;i /.1 � Pd;i /C PI;i .1 � Pf;i /

� 1
jSi j

: (19)

By participating in multiple coalitions, the SUs can sense multiple channels
during the sensing period, and the set of channels that SU j chooses to sense
is denoted as Aj . Let K denote a subset of Aj which contains the channels
assigned to SU j . The probability that set K � Aj is obtained on SU j is given
by
Q
i2K

�
PE
i;j

�Q
i2Aj nK

�
1�PE

i;j

�
. Among these jKj channels, SU j selects the

channel that can maximize its throughput (i.e., maxi2KfUi;j g). Due to mis-detection,
the transmission of SU j in channel arg maxi2KfUi;j gmay not always be successful.
Hence, the expected throughput of SU j is given by

Uj .Aj / D
X
K�Aj

 �Y
i2K

PE
i;j

Y
i2Aj nK

�
1 � PE

i;j

��

�
PU
j; argmaxi2KfUi;j g

PE
j; argmaxi2KfUi;j g

max
i2K
fUi;j g

!
: (20)

where PU
j; argmaxi2KfUi;jg

=PE
j; argmaxi2KfUi;jg

denotes the probability that SU j can suc-
cessfully transmit data over this channel. Note that the expected throughput of SU
j increases with the cardinality of set Aj .

An energy-constrained SU should limit the energy spent on sensing and save its
energy for data transmission. The power consumption consists of the sensing power
consumption and the data transmission power consumption. The energy that SU j

spends to sense channel i is Es
i;j D Ws;i;j ı, where Ws;i;j denotes the sensing power

of SU j to channel i . Similarly, the energy spent by SU j on data transmission over
channel i is Et

i;j D Wt;i;j ti;j , where Wt;i;j is the transmission power of SU j on
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channel i . As a result, the expected power consumption of SU j is a function of the
set of channels Aj that it prefers to sense, which is given by

Ej

�
Aj

�
D

1

T

 X
K�Aj

��Y
i2K

PE
i;j

Y
i2Aj nK

�
1 � PE

i;j

��

�Et
j; argmaxi2KfUi;j g


C
X
i2Aj

Es
i;j

!
: (21)

Energy efficiency is used as a metric to evaluate an SUs’ decision on cooperation.
The expected energy efficiency of SU j is defined as [34]

	j

�
Aj

�
D
Uj

�
Aj

�

Ej

�
Aj

� : (22)

Each SU aims to maximize its throughput subject to an energy efficiency
constraint. When the traffic demand of an energy-constrained SU is low, it may
prefer not to participate in the cooperative sensing, as the cost of participating in
the cooperation outweighs the payoff. The energy saved can be used to transmit
data when there are enough information bits in the buffer. Hence, the problem that
how each SU should cooperate with other SUs to sense the channels needs to be
addressed.

Overlapping Coalitional Game for Cooperation Strategy

In this subsection, the CSSA problem is formulated as an NTU overlapping
coalitional game. Each SU makes its own decision on coalition formation based on
the move rules, which take into account both social welfare and individual payoff.
An OCF algorithm is proposed to enable SUs to form a stable coalition structure,
and a SCF algorithm is proposed to reduce the number of iterations and information
exchange among the SUs.

NTU Overlapping Coalitional Game Formation
In this cooperative spectrum sensing and access strategy, the SUs can choose
multiple channels and contribute to multiple coalitions, so as to maximize their
expected throughput while satisfying the energy efficiency requirements. The SUs
that participate in sensing, the same channel forms a coalition. If the channel is
detected as idle, the SUs in the coalition share the spectrum resource. Thus, it can
be formulated as an overlapping coalitional game where an SU is allowed to join
multiple coalitions, and each coalition is formed on one channel that the SU prefers
to sense. As the payoff of an SU in one coalition is constrained by its traffic demand,
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the utility obtained by an SU in an overlapping coalition game cannot be transferred
to other SUs. As a result, this overlapping coalitional game is an NTU game. The
NTU overlapping coalitional game [35] is defined as follows:

Definition 8. An NTU overlapping coalitional game G D .N; v/ is given by a set
of players N D f1; : : : ; jN jg and a function v W S ! R

jS j, where S � N denotes a
coalition formed by players and v.;/ D 0.

The players of this game are jN j SUs, and they form different coalitions to sense
and access different channels. The coalition value is defined as the expected payoff
that each SU can obtain in the coalition. Hence, v.Si / D .xj .Si /;8j 2 Si /, where
value function v maps each coalition S � N to an jS j-dimensional vector and
xj .Si / D P

U
i;j Ui;j is the payoff of SU j in coalition Si . In a DCF game, a coalition

structure is a partition of N [36]. The SUs in an overlapping coalitional game can
join multiple coalitions at the same time. The definition of the coalition structure˘
in an overlapping coalitional game [37] is given as follows:

Definition 9. An overlapping coalition structure ˘ over a player set N is defined
as a set ˘ D fS1; : : : ; SjKjg, where jKj is the number of coalitions. 8 1 � i � jKj,

Si � N and [jKjiD1Si D N . Since coalitions can be overlapped, 9 Si ; Sk 2 ˘ , i 6D k
such that Si \ Sk 6D ;.

The SUs that choose to sense and access channel i 2 M form coalition Si . On
the other hand, the SUs with low-traffic demand may choose to stay in idle to save
energy, and they form coalition SjM jC1. Hence, the number of the coalitions jKj in
the system is equal to jM j C 1. Although more than one channel may be available
for an SU in a time slot, the SU can only transmit data over one channel. Hence,
the total payoff of an SU cannot be calculated by summing up its payoffs from all
coalitions that it belongs to. The total payoff of SU j is defined as

pj .˘/ D

�
Uj .Aj /; if 	j .Aj / 	 	min;

�1; otherwise:
(23)

The total payoff of SU j is equal to the expected throughput that it can obtain by
choosing channel set Aj to sense, when the expected energy efficiency of SU j

is greater than energy efficiency threshold 	min. Otherwise, it is equal to negative
infinity. This payoff definition guarantees that the expected energy efficiency of the
SUs during the coalition formation process is not lower than threshold 	min. The
payoff of each SU in set SjM jC1 is defined as zero. Each SU that belongs to set
SjM jC1 does not sense and access any channel and cannot join set Si ;8 i 2 M .
Hence, SjM jC1 is an isolated coalition, which does not overlap with any other
coalitions.

The proposed preference order of the SUs takes into account both social welfare
and individual payoff, which helps SUs compare two coalition structures and select
the one that can provide more social welfare and individual payoff at the same time.
The social welfare u.˘/ of a coalition structure˘ is the value of coalition structure
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˘ , which is the sum of the payoff of each individual player. Hence,

u.˘/ D
X
j2N

pj .˘/: (24)

The social welfare u.˘/ also represents the expected overall throughput of the SUs
when the energy efficiency constraints are met. The preference order of the coalition
structures is defined as follows, which takes into account both individual payoff and
social welfare.

Definition 10. In an overlapping coalitional game G D .N; v/, given two coalition
structures ˘p and ˘q over N , ˘p is j -preferred over ˘q , where j 2 N is
equivalent to pj .˘p/ > pj .˘q/ and u.˘p/ > u.˘q/. This preference order is
represented as

˘p �j ˘q , pj .˘p/ > pj .˘q/ and u.˘p/ > u.˘q/: (25)

Based on Definition 10, an SU prefers a coalition structure over another if and
only if both the total payoff of the coalition structure and the individual payoff of
the SU are increased. Such an preference order not only guarantees the increase of
social welfare during the coalition formation but also keeps the spectrum efficiency
above a certain level.

Coalition Formation Algorithms
During the process of overlapping coalition formation, each SU makes its own
decision to join or leave a coalition based on the proposed preference order. Three
move rules for the possible moves of each SU are defined as follows. First, the SU
joins a new coalition that it does not belong to. Second, the SU leaves one of its
current coalitions. Third, the SU switches from one of its current coalitions to a new
coalition. The following three definitions provide the mechanisms for the SUs to
form different coalitions by performing these moves.

Definition 11. Join rule: consider a coalition structure ˘p over a set of players N ,
where coalition Si 2 ˘p and SU j 2 N nSi . A new coalition structure is defined as
˘q D f˘pnSig [ fSi [ fj gg. If ˘q �j ˘p , SU j joins coalition Si and coalition
structure ˘p changes into coalition structure ˘q .

Based on Definitions 10 and 11, SU j in coalition structure ˘p , which does not
belong to coalition Si , joins coalition Si in new coalition structure ˘q , if coalition
structure ˘q is preferred by SU j over coalition structure ˘p . The join rule takes
into account both the individual payoff and social welfare. An SU joins a new
coalition if and only if both its payoff and the coalition structure value are improved
by its move. Hence, SU j does not act selfishly without considering the effects of
its move on other SUs.
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Definition 12. Quit rule [29]: consider a coalition structure˘p over a set of players
N , where coalition Si 2˘p and SU j 2N \Si . A new coalition structure is defined
as ˘q D f˘p nSig [ fSi nfj gg. If ˘q �j ˘p , then SU j leaves coalition Si , and
coalition structure ˘p changes into coalition structure ˘q .

Based on Definition 12, SU j leaves one of its current coalitions Si and ˘p

changes into ˘q if the newly formed coalition structure is preferred by SU j over
the current one. SU j may prefer to leave coalition Si to avoid a negative payoff in
the following two situations. One is that there are too many SUs in coalition Si to
sense channel i , which leads to a low chance of assigning this channel to SU j . The
other is that SU j has only several information bits to be transmitted in a time slot.

Definition 13. Switch rule: consider a coalition structure ˘p over a set of players
N , where coalitions Si ; Sk 2 ˘p and SU j 2 N satisfy j 2 Si and j 62 Sk . A new
coalition structure is defined as ˘q D f˘p n fSi ; Skgg [ fSi n fj gg [ fSk [ fj gg.
If ˘q �j ˘p , then SU j switches from coalition Si to coalition Sk , and coalition
structure ˘p changes into coalition structure ˘q .

Based on Definition 13, SU j switches from one of its coalitions to a new
coalition when the new coalition structure is preferred over the current one. During
the coalition structure formation, some channels may be chosen by many SUs, while
some other channels are selected by few ones. An SU performs the switch move,
when it notices that its payoff can be increased by switching from the coalition
chosen by many SUs to another coalition selected by few SUs. As a result, the
SUs autonomously distribute their contributions to different coalitions. In this way,
the switch rule balances the size of different coalitions and improves the spectrum
efficiency. The stability of an overlapping coalition structure is defined as follows:

Definition 14. An overlapping coalition structure ˘ over a set of players N is
stable if any SU j 2 N such that j 2 Si and j … Sk for coalitions Si , Sk 2 ˘ , SU
j will not deviate from coalition Si or join coalition Sk .

Based on Definition 14, each SU j 2 N in a stable coalition structure will not
leave any of its coalitions or join any new coalition. Therefore, all SUs do not make
any change and stay in the current coalitions.

(1) Overlapping Coalition Formation (OCF) Algorithm
Algorithm 3 shows the proposed OCF algorithm, which can reach a stable

coalition structure. The proposed algorithm is distributed and executed by each SU
j 2 N .

In Algorithm 3, all SUs are initialized to join quit sensing coalition SjM jC1 (line
1). Then SU j exchanges the traffic demand information with other SUs by invoking
functions j:broadcast./ and j:receive./ via a dedicated control channel (lines 2–3).
At the beginning of each iteration, SU j randomly selects a coalition that it currently
belongs to, denoted as Sk , and a new coalition it does not belong to, denoted as Si
(lines 5–10). SU j calculates its resulted payoff if it leaves coalition Sk and the
value of newly formed coalition structure ˘Qui t according to Eqs. (22), (23) and
(24) (lines 6–7). Similarly, SU j calculates its payoffs in potential new coalition
structures ˘Join and ˘Swi tch due to join move and switch move, and the values of
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Algorithm 3 The overlapping coalition formation (OCF) algorithm in CRN for SU
j 2 N

1: Initialization: SjM jC1 WD N ; Si WD ; for i 2 M ; ˘ WD fS1; : : : ; SjM jC1g; ˘` WD ˘ for
each SU ` 2 N .

2: SU j executes j:broadcast.j;Dj /.
3: SU ` executes `:receive.`;D`/ for each SU ` 2 N n fj g.
4: repeat
5: SU j randomly selects k 2 Aj [ fjM j C 1g and i 2M n Aj .
6: ˘Qui t WD f˘ n Skg [ fSk n fj gg.
7: SU j calculates u.˘Qui t / and pj .˘Qui t /.
8: ˘Join WD f˘ n Sig [ fSi [ fj gg.
9: SU j calculates u.˘Join/ and pj .˘Join/.

10: ˘Swi tch WD f˘ n fSi ; Skgg [ fSi [ fj gg [ fSk n fj gg.
11: SU j calculates u.˘Swi tch/ and pj .˘Swi tch/.
12: if ˘Qui t �j ˘ then
13: ˘j WD ˘Qui t ; u.˘j / WD u.˘Qui t /.
14: else if ˘Join �j ˘ then
15: ˘j WD ˘Join; u.˘j / WD u.˘Join/.
16: else if ˘Swi tch �j ˘ then
17: ˘j WD ˘Swi tch; u.˘j / WD u.˘Swi tch/.
18: end if
19: SU j executes j:broadcast.j;˘j ; u.˘j //.
20: SU ` executes `:receive.`;˘`; u.˘`// for each SU `2N nfj g.
21: Tinfo WD f˘1; : : : ; ˘jN jg.
22: ˘ WD arg max˘l2Tinfofu.˘l /g.
23: until 8 j 2 N , 8 k 2 Aj [ fjM j C 1g and i 2 M n Aj , ˘Qui t 6�j ˘ , ˘Join 6�j ˘ , and

˘Swi tch 6�j ˘ .
24: SU j executes j:sense.˘/.
25: if SU j is assigned channel i then
26: SU j calculates W opt

t;i;j and transmits data with power W opt
t;i;j .

27: end if

the coalition structures by Eqs. (22), (23) and (24) (lines 9–11), respectively. If the
quit move improves the coalition structure, the coalition structure is updated (line
13). Otherwise, SU j considers join move (line 14) and switch move (line 16). After
that, SU j updates the coalition structure and its value and exchanges the updated
information with other SUs (lines 19–20). All the updated coalition structure
information form a set Tinfo (line 21). The coalition structure with the greatest value
is selected as the new coalition structure (line 22). The coalition formation process
is repeated until all SUs do not deviate from their current coalitions or join other
new coalitions (line 23). After the process converges to a stable coalition structure,
SU j cooperatively senses the channels with other SUs in corresponding coalitions
by invoking function j:sense.˘/. During the spectrum access stage, if SU j is
allocated a channel, it calculates the optimal transmission power W opt

t;i;j to minimize
the energy consumption spent on data transmission. Finally, SU j transmits data
with the optimal transmission power (line 26). In [38], an adaptive transmission
power control scheme is proposed to calculate the optimal transmission power for
each SU that has been assigned a channel.
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The following theorem guarantees the convergence of the proposed OCF algo-
rithm.

Theorem 2. The proposed OCF algorithm converges to a stable overlapping
coalition structure after a finite number of iterations.

Proof. Please refer to [38].
According to Algorithm 3, each SUs seeks to increase both its individual utility

and the value of the coalition structure in each iteration. Hence, the total payoff
for SUs is always increased when the coalition structure ˘ changes. In addition,
the proposed algorithm adapts to network changes (e.g., number of SUs, channel
states). Specifically, the SUs adaptively change their cooperation strategies and form
a stable coalition structure, when new SUs join in the network, more channels are
available, or channel states vary.

(2) Sequential Coalition Formation (SCF) Algorithm
Although Algorithm 3 always converges, the number of iterations required to

converge grows exponentially with the number of SUs. As a result, the SCF
algorithm is proposed, which reduces the computational complexity and exchanges
less information among SUs to form an overlapping coalition structure.

In a sequential game of coalition formation, the coalition structure is formed step
by step. In each step, only one player can update the coalition structure according to
the rule of order h. Once a player joins a coalition, it remains in the coalition. In the
proposed SCF algorithm, the rule of order h depends the traffic demands of SUs.
Specifically, the SU that has the highest traffic demand moves first. The active SU
makes a decision to join multiple coalitions based on the current coalition structure.
The active SU remains in these coalition once it has joined them.

Algorithm 4 shows the proposed SCF algorithm, where the SUs make distributed
decisions on coalition formation. However, the behaviors of the SUs are coordinated
by a central coordinator. First, each SU reports its traffic demand information to the
central coordinator by invoking function j:broadcast./ (line 2). The traffic demand
information of different SUs forms vector D (line 4). A sorting function H.X/ is
defined, which maps a vector X to a jX j-dimensional vector, and returns a vector
with each element representing the sorted index of eachX ’s element in a descending
order. The coordinator calculates the rule of order � using function H.D/ and
broadcasts the information of � to all SUs (line 5). Then, the coalition formation
decision is made by SUs one by one based on �. In particular, SU �.1/ makes
the first decision as it has the highest traffic demand and initializes the coalition
structure by setting all SUs in quit sensing coalition SjM jC1 (line 8). The active
SU receives the updated information of ˘ from previously active SU by invoking
function j:receive./ (line 10). During the coalition formation process, each active
SU checks all channels one by one to find new coalition. For a new channel i , the
active SU can join coalition i or switch to coalition i if SU prefers to sense channel i .
Assuming an active SU joins coalition Si (line 13), the SU calculates the payoff and
the value of the newly resulted coalition structure based on Eqs. (22), (23) and (24)
(line 14). In addition, assuming the active SU switches from a randomly selected
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Algorithm 4 The sequential coalition formation (SCF) algorithm in CRN
1: for each j 2 N do
2: SU j executes j:broadcast.j;Dj /.
3: end for
4: D WD .D1;D2; : : : ;DjN j/

5: Coordinator calculates � WD H.D/ and broadcasts � to all SUs.
6: for j D 1 to jN j do
7: if j D 1 then
8: SU �.j / initializes SjM jC1 WD N ; Si WD ;, 8i 2M , and ˘ WD fS1; S2; : : : ; SjM jC1g.
9: else

10: SU j executes j:receive.�.j � 1/;˘/.
11: end if
12: for each i 2M do
13: ˘Join WD f˘ n Sig [ fSi [ f�.j /gg.
14: SU �.j / calculates u.˘Join/ and p�.j /.˘Join/.
15: SU �.j / randomly selects k 2 A�.j / [ fjM j C 1g.
16: ˘Swi tch WD f˘ n fSi ; Skgg [ fSi [ f�.j /gg [ fSk n f�.j /gg.
17: SU �.j / calculates u.˘Swi tch/ and p�.j /.˘Swi tch/.
18: if ˘Join ��.j / ˘ then
19: ˘ WD ˘Join.
20: else if ˘Swi tch ��.j / ˘ then
21: ˘ WD ˘Swi tch.
22: end if
23: end for
24: if j D jN j then
25: SU �.j / executes �.j /:broadcast.�.j /;˘/.
26: else
27: SU �.j / executes �.j /:send.�.j /; �.j C 1/;˘/.
28: end if
29: end for
30: for each j 2 N n f�.jN j/g do
31: SU j executes j:receive.�.jN j/;˘/.
32: end for
33: for each j 2 N do
34: SU j executes j:sense.˘/.
35: if SU j is assigned channel i then
36: SU j calculates W opt

t;i;j and transmits data with power W opt
t;i;j .

37: end if
38: end for

coalition that it belongs (line 15) to coalition Si (line 16), the SU calculates SU’s
new payoff and the value of the potential new coalition structure resulting from
switch move (line 17). If the resulted coalition structure due to join move ˘Join is
preferred over the current coalition structure ˘ , the coalition structure is updated
(line 19). On the other hand, if the join move cannot improve the coalition structure,
the resulted structure by switch move˘Swi tch is considered (line 20). After checking
all new coalitions, the currently active SU �.j / reports the updated information of
˘ to the next active SU �.j C 1/ by invoking function j:send./ (line 27). The last
active SU broadcasts the final coalition structure to other SUs (line 25). After the
coalition formation process, the SUs perform cooperative sensing in each coalition
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according to the final coalition structure. During the transmission stage, the SUs
transmit data with the optimal transmission power (lines 34–36).

Although the stability of the final coalition structure is not guaranteed in the SCF
algorithm, it can achieve the same aggregate throughput as the OCF algorithm. In
addition, the computational complexity of the SCF algorithm is lower than that of
the OCF algorithm. As the active SU in the SCF algorithm checks each potential
channel only once and makes one move, at most jM jjN j iterations are required
when running the SCF algorithm. However, in the OCF algorithm, the formation of a
coalition structure takes place every time when a new coalition structure is preferred
over the current coalition structure. Hence, the number of possible overlapping
coalition structures in the OCF algorithm is 2jM jjN j, which is much larger than the
number of iterations required in the SCF algorithm. Moreover, as each SU only
needs to send the updated coalition structure to the next active SU, less information
exchange is required by the SCF algorithm.

Performance Evaluation

In this subsection, the aggregate throughput of the proposed OCF and SCF
algorithms is evaluated and compared to the DCF algorithm. In the DCF algorithm,
each SU can only join at most one coalition. The base station is placed at the center
of a 100 �100m square region, in which the SUs are randomly placed. The channel
gain of the link between SU j and the base station is modeled as jgj j2 D 1=dnj ,
where dj denotes the distance between SU j and the base station, and n D 2 is the
path loss exponent. The number of packets generated by each SU within one time
slot follows the Poisson distribution with rate � D 0:5 packet per time slot. The
number of sensing samples during the sensing period in one time slot isNs D 5000.
The probability of each channel being idle is randomly chosen between Œ0:5; 1�.
The bandwidth of channel i , Bi , and noise power, �2n;i , are set to be 100 kHz and
0:01mW, respectively. A list of simulation parameters is summarized in Table 1.

Table 1 List of Simulation
Parameters

Parameter Value

Number of PUs (licensed channels) jM j 6

Number of SUs jN j 10

Target detection probability NPd;i;j 0:99

Received SNR at each SU during the sens-
ing stage �i;j

�15 dB

Sensing power of SU j on channel i Ws;i;j 50mW

Slot duration T 100ms

Sensing duration ı 5ms

Packet size 20 kbit

Buffer size of each SU 200 kbit

Lower bound of the energy efficiency 	min 500 kbit/Joule
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Fig. 4 An example of the
stable overlapping coalition
structure (jM j D 3; jN j D 7)
by the OCF algorithm
(Reproduced with permission
from the IEEE)
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Figure 4 shows a snapshot of a stable overlapping coalition structure obtained
by using the proposed OCF algorithm, when there are 3PUs and 7SUs. The SUs
within the same ellipse form a coalition. SUs 1, 4, and 7 form coalition 1 in channel
1. Similarly, SUs 3, 4, 5, and 7 form coalition 2 to sense and access channel 2. SU 2

forms a singleton coalition 3 to sense and access channel 3. SU 6 joins the coalition
4, which is the quit sensing coalition. Hence, the overlapping coalition structure
can be expressed as ˘ D ff1; 4; 7g1; f3; 4; 5; 7g2; f2g3; f6g4g, in which coalitions
1 and 2 overlap with each other, and SUs 4 and 7 belong to both coalitions at the
same time. Besides, SU 6 chooses not to cooperate with other SUs and joins the quit
sensing coalition due to its low traffic demand.

Figure 5 illustrates the impact of the number of SUs jN j on the aggregate
throughput of SUs. Both the OCF and SCF algorithms outperform the DCF
algorithm, as the chance of each SU to be assigned a channel is increased by
allowing each SU to join multiple coalitions. However, in the DCF algorithm, an
SU can only join one coalition and share one channel with other SUs, which limits
the chance of being assigned a channel. Moreover, the performance of the SCF
algorithm is slightly better than that of the OCF algorithm. This is because the SCF
algorithm gives higher priorities to the SUs with greater traffic demands to join
coalitions. As a result, these SUs have a higher chance to transmit data than those
SUs with lower traffic demands.

Figure 6 shows the impact of the number of PUs jM j (i.e., the number of
channels) on the aggregate throughput of the SUs. The SCF algorithm obtains a
slightly higher aggregate throughput than the OCF algorithm. The performance
gap between the DCF algorithm and the proposed algorithm is small when jM j
is small and increases with jM j. This is because the SUs in the proposed OCF
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Fig. 5 Aggregate throughput versus the number of SUs in CRN for jM j D 6 (Reproduced with
permission from the IEEE)
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Fig. 6 Aggregate throughput versus the number of PUs in CRN for jN j D 10 (Reproduced with
permission from the IEEE)

or SCF algorithm can obtain higher throughput when more channels are available
by joining multiple coalitions. However, the SUs in the DCF algorithm obtain
limited throughput improvement as each SU can sense and access at most one
channel.
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Conclusion and Future Directions

This chapter has studied cooperative spectrum sensing and access in a CRN with
multiple licensed channels. A CSSA scheme has been proposed and formulated
as a hedonic coalition formation game, in which the sensing accuracy and energy
consumption are taken into account. The algorithm to find Nash-stable partition
has been proposed. Simulation results showed that the proposed CSSA scheme
outperforms the CPU and NSSA schemes. In addition, this chapter has proposed
a traffic demand-based cooperative spectrum sensing and access scheme to achieve
high throughput without degrading the energy efficiency. To solve this problem, an
overlapping coalition game was formulated, where each SU is allowed to sense
multiple channels. An OCF algorithm was proposed to find a stable coalition
structure, which takes into account the individual payoff and social welfare. An
SCF algorithm was also proposed to reduce the computational complexity and
information exchange. Simulation results showed that the proposed OCF and SCF
algorithms outperform the DCF algorithm in terms of the aggregate throughput.

In this chapter, all SUs are assumed to have the same sensing duration and
sensing power. An extension to a more general setting is interesting but challenging,
in which each SU can choose its sensing duration and sensing power as part of its
strategy based on the network settings.
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Abstract

Secondary spectrum trading is a promising solution to address the economic
incentive issue in dynamic spectrum access, by allowing primary users (PUs)
to sell the underutilized spectrum to secondary users (SUs) for the temporary
access. This chapter studies a monopoly secondary spectrum market with a single
PU (seller) and multiple heterogeneous SUs (buyers), where SUs have different
preferences for spectrum access quality. The key focus is to study the optimal
trading mechanism for the PU (that maximizes his profit) under information
symmetry or asymmetry, depending on whether the preference of each SU is
public information (hence can be observed by the PU) or private information
(hence cannot be observed by the PU). The key solution idea to this PU-profit
maximization problem is a contract-based spectrum trading mechanism, in which
the PU offers a list of quality-price combinations (called a contract) for SUs,
and each SU chooses the proper quality and price according to his (private
or public) preference information. The optimal design for this contract-based
trading mechanism consists of two steps: (i) analyze the incentive compatibility
(IC) and individual rationality (IR) for feasible contracts, which guarantee the
truthful information disclosure of SUs, and (ii) derive the optimal contract that
maximizes the PU’s profit under each information scenario, based on the IC
and IR analysis in the first step. Simulations show that the optimal contract can
increase the PU’s payoff significantly.

Keywords
Cognitive radio � Dynamic spectrum access � Secondary spectrum sharing �
Contract theory � Incentive mechanism

Introduction

Nowadays, wireless spectrum resource is becoming more and more scarce with
the explosive growth of wireless services and mobile devices [1]. On the other
hand, however, many licensed spectrum bands are often in a low utilization rate
(efficiency) due to the temporal and spatial variation of licensed users’ behaviors.
Taking the VHF/UHF band (licensed for broadcast television services) as an
example, it is largely unused during midnight to morning, and the average utilization
rate is lower than 40% in many countries [2]. Therefore, it is highly desirable to
open the underutilized licensed spectrum for the secondary utilization of unlicensed
users who are starving for spectrum. As a consequence, FCC in the USA and
Ofcom in UK have approved the license-exempt use of the unused or underutilized
spectrum in the VHF/UHF band (called TV white space [3]) to support new wireless
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applications [4, 5]. However, without a proper incentive mechanism, the licensed
users may not be willing to open and share their spectrum with others due to the
potential interference they may suffer from. This motivates the study of incentive
mechanism and secondary spectrum trading in this chapter.

Motivations

Cognitive radio-based dynamic spectrum access (DSA) [6–8] has been recognized
as a promising technology for improving the spectrum efficiency and alleviating the
spectrum scarcity, by allowing unlicensed secondary users (SUs) access the under-
utilized spectrum of licensed primary users (PUs) opportunistically. Obviously, the
successful implementation of DSA requires to solve many technical challenges
(e.g., how to explore and exploit the idle licensed spectrum efficiently and how to
avoid the harmful interference to PUs) as well as economic challenges (e.g., how to
incentivize PUs to share their idle spectrum with SUs).

While most of the existing works focused on the technical issues of DSA
(e.g., spectrum sensing [9], allocation [10–12], and sharing [13]), this chapter
focuses on the economic incentive issue in DSA. In particular, how to incentivize
PUs to open their idle licensed spectrum for the secondary access of SUs. Some
recent studies have been devoted to the incentive issue in DSA and proposed
various incentive mechanisms, including cooperative spectrum sharing [14–18] and
secondary spectrum trading [19–29].

In [14–18], authors proposed a cooperative spectrum sharing mechanism, in
which SUs relay the traffic of PUs in exchange for the opportunities to access the
PUs’ licensed spectrum. With the cooperative spectrum sharing, PUs can increase
their service qualities through the cooperative relay of SUs, and SUs can obtain
the opportunities of accessing the PUs’ licensed spectrum. Hence, PUs can obtain
the necessary incentive to open their spectrum for SUs under a proper mechanism
design. However, this mechanism needs to exchange a large amount of control
signals between PUs and SUs (e.g., to formulate the cooperative PU-SU pair and to
determine their cooperation details) and hence will introduce a large communication
overhead. Moreover, it requires strict time synchronization between a pair of
cooperative PU and SU. Both limit the use of this mechanism in practice.

In [19–25], authors proposed a secondary spectrum trading market, in which
PUs directly lease the unused or underutilized licensed spectrum to SUs for the
temporary access. Inspired by the classic market theory and numerous maths tools
in economics, they proposed various trading mechanisms (e.g., auction, wholesale
pricing, and usage-based pricing) for different market scenarios ranging from
monopoly market to competitive market. With the secondary spectrum trading, PUs
can achieve additional profit directly from the unused or underutilized spectrum,
and meanwhile the total spectrum efficiency can be improved. In [26–29], authors
further studied the secondary spectrum trading market for TV white space networks.
However, the above works considered neither the quality and/or price discrimination
in the trading of spectrum nor the information asymmetry between PUs and SUs.
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Contributions

This chapter studies a monopoly secondary spectrum market with a single PU
selling his idle (licensed) spectrum to multiple heterogeneous SUs for the temporary
access, where SUs have different efficiencies in accessing spectrum, hence different
preferences for spectrum quality. Such a spectrum access efficiency or quality
preference is referred to as the type of SU. The quality of spectrum denotes the
constraints (for SUs) of using the spectrum: a higher quality implies a looser
constraint. The PU can sell the spectrum to different SUs in different qualities and
prices, leading to the quality and price discrimination spectrum trading. Our focus
is to study the optimal trading mechanisms for the PU (maximizing his profit) under
both information symmetry and asymmetry (between the PU and SUs).

Under information symmetry, the preference information (i.e., type) of each SU
is public information and can be observed by the PU directly. In this case, the PU
can derive the best quality and price for each SU (with a particular type) directly,
while each SU can only decide whether to accept the quality and price assigned to
him. Hence, the optimal trading mechanism that maximizes the PU’s profit can be
derived by solving the best quality and price for each SU separately.

Under information asymmetry, however, the preference information (i.e., type) of
each SU is his private information and cannot be observed by the PU. In this case,
the PU cannot derive the best quality and price for each SU directly, due to the lack
of the SU’s preference information. To solve this problem, the contract theory [30],
a Nobel Prize (in Economics) awarded theory in 2016, is introduced for eliciting
the private information of each SU. More specifically, the key solution idea is to
propose a contract-based spectrum trading mechanism, in which the PU offers a list
of quality-price combinations (called a contract) for SUs, each intended for one type
of SUs; and each SU chooses the proper quality and price (which can be different
from those intended for his type) according to his private preference information. A
contract is incentive compatible (IC), if each SU can achieve the maximum payoff
when choosing the quality and price designed for his type. A contract is individually
rational (IR), if each SU can achieve a non-negative payoff when choosing the
quality and price designed for his type. Obviously, only under a feasible contract
that satisfies IC and IR, each SU will choose the quality and price designed for his
type. Hence, IC and IR guarantee the acceptance and truthful information disclosure
of SUs. This chapter will first design the feasible contracts that satisfy IC and
IR and then derive the optimal (and feasible) contract that maximizes the PU’s
profit.

In summary, the key results and contributions of this chapter are as follows:

• Model and Solution Novelty: Study a general monopoly secondary spectrum mar-
ket, taking the user heterogeneity and information asymmetry into consideration.
Contract theory, a Nobel Prize awarded theory, is introduced to solve the PU’s
profit maximization problem under information asymmetry.
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• Multiple Information Scenarios: Study the optimal contract design under
two typical information scenarios: information symmetry and information
asymmetry, depending on whether the PU can observe the type of each SU.
Hence, the analysis can be applied to a wide range of situations.

• Optimal Contract Design: Design the optimal contract systematically. First, the
feasible contracts satisfying IC and IR are designed (to guarantee the truthful
information disclosure of SUs). Then, within the feasible contract set, the optimal
(and feasible) contract is derived (to maximize the PU’s profit).

• Performance Evaluation: Simulations show that the optimal contract under
information asymmetry can increase the PU’s payoff significantly and can
achieve 60% � 70% of the optimal performance under information symmetry.

The rest of this chapter is organized as follows. Section “System Model and
Contract Formulation” provides the system model. Section “Contract Formulation”
provides the contract formulation. Sections “Optimal Contract Under Information
Symmetry” and “Optimal Contract Under Information Asymmetry” study the
optimal contract designs under information symmetry and asymmetry, respectively.
Section “Contract Design in Continuous SU-Type Model” extends the discrete SU-
type model to the continuous SU-type model. Section “Simulation Results” presents
the simulation results, and Section “Conclusion” concludes this work.

System Model and Contract Formulation

Consider a cognitive radio network with a single PU and multiple SUs, where the PU
shares the underutilized licensed spectrum with SUs for the temporary access. The
PU can be a licensed potable device (e.g., a smartphone), a licensed infrastructure
(e.g., a base station) serving multiple subscribers in a small area or even a primary
network consisting of multiple infrastructures and serving many subscribers in a
wide area. Each SU can be an unlicensed potable device (e.g., a laptop) or infras-
tructure (e.g., an unlicensed access point) serving multiple unlicensed subscribers.
The PU owns some licensed spectrum bands (called channels) but not fully utilizes
them, while SUs are starving for spectrum but do not have any licensed spectrum
channel. Hence, the PU can potentially sell the unused or underutilized channels to
SUs for the temporary access, leading to a monopoly secondary spectrum market,
where the PU is the monopolist in the market.

The licensed channels of the PU are homogeneous, in the sense that they are in the
same frequency band with the same bandwidth and time length. Different channels
are orthogonal, and hence the transmissions on different channels do not interfere
with each other. Each SU desires for one channel for his service, and multiple SUs
can operate on the same channel without mutual interference if they are far enough
from each other. Moreover, the PU has sufficient idle channels for SUs such that
each SU can get one channel without interference with any other SU.
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PU Model

To protect the quality of service (QoS) of the PU, SUs can only access the PU’s
channels with the specific constraints specified by the PU, such as the maximum
transmission power (as required by FCC [4] and Ofcom [5]) and the fast backoff
mechanism (to avoid collision with the PU when the PU reoccupies a channel).
Obviously, a looser constraint imposed on a channel implies a higher quality of
the channel for SUs, as they have more freedom to use the channel. Without loss
of generality, in this chapter the quality of a channel is defined as the maximum
allowable transmission power of SUs on that channel. In this sense, a higher-quality
channel implies that SUs can transmit with a larger power on that channel. Note that
the whole analysis can be applied to a general quality definition.

As the monopolist in the market, the PU can specify the quality q 	 0 and price
� 	 0 of the channels to be sold to SUs, while SUs decide whether to buy a channel.
For the quality q, it further satisfies: 0 � q � Qmax, where Qmax is the maximum
achievable transmission power of SUs’ devices. Moreover, a zero quality q D 0

implies that the SU cannot use the channel. Hence, if an SU chooses a zero quality
q D 0, it is equivalent to say that he decides not to buy a channel.

When selling a channel with a quality q to an SU at a price � , the PU’s profit
(defined as payoff ) can be computed as follows:

R.q; �/ D � � C.q/; (1)

where � andC.q/ are the PU’s revenue and cost when selling a channel with quality
q to an SU. Here the cost C.q/ 	 0 captures the QoS degradation of the PU due to
the potential interference and collision of the SU.

It is easy to see that when selling a channel with a higher-quality q to an SU, the
PU will incur a higher QoS degradation or cost C.q/ potentially. This is because a
higher-channel quality implies that the SU can use the channel with less constraint
(e.g., larger transmission power), hence imposing a higher interference or collision
to the PU potentially. Thus, it is reasonable to assume that:

• C.q/ is non-negative and monotonically increases with q.

To facilitate the analysis, we further assume that

• C.q/ is a convex function of q.

This implies that C.q/ tends to grow faster with the increasing of q. Suppose C.q/

is twice differentiable. Let C 0.q/ , @C.q/

@q
and C 00.q/ , @2C .q/

@q2
denote the first- and

second-order derivatives of C.q/ with respect to q. Then, the above assumptions
can be formally written as: C 0.q/ > 0 and C 00.q/ 	 0, for all q 2 Œ0;Qmax�:
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SU Model

When an SU gets a licensed channel from the PU, he can achieve a certain benefit
from using that channel. Such a benefit mainly depends on the amount of data that
the SU can transmit on that channel, which is highly related to the data rate or
channel capacity that the SU can achieve. Moreover, when using a channel with
quality q, the maximum channel capacity that an SU can achieve (when transmitting
with the maximum allowable transmission power q) is

˚.�; q/ D log .1C q � �/ (2)

where � , 1
jLj
� 1
jI jC�2

is the SU’s signal-to-noise ratio (SNR) under a unit
transmission power, called the efficiency factor. Here the channel bandwidth is
normalized to be one; �2 is the average background noise power, which is identical
for all SUs on all channels; jI j is the aggregate interference, which may come from
the PU, other SUs, or even outside systems operating on the same frequency band;
jLj is the average path loss (signal attenuation) of the SU, which depends on both
the transmission range and the antenna technology. For example, an SU transmitting
a longer distance often has a larger path loss than transmitting a shorter distance; an
SU using a directional antenna with an advanced beamforming technology often has
a smaller path loss than using an omnidirectional antenna.

Due to the channel homogeneity, each SU has the same pass loss factor L and
aggregate interference I on different channels and hence has the same efficiency
factor � on all channels. It is worth noting that different SUs may have different
efficiency factors � , due to the different path loss factors L and/or aggregate
interferences I . Such an efficiency factor � captures not only the SU’s efficiency in
accessing spectrum but also his preference for spectrum access quality. For example,
an SU with a higher efficiency � has a stronger preference for high quality, as he
can achieve a higher capacity gain from a quality improvement.

For convenience, the efficiency factor � of an SU is also referred to as his type.
SUs are categorized into different classes according to their efficiency factors or
types. Namely, the SUs in the same class have the same efficiency factor or type � ,
while the SUs in different classes have different efficiency factors or types. Let �
denote the set of all SU types, and j�j denote the number of types. Let f� ;8� 2
�, denote the percentage of type-� SUs among all SUs, where 0 � f� � 1 andP

�2� f� D 1. Then, the number of type-� SUs can be computed by

N� D N � f� ; 8� 2 �;

where N is the total number of SUs and
P

�2� N� D N . It is easy to see that this
is a discrete SU-type model, where each SU’s type is chosen from a discrete set
�. Later section “Contract Design in Continuous SU-Type Model” will extend the
above discrete SU-type model to the continuous SU-type model, where the SU-type
set � is a continuous region.
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The utility of a type-� SU from a channel with quality q, denoted by U.�; q/, is
the benefit that he can achieve from using that channel, which can be defined as a
strictly increasing function of channel capacity ˚.�; q/. Without loss of generality,
the utility U.�; q/ is defined as a linear function of capacity ˚.�; q/ as follows:

U.�; q/ D w � ˚.�; q/ D w � log .1C q � �/ ; (3)

where w > 0 is a constant evaluation factor, indicating the benefit for SUs from one
unit of channel capacity. Note that w is a predefined parameter and identical for all
SUs. In the rest of this chapter, w will be normalized to be one, i.e., w D 1.

The payoff of a type-� SU achieved from purchasing a channel with quality q at
price � , denoted by V .�; q; �/, is defined as the difference between the achieved
utility and the payment for the channel, i.e.,

V .�; q; �/ D U.�; q/ � � D w � log .1C q � �/ � �: (4)

It is easy to see that the utility U.�; q/ of SUs increases with the channel quality
q, and the increase rate tends to be smaller with the increasing of q. That is,

• U.�; q/ is a non-negative, concave, and increasing function of q.

Suppose U.�; q/ is twice differentiable. Let U 0.�; q/ , @U .�;q/

@q
and U 00.�; q/ ,

@2U .�;q/

@q2
denote the first- and second-order derivatives of U.�; q/ with respect to

q. Then, the above observation can be formally written as U 0.�; q/ > 0 and
U 00.�; q/ � 0, for all q 2 Œ0;Qmax�:

Social Welfare

The social welfare is defined as the aggregate payoff of all involved players,
including the PU and all SUs. Specifically, when selling a channel with a quality
q to a type-� SU at a price � , the total generated social welfare is:

W .�; q/ D R.q; �/C V .�; q; �/ D U.�; q/ � C.q/; (5)

where the price � in both payoff functions cancels each other out.
It is easy to see that W 00.�; q/ � 0;8q 2 Œ0;Qmax�, since U 00.�; q/ � 0 and

C 00.q/ 	 0, where W 00.�; q/ , @2W .�;q/

@q2
is the second-order derivatives of W .�; q/

with respect to q. That is, the social welfare S.�; q/ is a concave function of q.
Thus, the socially optimal quality for a type-� SU, i.e., that maximizes the social
welfare W .�; q/, can be solved by the following first-order condition:

U 0.�; q/ � C 0.q/ D 0:
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Let qı.�/ denote the socially optimal quality for a type-� SU derived by the above
first-order condition, and W ı.�/ D W .�; qı.�// denote the corresponding optimal
social welfare generated by a type-� SU. It is easy to check that both qı.�/ and
W ı.�/ monotonically increase with � . In other words, from a social perspective,
the optimal qualities for SUs with different types are different: a higher type
(efficiency) SU will be assigned with a higher-quality channel. This implies that
offering different qualities for different types of SUs (i.e., quality discrimination) is
desired from a social perspective.

Problem Description

As mentioned previously, the PU’s decision is to specify the quality and price of the
channels to be sold to SUs, and moreover, the quality discrimination is desired from
a social perspective. Specifically, with the quality discrimination spectrum trading,
the PU can offer multiple quality and price choices to SUs, and each SU decides
not only whether to buy a channel but also which quality and price he would like to
choose (when deciding to buy a channel).

The focus of this chapter is to design the optimal trading mechanism (i.e., the
sets of quality and price choices to be offered to SUs) for the PU that maximizes
his payoff (profit). The problem is challenging, especially under information
asymmetry, where the type of each SU is his private information and cannot
be observed by the PU. We will study the PU’s profit maximization problem
under both information symmetry (in section “Optimal Contract Under Information
Symmetry”) and information asymmetry (in section “Optimal Contract Under
Information Asymmetry”), by using the contract theory [30]. Contract theory
is a widely used theoretic tool in economics and often studies how economic
actors can and do construct contractual arrangements, generally in the presence
of asymmetric information. Recently, contract theory has also been introduced to
solve various wireless communication and networking problems, e.g., cooperative
spectrum sharing [14], secondary spectrum trading [23–25], TV white space
networking [29], and WiFi community networking [31].

Contract Formulation

As mentioned early, with the quality discrimination spectrum trading, the PU can
offer multiple quality and price choices to SUs, while each SU decides whether to
buy a channel, and if so, which quality and price he would like to choose.

Notice that the SUs in the same class (i.e., those with the same type � )
are homogeneous, in the sense that they have the same preference, decision,
utility/payoff functions, and social impact. This implies that it is sufficient for the
PU to design one quality and one price for each class of SUs (with the same type),
instead of for each SU. Let q.�/ and �.�/ denote the quality and price designed for
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the type � SUs. The set of all quality and price combinations (each for one type of
SUs) is called a contract, denoted by

& , f.q.�/; �.�//; � 2 �g; (6)

where each quality and price combination .q.�/; �.�// is called a contract item (for
type � SUs). The aim of the PU (and also the focus of this chapter) is to design the
optimal contract that maximizes his profit.

It is important to note that without a proper contract design, a type-� SU may
not be willing to accept a contract item .q.�/; �.�// designed for his type � . For
example, if a contract item .q.�/; �.�// brings a negative payoff for a type-� SU,
then none of the type-� SUs are willing to accept it; if a contract item .q.�/; �.�//

has a higher quality and lower price than another one .q.� 0/; �.� 0//, i.e., q.�/ >
q.� 0/ and �.�/ < �.� 0/, then none of the type-� 0 SUs are willing to choose the
contract item .q.� 0/; �.� 0//. Therefore, a joint design of q.�/ and �.�/ for all � 2
� is necessary. This leads to the important concept of feasible contract.

Definition 1 (Feasibility). A contract & D f.q.�/; �.�//; � 2 �g is feasible, if
each SU of type � is willing to choose the contract item .q.�/; �.�// designed for
his type � (hence truthfully reveal his type information).

Note that the feasibility constraint is different under different information
scenarios. Specifically, under information symmetry, the PU can observe the type
of each SU and hence can assign a specific contract item to each type of SUs. Thus,
the feasibility constraint can be satisfied, if each SU of type � can achieve a non-
negative payoff under the contract item .q.�/; �.�// assigned to him. This condition
is often referred to as the individual rationality (IR) [30]. Formally,

Definition 2 (Individual Rationality – IR [30]). A contract & D f.q.�/; �.�//;
� 2 �g is individually rational, if for all � 2 �,

V .�; q.�/; �.�// 	 0: (7)

Under information asymmetry, the PU cannot observe the type of each SU and
hence cannot assign a specific contract item to each type of SUs. Instead, the PU
can only offer all contract items for all SUs, while let SUs choose the best contract
items according to their private-type information. Thus, the feasibility constraint can
be satisfied, if each SU of type � can achieve not only the non-negative payoff (IR
condition) but also the best payoff among all contract items, under the contract item
.q.�/; �.�// designed for his type. The latter condition is often referred to as the
incentive compatibility (IC) [30]. Formally,

Definition 3 (Individual Compatibility – IC [30]). A contract& D f.q.�/; �.�//;
� 2 �g is incentive compatible, if for all � 2 �,

V .�; q.�/; �.�// 	 V .�; q.� 0/; �.� 0//; 8� 0 2 �; � 0 ¤ �: (8)
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Intuitively, under information symmetry, a contract is feasible if it satisfies the
IR condition, while under information asymmetry, a contract is feasible only if it
satisfies both the IR and IC conditions. Under a feasible contract & , the payoff of
the PU can be computed as follows:

R.&/ D
X
�2�

N� �R.q.�/; �.�// D
X
�2�

N� � .�.�/ � C.q.�///; (9)

where N� is the number of type-� SUs. Note that (9) is only available under a
feasible contract, where each type-� SU chooses the contract item .q.�/; �.�//

designed for his type � . For an arbitrary contract, however, the PU payoff may
not be the form of (9), due to the uncertainty of SUs’ choices. This introduces
an additional challenge in finding the optimal contract for the PU.

One effective way to resolve this challenge is the revelation principle [32], a
fundamental principle in mechanism design. Specifically, revelation principle states
that for an arbitrary mechanism, the designer can always find a feasible mechanism
(where users truthfully report their types) that achieves the same outcome and
payoff. By the revelation principle, the PU can restrict his search within the feasible
contracts, in which every SU will choose the contract item designed for his type. In
other words, the PU can focus on the optimal contract within the feasible contract
set, which can achieve the same outcome as a globally optimal contract.

Definition 4 (Optimality). A contract & D f.q.�/; �.�//; � 2 �g is optimal, if it
is feasible, and meanwhile maximizes the PU payoff given in (9).

Let &� D f.q�.�/; ��.�//; � 2 �g denote the optimal contract (within the
feasible contract set). Then, it can be formally derived as follows:

max
&

R.&/ D
X
�2�

N� � .�.�/ � C.q.�///

s.t. & is feasible:

(10)

The feasibility constraint guarantees that each SU is willing to choose the
contract item designed for his type; hence the PU payoff can be written as R.&/
in (9). As mentioned previously, under information symmetry, it can be satisfied if
the IR condition holds, while under information asymmetry, it can be satisfied only
if both the IR and IC conditions hold.

Optimal Contract Under Information Symmetry

This section studies the optimal contract design under information symmetry, where
the type of each SU is public information and can be observed by the PU. In this
case, the PU can assign a specific contract item to each type of SUs, and each SU can
only decide whether to accept the quality and price designed for his type. Thus, the



1064 L. Gao et al.

feasibility constraint can be satisfied if each SU can achieved a non-negative payoff
under the contract item assigned to him (IR condition); and the optimal contract can
be derived by solving the best contract item for each type of SUs separately.

Feasibility of Contract

Under information symmetry, the feasibility of contract can be achieved if the IR
condition holds. That is, each SU of type � can achieve a non-negative payoff under
the contract item .q.�/; �.�// assigned to him.

Lemma 1. A contract & D f.q.�/; �.�//; � 2 �g is feasible under information
symmetry, if and only if the following IR conditions hold:

U.�; q.�// � �.�/ 	 0; 8� 2 �:

where U.�; q.�// D w � log .1C q.�/ � �/ is the utility of SU defined in (3).
Intuitively, under information symmetry, each SU has only two choices: accept

or reject the contract item assigned to him. The latter choice implies that the SU
decides not to buy a channel, leading to a zero payoff for the SU. Thus, each SU is
willing to accept a contract item if it brings a non-negative payoff for the SU.

Optimality of Contract

The optimal contract can be derived by solving the best quality and price for each
type of SUs separately. Formally, for a type-� SU, the best quality and price, denoted
by q�.�/ and ��.�/, can be derived as follows:

max
fq.�/;�.�/g

R.q.�/; �.�// D �.�/ � C.q.�//

s:t: U .�; q.�// � �.�/ 	 0I

�.�/ 	 0; Qmax 	 q.�/ 	 0:

(11)

Here U.�; q.�// � �.�/ 	 0 is the IR condition, which guarantees the feasibility
of contract. Let R�.�/ , R.q�.�/; ��.�// denote the solution of (11), i.e., the
maximum payoff that the PU can achieved from a type-� SU.

To solve (11), it is notable that given any feasible quality q.�/, the best price
strategy for the PU is to charge a price as high as the SU’s utility U.�; q.�//, i.e.,
��.�/ D U.�; q.�//. Substitute the above best price into (11), the best quality q�.�/
can be solved in the following way:

max
fq.�/g

U.�; q.�// � C.q.�//

s:t: Qmax 	 q.�/ 	 0:

(12)
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Note thatU.�; q.�//�C.q.�// is exactly the social welfare defined in (5). Thus, the
above (12) is exactly the social welfare maximization problem, and the best quality
q�.�/ is equivalent to the corresponding socially optimal quality qı.�/. Formally,

Lemma 2. The optimal contract &� D f.q�.�/; ��.�//; � 2 �g under information
symmetry is given by

q�.�/ D qı.�/ and ��.�/ D U.�; qı.�//; 8� 2 �:

where qı.�/ is the socially optimal quality for a type-� SU.
Intuitively, when the PU can observe the type information of SUs, he can design

such an optimal contract, which assigns each SU the corresponding socially optimal
quality (hence generates as much social welfare as possible) and charges each SU as
high as possible (up to the SU’s achieved utility). Thus, the maximum payoff R�.�/
that the PU can achieved from a type-� SU is exactly the maximum social welfare
W ı.�/ that can be achieved from a type-� SU, i.e., R�.�/ D W ı.�/.

Optimal Contract Under Information Asymmetry

This section studies the optimal contract design under information asymmetry,
where the type of each SU is his private information and cannot be observed by
the PU. In this case, the PU cannot assign a specific contract item to each SU;
instead, he can only offer all contract items for all SUs, while let SUs choose the
best contract items according to their private-type information. Thus, the feasibility
constraint can be satisfied if each SU can achieve not only a non-negative payoff (IR
condition) but also the best payoff among all contract items (IC condition), under
the contract item designed for his type. Accordingly, the optimal contract needs to
solve the best contract items for all SU types jointly.

Suppose there is a total of T SU classes (types), with �t denoting the type of SUs
in the t -th class. Then, the set of SU types can be written as � D f�1; � � � ; �T g.
Assume that �1 < �2 < � � � < �T without loss of generality. For notational
convenience, denote ft D f�t and Nt D N�t as the percentage and the number
of type-�t SUs (in the t -th class), respectively, and qt D q.�t / and �t D �.�t / as
the quality and price designed for type �t SUs, respectively. Then, a contract can be
rewritten as

& , f.qt ; �t /; t 2 f1; � � � ; T gg:

Accordingly, the contract optimization problem (10) can be rewritten as

max
&

R.&/ D

TX
tD1

Nt � .�t � C.qt //

s.t. IR and IC conditions:

(13)

Before discussing the feasibility and optimality of contract, we first introduce the
following important property for the utility model: when increasing a quality with a
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given value, the utility improvement for a higher-type user is greater than that for a
lower-type user. This property is refereed as the increasing preference (IP).

Definition 5 (Increasing Preference – IP). Let u.�; q/ denote the utility of a type-
� user for quality q. Then, the utility model satisfies the property of increasing
preference (IP), if for any � > � 0 and q > q0, the following conditions hold:

u.�; q/ � u.�; q0/ > u.� 0; q/ � u.� 0; q0/: (14)

That is, a higher-type user can achieve a larger utility gain from a given quality
improvement than a lower-type user.

It is easy to see that the SU’s utility U.�; q/ defined in (3) satisfied the above IP
property. Namely, when increasing the quality with a given value, a higher-type SU
(who has a higher efficiency factor) can achieve a larger utility gain than a lower
type SU (who has a lower efficiency factor).

In what follows, we will first provide the necessary and sufficient conditions for
feasible contracts and then find the optimal contract within the feasible contract set.

Feasibility of Contract

Under information asymmetry, the feasibility of contract can be achieved only if
both IR and IC conditions hold. That is, each SU of type � can achieve not only
a non-negative payoff but also the best payoff among all contract items, under the
contract item .q.�/; �.�// assigned to him.

First, we show the necessary conditions for a contract to be feasible.

Lemma 3. If a contract & D f.qt ; �t /; t 2 f1; � � � ; T gg is feasible under
information asymmetry, then the following necessary conditions hold:

qi > qj if and only if �i > �j ; 8i; j 2 f1; � � � ; T g; i ¤ j:

Proof. Notice that if a contract is feasible under information asymmetry, it must
satisfy the IR and IC conditions defined in (7) and (8).
!: In this direction, we will show: if qi > qj , then �i > �j . By the IC condition

defined in (8), the following condition holds for each type-�j SU:

U.�j ; qj / � �j 	 U.�j ; qi / � �i ;

or equivalently,

�i � �j 	 U.�j ; qi / � U.�j ; qj / > 0;

where the second inequality follows because U.�; q/ strictly increases with q.
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 : In this direction, we will show: if �i > �j , then qi > qj . By the IC condition
defined in (8), the following condition holds for each type-�i SU:

U.�i ; qi / � �i 	 U.�i ; qj / � �j ;

or equivalently,

U.�i ; qi / � U.�i ; qj / 	 �i � �j > 0;

which implies that qi > qj , as U.�; q/ strictly increases with q. �
Lemma 3 provides an important property of a feasible contract: a higher quality

must be associated with a higher price. This lemma also implies that if there exist
two qualities (or prices) with the same value, then the associated prices (or qualities)
are also the same value. Formally,

Corollary 1. For any feasible contract & D f.qt ; �t /; t 2 f1; � � � ; T gg under
information asymmetry, the following conditions hold:

qi D qj if and only if �i D �j ; 8i; j 2 f1; � � � ; T g; i ¤ j:

Lemma 4. If a contract & D f.qt ; �t /; t 2 f1; � � � ; T gg is feasible under
information asymmetry, then the following necessary conditions hold:

if �i > �j ; then qi 	 qj 8i; j 2 f1; � � � ; T g; i ¤ j:

Proof. Assume, to the contrary, that there exist �i > �j and qi < qj . Then, by the
IP property defined in (14), the following condition holds:

U.�i ; qj / � U.�i ; qi / > U .�j ; qj / � U.�j ; qi /

By the IC condition in (8), the following condition holds for each type-�i SU,

U.�i ; qi / � �i 	 U.�i ; qj / � �j ;

and for each type-�j SU,

U.�j ; qj / � �j 	 U.�j ; qi / � �i :

Combine the above two IC conditions, we obtain:

U.�i ; qj / � U.�i ; qi / � U.�j ; qj / � U.�j ; qi /;

which violates the IP property given above. �
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Lemma 4 provides another important property of a feasible contract: a higher-
type SU must be assigned with a higher quality (and also a higher price by
Lemma 3). Recall that the type of an SU reflects the SU’s transmission efficiency,
and the quality of a channel reflects the constraint on using the channel. Thus, this
lemma implies that the SUs with a higher efficiency can use the channels with a less
constraint, which coincides with the social expectation.

Recall that �1 < �2 < � � � < �T . According to Lemmas 3 and 4, a feasible
contract & D f.qt ; �t /; t 2 f1; � � � ; T gg has the following structure:

q1 � q2 � : : : � qT and �1 � �2 � : : : � �T ; (15)

with qt D qtC1 if and only if �t D �tC1.
Next, we show the sufficient conditions for a contract to be feasible.

Lemma 5. A contract & D f.qt ; �t /; t 2 f1; � � � ; T gg is feasible under informa-
tion asymmetry, if the following sufficient conditions hold:

0 � q1 � � � � � qT � Qmax (16)

and

(
0 � �t � U.�1; q1/; t D 1

�t�1 C A � �t � �t�1 C B; t D 2; � � � ; T
(17)

where A , U.�t�1; qt / � U.�t�1; qt�1/ and B , U.�t ; qt / � U.�t ; qt�1/.

Proof. Prove the lemma by induction. Define a new contract

&.k/ , f.qt ; �t /; t 2 f1; : : : ; kgg;

which consists of the first k contract items in the original contract & , for the first k
types of SUs in the system. Obviously, &.T / D & . By induction, the contract & or
&.T / is feasible, if the following two conditions hold: (a) &.1/ is feasible, and (b) If
&.k/ is feasible, then &.kC1/ is also feasible, for all k D 1; � � � ; T � 1.

Proof for (a):&.1/ is feasible. Since there is only one contract item .q1; �1/ in&.1/
and one SU type �1, the sufficient condition for the contract &.1/ to be feasible is
only the IR condition in (7). By (16) and (17), it is easy to see that: V .�1; q1; �1/ D
U.�1; q1/ � �1 	 0, that is, the IR condition holds, hence &.1/ is feasible.

Proof for (b): if &.k/ is feasible, then &.kC1/ is also feasible, for all k D
1; � � � ; T � 1. Notice that &.k/ consists of the first k contract items in & for the
first k types of SUs, while &.kC1/ consists of the first k C 1 contract items in &
for the first k C 1 types of SUs. Thus, to prove that &.kC1/ is feasible, we need to
show:
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• (b.1) For the newly joined SUs with type �kC1, the IR and IC conditions hold:

U.�kC1; qkC1/ � �kC1 	 0;

U .�kC1; qkC1/ � �kC1 	 U.�kC1; qi / � �i ; 8i D 1; � � � ; k:
(18)

• (b.2) For the existing SUs with types �1; � � � ; �k , the IC conditions hold:

U.�i ; qi / � �i 	 U.�i ; qkC1/ � �kC1; 8i D 1; � � � ; k: (19)

Note that the IR conditions for the exiting SUs are naturally satisfied by the
feasibility of &.k/.

Proof for (b.1): the IC and IR conditions for the new SUs with type �kC1. Since
&.k/ is feasible, the following IC conditions must hold for the type-�k SUs:

U.�k; qk/ � �k 	 U.�k; qi / � �i ; 8i D 1; � � � ; k:

According to (17), i.e., �kC1 � �k C U.�kC1; qkC1/ � U.�kC1; qk/; we have:

U.�k; qk/CU.�kC1; qkC1/�U.�kC1; qk/ 	 U.�k; qi /��iC�kC1; 8i D 1; � � � ; k:

With simple transformation, the above condition can be written as:

U.�kC1; qkC1/��kC1 	 U.�k; qi /�U.�k; qk/CU.�kC1; qk/��i ; 8i D 1; � � � ; k:

Notice that �kC1 > �k and qk 	 � � � 	 q1. By the IP property, we have:

U.�k; qi / � U.�k; qk/C U.�kC1; qk/ 	 U.�kC1; qi /; 8i D 1; � � � ; k:

Based on the above, we can prove the IC conditions for the new type �kC1:

U.�kC1; qkC1/ � �kC1 	 U.�kC1; qi / � �i ; 8i D 1; � � � ; k:

Notice that U.�kC1; qi / � �i 	 U.�i ; qi / � �i for any i � k and U.�i ; qi / �
�i 	 0 by the feasibility of &.k/. Then, using the above IC conditions, we can prove
the IR conditions for the new type �kC1:

U.�kC1; qkC1/ � �kC1 	 0:

Proof for (b.2): the IC conditions for the exiting SUs with types �1; � � � ; �k under
the new contract &.kC1/. Since &.k/ is feasible, the following IC conditions must
hold for all the existing SUs with types �1; � � � ; �k :

U.�i ; qi / � �i 	 U.�i ; qk/ � �k; 8i D 1; � � � ; k:
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According to (17), i.e., �k C U.�k; qkC1/ � U.�k; qk/ � �kC1, we have:

U.�i ; qi / � �i 	 U.�i ; qk/C U.�k; qkC1/ � U.�k; qk/ � �kC1; 8i D 1; � � � ; k:

Notice that �kC1 > �k > � � � > �1 and qkC1 	 qk 	 � � � 	 q1. By IP property, we
have:

U.�i ; qk/C U.�k; qkC1/ � U.�k; qk/ 	 U.�i ; qkC1/; 8i D 1; � � � ; k:

Based on the above, we can prove the IC conditions for the existing types �1; � � � ; �k :

U.�i ; qi / � �i 	 U.�i ; qkC1/ � �kC1; 8i D 1; � � � ; k:

Up to now, we have proved that (a) &.1/ is feasible, and (b) If &.k/ is feasible,
then &.kC1/ is also feasible. By induction, the contract &.T / or & is feasible. ut

It is important to note that the sufficient conditions in Lemma 5 are also necessary
for a feasible contract: the necessity of (16) can be proved by Lemma 4, and the
necessity of (17) can be proved by the IC and IR conditions directly. Moreover,
the conditions in Lemma 5 satisfy the feasible structure in (15). First, qk 	 qk�1
by (16); second, �k 	 �k�1 as A 	 0; third, if qk D qk�1, then A D B D 0 and
�k D �k�1 as �k�1 � �k � �k�1; and forth, if �k D �k�1, then A � 0 � B , which
implies that qk � qk�1 and qk 	 qk�1; hence qk D qk�1. In fact, Lemma 5 provides
more strict and tight necessary conditions for a feasible contract.

Optimality of Contract

To derive the optimal contract, we first derive the best price set under a given
(feasible) quality set and then derive the best quality set. For notational convenience,
let Q , fqt ; t 2 f1; � � � ; T gg and P , f�t ; t 2 f1; � � � ; T gg denote the quality set
and the price set of a contract & D f.qt ; �t /; t 2 f1; � � � ; T gg, respectively. Then, a
contract can also be written as & D fQ; Pg.

By Lemma 5, a quality set Q is feasible, if and only if 0 � q1 � � � � qT � Qmax

Let R�
.Q/ denote the maximum payoff that the PU can achieve under a given feasible

quality set Q, by optimizing the price set P solely. Let P�
.Q/ , f��t ; t 2 f1; � � � ; T gg

denote the best price set given the feasible quality set Q. Formally, the best price set
P�
.Q/ and the maximum payoff R�

.Q/ can be derived by

max
P

TX
tD1

Nt � .�t � C.qt //

s.t. The Conditions in (17).

(20)

The conditions in (17) are used to guarantee the feasibility of contract.
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Lemma 6. Given a feasible quality set Q with 0 � q1 � � � � qT � Qmax, the unique
best price set P� , f��t ; t 2 f1; � � � ; T gg for problem (20) is given by

(
��t D U.�1; q1/; t D 1I

��t D �
�
t�1 C U.�t ; qt / � U.�t ; qt�1/; t D 2; � � � ; T:

(21)

Proof. It is easy to check that the price set in (21) is a feasible price set, and thus the
achieved contract (with the given quality set and the derived price set) is feasible.
Note that this feasibility is necessary for the optimality.

Next we prove the optimality of the price set in (21). Notice that, given a feasible
quality set Q D fqt ; t 2 f1; � � � ; T gg, the total cost

PT
tD1 Nt � C.qt / of the PU is

a constant. Thus, the PU’s profit maximization problem (20) can be transferred into
the following revenue maximization problem (22):

max
P

TX
tD1

Nt � �t

s.t. The Conditions in (17).

(22)

Assume, to the contrary, that there exists another feasible price set P0 D
f� 0t ; t 2 f1; � � � ; T gg, which is different from P� in (21) and achieves

PT
tD1 Nt�

0
t >PT

tD1 Nt�
�
t . Then, there exists at least one price in P0 larger than the corresponding

price in P�. Suppose � 0k > ��k without loss of generality. By (17), the following
condition must hold for � 0k (in order to guarantee the feasibility of contract):

� 0k � �
0
k�1 C U.�k; qk/ � U.�k; qk�1/:

By (21), we have: ��k � �
�
k�1 D U.�k; qk/ � U.�k; qk�1/. Thus,

� 0k � �
0
k�1 C �

�
k � �

�
k�1;

or equivalently,

� 0k�1 � �
�
k�1 	 �

0
k � �

�
k > 0:

Continue the above process, we can finally reach � 01 � �
�
1 > 0, which violates the

IR condition for the type-�1 SUs. Namely, with a price � 01 > ��1 D U.�1; q1/,
a type-�1 SU will not accept the price contract item .q1; �

0
1/ assigned to him.

Therefore, there does not exist another feasible price set P0 ¤ P� such thatPT
tD1 Nt�

0
t >

PT
tD1 Nt�

�
t , which implies that P� is the best price set.

Then we prove that P� in (21) is the unique best price set for (20). Assume, to
the contrary, that there exists another feasible price set P0 D f� 0t ; t 2 f1; � � � ; T gg,
which is different from P� in (21) and achieves the same maximum revenue, i.e.,PT

tD1 Nt�
0
t D

PT
tD1 Nt�

�
t . Since P0 ¤ P�, there exists at least one price in P0
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different from the corresponding price in P�. Suppose � 0k ¤ ��k without loss of
generality. If � 0k > ��k , then we will finally reach � 01 � �

�
1 > 0, using the similar

analysis in the above. If � 0k < �
�
k , then there must exist another price � 0j > �

�
j sincePT

tD1 Nt�
0
t D

PT
tD1 Nt�

�
t . Similarly, we will finally reach � 01��

�
1 > 0. Therefore,

there does not exist another feasible price set P0 ¤ P� such that
PT

tD1 Nt�
0
t DPT

tD1 Nt�
�
t , which implies that P� is the unique best price set. �

Lemma 6 states that, given any feasible quality set Q, the best price set P� is
unique and given by (21). By substituting the best price set P� into (20), the best
quality set Q� , fq�t ; t 2 f1; � � � ; T gg can be derived as follows:

max
Q

R�.Q/ ,
TX
tD1

Nt � .�
�
t � C.qt //

s.t. The Conditions in (16).

(23)

The conditions in (16), i.e., 0 � q1 � � � � � qT � Qmax, are used to guarantee the
feasibility of contract.

Introduce the notations: �1 D 0 and �t D U.�t ; qt / � U.�t ; qt�1/;8t D

2; : : : ; T . Then, the best price set P� given in (21) can be rewritten as

��t D U.�1; q1/C

tX
kD1

�k; 8t D 1; : : : ; T: (24)

Substitute (24) into (23), the PU’s payoff R�
.Q/ can be written as follows:

R�.Q/ D

TX
tD1

Nt �

 
U.�1; q1/C

tX
kD1

�k � C.qt /

!
; (25)

where �1 D 0 and �k D U.�k; qk/ � U.�k; qk�1/;8k D 2; : : : ; T as defined
above. Rearranging the above equation by putting the terms associated with the
same quality together, the PU’s payoff R�

.Q/ can be rewritten as follows:

R�.Q/ D

TX
tD1

 
Nt � U.�t ; qt / �Nt � C.qt /C�t �

TX
kDtC1

Nk

!
(26)

where �t D U.�t ; qt / � U.�tC1; qt /, 8t D 1; � � � ; T � 1, and �T D 0. Introduce

Gt.qt / , Nt � U.�t ; qt / �Nt � C.qt /C�t �

TX
kDtC1

Nk:
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Then, the PU’s payoff R�
.Q/ can be rewritten as R�

.Q/ D
PT

tD1 Gt .qt /. Accordingly,
the optimization problem (23) can be rewritten as follows:

max
Q

TX
tD1

Gt .qt /

s.t. The Conditions in (16).

(27)

It is worth noting that Gt.qt / depends only on the quality qt , while independent
of all other qualities qk;8k ¤ t . This implies that the optimization problem (27)
can be solved by optimizing the quality qt for each Gt.qt / separately. Let Qq�t ; t D
1; � � � ; T , denote the quality that maximizes Gt.qt /. That is,

Qq�t , arg max
qt

Gt .qt /

s.t. 0 � qt � Qmax:

(28)

Note that if the quality set eQ� , f Qq�t ; t D 1; � � � ; T g derived by (28) is a
feasible quality set, i.e., satisfying the conditions in (16), then it is exactly the
optimal solution of (23). This condition holds for a wide range of SU distributions.
For example, with the uniform distribution, i.e., N1 D � � � D NT and �t � �t�1 D
ı;8t D 2; � � � ; T , the quality set eQ� derived by (28) satisfies the conditions in (16)
and hence is the best quality set for the problem (23). Formally,

Theorem 1. Suppose eQ� , f Qq�t ; t D 1; � � � ; T g derived by (28) is a feasible
quality set satisfying the conditions in (16). Then, the optimal contract &� D
f.q�t ; �

�
t /; t 2 f1; � � � ; T gg under information asymmetry is given by

q�t D Qq
�
t and ��t D U.�1; q

�
1 /C

tX
kD1

�k; 8t D 1; : : : ; T:

where �1 D 0 and �k D U.�k; q
�
k / � U.�k; q

�
k�1/;8k D 2; : : : ; T .

In a general case, however, the quality set eQ� derived by (28) may not satisfy
the conditions in (16), hence not feasible. That is, there may exist two qualities Qq�t
and Qq�t�1 such that Qq�t < Qq

�
t�1. In this case, similar as in [25], an iterative algorithm

can be used to adjust the quality set eQ� such that it is feasible. The key idea is
to optimize qt and qt�1 together with the constraint qt 	 qt�1. Specifically, any
infeasible qualities Qq�t and Qq�t�1 with Qq�t < Qq

�
t�1 will be adjusted in the following

way:

f Qq�t ; Qq
�
t�1g , arg max

fqt ;qt�1g
Gt.qt /CGt�1.qt�1/

s.t. 0 � qt�1 � qt � Qmax:

(29)
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Eventually, the feasible quality set eQ� can be obtained, by repeating the above
process to remove any infeasible quality bundle.

Contract Design in Continuous SU-Type Model

The previous sections study the optimal contract design in the discrete SU-type
model with a finite set of SU types � D f�1; � � � ; �T g. This section will extend
such a discrete SU-type model to the continuous one, where the set of SU types
� is a continuous region Œ�min; �max�. Note that the optimal contract design under
information symmetry in the continuous SU-type model is totally same as that in the
discrete model (section “Optimal Contract Under Information Symmetry”). Thus,
this section will focus on the optimal contract design under information asymmetry
in the continuous SU-type model.

Let f .�/ denote the probability distribution function (pdf) of � in � D

Œ�min; �max�. With the continuous SU types in � D Œ�min; �max�, a contract can be
defined as

& , f.q.�/; �.�//; � 2 �g; (30)

where q.�/ and �.�/ are continuous functions of � in �. Under a feasible contract
& , the expected payoff (9) of the PU can be rewritten as

R.&/ D

Z
�2�

R.q.�/; �.�// � f .�/d�

D

Z
�2�

.�.�/ � C.q.�/// � f .�/d�:

(31)

Accordingly, the contract optimization problem (10) can be rewritten as

max
&

R.&/ D

Z
�2�

.�.�/ � C.q.�/// � f .�/d�

s.t. & is feasible:

(32)

Following the structure of section “Optimal Contract Under Information
Asymmetry”, in what follows, we will first provide the necessary and sufficient
conditions for feasible contracts and then find the optimal contract within the
feasible contract set.

Feasibility of Contract

Intuitively, the continuous SU-type model can be achieved from a discrete model
with an infinite number of types (i.e., T ! 1) and an infinitesimal gap between
any two successive types (i.e., �tC1��t ! 0). Thus, the conditions in Lemmas 3, 4,
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and 5 for the discrete SU-type model are also applicable to the continuous SU-type
model, but with different forms.

Suppose that q.�/ and �.�/ are continuous and differentiable in �. Let q0.�/ ,
@q.�/

@�
and � 0.�/ , @�.�/

@�
denote the first-order derivatives of q.�/ and �.�/

with respect to � , respectively. Then, Lemmas 3, 4, and 5 can be rewritten as
follows:

Lemma 7. If a contract f.q.�/; �.�//; � 2 �g is feasible under information
asymmetry, then the following necessary conditions hold:

q0.�/ > 0 if and only if � 0.�/ > 0; 8� 2 �:

Lemma 8. If a contract f.q.�/; �.�//; � 2 �g is feasible under information
asymmetry, then the following necessary conditions hold:

q0.�/ 	 0; 8� 2 �:

By Lemmas 7 and 8, the feasible contract structure in (15) can be rewritten as

q0.�/ 	 0 and � 0.�/ 	 0; 8� 2 �; (33)

with q0.�/ D 0 if and only if � 0.�/ D 0.

Lemma 9. A contract f.q.�/; �.�//; � 2 �g is feasible under information
asymmetry, if and only if the following conditions hold:

q0.�/ 	 0; 8� 2 � (34)

and

(
0 � �.�min/ � U.�min; q.�min//

� 0.�/ D U 0.�; q.�// � q0.�/; 8� 2 �
(35)

where U 0.�; q.�// D @U .�;q/

@q
jqDq.�/ and q0.�/ , @q.�/

@�
.

Proof. The first two conditions can be easily derived from the corresponding
conditions in Lemma 5 for the discrete SU-type model. Therefore, we focus on
proving the last condition, i.e., � 0.�/ D U 0.�; q.�// � q0.�/; 8� 2 �.

As mentioned previously, the continuous SU-type model can be viewed as a
discrete model with an infinitesimal gap between any two successive types, i.e.,
�t D �t�1 C � where � ! 0. Substitute the above �t and �t�1 D �t � � into the
third condition in Lemma 5, we can obtain the following condition:

�.�t � �/C A � �.�t / � �.�t � �/C B; (36)
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where A , U.�t � �; q.�t // � U.�t � �; q.�t � �// and B , U.�t ; q.�t // �

U.�t ; q.�t � �//. From the right inequality of (36), we have:

� 0.�t / D lim
�!0

�.�t / � �.�t � �/

�

� lim
�!0

U .�t ; q.�t // � U.�t ; q.�t � �//

�

D lim
�!0

U .�t ; q.�t // � U.�t ; q.�t � �//

q.�t / � q.�t � �/
�
q.�t / � q.�t � �/

�

D U 0.�t ; q.�t // � q
0.�t /:

(37)

Similarly, from the left inequality of (36), we have:

� 0.�t / 	 U
0.�t � �; q.�t // � q

0.�t / D U
0.�t ; q.�t // � q

0.�t /: (38)

Combining the above two inequalities, we have:

� 0.�t / D U
0.�t ; q.�t // � q

0.�t /; 8�t 2 �:

Thus, we complete the proof by using the results in the discrete SU-type model. �
Note that Lemma 9 provides the feasible price function �.�/ with the first-order

derivative indirectly. The explicit form of the feasible price function can be derived
by using the integral calculus. Formally, for any x 2 �,

�.x/ D

Z x

�min

� 0.�/d� C �.�min/

D

Z x

�min

U 0.�; q.�// � q0.�/d� C �.�min/:

(39)

The full derivative of U.�; q.�// with respect to � is:

dU.�; q.�//

d�
D
@U .�; q.�//

@�
C
@U .�; q.�//

@q.�/
�
@q.�/

@�

D
@U .�; q.�//

@�
C U 0.�; q.�// � q0.�/:

(40)

Substitute the above full derivative into (39), we have: for any x 2 �,
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�.x/ D

Z x

�min

dU.�; q.�//

d�
�
@U .�; q.�//

@�
d� C �.�min/

D U.x; q.x// � U.�min; q.�min// �

Z x

�min

@U .�; q.�//

@�
d� C �.�min/

D U.x; q.x// � U.�min; q.�min// �

Z x

�min

q.�/

1C q.�/ � �
d� C �.�min/;

(41)
where the last line follows because @U .�;q/

@�
D @ log.1Cq��/

@�
D q

1Cq��
.

Optimality of Contract

Similar as in section “Optimality of Contract”, to derive the optimal contract, we
first derive the best price function under a given (feasible) quality function and then
derive the best quality function. Specifically, given a feasible quality function q.�/,
the best price function ��.�/ and the maximum payoff R�q.�/ can be derived by

max
�.�/

Z
�2�

.�.�/ � C.q.�/// � f .�/d�

s.t. The Conditions in (35).

(42)

Similar as Lemma 6, the unique best price function ��.�/ is given below.

Lemma 10. Given a feasible quality function q.�/ with q0.�/ 	 0;8� 2 �, the
unique best price function ��.�/ for problem (42) is given by

��.�/ D U.�; q.�// �

Z �

�min

q.x/

1C q.x/ � x
dx; 8� 2 �: (43)

Lemma 10 states that, given any feasible quality function q.�/, the best price
function ��.�/ is unique and given by (43). By substituting the best price function
��.�/ into (42), the best quality function q�.�/ can be derived as follows:

max
q.�/

R�q.�/ ,
Z
�2�

.��.�/ � C.q.�/// � f .�/d�

s.t. The Conditions in (34).

(44)

Substitute the best price function ��.�/ in (43) into Lemma (44), the PU’s
maximum payoff R�q.�/ under a given quality function q.�/ can be written as

R�q.�/ ,
Z
�2�

 
U.�; q.�// �

Z �

�min

q.x/

1C q.x/ � x
dx � C.q.�//

!
� f .�/d� (45)
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Using integration by parts, we have:

Z
�2�

 Z �

�min

q.x/

1C q.x/ � x
dx

!
� f .�/d�

D F .�/

Z �

�min

q.x/

1C q.x/ � x
dx

ˇ̌̌
ˇ̌
�max

�min

�

Z
�2�

F .�/
q.�/

1C �q.�/
d�

D

Z
�2�

.1 � F .�// �
q.�/

1C q.�/ � �
d�;

(46)

where F .�/ is the cumulative distribution function (cdf) of � . The last line follows
because F .�min/ D 0 and F .�max/ D 1. Thus, we can rewrite (45) as follows:

R�q.�/ ,
Z
�2�

�
U.�; q.�// � C.q.�// �

1 � F .�/

f .�/
�

q.�/

1C q.�/ � �


� f .�/d�:

(47)
It is easy to see that (47) has the similar structure as (26) in the discrete SU-type

model. Similar as in (26), we introduce:

G.�; q.�// , U.�; q.�// � C.q.�// �
1 � F .�/

f .�/
�

q.�/

1C q.�/ � �
:

Then, the PU’s payoff R�q.�/ in (47) can be rewritten as R�q.�/ ,
R
�2� G.�; q.�// �

f .�/d� . Accordingly, the optimization problem (44) can be rewritten as follows:

max
q.�/

R�q.�/ ,
Z
�2�

G.�; q.�// � f .�/d�

s.t. The Conditions in (34).

(48)

Similar as Gt.qt / in the discrete SU-type model, here G.�; q.�// depends only
on the quality q.�/ for type � while independent of the quality q.� 0/ for any other
type � 0 ¤ � . This implies that the optimization problem (48) can be solved by
optimizing the quality q.�/ for each G.�; q.�// separately. Let Qq�.�/ denote the
quality that maximizes G.�; q.�//. That is,

Qq�.�/ , arg max
q

G.�; q/

s.t. 0 � q � Qmax:

(49)

If the quality function Qq�.�/;8� 2 �, derived by (49) is a feasible quality
function, i.e., satisfying the conditions in (34), then it is exactly the optimal solution
of (44). In a general case, however, the quality function Qq�.�/ derived by (49)
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may not be feasible. A similar iterative algorithm can be used to adjust the quality
function Qq�.�/ such that it is feasible. Formally,

Theorem 2. Suppose Qq�.�/;8� 2 �, derived by (49) is a feasible quality
function satisfying the conditions in (34). Then, the optimal contract &� D
f.q�.�/; ��.�//; � 2 �g under information asymmetry is given by:

q�.�/ D Qq�.�/; 8� 2 �;

and

��.�/ D U.�; q�.�// �

Z �

�min

q�.x/

1C q�.x/ � x
dx; 8� 2 �:

Simulation Results

We evaluate the performance of the proposed optimal contract in a network with
T D 20 types of SUs. The type of k-th SUs is �k D k, and hence the set of all types
is � D f1; 2; � � � ; 20g. The cost function of the PU is defined as C.q/ D c0C a � qb

where c0 D 0:01, a D 2 and b D 1:2. The upper-bound of quality is Qmax D 1. We
study the optimal contracts in three different network scenarios, which differ from
each other in the distribution of SU types. In case (a), the percentage of higher-type
SUs is larger than that of lower-type SUs; In case (c), the percentage of higher-type
SUs is smaller than that of lower-type SUs; and In case (b), the percentage of higher-
type SUs is same as that of lower-type SUs. Without loss of generality, we set: (a)
Nk D N �

�kPT
tD1 �t

, (b) Nk D N � 1T , and (c) Nk D N �
�T�kC1PT
tD1 �t

.

Figure 1 presents the best quality set and price set under the optimal contracts in
three different network scenarios (under information asymmetry). The dark blue bar
(SO) denotes the socially optimal quality set (which maximizes the social welfare)
and the associated best price set given by Lemma 6. From Fig. 1, we can see that the
best qualities in three optimal contracts (under information asymmetry) are smaller
than the socially optimal qualities. The quality gap is smaller for a higher type. This
implies that in order to elicit the private information of SUs, there will be certain
social welfare loss. We can further see that in the network with more higher-type
SUs, i.e., case (a), the optimal contract tends to sell channels to less SUs with higher
types and charge them higher prices.

Figure 2 presents the PU’s payoff achieved by the optimal contracts under
information symmetry and information asymmetry. For an illustrative purpose,
we also provide the PU’s payoff achieved by an non-optimal contract (under
information asymmetry) with the socially optimal qualities and the associated
prices, i.e., the SO in Fig. 1. Comparing the optimal contracts under information
symmetry and asymmetry, we can see that under information asymmetry, the PU
can achieve 60% � 70% of the maximum payoff under information symmetry.
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Fig. 2 The social surplus and the revenues of the PO in the optimal contracts

Comparing the optimal and non-optimal contracts under information asymmetry,
we can see that by using the optimal contract, the PU can increase his payoff by
400% � 700%.

Conclusion

This chapter proposes contract-based spectrum trading mechanism for a monopoly
secondary spectrum market with a single PU (seller) and multiple SUs (buyers).
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In the proposed mechanism, the PU offers a list of quality-price combinations
(contract) for SUs, and each SU chooses the proper quality and price according to
his public/private preference information. The necessary and sufficient conditions
for feasible contracts (that guarantee the truthful information disclosure of SUs)
are proved analytically, and then the optimal (feasible) contract (that maximizes
the PU’s payoff) is derived under both information symmetry and information
asymmetry. This chapter further extends the optimal contract design to the continu-
ous SU-type model. Simulations show that the optimal contract under information
asymmetry can increase the PU’s payoff significantly and can achieve 60% � 70%
of the optimal performance under information symmetry.

In terms of the future extensions, it is important (also challenging) to study the
optimal contract design under the more general model with multidimension private
information, where each SU’s private information consists of multiple dimension
parameters (e.g., preferences on both quality and payment). Some recent works
(e.g., [31]) have started to consider this issue under some simplified cases, while
the complete analysis for the general case is still open. It is also important to
study the contract design under the practical constraint of limited price and quality
discrimination, where a limited number (often smaller than the number of SU types)
of different prices and qualities can be selected in the designed contract. This is
important for the implementation of the designed contract in practice. In [33],
Li et al. have considered this problem and obtained some interesting preliminary
results. However, the complete analysis and results are still open.
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Abstract

Machine learning is a powerful tool for cognitive radio users to learn its sensing
and transmission strategy from the experience. This chapter provides a brief

H. Li (�)
Department of Electrical Engineering and Computer Science, The University of Tennessee,
Knoxville, TN, USA
e-mail: hli31@utk.edu

© Springer Nature Singapore Pte Ltd. 2019
W. Zhang (ed.), Handbook of Cognitive Radio,
https://doi.org/10.1007/978-981-10-1394-2_41

1083

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-1394-2_41&domain=pdf
mailto:hli31@utk.edu
https://doi.org/10.1007/978-981-10-1394-2_41


1084 H. Li

introduction to a variety of machine-learning techniques. The basic setup of
machine learning, as well as the dichotomy, is explained. Then, the supervised,
unsupervised, semi-supervised, and reinforcement learning techniques are briefly
discussed. The single-agent learning is then extended to the case of multiagent
learning. Then, the machine-learning techniques are applied in various cases of
machine learning, such as channel selection and routing.

Keywords
Machine learning � Cognitive radio � Supervised learning � Unsupervised
learning � Reinforcement learning

Introduction

Cognitive radio users are equipped with capabilities of sensing (spectrum sensing),
thinking (powerful computing devices), and talking (communications). Hence, a
cognitive radio can be considered as an intelligent device, which is also endowed
the capability of learning. Due to the changing environment (e.g., the dynamically
changing frequency spectrum, fast fading channel, and mobile communication
network), learning is a necessary requirement for the adaptivity to the environment.
Therefore, it is of key importance to study the learning issues in cognitive radio.

This chapter will first provide a brief introduction to the area of machine
learning, which consists of supervised, unsupervised, and semi-supervised learning.
In particular, it will focus on the reinforcement learning, which is of particular
importance in cognitive radio networks, since usually there is no explicit supervision
in cognitive radio networks while each learner does receive rewards which can be
used to train the decision maker. Comprehensive introductions to machine learning
can be found in [15, 22].

Then, this chapter will provide several case studies on the application of machine
learning in cognitive radio scenarios. The discussion will focus on the applications
of reinforcement learning and multiarmed bandit learning for channel selection
and routing. Both the single-user and multiple-user cases will be discussed. The
introduction will focus on the general principles, instead of discussing the details
and providing a comprehensive survey of works in this area.

Basics of Learning

This section provides a brief introduction to machine learning to make this chapter
self-contained and will first introduce the dichotomy of learning and then explain
each type of learning techniques. Since reinforcement learning is very useful in
cognitive radio, this chapter will use an independent section to introduce its details.
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Essence and Dichotomy of Learning

In a machine-learning problem, one is provided a series of samples fXigiD1:::;N
(which is called the training set) with a distribution PX . Usually the distribution PX
is unknown. The goal of machine learning is to learn a function c, mapping from a
givenX (which may be beyond the training set) to a Y . Here Y is the outcome of the
mapping, which can be considered as a label to the sample X . When Y is discrete,
the learning can be considered as a classification problem (namely, assigning a label
to a given sample); when Y is continuous, the output means a certain property of
the sample X . The procedure is illustrated in Fig. 1. Hence, essentially machine
learning is a function approximation problem, where both the true function and the
sample distribution are unknown.

There are many possible dichotomies for machine learning. Below are several
typical ones, as illustrated in Fig. 2:

• Supervised or not: In the training set, in many cases, the label of each sample is
also provided. Hence, the tuples f.Xi ; Yi /giD1;:::;N are used in the training. One
calls this case the supervised learning. When labels are not available, it is called
unsupervised learning. When only a fraction of the labels are available, it is called
semi-supervised learning.

Training set

Function f New sample X
output
Y=f(X)

Testing set

Fig. 1 Illustration of learning problem

Parametric

a b c

Supervised Unsupervised
Semi-supervised

Nonparametric Linear Nonlinear

Fig. 2 Dichotomy of machine learning. (a) Classification according to the availability of labeled
samples. (b) Classification the availability of parameterized expressions. (c) Classification the
application of linear functions
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• Parameterized or not: The mapping f could be parameterized or not, thus
resulting in parametric and nonparametric ones, respectively.

• Linear or not: The function f, or an intermediate function, could be linear
or nonlinear. For example, in classification problems, one may apply a linear
function g such that c.X/ D 1.g.X/ 	 0/, where the characteristic function
1.E/ equals 1 if the corresponding event E is true and 0 otherwise. Although f
itself is not linear (it cannot be linear since the output Y is discrete), the classifier
is still called a linear one, since g is linear.

In the following discussion, this chapter follows the dichotomy of supervised/
unsupervised/semi-supervised learning.

Supervised Learning

As has been explained, in supervised learning, labeled samples are provided for the
training procedure, in which Yn D c.Xn/, n D 1; : : : ; N . Since c, usually called
concept in the community of machine learning, is actually unknown, the goal is
to learn an estimation of c, denoted by h and called hypothesis, such that h can
well approximate c and can be well generalized to samples not observed in the
training set.

For cognitive radio networks, supervised learning is mainly used in classifica-
tions, e.g., how to recognize the modulation and coding schemes of primary users
[23]. The learning procedure can be accomplished by training the classifiers using
signal with known modulation and coding schemes.

Learning Criterion and Generalization
To find an optimal approximation h to the concept c, one first needs to identify a
class of functions for h, which is denoted by H and is called the hypothesis set.
Then, one defines a risk function for each hypothesis h as

R.h/ D EŒr.h.X/; c.X//�; (1)

where the expectation EŒ�� is over the randomness of sampleX and r is the risk of h
when the sample is X . Take the binary classification problem for example: the risk
r is defined as 1.h.X/ ¤ c.X//, namely, whether the classification result is wrong
or not. Hence, for this example, one has

Rc.h/ D EŒ1.h.X/ ¤ c.X//� D P .h.X/ ¤ c.X//; (2)

namely the error probability of classification. Then, the optimal selection of
hypothesis is given by

hopt D arg min
h
R.h/: (3)
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Unfortunately, the calculation of hopt in (3) is infeasible, since the expectation
in (1) cannot be calculated due to the lack of information on the sample distribution
PX . Hence, a feasible approach is to approximate the expectation using the
empirical average, namely

R.h/ � OR.h/ D
1

N

NX
nD1

r.h.Xn/; c.Xn//: (4)

Hence, the supervised learning is to minimize the empirical risk, namely

hemp D arg min
h

NX
nD1

r.h.Xn/; c.Xn//: (5)

When a new sample that is not observed in the training set is given, the gap
between the risk for the empirically optimal hypothesis, namely, rrmp./, and the
minimum risk can be written as

R.hrmp/ �R
� D R.hrmp/ �R.hopt/„ ƒ‚ …

estimation

CR.hopt/ �R
�„ ƒ‚ …

approximation

; (6)

where R� D R.c/ is the minimum risk incurred by the true concept. The two terms
in (6) have the following meanings:

• Estimation: The termR.hrmp/�R.hopt/means that the performance gap between
the empirically optimal hypothesis and the optimal hypothesis (both in the
hypothesis set H) is due to the limited number of samples. The gap can be
reduced by taking more samples such that the empirical average can better
approximate the expectation.

• Approximation: The term R.hopt/ � R
� is the performance gap between the

optimal hypothesis in H and the true concept. If c 2 H, the gap will be zero.
However, since c is unknown, it is impossible to know whether c has been
incorporated in H. Therefore, a larger H can reduce this approximation error.
However, a larger (or more complex) H may increase the estimation error when
the number of samples is fixed.

Based on the above two terms of errors, when one designs a learning algorithm,
one needs to consider the following two aspects of the hypothesis set H:

• If the cardinality of H is too small, it cannot well approximate the true concept c
even if there are sufficiently many samples (i.e., term of the approximation error
will be large).
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• If the cardinality of H is too large, the optimal solution can well approximate the
concept c. However, it requires more samples to find a near-optimal hypothesis
in H.

Linear Classifier
A simple but effective hypothesis set is the linear functions. Take the classification
task for instance. Suppose that the samples are d -dimensional vectors x. A vector w
and an offset b are trained, such that the decision of classification is given by

h.x/ D
�
1; wT xC b 	 0
0; wT xC b < 0

: (7)

The linear classifier is illustrated in Fig. 3a, where the boundary of the two classes is
generated by w and b. It is possible that the linear classifier cannot achieve perfect
performance even in the training set. Hence, it is necessary to introduce nonlinear
classifiers, such as support vector machine [15, 22], as illustrated in Fig. 3b. This
chapter will introduce a few in the subsequent discussions.

Support Vector Machine
Support vector machine (SVM) is one of the most useful approaches to exploit linear
classifiers and nonlinear features. Again, one uses classification task as the example.
The discussion begins from the linearly separable case and estimates the weighting
coefficient vector w and offset b. When the two classes of training samples are
linearly separable, usually there are many possible choices for w and b. An example
is illustrated in Fig. 4, where both linear boundaries can separate the two classes of
samples. However, the boundary in (a) is better since the minimum distance from
training samples to the boundary, which is called the margin, is larger. A larger
margin means a safer classification, because it can better tolerate a new sample
close to the boundary, as illustrated in Fig. 4.

It has been shown that the margin, whose detailed definition is given in [15,22], is
equal to 1

kwk . Hence, the following optimization problem is employed to maximize
the margin:

min
w;b

1

2
kwk2 (8)

s:t: yi .w � xi C b/ 	 1; 8i D 1; : : : ; m; (9)

Linear
boundary

a b
Nonlinear
boundary

Fig. 3 Illustration of linear and nonlinear classifiers. (a) Linear classifier. (b) Nonlinear classifier



33 Adaptive Learning in Cognitive Radio 1089

Fig. 4 Illustration of margin
in linearly separable case.
(a) Larger margin.
(b) Smaller margin

Unobserved sample Unobserved samplea b

where m is the number of samples. The inequalities in the constraints are used to
guarantee the correctness of classification. Using the Lagrange factor method, the
above optimization problem can be rewritten as

min
w;b

1

2
kwk2 �

mX
iD1

˛i Œyi .w � xi C b/ � 1� ; (10)

where ˛ D .˛1; ::; ˛m/ is the vector consisting of the Lagrange factors. Using
the KKT condition of constrained optimization, one can obtain the following
conclusions for the optimization in (10):

(
w D

Pm
iD1 ˛iyixi

˛i D 0; or yi .wT xi C b/ D 1
: (11)

Hence, one can see that the optimal weighting coefficient vector w is determined
by those samples xi with ˛i ¤ 0. These vectors are called the support vectors.
Taking the dual form of (10), the optimization problem is converted to

max
˛

mX
iD1

˛i �
1

2

mX
i;jD1

˛i˛j yiyj xTi xj (12)

s:t: 0 � ˛i � C (13)
mX
iD1

˛iyi D 0: (14)

Although SVM is originally designed for linear models, it can also be extended
to nonlinear cases. One can design a nonlinear mapping h, which maps x to a higher
dimension. Then, one can apply the SVM approach to the new vector h.x/ and thus
result in the following nonlinear function:

f .x/ D wT h.x/C b: (15)

This discussion will come back to this point later when one discusses the kernel
method.
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Boosting
An effective nonlinear learning algorithm, called boosting [27], is to train multiple
weak learners using simple hypothesis sets and then combine these weak classifiers
to obtain a strong classifier. By weak learner, it means hypothesis set H such that
there exist an algorithm of learning and parameters � and that for any ı > 0, one
can always find a sample size m and thus train a hypothesis h satisfying

P

�
R.h/ �

1

2
� �


	 1 � ı: (16)

Intuitively speaking, a weak leaner can guarantee a certain performance (an error
rate better than random guess) but cannot guarantee to reach one regardless of the
training sample size.

A detailed introduction to the procedure of boosting can be found in [27]. The
rough procedure of the most typical boosting algorithm, named AdaBoost [27], is
given as follows:

• Given m samples, the sampling probability of each sample is set to be identical.
• A weak classifier is learned and the corresponding error probability is evaluated.
• The sampling probability of each sample is reevaluated according to the error

rate.
• One repeats the procedure of updating the sampling probability and training new

weak classifiers using the new probability.
• After a given number of iterations, a strong classifier is obtained by combining

the trained weak learners.

Note that, although the weak learners could be linear, the final resulting classifier of
the boosting procedure is nonlinear, thus being more powerful than linear classifiers.

Neural Networks
Another typical nonlinear model for machine learning is neural networks [2, 14],
which is motivated by the study on neural systems. In a neural network, there is an
input layer which accepts the vector sample x. The output layer outputs y, which
could be either vector or scalar. There is also one or multiple hidden layers, linking
the input and output layers, as illustrated in Fig. 5. In each layer, there are multiple
nodes, accepting the inputs from a lower layer. Consider a node whose output is zo
and input is zi D .zi1; : : : ; z

i
n/. Then, the input-output relationship is given by

zo D g.wT zi /; (17)

where w is the linear coefficients obtained from the training process and g is a
nonlinear function such as sigmoid function or max operation. It has been shown
that, even when there is only a single hidden layer (called shallow networks),
a neural network can approximate functions with arbitrarily small errors, given
sufficiently many nodes in the network. The research in recent years has shown
that a deep network with many hidden layers can achieve much better performances
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…

…

Input layer

Output layera

b Output layer

Input layer

Hidden
layer

Hidden
layer

Fig. 5 Illustration of neural networks. (a) Shallow networks. (b) Deep networks

than the shallow ones and has gained substantial successes in many areas such as
artificial intelligence, image processing and speech processing [14]. The training of
the neural network can be accomplished by using the famous back propagation (BP)
algorithm [14].

Kernel Method
Kernel method is a family of nonlinear models, which has been widely used in
machine learning [28]. One calls a two-argument real function K.x; x0/ a kernel,
where x; x0 2 X . One wants to define a kernel K such that there exists a mapping
ˆ W X ! H, where H is a Hilbert space, such that

K.x; x0/ D< ˆ.x/;ˆ.x0/ >; 8x; x0 2 X ; (18)

where < �; � > is the inner product in the Hilbert space H. Here H is called the
feature space. Hence, the mapping ˆ maps the original sample x to a feature of it,
which facilitates the further processing. Another typical requirement on the kernel
K is to make the matrix K D .K.xi ; xj //i;j symmetric and nonnegative definite for
any .x1; : : : ; xm/ � X . One calls such kernels positive definite symmetric (PDS)
kernels.

To guarantee the existence of ˆ, one needs some constraint on the kernel K,
which is stated in the following Mercer’s condition:

Theorem 1. Consider a compact set X � R
N and a continuous and symmetric

kernel K W X � X ! R. K can be written as

K.x; x0/ D

1X
nD0

an�n.x/�.x
0/; (19)
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if and only if the following Mercer’s condition holds:

Z Z
X�X

c.x/c.x0/K.x; x0/dxdx0 	 0; (20)

for any square-integrable function c.
Obviously, the condition in (20) guarantees the nonnegativity of the inner

product. A typical kernel is the Gaussian kernel, which is given by

K.x; x0/ D exp

�
�
kx � x0k2

2�2


; (21)

for a certain positive �2.
The following conclusion is of key importance for the kernel methods.

Theorem 2. Consider a PDS kernel K. Then there is a Hilbert space H and a
mapping ˆ W X ! H such that

K.x; x0/ D< ˆ.x/;ˆ.x0/ >; 8x; x0 2 X : (22)

Moreover, the Hilbert space H satisfies the following reproducing property:

h.x/ D< h;K.x; �/ >; 8h 2 H; x 2 X : (23)

Here the Hilbert space H is called the reproducing kernel Hilbert space associated
to K.

When a kernelK is fixed, it can be applied to machine learning. For example, for
the context of SVM, one can use ˆ, associated to the kernel K, to map the sample
to a higher-dimensional space, thus resulting in the following SVM optimization:

max
˛

mX
iD1

˛i �
1

2

mX
i;jD1

˛i˛j yiyjˆ
T .xi /ˆ.xj / (24)

s:t: 0 � ˛i � C (25)
mX
iD1

˛iyi D 0: (26)

where the maximization can also be written as

max
˛

mX
iD1

˛i �
1

2

mX
i;jD1

˛i˛j yiyjK.xi ; xj /: (27)
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SinceK and � are nonlinear, the resulting classifier is also nonlinear. The advantage
of changing (24), (25), (26), and (27) is that the computation of ˆ.x/ and the
subsequent inner product will be very difficult since ˆ.x/ is usually of high
dimension, while the calculation of the kernel K is straightforward. This is called
the kernel trick.

Unsupervised Learning

In unsupervised learning, there is no “teacher”; i.e., the samples are not labeled.
What the learner sees is only the samples fXigiD1;:::;N , without the Y component.
Hence, the learner has to find the inherent pattern of the samples without the
direction of the teacher. The following approaches can be used to find the pattern of
the samples:

• Density estimation [8]: One can estimate the probability density of X from
finitely many samples. It is well known that the density estimation is very
challenging, especially when the dimension of X is high.

• Cluster analysis: It is desirable to group the samples into multiple clusters, each
of which forms a convex region. Then, the density can be approximated by a
mixture of the clusters. Examples of 1-dimensional and 2-dimensional cases are
illustrated in Fig. 6.

Below the discussion provides a simple introduction to the clustering. A most
popular approach to divide the samples into multiple clusters is the k-means
algorithm, which follows the following steps:

1. Set the number of clusters. Randomly initialize the center of each cluster.
2. For each sample, find the closest center and associate it to the corresponding

cluster.
3. Calculate the centers by calculating the averages of the samples in the clusters.
4. Go back to step 2 and repeat the procedure until it converges or reaches a

maximum number of steps.

samples 

density 

a
b

Fig. 6 Examples of 1-dimensional and 2-dimensional cases



1094 H. Li

Unsupervised learning is not very widely used in cognitive radio. One useful
application is to divide the spectrum-sensing outcomes into clusters, each of which
is considered as a primary user or an operation mode of primary user [24, 30]. The
above k-means clustering algorithm has been used for the cluster analysis.

Semi-supervised Learning

In semi-supervised learning, there are a small set of labeled samples and a large
set of unlabeled samples. The challenge is how to incorporate the unlabeled
samples into the training procedure. One approach is to regard the missing labels
as unobserved data. Then, the standard expectation maximization (EM) algorithm
can be applied to handle the unobserved data. More details can be found in [7].

Reinforcement Learning

Introduction

Reinforcement learning [29, 32] has been widely used in cognitive radio. It
is different from both supervised and unsupervised learning techniques in the
following aspects:

• In unsupervised learning, what the learner sees is only the unlabeled sample;
hence, the learning has no standard answer. In reinforcement learning, the learner
can receive feedback of reward which may be delayed. Hence, one can say that
reinforcement learning does have supervision which is implicit.

• In supervised learning, the learner has labeled samples. Although reinforcement
learning does receive feedback through system rewards, the feedback is not
labeled; instead it is quantified. It is possible that the feedback could be
substantially delayed and be implicit (when you receive a large reward, you may
not know which action taken before triggers it).

• In both supervised and unsupervised learning, the training is usually carried out
in an offline manner; i.e., the learner first obtains a set of training samples and
then apply the learned mapping to testing samples. In reinforcement learning, the
training and testing are carried out simultaneously. When a new sample arrives,
the reinforcement learning tests its performance and updates its strategy using the
feedback of the outcome. Hence, reinforcement learning is in an online manner.

Essentially, supervised and unsupervised learnings are function approximations
of input-output mapping, while reinforcement learning is a decision-making prob-
lem which determines the action given the current system state and observation.
Hence, reinforcement learning is essentially different from the learning tasks
introduced in the previous section. However, the strategy, namely, the mapping from
system state to the action, can be considered as an input-output relationship; hence,
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environmentS

Action a

State sTransition
probability

Reward r(a,s)

Fig. 7 Illustration of Q-learning

one can also consider reinforcement learning as approximating the optimal strategy.
Hence, many techniques in supervised/unsupervised learning can also be applied in
the context of reinforcement learning.

There are several types of reinforcement learning. This chapter will introduce
them in the subsequent discussion. Note that one considers only the reinforcement
learning of a single learner. The learning of multiple learners will be introduced in
the next section.

Q-Learning

As a typical reinforcement learning, Q-learning is deeply related to dynamic
programming (DP) [5]. A DP problem has the following key elements:

• System state: The learner has N system states, s1, . . . , sN , characterizing the
current status of the learner.

• Control action: The learner has M possible actions, a1, . . . , aM , which is
determined by the system state; i.e., there exists a mapping (also called the
control strategy) � such that a D �.s/.

• State transition: The state dynamics of the learner can be considered as a
Markov chain. The transition probability is given by Pa.si jsj /, which means
the probability that the learner transits from state sj to si when the control action
is a.

• Reward: When the learner takes an action a when the current system state is s, it
receives a reward r.s; a/, as a function of s and a.

The goal of DP is to find the optimal strategy � such that the following total
reward is maximized:

max
�
E

"
TX
tD1

˛t r.s.t/; a.t//

#
; (28)

where 0 < ˛ < 1 is a discounting factor and T could be either finite or infinite.
In the context of Q-learning [31], the learner knows the set of system states.

However, it does not know the reward function and the transition probability.
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The learner has to learn its strategy using its experience. Basically, it needs to
achieve a good tradeoff between the exploitation and exploration:

• Exploitation: For each state s, the learner may have found a good action incurring
more reward. Hence, it is desirable to take this action more frequently.

• Exploration: It is also important to try actions that have not been considered or
have been rarely tried. If the learner uses only the good actions that have been
demonstrated, it may miss possibly better actions. Hence, the learner should also
explore the actions that have not or have been rarely tested.

To accomplish the tradeoff of exploration and exploitation, Watkins proposed the
Q-learning approach, in which the learner keeps aQ-value for each pair of state and
action .s; a/, which is denoted byQ.s; a/. The value ofQ.s; a/means the estimated
total reward (with discount) in the future after using the action a at state s. These
Q-values can be initialized as zeros or random numbers. During the operation, the
Q-values are updated using the following rule:

Q.s.t/; a.t// Q.s.t/; a.t//

C ˇ
�
r.t/C ˛max

a
Q.s.t C 1/; a/ �Q.s.t/; a.t//

�
; (29)

where s.t/ and a.t/ are the state and action of the learner at time t , r.t/ is the
received reward, and ˇ is a coefficient controlling the learning rate. The term
˛maxa Q.s.t C 1/; a/ is an estimation of the future total reward when the state
transits to s.t C 1/. The gap r.t/C ˛maxa Q.s.t C 1/; a/ �Q.s.t/; a.t//, which
can be considered as an estimation of the Q-value error, is used to update the new
Q-value.

There is still one problem to be solved: how to choose the control action a given
the state s, in order to achieve the tradeoff between the exploitation and exploration.
One popular approach is to use the Boltzmann distribution; i.e., the probability of
taking action a, when the system state is s, is given by

P .ajs/ D
exp

�
Q.s;a/

T0

�
P

a0 exp
�
Q.s;a0/

T0

� ; (30)

where T0 is called the temperature, which controls the tradeoff between exploitation
and exploration: when T0 is large (hotter), the learner is more inclined to explo-
ration; when T0 is small (cooler), the learner is more inclined to exploitation.
The two extreme cases are:

• When T0 ! 0, the leaner will fix on the action having the highest Q-value.
• When T0 !1, the learner will choose the action in a uniform manner.
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V1 V2 V3 V4

....

Which arm to pull?

Fig. 8 Illustration of multi-armed bandit problem

It has been shown that theQ-learning can finally converge to the optimal strategy,
although the convergence rate is difficult to analyze (Fig. 8).

Multiarmed Bandit

Another setup of reinforcement learning is as follows: at each time, the learner
can choose an action a from the set fa1; : : : ; ang and receive a random reward
r satisfying distribution �a. The goal of the learner is to maximize the expected
reward. Obviously, when the distribution � is known, the solution is straightforward:
one simply chooses the action having the highest expected reward, namely,

aopt D arg max
a
E�a Œr�: (31)

However, the problem is how to make the decision when the distribution
f�igiD1;:::;n is unknown. This is coined the multiarmed bandit problem [12, 25],
which is different from the Q-learning in the following aspect: there is no state at
the learner in the multiarmed bandit problem; hence, the learner does not need to
consider the explicit impact of the current action on the future rewards, while the
Q-learning needs to consider the state transition besides the current reward. The
similarity is that both the Q-learning and the multiarmed bandit problem need to
address the tradeoff between exploitation and exploration. Hence, the learner should
also pull the arms that have not been pulled or have been seldom pulled.

One defines the cost function of the multiarmed bandit problem as the cumulative
regret:
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Rn D nmax
i
f�ig �

nX
tD1

r.t/; (32)

where Rn is the regret until time n. Obviously, this is the gap between the optimal
reward and the real reward. The learner desires to minimize the regret Rn.

There have been many proposed approaches to handle the multiarmed bandit
problem. This chapter will introduce one approach in a subsequent section dis-
cussing single-user channel selection.

Multiagent Learning

When multiple agents have coupled dynamics and learn their strategies, the problem
is much more complicated than the single-agent learning. It is because, for a certain
agent, the behaviors of other agents are part of its environment. However, the
behaviors of other agents are changing. Hence, the learning agent is experiencing
a changing environment, which is different from the single-agent learning where
one assumes that the environment does not change. Hence, it is possible that the
dynamics of learning will oscillate and never converge.

Take the channel selection in cognitive radio, for instance. Suppose that many
secondary users choose from two channels. Consider the following procedure:

1. All users choose channel 1, and then channel 1 becomes crowded.
2. The users find that channel 1 is congested, and all switch to channel 2.
3. Then channel 2 becomes congested; hence, the users switch to channel 1 again.

The above procedure may repeat and never converge. Hence, it is important to
design algorithms that converge for a stable performance. In this section, one
introduces two types of multiagent learnings, namely, fictitious play and multiagent
reinforcement learning.

Another possibility of multiagent learning is that the rewards of the agents are
not coupled. However, the agents can share information with each other, such that
they can accelerate the learning process. The discussion will introduce this type of
learning by taking the collaborative filtering [1] as the example.

Fictitious Play

For simplicity, one considers the case of two agents. In fictitious play, both agents
take simultaneous moves and receive rewards. Suppose that, in each move, the two
agents can take actions a1 2 A1 and a2 2 A2, where A1 and A2 are the sets of
actions. The rewards are given by r1.a1; a2/ and r2.a1; a2/, respectively. This is
illustrated in Fig. 9
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Fig. 9 Illustration of
fictitious play

Reward r2(a1,a2)

Reward r1(a1,a2)

Agent 2Agent 1

What will
Agent 2

take?

What will
Agent 1

take?

a2a1

The strategies of both agents are to consider the opponent as having stationary
probabilities. Hence, each agent calculates the frequencies of different actions taken
by the opponent. Take agent 1, for instance. At round t , it updates the counter for
each action, denoted by fc2.a/ga2A2 , namely,

ct2.a/ D c
t�1
2 .a/C

�
1; if a2.t/ D a
0; if a2.t/ ¤ a

: (33)

Then, agent 1 updates the frequencies as follows:

f t
2 .a/ D

ct2.a/P
a0 ct2.a

0/
: (34)

This frequency update can be fit into the Bayesian framework: when more actions of
the opponent are observed, the belief of the action distribution is updated. Then, the
agent can take actions according to the estimated frequency. For example, it can take
the action that maximizes the expected reward if the estimated frequency is true:

a1.t C 1/ D arg max
a0

f t
2 .a/r.a

0; a/: (35)

The analysis of the learning dynamics is complicated. One can consider the
counters fct1.a/ga2A1 and fct2.a/ga2A2 . It is easy to verify that the learning dynamics
is nonlinear, which makes the analysis of converge challenging. For such nonlinear
dynamics, a most useful approach is the Lyapunov method. For a generic dynamics
given by

dx.t/
dt
D g.x.t//; (36)

one can try to find a Lyapunov function V , in terms of the system state x, satisfying
the following conditions:
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• V W Rn ! R is continuous.
• V has continuous derivatives and is positive definite.
• The gradient rV is nonpositive definite.

One can consider such a Lyapunov function as the energy of the system. Then, if
one can prove that,

dV .x.t//
dt

< 0; 8x 2 R
n � f0g; (37)

then, the dynamics is stable and will converge as time evolves. Unfortunately, there
is no systematic approach to find such a Lyapunov function.

Multiagent Reinforcement Learning

The fictitious learning does not consider the evolution of system states. When the
agents have internal system states, they can employ the reinforcement learning.
Since every agent is updating its strategy during the learning procedure, the
convergence becomes a major concern. In this chapter, one assumes that every agent
employs the Q-learning. A comprehensive survey on multiagent reinforcement
learning can be found in [6]. In this chapter, one provides a brief introduction to
the basic model, concept, and method.

First, the multiagent reinforcement learning can be formulated as a stochastic
game with n agents represented by a tuple .X;U1; : : : ; Un; f; �1; : : : ; �n/, where the
components are illustrated in Fig. 10 and are explained as follows:

Reward (ρ1, ρ2,... , ρn)

Agent 2

Agent 1

Agent 2

...

Joint
action U

X-->X

U1

U2

Un

actuation

Fig. 10 Illustration of multiagent reinforcement learning
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• X is the environment state, which is assumed to be discrete.
• Ui , i D 1; : : : ; n is the action taken by agent n. One defines the joint action as

U D .U1; : : : ; Un/.
• f is the transition probability of the environment given different joint actions.

One can write it as fU .X.t C 1/jX.t//.
• �i , i D 1; : : : ; n is the reward of agent i , which can be written as �i .X.t C 1/;
X.t/; U .t//.

It is assumed that each agent can observe the system stateX and choose a random
action according to distribution �i .U jX/, where �i is called the policy of agent i .
The goal of reinforcement learning is to optimize �i for a larger expectation of
reward. Since the reward is dependent on the joint action, the expected reward will
also be dependent on the policies of other agents. Therefore, the learning dynamics
of the agents are coupled with each other. In the subsequent discussion, several cases
of the rewards will be discussed.

Fully Cooperative Tasks
When �1 D : : : D �n D �, the agents have the same benefit. Hence, they need to
fully cooperate to improve the common reward �. Then, each agent can apply the
Q-learning by updating the Q-values Q.X;Uk/:

QtC1.Xt ;Ut / D Qt.Xt ;UtC1/

C ˇ

�
rtC1 C ˛max

U 0

Qt.XtC1;U0/ �Qt.Xt ;Ut /

	
: (38)

Given theQ-value, the agent needs to choose a good action upon the current system
state X . Since the task is fully cooperative, the agent can imagine that all the other
agents have similar Q-values and are also trying to maximize the reward. Hence,
one can define a Q-value for each local action Ui as follows:

Q0i .X; Ui / D max
U1;:::;Ui�1;UiC1;:::;Un

Qi .X;U/; (39)

namely, choosing the action that can maximize the reward given the full support of
all other agents. Using this Q-value, the agent can choose the corresponding action
given the environment state X , e.g., using the Boltzmann distribution.

Fully Competitive Tasks

Suppose that there are two agents, namely, n D 2. One assumes that �1 D ��2, thus
forming a zero-sum game. In this case, if all the information (especially the reward
functions) is known, the two agents will form a maxmin equilibrium, according to
game theory [10]. Hence, the maxmin principle can also be applied in the learning
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procedure. In [20], the maxmin-Q algorithm is proposed, in which each agent learns
the rewards of different combinations of actions under different environment states.
Hence, the agents will learn the Q-values in the following manner:

QtC1.X.t/; U1.t/; U2.t// D Qt.X.t/; U1.t/; U2.t//

C ˇ Œ�1.t C 1/C ˛m1.Q.t/; X.t C 1// �QtC1.X.t/; U1.t/; U2.t//� ; (40)

where m1 is the maxmin reward, which is given by

m1.Q;X/ D max
�1

min
U2

X
U1

�1.X;U1/Q.X;U1; U2/; (41)

namely, the optimal probability of different actions subject to the most detrimental
action taken by agent 2. Once the Q-value is updated, the optimal strategy of agent
1 is given by

�1.Q;X/ D arg max
�

min
U2

X
U1

�.X;U1/Q.X;U1; U2/: (42)

It is complicated to analyze whether the learning procedure can achieve the Nash
equilibrium.

Collaborative Filtering

Collaborative filtering has a longer history than cognitive radio systems. It orig-
inated from the study of Tapestry system, which helps users to scan a list of
documents and select desired ones [13]. Collaborative filtering is proposed to let
people collaboratively filter the document list according to their shared interest.
Since then, multiple approaches have been proposed. People considered the pref-
erences of all users as a matrix and converted the collaborative filtering into a
mathematical problem called matrix completion, i.e., predicting missing entries in
a matrix according to some a priori information about the matrix. Quite often, the
matrix is singular or near singular due to the similarities among different rows if the
preference of each user is considered as a row in the matrix. Then, singular value
decomposition (SVD) is applied to reconstruct the matrix by recovering the sparse
spectrum of the matrix [3].

Since the beginning of this century, collaborative filtering has been widely
applied in e-commercial recommendation systems, which is a popular research
topic in computer science. Recommendation systems help users to leverage the
experience of other people to achieve a more oriented purchase; i.e., users can
purchase goods that have been experienced and recommended by other users,
provided that they have similar flavors. Practical systems include eBay’s reputation
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Fig. 11 Illustration of collaborative filtering in terms of matrix completion

system and Amazon’s customer review system. Collaborative filtering is a natural
and powerful tool to recover the preferences of users (thus completing the matrix)
based on the similarities among users. The SVD approach is applied for identifying
groups with similar flavors in [9]. In [4], the preference matrix is divided into
multiple domains for enhancing the collaborative filtering in websites. When
users are distributed, it is difficult to apply the centralized approaches such as
SVD or nuclear norm optimization. Therefore, linear predictions are applied to
estimate the preferences according to the estimation of Pearson’s correlation among
different users.

The collaborative filtering can also be considered as a matrix completion. One
can consider the customer index as one dimension while the goods item as the
second dimension, thus forming a matrix, as illustrated in Fig. 11. Each element
corresponding to customer-goods pair is the fondness of the customer to the goods.
The simplest case is whether the customer likes or dislikes the goods, thus forming
a binary value. However, many elements in the matrix are unknown, because the
customer may not know the goods (thus, the fondness is also unknown). However,
one believes that the elements in this matrix are not mutually independent because
of the similarity of the rows (namely, the similarity of customers) and the similarity
of the columns (namely, the similarities of the goods). Hence, the goal of the
collaborative filtering is to guess the values of the unknown elements and thus
complete the matrix.

A comprehensive introduction to collaborative filtering can be found in [1]. Here
an outline of the dichotomy of various collaborative filtering techniques is provided.
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Neighborhood-Based Collaborative Filtering
Suppose that there is a set of purchase record for M customers. The set of goods
purchased by customerm is denoted by Im: Obviously, a customer cannot purchase
all goods. Hence, it is important to predict the preference of each customer and make
recommendations. There are two approaches for the prediction from two different
aspects:

• Customer based: One measures the similarity between different customers. Two
customers are similar if they purchase similar goods. However, it is tricky to
measure the similarity. Many approaches can be found in [1]. Once one detects
two customers A and B , one can send recommendations to B about the goods
that A has purchased while B has not.

• Goods based: One measures the similarity between two goods. Two goods are
similar if they are purchased by similar customers. Again, it is important to devise
measures for the similarity between two goods. Once two similar goods A and
B have been found, one can send recommendations to the customers that have
purchased A but have not purchased B (and vice versa).

Model-Based Collaborative Filtering
The neighborhood-based collaborative filtering can be considered as the method
based on raw data, similarly to the k-nearest neighbor classifiers. If structures can
be identified from the data, one can first build a model for the data and then use the
model to predict unknown elements (Fig. 12).

One possible selection of model is the decision tree, in which multiple attributes
are used to judge the path selection in the tree, while each leaf of the tree means a
decision. Hence, one can design a decision tree for each goods, while the attributes
are the fondness of other goods. When one needs to predict the fondness of one
customer for a certain goods, the decision tree can be used to make the decision
by using the fondness of the customer for other goods. The missing elements in
the matrix incur two challenges for this decision-based approach: (a) how to train

Decision tree

Goods times
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s

Fig. 12 Illustration of model based collaborative filtering



33 Adaptive Learning in Cognitive Radio 1105

the decision tree when some of the attributes are missing and (b) given a decision
tree, how to make the decision when some attributes are not available. There are
systematic approaches to handle them (see Chapter 3 of [1]).

Knowledge-Based Collaborative Filtering
The above approaches do not exploit the domain knowledge of the task; they
simply mine the raw data. If there is domain knowledge to be exploited, one can
improve the efficiency of the collaborative filtering. The application of knowledge-
based collaborative filtering is highly task specific. It is discussed for several
scenarios in Chapter 5 of [1]. In the context of cognitive radio, it is intuitive
that nearby secondary users are more likely to observe similar spectrum activities.
Hence, the distance between two secondary users can also be incorporated into the
similarity metric.

Applications in Cognitive Radio

In this section, some illustrative examples will be provided for the applications
of learning in cognitive radio networks. One mainly focuses on the reinforcement
learning without an explicit supervision and the applications in the channel selection
in MAC layer, as well as routing in the network layer.

Channel Selection Using Multiarmed Bandit

In this subsection, one follows the discussion in [17] to introduce the channel
selection in the MAC layer.

Channel Model
One considers N communication channels with synchronized timing. At each time
slot t , the status of channel i is represented by a Bernoulli random variable Zi.t/,
which is equal to 1 (which means that the channel is idle and can be used by
secondary user) with probability �i and is equal to 0 (which means that the channel
is being used by a primary user) with probability 1 � �i . One assumes that Zi.t/ is
independent for different i and different t . This is illustrated in Fig. 13.

Fig. 13 Channel model for
cognitive radio Channel 1

Channel 2
Channel 3

Channel N

Time 1 Time 2 Time 3 Time T 

occupied idle 
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Problem Formulation
Suppose that the secondary user chooses channel S.t/ at time t . Then, the total
number of bandwidth it can access in T time slots is given by

W D

TX
tD1

ZS.t/.t/; (43)

where one assumes a unit bandwidth for each channel. The goal of the secondary
user is to maximize the expected bandwidth given by

W D

TX
tD1

EŒZS.t/.t/�: (44)

If the probabilities f�igiD1;:::;N are known, the secondary user can simply choose
the channel having the largest probability, namely, arg maxi �i . However, these
probabilities are unknown. Hence, the secondary user needs to determine the
selection of channel according to the outcomes of the previous trials.

Multiarmed Bandit Learning
One can consider each communication channel as an arm, thus forming a multi-
armed bandit problem. In this chapter, one assumes that the secondary user can
sense only one channel, namely, pulling one arm. In [17], the case of simultaneously
sensing multiple channels is also discussed.

Multiple approaches can be used to solve the problem:

• Bayesian approach: In this approach, one updates the knowledge about the
system parameter � D .�1; : : : ; �N /. One assumes that � is a random variable,
whose prior probability density function (pdf) is given by f .�/. When a new
decision has been made and the spectrum sensing result is available, the prior pdf
f can be updated:

f tC1.�/ D
zs.t/.t/�s.t/f t .�/C .1 � zs.t/.t//.1 � �s.t//f t .�/

zs.t/.t/
R
�s.t/f t .�/d� C .1 � zs.t/.t//

R
.1 � �s.t//f t .�/d�

(45)

Based on this Bayesian updating rule for f , the problem can be solved by using
DP [5], as illustrated in Fig. 14. One denotes by V �.f; T / the optimal reward
between time 1 and T when the pdf of � is f . Then, this optimal reward satisfies
the following Bellman equation:

V �.f; T / D max
s
Ef fZs C V

�.fs; T � 1/g; (46)

where fs is the possible pdf of � after the updating step according to the outcome
Zs when the channel selection is s. Then, the optimal channel selection is
given by
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Fig. 14 Bayesian solution to
bandit problem

Update the
pdf f

Solve DP
problem

Channel
selection

Receive the
sensing

outcome

s�.f; T / D arg max
s
Ef fZs C V

�.fs; T � 1/g: (47)

These equation can be solved in a recurrent manner since, when T D 1, one
simply chooses the channel with the maximum expected probability �� D

maxi f .�i /. However, the challenge is that V � is a functional in terms of f
(since f is a function). Hence, a precise solution to (46) is prohibitively difficult
except for some special cases. One possible approach is to discretize the space
of f, thus turning V to a vector. Another possible solution is to parameterize the
functional V and discretize f.

• Non-Bayesian methods with lossO.T /: When the parameter � is not considered
as random variables, there are several approaches for the decision-making of
channel selection. One simple approach is simply choose a channel randomly;
another simple one is the myopic strategy, namely, choosing the channel having
the largest probability estimation (hence, only exploitation; no exploration). In
[17], a more intelligent approach is called the strategy of staying with the winner
and switching from the loser. The rule is simple. The secondary user begins with
a random channel selection. If the channel turns out to be idle, it will sense this
channel again in the next time slot. If the channel is busy, then the secondary user
will randomly choose one from the remaining channels. It is shown in [17] that
the performance loss, which is defined as

L.�/ D

TX
jD1

�i� �

TX
jD1

NX
iD1

P r.S.j / D i/; (48)

where i� is the index of the optimal channel, is of orderO.T /. It has been shown
in [17] that there exist better algorithms that achieves O.logT /.

• Non-Bayesian methods with lossO.logT /: It has been found in [17] that several
approaches can achieve a performance loss defined in (48) of orderO.logT /. For
example, the order-optimal single-index strategy can achieve the loss O.logT /.
In this approach, the secondary user maintains two vector x and y. Here xi
means the number of times in which the secondary user finds channel i to be
idle, while yi means the times that the secondary user has sensed channel i .
The secondary user begins from sensing each channel for one time, such that
y D .1; 1; 1; : : : ; 1; 1/. Then, at each time slot, the secondary user updates the
probability estimation by
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O�i .t/ D
xi .t/

yi .t/
; (49)

and then assign an index to channel i :

ƒi.t/ D O�i .t/ �

s
2 log t

yi .t/
: (50)

Then, the secondary user will choose the index having the largest index. As long
as yi increases as fast asO.logT /, the index will converge to the true probability
and thus the secondary user will finally keep using the best channel. On the other
hand, if a channel has not been sufficiently sensed, the corresponding value of
yi will be small, thus making the index ƒi large and the secondary user sense
this channel. Hence, this mechanism forces the secondary user to sense channels
rarely sensed for exploration.

Routing Using Q-Learning

Reinforcement learning algorithms usually address problems of a single objective,
when scalar rewards are received. Different from the traditional reinforcement
learning algorithms, multi-objective reinforcement learning (MORL) introduced by
Gabor [11] employs reinforcement learning in problems having multiple objectives,
thus forming vector rewards. Note that multiple objectives do exist in wireless
communication networks, such as expected delay and packet drop rate, which may
conflict with each other. Thus MORL is applicable in the routing of cognitive radio
networks to meet the multiple performance goals.

In this chapter, one considers the task of routing with two objectives, whose
value functions are represented by V �;1.s/ and V �;2.s/, respectively [33]. To handle
the two conflicting objectives, one sets a hard constraint on one objective and then
optimizes the other one. Then, one has the following optimization problem:

maxV �;1.s/ (51)

s:t: V �;2.s/ � Rconstr; (52)

where Rconstr is the hard constraint on the second objective. One will use the
following assumptions for the cognitive radio under study:

• There exist multiple licensed channels.
• The activities of primary users can be modeled as Markov processes.
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• In each time slot, each primary user can be either active or idle. If a primary
user is active, it will occupy a fraction of the licensed channels. Before SUs start
transmitting packets, they must perform spectrum sensing first.

• One only considers the packet loss due to transmission failures, which is
dependent on the link condition.

In this chapter, one focuses on two typical metrics in wireless communication
networks, namely, the transmission delay and packet drop rate [33]. When one
formulates the algorithm design as an optimization problem, there could be the
following two choices:

• One minimizes the transmission delay subject to a constraint of packet drop rate.
This is suitable for the scenario of best effort applications.

• One minimizes the packet drop rate subject to a constraint of transmission delay.
This is proper for the scenario of real-time applications.

In the MORL-based routing, one will adopt the first one. It is also straightforward
to implement the second one within the proposed framework. Meanwhile, in order to
simplify the MORL procedure, two Q-value tables will be used in the learning and
routing algorithm, one for the transmission delay and the other one for the packet
loss rate. Similarly to the standard Q-learning procedure, each Q-value table stores
the accumulated reward given the state and corresponding action. Thus the first
Q-value table (for transmission delay) uses the negative of one hop transmission
delay as the immediate reward, while the second Q-value table uses the negative of
the accumulated packet loss rate as the immediate reward. The action is to find the
forwarding node for the next hop in order to maximize the Q-values.

An MORL algorithm is proposed for the routing procedure, which is summarized
in Procedure 1. Simulations have shown that the proposed learning algorithm can
achieve a good performance for the routing task.

Procedure 1 Procedure of MORL routing [33]
1: Initialize all the Q-value tables of all nodes
2: for Each time slot do
3: for Each node forwarding a packet do
4: Choose the forwarding node from the local Q-value table. The action should minimize

the Q-value table for the transmission delay, while maintaining the corresponding value
of the Q-value table for packet loss rate under a specific constraint.

5: Sense the channel. If the channel is occupied by PU, then randomly choose another
channel.

6: if ACK is received then
7: Update the Q-value tables.
8: end if
9: end for

10: end for
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Multiple User Learning

In the previous discussion, the discussion focused on the learning procedure of a
single secondary user. However, in many cases, multiple secondary users need to
compete for limited resources. Hence, it is also important to study the learning
procedures of multiple users and examine their interactions. In this subsection, one
uses the channel selection for instances.

Multiagent Reinforcement Learning
Here one applies the multiagent reinforcement learning for channel selection [18].
For simplicity, one considers only two secondary users, denoted by A and B , and
two channels, denoted by 1 and 2. The reward to secondary user i , i D A;B ,
of channel j , j D 1; 2, is Rij if secondary user succeeds in transmitting data
over channel j (which is not interrupted by primary user or the other secondary
user). Otherwise the reward received by the secondary user is 0. For simplicity, one
denotes by j� the other user (channel) different from user (channel) j.

One has the following assumptions for the system:

• The rewards fRij g are unknown to both secondary users, whereas they are fixed
throughout the game.

• Both secondary users can sense both channels simultaneously. However, they can
choose only one channel for data transmission.

• One considers only the case that both channels are available. Otherwise the
actions that the secondary users can take are obvious (transmit over the only
available channel or not transmit if no channel is available).

• There is no direct communication between the two secondary users.

The above channel selection game is a 2 � 2 one, in which the payoff matrices
for player A and B are shown in Fig. 15. The actions, denoted by ai .t/ for user
i at time t , in the game are the channel selections. The diagonal elements in the

Chan 1 Chan 2

Chan 1 0 RA1

Chan 2 RA2 0

U
ser A 

User B 

Payoff matrix of user A 

Chan 1 Chan 2

Chan 1 0 RB1

Chan 2 RB2 0

U
ser A 

User B 

Payoff matrix of user B 

Fig. 15 Payoff matrices in the game of channel selection
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payoff matrices are all zero since transmission conflict incurs zero reward. There are
two Nash equilibria in the channel selection game, namely, the strategies such that
unilaterally changing strategy incurs performance degradation. Both equilibria are
pure; i.e. aA D 1; aB D 2 and aA D 2; aB D 1 (namely the orthogonal transmission
without interference).

Since both channels are available without the interruption of primary users, the
system is state-less. Therefore, the Q-value of each player is simply the expected
reward of each action; i.e.

Q.a/ D EŒR.a/�; (53)

where a is the action, R is the reward corresponding to the action while the
expectation is over the randomness of the other user’s action. Since the action is the
channel selection, one denotes byQij the value of selecting channel j by secondary
user i . The actions in the Q-learning are stochastic for possible exploration. One
considers the standard Boltzmann distribution for exploration [29]; i.e.

P .user i chooses channel j / D
eQij =T

eQij =T C eQij�=T
; (54)

where T is the temperature.
When secondary user i selects channel j , the expected reward is given by

E ŒRi .j /� D
Rij e

Qi�j�=�

eQi�j =� C eQi�j�=�
; (55)

since secondary user i� chooses channel j with probability e
Qi�j =�

e
Qi�j =�CeQi

�j� =�

(namely, collision occurs and secondary user i receives no reward) and channel j�

with probability e
Qi�j� =�

e
Qi�j =�CeQi

�j� =� (the transmissions are orthogonal; thus, secondary
user i receives reward Rij ).

During the operation of the system, the Q-values are updated right after each
spectrum access using the following rule:

Qij .t C 1/ D .1 � ˛ij /Qij .t/C ˛ij .t/ri .t/I .ai .t/ D j /; (56)

where 0 < ˛ij .t/ < 1 is a step factor (when channel j is not selected by user i ,
˛ij .t/ D 0) and ri .t/ is the reward that secondary user i receives at time slot t , and
I is characteristic function for the event that channel j is selected.

Next, one checks whether the updating rule of Q functions in (56) converges to
a point close to the Nash equilibrium if the step factor ˛ satisfies certain conditions.
One first provides an intuitive explanation for the convergence using the geometric
argument proposed in [21], and illustrated in Fig. 16 (which is called it Metrick-
Polak plot since it was originally proposed by A. Metrick and B. Polak in [21]). Here
the axes represent A D

QA1

QA2
and B D

QB1

QB2
, respectively. The plane is divided into
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Fig. 16 Illustration of the
dynamics in the Q-learning
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four regions by two linesA D 1 and B D 1, in which the dynamics ofQ-learning
follows different patterns. The following four regions are discussed separately:

• Region I: In this region,QA1 > QA2, which means that secondary user A prefers
visiting channel 1. Meanwhile, secondary user B prefers to access channel 2
since QB1 > QB2. Then, with a large probability, the strategies of both players
will converge to the Nash equilibrium point in which secondary users A and B
access channels 1 and 2, respectively.

• Region II: In this region, both secondary users prefer to access channel 1, thus
causing collisions. Therefore, both QA1 and QB1 will be reduced until entering
either region I or region III.

• Region III: similar to region I.
• Region IV: similar to region II.

The points in regions II and IV are unstable and will move into region I or III
with a large probability. In regions I and III, the strategy will move close to the
Nash equilibrium points with a large probability. Therefore, regardless of where the
initial point is, the updating rule in (56) will yield a stationary equilibrium point
with a large probability.

In order to prove the convergence rigorous, one first finds the equivalence
between the updating rule in (56) and the celebrated Robbins-Monro iteration [26],
which is used to solve equations with unknown expressions. Then, one can apply
the conclusion in the theory of stochastic approximation [16] to relate the iteration
with an ordinary differential equation (ODE) and thus prove the convergence.
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The updating rule of Q-learning is equivalent to the following four equations:

Qij D
Rij e

Qi�j�=�

eQi�j =� C eQi�j�=�
; i D A;B; j D 1; 2: (57)

Then, one defines q D .QA1;QA2;QB1;QB2/
T , which makes (57) equal to

g.q/ D A.q/r � q D 0; (58)

where r D .RA1; RA2; RB1; RB2/
T and the matrix A is given by

Aij D

(
e
Qi�j� =�

e
Qi�j =�CeQi

�j� =� ; if i D j

0; if i ¤ j
: (59)

Then, the iteration in (56) is equivalent to solving the equation in (58). However,
the expression of the equation is unknown in advance, since the rewards, as well as
the strategy of the other user, are unknown. Hence, one can use the Robbins-Monro
algorithm [16], which is given by

q.t C 1/ D q.t/C ˛.t/Y.t/; (60)

where Y.t/ is a random and noisy observation on function g; i.e.

Y.t/ D r.t/ � q.t/

D Nr.t/ � q.t/C r.t/ � Nr.t/

D g.q.t//C ıM.t/; (61)

where g.q.t// D Nr.t/ � q.t/, ıM.t/ D r.t/ � Nr.t/ is noise for estimating Nr.t/ and
Nr.t/ is the expectation of reward, which is given by

Nr.t/ D A.q.t//r: (62)

As has been shown above, the procedure of using the Robbins-Monro algorithm
is the stochastic approximation of the equation solution. It has been shown that
the convergence of such a procedure can be determined by an ODE. Since the
noise ıM.t/ in (61) is a Martingale difference, it is easy to verify the conditions
in Theorem 12.3.5 in [16] and thus obtain the following proposition:

Proposition 1. With probability 1, the sequence q.t/ converges to some limit set of
the ODE

Pq D g.q/: (63)
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What remains is to analyze the convergence of the ODE in (63). With a nontrivial
proof in [18], the following proposition is obtained for the convergence of the
learning procedure:

Proposition 2. The solution of ODE (63) converges to the stationary point deter-
mined by (58).

Multiagent Bandit
The multiarmed bandit algorithm can also be extended to the case of multiple
users. Suppose that there are K secondary users in the cognitive radio system [17].
Then, these secondary users need to avoid the interruptions from primary users and
interference from other secondary users. The model for the channels can be found
in the single user case discussed above.

In this chapter, one assumes that each secondary user can sense and transmit over
only one channel. One assumes that the secondary users sharing the same channel
use the carrier sense multiple access/collision avoidance (CSMA/CA) protocol to
avoid collisions. One denotes by Ki .j / the set of secondary users sensing channel
i at time slot j . Hence, if at time slot j secondary user k finds that channel i is free
of primary users, it generates a random number tk.j / according to a predetermined
distribution g. Then, it will wait for a time duration tk.j /, and sense the channel at
the end of the waiting period. If the channel is free, the secondary user goes ahead to
transmit; otherwise it gives up the transmission. One assumes that the transmission
of a packet will span the whole time slot. Hence, only the secondary user having the
smallest waiting time will obtain the chance to transmit. Therefore, the throughput
of secondary user k within one time slot is given by

Wk D

TX
jD1

ZSk.j /.j /I

(
k D arg min

q2KSk .j /
.j /
tq.j /

)
; (64)

In the setup of multiple secondary users, even if the probabilities � are known
to the secondary users, the strategy for channel selection and accessing is still
nontrivial. Different from the single-user case, it is not a good idea to always choose
the channel having the least primary user activities, since there will be a congestion
among the secondary users if all the secondary users select the idlest channel.
Hence, the secondary users should “spread” their selections over more channels
in a random manner. It is shown in [17] that the optimal strategy in the multiple
user case is given by

p�i D

8<
:
�
1 �

�
��

K�i

� 1
K�1

	
; if �i > 0

0; otherwise
; (65)

where �� is the Lagrange factor to make
PN

iD1 p
�
i D 1 and fxgC is equal to

maxf0; xg.
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When the idle probability � is unknown, the following rule is adopted in [17]:

1. Initialization: Similarly to the single-user case, each secondary user k maintains
two N -vectors: xk and yk , whose meanings are the same as those of the single-
user case.

2. At the beginning of each time slot, the secondary user updates the values of xk
and yk , according to the sensing result.

3. At the beginning of each time slot j , user k updates the estimation of �i using

O�i .j / D
Xk;i .j /

Yk;i .j /
: (66)

4. Then, the secondary user will choose channel i using the following probability

pi .j / D
O�i .j /PN
iD1
O�i .j /

: (67)

It is shown that, if K is sufficiently large, the above rule will converge to the Nash
equilibrium in probability, as T tends to infinity.

Collaborative Filtering
As has been explained in the previous section, collaborative filtering can be used to
find similar users or items such that recommendations can be made for users having
not accessed certain items. The recommendation could be positive (namely, this
channel is good for you) or negative (namely, this channel is harmful for you). In
this discussion, one follows the study in [19] and consider a cognitive radio network
having N secondary users. One can use an undirected graph to use to represent
the network, where each vertex is a secondary user and each edge means that the
corresponding two secondary users can directly communicate with each other. One
denotes by Ni the set of neighbors that can communicate directly to secondary user
i . These secondary users are allowed to access M licensed channels, which may be
dynamically used by primary users. One considers the following assumptions:

• The system timing is slotted, as illustrated in Fig. 17. In each time slot, each
secondary user can choose a channel and sense the spectrum. At the end of each
time slot, the secondary user exchanges information for collaborative learning.

Spectrum
sensing Data transmission Information

exchange

Time slot 

Fig. 17 An illustration of the timing structure
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Due to the limited capability of spectrum sensing, each secondary user can sense
only one channel in each time slot. It is straightforward to extend the algorithm
to the case of sensing multiple channels simultaneously.

• The spectrum sensing result is always correct. This is reasonable when the signal-
to-noise ratio (SNR) is good. The study is focused on the competition, instead of
low SNR.

• In each time slot, a secondary user can communicate with only one neighbor, due
to the limited communication capability. The communication fails with a small
probability Pc . The packet containing the information for collaborative learning
is protected by parity check bits, such that the receiver can detect possible
decoding errors.

• The secondary users have no knowledge about the locations, transmission time
and transmit power of primary users. The spectrum activities are independent in
different time slots and for different primary users. Different primary users can
share the same channel, e.g., using code division multiple access (CDMA).

The activity of each channel can be modeled as a Bernoulli random variable: 0
means that the channel has been occupied by primary users, while 1 means that the
channel is usable by secondary users. The Bernoulli assumption is reasonable if each
time slot is sufficiently large, such that the time correlation of spectrum occupancy
vanishes. One denotes by ij the probability that channel j cannot be used by
secondary user i . Since ij is unknown, it is considered as a random variable in the
Bayesian framework. ij has a conjugate a priori beta distribution with parameters
˛ and ˇ, which is denoted by beta.˛; ˇ/. One assumes that ˛ and ˇ are common for
all ij . The expression of the pdf of is thus given by

f .I˛; ˇ/ D
˛�1.1 � /ˇ�1R 1

0
q˛�1.1 � q/ˇ�1dq

: (68)

Now, the collaborative filtering is discussed. One begins from the simplest case,
in which there is only one secondary user. Consider secondary user i . It can use the
following unbiased estimation for i :

Oii D
1

ni

X
j2Ii1

xij ; (69)

where xij is the observation, 1 or 0, of secondary user i at time slot j .
Then, one considers two neighboring secondary users carrying out the collabo-

rative filtering. One uses the estimation of secondary user 1 to predict the parameter
of secondary user 2. Suppose that the estimation of secondary user 1 is given by 1.
Then, the linear prediction is given by

O2 D a1 C b: (70)
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In the MMSE linear prediction, the optimal coefficients a and b are given by

a D �12
�2

�1
; (71)

and

b D E Œ2� � aE Œ1� : (72)

Note that �1 and �2 are variances of 1 and 2, respectively. �12 is the correlation
factor of 1 and 2, which is defined as

�12 D
E Œ.1 �EŒ1�/ .2 �EŒ2�/�

p
�1
p
�2

: (73)

The above estimation can be easily extended to the case of multiple neighbors.
The above calculation assumes that the correlation factor �12 between secondary

users 1 and 2 is known. However, this information is unknown to secondary users in
advance. Therefore, each secondary user needs to estimate �ij from the history of
spectrum sensing in the following procedure:

1. Consider secondary user i , i D 1; 2. Each estimates its own expectation and
variance using the following equations:

Oii D
1

T

TX
tD1

xit ; (74)

and

Oiim D
1

nim

TX
t2Im

xit ;8nim > 0; (75)

and

O�ii D
1

jZi j

X
m2Zi

. Oiim � Oii /
2 : (76)

These statistics are obtained from the channels probed by secondary user i
before. Secondary user j also carries out the same procedure.

2. The correlation between secondary users i and j is computed using

O�ij D
1

jZi \Zj j

P
m2Zi ;m2Zj

. Oiim � Oii /
�
Ojjm � Ojj

�
p
O�ii
p
O�jj

: (77)
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Once the correlations and expectations have been estimated, the secondary users
need to carry out the channel selection. Consider two secondary users 1 and 2.
Assume that channel j has been probed by secondary user i for nij times. When
applying the linear prediction proposed in the previous discussion, each secondary
user faces the following tradeoff between exploration and exploitation:

• Exploitation: Consider a certain secondary user n. If the availability probability
of channel i has been well estimated by another secondary user, saym, secondary
user n should exploit the estimation of secondary user m and does not probe
channel i , given that the channel availability probabilities of secondary users m
and n are similar.

• Exploration: Secondary user n should probe channels that are rarely probed by
itself in order to better assess the similarity to other secondary users.

One approach is to borrow the idea of Boltzmann distribution from reinforcement
learning. One can adjust the temperature to tune the tradeoff between exploitation
and exploration.

One remaining problem is the user selection, namely, how to choose a neighbor
to consult about the spectrum situation. Since it is very difficult to derive a
theoretically optimal rule, one proposes heuristic algorithms for the information
request motivated by the exploration rule used in reinforcement learning. One
assumes that, in each time slot, each secondary user can exchange information with
at most one neighbor, and it needs to choose a neighbor to request the information
of spectrum statistics. It is desirable for a secondary user to exchange information
with a neighbor that is more similar to itself. The similarity can be measured by the
correlation factor �. Therefore, the secondary user can choose a neighbor having
the largest correlation factor. However, this approach focuses too much on the
exploitation and thus may lose chances of finding better channels. Suppose that one
considers the user selection of a generic secondary user i . Then, the considerations
of exploration and rejection are discussed as follows:

• Exploration: Since the estimated correlation factors are never precise, it is possi-
ble that another secondary user having a smaller estimation of the correlation
factor actually has a larger correlation factor. If secondary user i insists on
the neighbor currently having the largest correlation factor estimation, it may
lose the opportunity to find a neighbor that is actually more similar. Therefore,
secondary user i should also explore neighbors other than the one having the
largest correlation factor estimation.

• Rejection: Even if a neighbor, say secondary user j , has the largest true
correlation, it may not respond to the request of secondary user i . It is possible
that user j may have a more similar neighbor, say secondary user k, and thus will
communicate to secondary user k, instead of user i . Therefore, secondary user i
should try to contact other neighbors if its request is declined by secondary user
j for several times.
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Based on the above reasons, one approach is to use the Boltzmann distribution to
alleviate the tradeoff between exploration and exploitation. Consider secondary user
i . The probability that it chooses secondary user j , which is a neighbor of secondary
user i , is given by

p
j
i D

e
Q�ij
TP

k2Ni
e

Q�ik
T

; (78)

where T is the temperature, which controls the balance between the exploration
and exploitation. To address the problem of possible rejection by the requested
secondary user, one can use an exponentially decreasing correlation factor in (78),
which is given by

Q�ij D ˇ
rij O�ij ; (79)

where O�ij is the estimated correlation obtained from (77), 0 < ˇ < 1 is a decaying
factor and rij is the number of times that the request from secondary user i to
secondary user j is rejected, which is reset to 0 once secondary user j grants the
request from secondary user i .

Conclusions and Future Directions

Machine learning has widely been applied in the area of cognitive radio networks
and will be a promising direction of research. The following techniques in machine
learning could be of particular value in cognitive radio networks:

• Deep reinforcement learning: With the substantial success of deep learning, it is
prospective to employ deep learning techniques in cognitive radio networks, due
to the capability of universal learning of neural networks. Deep reinforcement
learning has integrated both deep learning and reinforcement learning, which
can be used in the scheduling and routing of cognitive radio networks.

• Distributed learning: The learning procedure in cognitive radio networks is
often carried out in a distributed manner. Hence, it is of substantial importance
to consider the communication complexity in distributed learning since the
efficiency can be improved when the communication overhead can be minimized.
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Abstract

A key feature of wireless communications is the spatial reuse of wireless
resources. However, such a spatial aspect is relatively less understood for the
purpose of designing efficient spectrum sharing mechanisms. In this chapter, we
propose a framework of spatial spectrum access games, where we model fairly
general spatial interference relationships among users as directed interference
graphs. We show that a pure Nash equilibrium exists for the two classes of
games: (1) any spatial spectrum access games on directed acyclic graphs and
(2) any games satisfying the congestion property on directed trees and directed
forests. We identify the graphical structures under which the spatial spectrum
access games have pure Nash equilibria and further show that under mild
conditions, the spatial spectrum access games with random backoff and Aloha
channel contention mechanisms on undirected graphs are potential games and
have pure Nash equilibria as well. We also quantify the price of anarchy of the
general spatial spectrum access game. We then propose a distributed learning
algorithm, which only utilizes users’ local observations to adaptively adjust the
spectrum access strategies. We show that the distributed learning algorithm can
converge to an approximate mixed strategy Nash equilibrium for any spatial
spectrum access games. We further generalize the spatial spectrum access
game framework to accommodate the physical interference model. Numerical
results demonstrate that the distributed learning algorithm achieves significant
performance improvement over the benchmark algorithms.

Introduction

Cognitive radio is envisioned as a promising technology to alleviate the problem of
spectrum underutilization [2]. It enables unlicensed wireless users (secondary users)
to opportunistically access the licensed channels owned by legacy spectrum holders
(primary users) and, hence, can significantly improve the spectrum efficiency [2].

A key challenge of the cognitive radio technology is how to resolve the resource
competition by selfish secondary users in a decentralized fashion. If multiple
secondary users transmit over the same channel simultaneously, severe interferences
or collisions might occur, and the individual as well as total data rates of all users
may get reduced. This highlights the importance of designing efficient spectrum
sharing mechanisms for cognitive radio networks.

The competitions among secondary users for common spectrum have often
been studied as a noncooperative game (e.g., [3–7] and the references therein).
A common assumption of many existing studies is that secondary users are
close-by and interfere with each other when they transmit on the same channel
simultaneously. However, a unique feature of wireless communication is spatial
reuse. If users who transmit simultaneously are located sufficiently far away, then
simultaneous transmissions over the same channel may not cause any performance
degradation to the users. Such spatial effect on spectrum sharing is less understood
than many other aspects in the existing literature [8].
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Transmission  Edge

Interference Edge

Transmission 
Range  δ1

Transmission 
Range  δ2

Transmission 
Range  δ3

Tx1

Rx1

Tx2

Tx2

Interference Graph

Tx1-Rx1

Tx2-Rx2

Tx3-Rx3

Rx2

Rx3

Fig. 1 Illustration of distributed spectrum access with spatial reuse under the protocol interference
model. Each user n is represented by a transmitter T xn and receiver Rxn pair. Users 2 and 3
cannot generate interference to user 1, since user 1’s receiver Rx1 is far from user 2 and 3’s
transmitters. On the other hand, user 1 can generate interference to user 2, since user 2’s receiver
Rx2 is within the transmission range of user 1’s transmitter T x1. Similarly, user 2 and user 3 can
generate interferences to each other

Motivated by this, in this chapter, we describe a novel spatial spectrum access
game framework to take spatial relationship into account. As illustrated in Fig. 1,
the interference relationship among the secondary users can be asymmetric due
to the heterogeneous transmission powers and locations of the users. We hence
propose a general framework of spatial spectrum access game where secondary
users interact over the directed interference graphs, which allows us to model
users’ heterogeneous resource competition capabilities and asymmetric interference
relationship. Moreover, we design a practical distributed algorithm for achieving the
equilibria of the spatial spectrum access game. The main results and contributions
of this chapter are as follows:

• General game formulation: We formulate the distributed spectrum access prob-
lem as a spatial spectrum access game on directed interference graphs, with
user-specific channel data rates and channel contention capabilities.
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General Directed Graph

�Always has a mixed NE
�May not has a pure NE

Directed Acyclic Graph

 �Always has a pure NE

�Game with random backoff
mechanism and throughput 
function satisfying (13), (15), 
or (21) has a pure NE 
�Game with Aloha 
mechanism has a pure NE 

�Game satisfying CP 
always has a pure NE

�Game with random 
backoff mechanism has 
a pure NE

�Game with random backoff
mechanism and throughput 
function satisfying (11) has a 
pure NE

�Game satisfying CP 
always has a pure NE

General Undirected Graph

Directed ForestDirected Tree

Complete Graph Complete  
Bipartite Graph

Regular
Bipartite Graph

Fig. 2 Summary of the results on the existence of both mixed and pure Nash equilibrium (NE)
of spatial spectrum access games. Here CP means congestion property (see section “Existence of
Nash Equilibria”)

• Existence of Nash equilibria: As summarized in Fig. 2, we systematically
investigate the existence of Nash equilibrium. Specifically, we show by counter
examples that a general spatial spectrum access game may not have a pure Nash
equilibrium. We also show that a pure strategy equilibrium exists in the following
two classes of games: (1) any spatial spectrum access games on directed acyclic
graphs and (2) any games satisfying the congestion property on directed trees
and directed forests. We identify the graphical structures under which the spatial
spectrum access games have pure Nash equilibria and further show that under
mild conditions, the spatial spectrum access games with random backoff and
Aloha channel contention mechanisms on undirected graphs are potential games
and have pure Nash equilibria as well. We also quantify the price of anarchy of
the spatial spectrum access game.

• Distributed learning for achieving an approximate Nash equilibrium: We develop
a maximum likelihood estimation approach for estimating user expected through-
put based on local observations. Based on such local estimations, we then
propose a distributed learning algorithm that can converge to an approximate
mixed Nash equilibrium for any spatial spectrum access games. Numerical
results demonstrate that the distributed learning algorithm achieves significant
performance improvement over the random access algorithm.

The rest of the chapter is organized as follows. We first introduce the related work
in section “Related Research” and present the system model in section “System
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Model”. We then present the spatial spectrum access game framework in sec-
tion “Spatial Spectrum Access Game” and explore the existence of Nash equilibrium
in section “Existence of Nash Equilibria”. We analyze the price of anarchy and
propose the distributed reinforcement learning algorithm in sections “Price of Anar-
chy and Distributed Learning for Spatial Spectrum Access Game”, respectively. We
discuss the extension of the spatial spectrum access game in section “Extension to
Physical Interference Model”, present the numerical results in section “Numerical
Results”, and finally conclude the chapter in section “Conclusion”.

Related Research

A common modeling approach for distributed spectrum access is to consider
selfish secondary users and model their interactions as noncooperative games.
There is a vast literature along this line, and here we will briefly outline some
representative ones. Nie et al. in [9] designed a self-enforcing distributed spectrum
access mechanism based on potential games. Niyato and Hossain in [3] proposed
a dynamic game approach for analyzing the competition among secondary users
for spectrum access. Flegyhzi et al. in [4] proposed a two-tier game framework for
cognitive radio medium access control (MAC) mechanism design. Yang et al. in [5]
studied a price-based spectrum access mechanism for competitive secondary users.
Li et al. in [6] proposed a game theoretic framework to achieve incentive compatible
multiband sharing among the secondary users. Law et al. in [7] studied the system
performance degradation due to the competition of secondary users in distributed
spectrum access game.

When not knowing the spectrum information such as channel availability,
secondary users need to learn the network environment and adapt the spectrum
access decisions accordingly. Han et al. in [10] and Maskery et al. in [11] used
no-regret learning to solve this problem, assuming that the users’ channel selections
are common information. The learning converges to a correlated equilibrium [12],
wherein the common observed history serves as a signal to coordinate all users’
channel selections. When users’ channel selections are not observable, authors in
[13–15] designed a multi-agent multiarmed bandit learning algorithm to minimize
the expected performance loss of distributed spectrum access. Li [16] applied
reinforcement learning to analyze Aloha-type spectrum access by relying on each
individual secondary user’s local adaption and experience.

As mentioned above, a commonly adopted assumption of many existing studies
is that secondary users are close-by and interfere with each other when they
transmit on the same channel simultaneously. Only a few efforts have been made
to investigate the spatial reuse feature of distributed spectrum access. In a recent
work, Tekin et al. in [17] proposed a novel spatial congestion game framework
to take spatial relationship into account. The key idea is to extend the classical
congestion game upon an undirected graph, by assuming that the interferences
among the players are symmetric and a player’s throughput depends on the number
of players in its neighborhood that choose the same resource. However, as discussed
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above the interference relationship among the secondary users can be asymmetric
due to the heterogeneous transmission powers and locations of the users. Hence
we propose a more general framework of spatial spectrum access game on directed
interference graphs in this chapter. The congestion game on directed graphs has also
been studied in [18], with the assumption that players have linear and homogeneous
payoff functions. The game model in this chapter is more general and allows both
linear and nonlinear player-specific payoff functions.

System Model

We consider a cognitive radio network with a set M D f1; 2; : : : ;M g of indepen-
dent and stochastically heterogeneous primary channels. A set N D f1; 2; : : : ; N g

of secondary users try to access these channels distributively when the channels
are not occupied by primary (licensed) transmissions. Here we assume that each
secondary user is a dedicated transmitter-receiver pair.

To take users’ spatial relationship into account, we denote dn D .dT xn ; dRxn/

as the location vector of secondary user n, where dT xn and dRxn denote the
locations of the transmitter and the receiver, respectively. Each secondary user n
has a interference range �n. Then given the location vectors of all secondary users,
we can obtain the interference graph G D fN ;E g to describe the interference
relationship among the users. Here the vertex set N is the same as the secondary
user set. The edge set is defined as E D f.i; j / W jjdT xi ; dRxj jj � �i ;8i; j ¤ i 2

N g, where jjdTxi ; dRxj jj is the distance between the transmitter of user i and the
receiver of user j . In general, an interference edge can be directed or undirected. If
an interference edge is directed from secondary user i to user j , then user j ’s data
transmission will be affected by user i ’s transmission on the same channel, but user
i will not be affected by user j . If the interference edge is undirected (Here the edge
is actually bi-directed. We follow the conventions in [17] and ignore the directions
on the edge.) between user i and user j , then the two users can affect each other.
Note that a generic directed interference graph can consist of a mixture of directed
and undirected edges. In the sequel, we call an interference graph undirected, if and
only if all the edges of the graph are undirected. We also denote the set of users that
can cause interference to user n as Nn D fi W .i; n/ 2 E ; i 2 N g.

Based on the interference model above, we describe the cognitive radio network
with a slotted transmission structure as follows:

• Channel State: the channel state for a channel m during time slot t is Sm.t/ D 0
if channel m is occupied by primary transmissions, and Sm.t/ D 1 otherwise.

• Channel State Transition: for a channel m, the channel state Sm.t/ is a random
variable with a probability density function as  m. In the following, we denote
the channel idle probability �m as the mean of Sm.t/, i.e., �m D E mŒSm.t/�.
For example, the state of a channel changes according to a two-state Markovian
process. We denote the channel state probability vector of channel m at time t as
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qm.t/ , .P rfSm.t/ D 0g; P rfSm.t/ D 1g/; which forms a Markov chain as
qm.t/ D qm.t � 1/�m;8t 	 1; with the transition matrix

�m D

�
1 � "m "m
�m 1 � �m

	
:

Furthermore, the long-run statistical channel availability �m 2 .0; 1/ of a channel
m can be obtained from the stationary distribution of the Markov chain, i.e.,

�m D
"m

"m C �m
: (1)

As another example, we can also use the channel idle probability �m to
indicate the spectrum availability for white-space spectrum access. Due to the
fact that the activities of primary users on TV channels typically change very
slowly, the most recent FCC ruling requires white-space devices (i.e., secondary
users of TV channels) to determine the spectrum availability via a database [19].
In this case, we can set that �m D 1 if the TV channel m is vacant for secondary
users and �m D 0 otherwise.

• User-Specific Channel Throughput: for each secondary user n, its realized data
rate bnm.t/ on an idle channel m in each time slot evolves according to a random
process with a mean Bn

m, due to users’ heterogeneous transmission technologies
and the local environmental effects such as fading. For example, we can compute
the data rate bnm.t/ according to the Shannon capacity as

bnm.t/ D W log2

�
1C

	nznm.t/

!nm


; (2)

where W is the channel bandwidth, 	n is the fixed transmission power adopted
by user n according to the requirements such as the primary user protection, !nm
denotes the background noise power, and znm.t/ is the channel gain. In a Rayleigh
fading channel environment, the channel gain znm.t/ is a realization of a random
variable that follows the exponential distribution.

• Time Slot Structure: each secondary user n executes the following stages
synchronously during each time slot:
– Channel Sensing: sense one of the channels based on the channel selection

decision made at the end of previous time slot.
– Channel Contention: Let an be the channel selected by user n and a D
.a1; : : : ; aN / be the channel selection profile of all users. The probability that
user n can grab the chosen idle channel an during a time slot is gn.N an

n .a// 2

.0; 1/, which depends on the subset of user n’s interfering users that choose
the same channel N an

n .a/ , fi 2 Nn W ai D ang. Here are two examples:
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1. Random backoff mechanism: the contention stage of a time slot is divided
into �max mini-slots (The contention window size �max plays an important
role for optimizing the system performance. If �max is too small, it would
increase the collision probability among users and hence negatively affect
the system performance. In general, if �max is too large, it would reduce the
spectrum access time and hence reduce the system throughput. To optimize
the system performance, we can adopt the approach in [20] to determine
the optimal contention window size.). Each contending user n first counts
down according to a randomly and uniformly generated integer backoff
time counter (number of mini-slots) �n between 1 and �max. If there is no
active transmissions till the countdown timer expires, the user monitors the
channel and transmits RTS/CTS messages on that channel. If multiple users
choose the same backoff counter, a collision will occur, and no users can
grab the channel successfully. After a user successfully grabs the channel,
he starts to transmit its data packet. In this case, we have

gn.N
an
n .a// D P rf�n < min

i2NnWaiDan
f�igg

D

�maxX
�D1

P rf�n D �gP rf�n < min
i2NnWaiDan

f�igj�n D �g

D

�maxX
�D1

1

�max

�
�max � �

�max

Kan
n .a/

; (3)

where Kan
n .a/ D jN

an
n .a/j D

P
i2Nn

IfaiDang denotes the number of user
n’s interfering users choosing the same channel as user n.

2. Aloha mechanism: user n contends for an idle channel with a probability
pn 2 .0; 1/ in a time slot. If multiple interfering users contend for the
same channel, a collision occurs, and no user can grab the channel for data
transmission. In this case, we have

gn.N
an
n .a// D pn

Y
i2N an

n .a/

.1 � pi / : (4)

– Data Transmission: transmit data packets if the user successfully grabs the
channel.

– Channel Selection: choose a channel to access during next time slot according
to the distributed learning algorithm in section “Distributed Learning for
Spatial Spectrum Access Game”.

Under a fixed channel selection profile a, the long-run average throughput of a
secondary user n choosing channel an can be computed as

Un.a/ D �anB
n
an
gn.N

an
n .a//: (5)
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Note that in practices, due to hardware constraint, each secondary user typically
cannot observe the channel states of all the channels in each time slot. In this case,
one possible modeling approach is to formulate the distributed spectrum access
problem as a partial-observation dynamic game, such that the game state is defined
as the channel states fSm.t/gMmD1 in the current time slot and each secondary user
has a partial observation of the game state in each time slot. However, it is well
known that such a partial-observation dynamic game is very difficult to analyze and
is computationally intractable due to the curse of dimensionality. To enable tractable
analysis and achieve an efficient spectrum access, we hence study the distributed
spectrum access problem from the long-run average perspective and utilize the
statistical channel availability information (i.e., channel idle probability �m) to aid
secondary users’ decision-makings. This is due to the fact that the statistical channel
availability information can be learned from the history of a secondary user’s
local observations, via the maximum likelihood estimation approach described in
section “Distributed Learning for Spatial Spectrum Access Game”. Moreover, the
spatial spectrum access game solution in this chapter can help us solve the complete
information dynamic game, where each secondary user is able to globally observe
the channel state realization fSm.t/gMmD1 of all the channels in each time slot. Since
the secondary users cannot control the transition of channel states, we can easily
derive the solution of the complete information dynamic game as follows: for each
time slot t , we solve the corresponding stage spatial spectrum access game using
the algorithm proposed in this chapter, with the channel idle probabilities f�mgMmD1
of the stage game replaced by the channel state realization fSm.t/gMmD1 of time slot
t . Since our analysis is from the secondary users’ perspective, we will use the terms
“secondary user” and “user” interchangeably.

Spatial Spectrum Access Game

We now consider the problem that each user tries to maximize its own
throughput by choosing a proper channel in a distributed fashion. Let a�n D
fa1; : : : ; an�1; anC1; : : : ; aN g be the channels chosen by all users except user n.
Given other users’ channel selections a�n, the problem faced by a user n is

max
an2M

U.an; a�n/;8n 2 N : (6)

We thus formulate the distributed channel selection problem on an interference
graph G as a spatial spectrum access game � D .N ;M ; G; fUngn2N /, where
N is the set of players, M is the set of strategies, G describes the interference
relationship among the players, and Un is the payoff function of player n.

The distributed nature of the channel selection problem naturally leads to a
formulation based on the game theory, such that users can self-organize into a
mutually acceptable channel selection, which is defined as follows.
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Definition 1 (Pure Nash Equilibrium [21]). A strategy profile a� D .a�1 ;

a�2 ; : : : ; a
�
N / is a pure Nash equilibrium if and only if

a�n D arg max
an2M

U.an; a
�
�n/;8n 2 N : (7)

It is known that not every finite strategic game possesses a pure Nash equilibrium
[21]. We then introduce the more general concept of mixed Nash equilibrium. Let
� n , .�n1 ; : : : ; �

n
M / denote the mixed strategy of user n, where 0 � �nm � 1 is the

probability of user n choosing channelm and
PM

mD1 �
n
m D 1. For simplicity, we use

the same payoff notation Un.� 1; : : : ; �N / to denote the expected throughput of user
n under the mixed strategy profile .� 1; : : : ; �N /, and it can be computed as

Un.� 1; : : : ; �N / D

MX
a1D1

�1a1 : : :

MX
aND1

�NaN Un.a1; : : : ; aN /: (8)

Similarly to the pure Nash equilibrium, the mixed Nash equilibrium is defined as:

Definition 2 (Mixed Nash Equilibrium [21]). The mixed strategy profile � � D
.� �1 ; : : : ; �

�
N / is a mixed Nash equilibrium, if for every user n 2 N , we have

Un.�
�
n ; �

�
�n/ 	 Un.� n; �

�
�n/;8� n ¤ �

�
n ;

where � ��n denotes the mixed strategy choices of all other users except user n.
In the spatial spectrum access game, each secondary user takes both the primary

activity levels on different channels and the competition with other secondary
users into consideration, in order to improve its long-run average throughput. Nash
equilibrium is the natural solution concept for the spatial spectrum access game.
At a Nash equilibrium, secondary users are mutually satisfied with their long-run
average throughputs, and no user can improve by changing its channel unilaterally.
One important property of the mixed Nash equilibrium is that if a user assigns
positive probabilities of some actions, then the expected payoff of these actions
should be the same at the equilibrium. Otherwise, the user can improve by increasing
the probability of the action with a higher expected payoff.

In the following sections, we will study the existence of both mixed and pure
Nash equilibria based on the global network information and then discuss how to
achieve the Nash equilibria based on the local user observations only.

Existence of Nash Equilibria

In this part, we study the existence of Nash equilibria in a spatial spectrum access
game. Since a spatial spectrum access game is a finite strategic game (i.e., with a
finite number of players and a finite number of channels), we know that it always
admits a mixed Nash equilibrium according to [21].
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On the other hand, not every finite strategic game possesses a pure Nash equi-
librium [21]. Compared with the mixed Nash equilibrium, a pure Nash equilibrium
can achieve the mutually satisfactory spectrum sharing solution without requiring
the frequent channel switching and hence helps reduce the system overhead such
as energy consumption of frequent channel switching. This motivates us to further
investigate the existence of pure Nash equilibria of the spatial spectrum access
games.

Existence of Pure Nash Equilibria on Directed Interference Graphs

We first study the existence of pure Nash equilibria on directed interference graphs.
First of all, we can construct a game which does not have a pure Nash equilibrium.

Theorem 1. There exists a spatial spectrum access game on a directed interference
graph not admitting any pure Nash equilibrium.

Figure 3 shows such an example. It is easy to verify that for all eight possible
channel selection profiles, there always exists one user (out of these three users)
having an incentive to change its channel selection unilaterally to improve its
throughput.

We then focus on identifying the conditions under which the game admits a pure
Nash equilibrium. To proceed, we first introduce the following lemma (the proof is
given in the appendix at the end of the chapter).

Lemma 1. Assume that any spatial spectrum access game with N users on a given
directed interference graph G has a pure Nash equilibrium. Then we can construct
a new spatial spectrum access game by adding a new player, who cannot generate
interference to any player in the original game and may receive interference from
one or multiple players in the original game. The new game with N C 1 users also
has a pure Nash equilibrium.

We know that any directed acyclic graph (i.e., a directed graph contains no
directed cycles) can be given a topological sort (i.e., an ordering of the nodes), such
that if node i < j , then there are no edges directed from the node j to node i in
the ordering [22]. This is due to that any spatial spectrum access game with N D 1

Fig. 3 An example of spatial spectrum access game without a pure Nash equilibrium. There are
two channels available and the throughput of a user n is Un.a/ D p

Q
i2N

an
n .a/.1�p/. If all three

players (nodes) choose channel 1, then each player has the incentive of unilaterally changing its
choice to channel 2 to improve its throughput, assuming that the other two players do not change
their channel choices. We can show that such derivation will happen for all eight possible strategy
profiles a D .a1; a2; a3/, where ai 2 f1; 2g for i 2 f1; 2; 3g
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user always has a pure Nash equilibrium. By the induction argument, we know from
Lemma 1 that

Corollary 1. Any spatial spectrum access game on a directed acyclic graph has a
pure Nash equilibrium.

To obtain more insightful results, we next impose the following property on the
spatial spectrum access games:

Definition 3 (Congestion Property – CP). User n’s channel grabbing probability
gn
�
N an
n .a/

�
satisfies the congestion property if for any QN an

n .a/ � N an
n .a/, we

have

gn. QN an
n .a// 	 gn

�
N an
n .a/

�
: (9)

Furthermore, a spatial spectrum access game satisfies the congestion property if (9)
holds for all users n 2 N:

The congestion property (CP) means that the more contending users exist, the
less chance a user can grab the channel. Such a property is natural for practical
wireless systems such as the random backoff and Aloha systems. We can show that
the following result (the proof is given in the appendix in the separate supplemental
file).

Lemma 2. Assume that any spatial spectrum access game with N users satisfying
the congestion property on a given directed interference graph G has a pure
Nash equilibrium. Then we can construct a new spatial spectrum access game by
adding a new player, whose channel grabbing probability satisfies the congestion
property and who has an interference relationship with at most one player n 2 N
in the original game. The new game with N C 1 users also has a pure Nash
equilibrium.

Definition 4 (Directed Tree [22]). A directed graph is called a directed tree if the
corresponding undirected graph obtained by ignoring the edge directions is a tree.

Note that a (undirected) tree is a special case of directed trees. Since any spatial
spectrum access game over a single node always has a pure Nash equilibrium, we
can then construct the directed tree recursively by introducing a new node and
adding an (directed or undirected) edge between this node and one existing node.
By using Lemma 2 and the induction argument, we have

Corollary 2. Any spatial spectrum access game satisfying the congestion property
on a directed tree has a pure Nash equilibrium.

Definition 5 (Directed Forest [22]). A directed graph is called a directed forest if
it consists of a disjoint union of directed trees.
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Fig. 4 An interference graph
that consists of directed
acyclic graphs and directed
trees

Similarly, we can obtain from Lemma 2 that

Corollary 3. Any spatial spectrum access game satisfying the congestion property
on a directed forest has a pure Nash equilibrium.

Note that the directed acyclic graph and directed tree structures are widely
observed in many wireless networking systems such as wireless ad hoc and sensor
networks [23]. For example, the star topology with sink/hub nodes in wireless sensor
networks is a special case of directed tree. Based on Lemmas 1 and 2, we can
construct more general directed interference graphs over which a spatial spectrum
access game satisfying the congestion property has a pure Nash equilibrium.
Figure 4 illustrates such an example.

Existence of Pure Nash Equilibria on Undirected Interference Graphs

We now study the case where the interference graph is undirected. This is a good
approximation of reality if the transmitter of each user is close to its receiver and all
users’ interference ranges are roughly the same. For example, in 802.11 systems,
undirected interference graph is widely used to approximate the interference
relationships, since the access points are typically close to their associated clients
and the carrier sensing ranges are similar.

When an undirected interference graph is a tree, according to Corollary 2, any
spatial spectrum access game satisfying the congestion property has a pure Nash
equilibrium. However, for those non-tree undirected graphs without a topological
sort, the existence of a pure Nash equilibrium cannot be proved following the results
in section “Existence of Pure Nash Equilibria on Directed Interference Graphs”.
This motivates us to further study the existence of pure Nash equilibria on generic
undirected interference graphs.

First of all, [24] showed that a 3-players and 3-resources congestion game with
user-specific congestion weights may not have a pure Nash equilibrium. Such a
congestion game can be considered as a spatial spectrum access game on a complete
undirected interference graph (by regarding the resources as channels). When all
users have homogeneous channel contention capabilities and all channels have
the same mean data rates, [17] showed that the spatial spectrum access game
on any undirected interference graphs has a pure Nash equilibrium. Clearly, the
applicability of such a channel-homogeneous model is quite limited, since the
channel throughputs in practical wireless networks are often heterogeneous. Hence
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we will focus on exploring the random backoff and Aloha systems with user-
specific data rates, which provide useful insights for the user-homogeneous and
user-heterogeneous channel contention mechanisms, respectively.

Our following analysis will rely on the properties of potential game (Note that it
is much more difficult to find a proper potential function to take into account users’
asymmetric relationships (i.e., directions of edges on graph) when the interference
graph is directed. Hence in this study, we only apply the tool of potential game in
the undirected case.), defined as follows:

Definition 6 (Potential Game [25]). A game is called a potential game if it admits
a potential function ˚.a/ such that for every n 2 N and a�n 2MN�1,

sgn
�
˚.a

0

n; a�n/ � ˚.an; a�n/
�
D sgn

�
Un.a

0

n; a�n/ � Un.an; a�n/
�
;

where sgn.�/ is the sign function.

Definition 7 (Better Response Update [25]). The event where a player n changes
to an action a

0

n from the action an is a better response update if and only if
Un.a

0

n; a�n/ > Un.an; a�n/.
An appealing property of the potential game is that it always admits a pure

Nash equilibrium. Furthermore, it enjoys the finite improvement property, which
is defined as

Definition 8 (Finite Improvement Property [25]). A game has the finite improve-
ment property if any asynchronous better response update process (i.e., no more
than one player updates the strategy at any given time) terminates at a pure Nash
equilibrium within a finite number of updates.

Based on the potential game theory, we first study the random backoff mech-
anism. We show in Theorem 2 that when the undirected interference graph is
complete, there exists indeed a pure Nash equilibrium.

Theorem 2. Any spatial spectrum access game on a complete undirected inter-
ference graph with the random backoff mechanism is a potential game with the
potential function

˚.a/ D

NY
nD1

�anB
n
an

MY
mD1

Km.a/Y
cD0

�maxX
�D1

1

�max

�
�max � �

�max

c
; (10)

where Km.a/ is the number of users choosing channel m under the strategy profile
a and hence has a pure Nash equilibrium.

The proof is similar to that in [26] and hence is omitted here. We then consider
the spatial spectrum access game with the random backoff mechanism on bipartite
graphs.
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Definition 9 (Bipartite Graph [22]). An undirected graph is called a bipartite
graph if the set of its nodes can be decomposed into two disjoint sets, such that
no two nodes within the same set are connected by an edge.

Definition 10 (Complete Bipartite Graph [22]). An undirected graph is called a
complete bipartite graph if it is a bipartite graph and any two nodes selected from
the two disjoint sets, respectively, are connected by an edge.

Definition 11 (Regular Bipartite Graph [22]). An undirected graph is called a
regular bipartite graph if it is a bipartite graph and each node is connected by the
same number of edges.

Note that a complete bipartite graph that has the same number of vertices in
the two disjoint sets is also a regular bipartite graph. Many well-known graphs
such as star graphs, circulant graphs, cycle graphs with even number of vertexes,
hypercubes, and rectangular lattices are either complete bipartite graphs or regular
bipartite graphs. We consider the user-specific throughput as

Un.an; a�n/ D hn�anBangn.N
an
n .a//; (11)

where hn represents a user-specific transmission gain. We can show that

Theorem 3. Any spatial spectrum access game on either a complete bipartite
interference graph or a regular bipartite interference graph with user-specific
transmission gains and the random backoff mechanism has a pure Nash equilibrium.

The proof is given in the appendix in the separate supplemental file. We then
consider the random backoff mechanism in the asymptotic case that �max goes to
infinity. This can be a good approximation of reality when the number of backoff
mini-slots is much greater than the number of interfering users and collision rarely
occurs. In this case, we have

gn.N
an
n .a// D lim

�max!1

�maxX
�D1

1

�max

�
�max � �

�max

Kan
n .a/

D

Z 1

0

xK
an
n .a/dx D

1

1CKan
n .a/

; (12)

here Kan
n .a/ denotes the number of users that choose channel an and can interfere

with user n. Equation (12) implies that the channel opportunity is equally shared
among 1 C Kan

n .a/ contending users (including user n). This can also apply in
TDMA channel access mechanism. We consider the user-specific throughput as

Un.an; a�n/ D hn�anBan
1

1CKan
n .a/

; (13)
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We show that

Theorem 4. Any spatial spectrum access game on any undirected interference
graph with user-specific transmission gains and the random backoff mechanism in
the asymptotic case is a potential game with the potential function

˚.a/ D �

NX
nD1

 
1C 1

2
Kan
n .a/

�anBan

!
; (14)

and hence has a pure Nash equilibrium.
Theorem 4 is a direct consequence of the more general result Theorem 5. More

specifically, we generalize the throughput function in (13) as

Un.an; a�n/ D hn�anBan
wn

wn C
P

i2N an
n .a/ wi

; (15)

where wn > 0 denotes user-specific channel sharing weight. When wn D 1, the
throughput function in (15) degenerates to the equal-sharing case in (13). The
physical meaning of (15) is that the channel is shared among the contending users
according to their weights. We refer this to the spatial spectrum access game with
user-specific sharing weights. Such a proportional channel sharing scheme has been
widely used to model the heterogeneous channel access priority assignment for
heterogeneous users of different QoS requirements in wireless networks [27]. We
show that

Theorem 5. Any spatial spectrum access game with user-specific sharing weights
on any undirected interference graph is a potential game with the potential
function as

˚.a/ D �

NX
nD1

 
w2n C

1
2

P
i2N an

n .a/ wnwi

�anBan

!
; (16)

and hence has a pure Nash equilibrium.
The proof is given in the appendix in the separate supplemental file. We then

consider the random access mechanism under the scenario where all channels are
homogeneous to each user (i.e., �m D � and Bm D B for all m 2M ). This models
the case where a licensed spectrum band of a large bandwidth (e.g., TV channel)
is divided into equal width logical channels for secondary usage with interleaving
technology at the physical layer (e.g., the IEEE 802.16d/e standard), such that all
channels exhibit the same primary occupancy and have the same channel gain to the
same user (but still different channel gains for different users). In this case, the user
throughput function is given as

Un.a/ D hn�Bg.N
an
n .a//: (17)
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We can show that the following result (the proof is given in the appendix in the
separate supplemental file).

Theorem 6. Any spatial spectrum access game on any undirected interference
graph with homogeneous channels, user-specific transmission gains, and the ran-
dom backoff mechanism is a potential game with the potential function

˚.a/ D

NX
nD1

�
1CKan

n .a/

�B



and hence has a pure Nash equilibrium.
We now consider the Aloha mechanism. According to (4), we have the user

throughput function as

Un.a/ D �anB
n
an
pn

Y
i2N an

n .a/

.1 � pi /: (18)

We can show that the following result (the proof is given in the appendix in the
separate supplemental file).

Theorem 7. Any spatial spectrum access game on any undirected interference
graph with the Aloha mechanism is a potential game with the potential function

˚.a/ D

NX
iD1

� log.1 � pi / �

0
@1
2

X
j2N

ai
i .a/

log.1 � pj /C log
�
�ai B

i
ai
pi
�1A

and hence has a pure Nash equilibrium.
As a summary, we depict the results on the existence of pure Nash equilibria of

spatial spectrum access games in Fig. 2.

Price of Anarchy

In previous sections, we have considered the existence of Nash equilibrium of
spatial spectrum access games. We will further explore the efficiency of the Nash
equilibrium.

Following the definition of price of anarchy (PoA) in game theory [28], we will
quantify the efficiency ratio of the worst-case Nash equilibrium over the centralized
optimal solution. Let � be the set of Nash equilibria of a given spatial spectrum
access game. Then the PoA is defined as

PoA D
mina2�

P
n2N Un.a/

maxa2MN

P
n2N Un.a/

;
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which is always not greater than 1. A larger PoA implies that the set of Nash
equilibrium is more efficient (in the worst-case sense) using the centralized optimum
as a benchmark. Let Vn D maxm2M f�mBn

mg. For a general spatial spectrum access
game, we have the following result.

Theorem 8. The PoA of a spatial spectrum access game � D.N ;M ; G; fUngn2N /

is at least minn2N fVngn.Nn/g
maxn2N Vn

.

The proof is given in the appendix in the separate supplemental file. Intuitively,
Theorem 8 indicates that we can increase the efficiency of spectrum sharing by
better utilizing the gain of spatial reuse (i.e., reducing the interference edges Nn on
the interference graph).

Distributed Learning for Spatial Spectrum Access Game

As mentioned in section “Spatial Spectrum Access Game”, both pure and mixed
Nash equilibria are important equilibrium concepts for spatial spectrum access
games, characterizing system states where secondary users achieve a mutually
satisfactory spectrum sharing solution. We hence consider how to achieve the Nash
equilibrium for the spatial spectrum access games in this section.

As shown in section “Existence of Nash Equilibria”, a generic spatial spectrum
access game does not necessarily have a pure Nash equilibrium, and thus it
is impossible to design a mechanism that is guaranteed to reach a pure Nash
equilibrium in general. However, when the spatial spectrum access game is a
potential game, a pure Nash equilibrium exists. In this case, we can apply the Safe
Experimentation algorithm in [29] for achieving the pure Nash equilibrium. The key
idea is to explore the pure strategy space based on the finite improvement property of
the potential game. From the practical application’s perspective, we can apply the
results obtained in section “Existence of Nash Equilibria” to identify whether the
spectrum sharing system satisfies the potential game property. We can then apply
the Safe Experimentation algorithm to achieve the pure Nash equilibrium when the
system possesses the potential game property.

Since any spatial spectrum access game always admits a mixed Nash equilibrium,
we next target on approaching the mixed Nash equilibria. From a practical point
of view, if the spectrum sharing system is complex and it is difficult to verify
the existence of pure Nash equilibrium, we can consider to achieve a mutually
satisfactory spectrum sharing solution by allowing users to choose mixed strategies.
Govindan and Wilson in [30] proposed a global Newton method to compute the
mixed Nash equilibria for any finite strategic games. This method hence can be
applied to find the mixed Nash equilibria for the spatial spectrum access games.
However, such an approach is a centralized optimization, which requires each user to
have the complete information of other users and compute the solution accordingly.
This is often infeasible in a cognitive radio network, since acquiring complete
information requires heavy information exchange among the users and setting up
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and maintaining a common control channel for message broadcasting demands high
system overheads [2]. Moreover, this approach is not incentive compatible since
some users may not be willing to share their local information due to the energy
consumption of information broadcasting. We thus propose a distributed learning
algorithm for any spatial spectrum access games, and the algorithm does not require
any information exchange among users. Each user only learns to adjust its channel
selection strategy adaptively based on its local throughput observations. We show
that the distributed learning algorithm can converge to a mixed Nash equilibrium
approximately.

Expected Throughput Estimation

For the distributed learning algorithm, we assume that each user does not have the
complete network information and can only estimate its expected throughput locally.
Similarly to the approaches in [31] and [32], we can divide the spectrum access time
into a sequence of decision periods indexed by T .D 1; 2; : : :/, where each decision
period consists of tmax time slots. During a single decision period, a user accesses
the same channel in all tmax time slots in order to better understand the environment.
At the end of each decision period T , a user observes Sn.T; t/, In.T; t/ and bn.T; t/.
Here Sn.T; t/ denotes the state of the chosen channel (i.e., whether occupied by the
primary traffic), In.T; t/ indicates whether the user has successfully grabbed the
channel, i.e.,

In.T; t/ D

(
1; if user n successfully grabs the channel,

0; otherwise,

and bn.T; t/ is the received data rate on the chosen channel by user n at time slot t .
Note that if Sn.T; t/ D 0 (i.e., the channel is occupied by the primary traffic), we
set In.T; t/ and bn.T; t/ to be 0. At the end of each decision period T , each user
n will have a set of local observations ˝n.T / D fSn.T; t/; In.T; t/; bn.T; t/g

tmax
tD1.

Based on these observations, each user can then apply the Maximum Likelihood
Estimation (MLE) method to estimate its expected throughput Un. As an example,
we next consider the MLE of user expected throughput in the Markovian channel
environment introduced in section “System Model”.

We first consider the estimation of the channel idle probability �m. From the
observation set ˝n.T / at period T , user n can observe a sequence of channel state
transitions as

Sn.T / D ..Sn.T; 1/; Sn.T; 2// ; : : : ; .Sn.T; tmax � 1/; Sn.T; tmax/// :

Here there are four different transition types between adjacent time slots t and t+1:
.0; 0/; .0; 1/; .1; 0/, and .1; 1/. We denote C00.T /, C01.T /, C10.T /, and C11.T / as
the number of occurrences of the four state transitions types in Sn.T /, respectively.
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According to the principle of MLE, user n can then compute the likelihood function
in terms of channel state transition parameters ."m; �m/ as

L Œ˝n.T /j"m; �m�

D P rfSn.T /j"m; �mg

D P rfSn.T; 1/j"m; �mg �

tmax�1Y
tD1

P rfSn.T; t C 1/jSn.T; t/; "m; �mg

D P rfSn.T; 1/j"m; �mg � .1 � "m/
C00.T /"C01.T /m .1 � �m/

C11.T /�C10.T /m :

Then MLE of ."m; �m/ can be computed by maximizing the log-likelihood function
ln L Œ˝n.T /j"m; �m�, i.e., max"m;�m ln L Œ˝n.T /j"m; �m�. By the first order condi-
tion, we obtain the optimal solution as

Q"m D
C01.T /

C00.T /C C01.T /
;

Q�m D
C10.T /

C11.T /C C10.T /
:

According to (1), we can then estimate the channel idle probability �m as

Q�m D
Q"m

Q"m C Q�m
:

We then consider the estimation of channel grabbing probability gn.T /. When a
channel is idle (i.e., no primary traffic), a user n will contend for the channel and
can successfully grab the channel with a probability gn.T /. Since there are a total
of
Ptmax

tD1 Sn.T; t/ rounds of channel contentions in the period T and each round is
independent, the total number of successful channel captures

Ptmax
tD1 In.T; t/ by user

n follows the Binomial distribution. User n then computes the likelihood of gn.T /
as

L Œ˝n.T /jgn.T /� D

�Ptmax
tD1 Sn.T; t/Ptmax
tD1 In.T; t/


gm.T /

Ptmax
tD1 In.T;t/

� .1 � gm.T //
Ptmax
tD1 Sn.T;t/�

Ptmax
tD1 In.T;t/:

Then MLE of gn.T / can be computed by maximizing the log-likelihood function
ln L Œ˝n.T /jgn.T /�, i.e., maxgn.T / ln L Œ˝n.T /jgn.T /�. By the first-order condi-
tion, we obtain the optimal solution as

Qgn.T / D

Ptmax
tD1 In.T; t/Ptmax
tD1 Sn.T; t/

:
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We finally consider the estimation of mean data rate Bn
m. Since the received data

rate bn.T; t/ is also i.i.d. over different time slots, similar to the MLE of the channel
grabbing probability gn.T /, we can obtain the MLE of mean data rate Bn

m as

QBn
m D

Ptmax
tD1 bn.T; t/Ptmax
tD1 In.T; t/

:

By the MLE above, we can then estimate the true expected throughput Un.T / as
QUn.T / D Q�m QB

n
m Qgn.T /: In the following analysis of distributed learning algorithm,

we consider a general setting where the estimated expected throughput QUn.T / of
user n can be noisy. More precisely, we assume that QUn.T / D Un.T /C wn where
wn 2 .w;w/ is the random estimation noise with a probability density function
fn.wn/ satisfying EŒwn� D

R w
w wnfn.wn/dwn D 0.

Distributed Learning Algorithm

Based on the expected throughput estimation, we then propose the distributed
learning algorithm for spatial spectrum access games. The idea is to extend the
principle of single-agent reinforcement learning to a multi-agent setting. Such
multi-agent reinforcement learning algorithm has also been applied to the classical
congestion games on complete interference graphs [33, 34] by assuming that users
are homogeneous (i.e., user’s payoff only depends on the number of users choosing
the same resource). Here we extend the learning algorithm to the generalized spatial
congestion games on any generic interference graphs with heterogeneous users,
which lead to significant differences in analysis. For example, we show that the
convergence condition for the learning algorithm depends on the structure of spatial
reuse, which is different from those results in [33, 34].

More specifically, at the beginning of each period T , a user n 2 N chooses
a channel an.T / 2 M to access according to its mixed strategy � n.T / D
.�nm.T /;8m 2 M /, where �nm.T / is the probability of choosing channel m. The
mixed strategy is generated according to Pn.T / D .P n

m.T /;8m 2 M /, which
represents its perceptions of the payoff performance of choosing different channels
based on local estimations. Perceptions are based on local observations in the past
and may not accurately reflect the expected payoff. For example, if a user n has
not accessed a channel m for many decision intervals, then perception Pn

m.T /

can be out of date. The key challenge for the learning algorithm is to update the
perceptions with proper parameters such that perceptions equal to expected payoffs
at the equilibrium.

Similarly to the single-agent learning, we choose the Boltzmann distribution as
the mapping from perceptions to mixed strategies, i.e.,

�nm.T / D
e�P

n
m.T /PM

iD1 e
�P ni .T /

;8m 2M ; (19)
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Algorithm 1 Distributed learning algorithm for spatial spectrum access game
1: initialization:
2: set the temperature � .
3: set the initial perception values P n

m.0/ D
1
M

for each user n 2 N .
4: end initialization

5: loop for each decision period T and each user n 2 N in parallel:
6: select a channel m 2M according to (19).
7: estimate the expected throughput QUn.a.T //.
8: update the perceptions value Pn.T / according to (20).
9: end loop

where � is the temperature that controls the randomness of channel selections. When
� ! 0, each user will choose to access channels uniformly at random. When � !
1, user n always chooses the channel with the largest perception value Pn

m.T /

among all channel m 2 M . We will show later on that the choice of � trades off
convergence and performance of the learning algorithm.

At the end of a decision period T , a user n estimates its expected throughput as
QUn.a.T // and adjusts its perceptions as

Pn
m.T C 1/ D

(
.1 � T /P

n
m.T /C T

QUn.a.T //; if an.T / D m;

P n
m.T /; otherwise,

(20)

where .T 2 .0; 1/;8T / are the smoothing factors. A user only changes the
perception of the channel just accessed in the current decision period and keeps
the perceptions of other channels unchanged.

Algorithm 1 summarizes the distributed learning algorithm. We then analyze the
complexity of the distributed learning algorithm. In each iteration, Line 6 involves
the arithmetic operations over M channels and hence has a complexity of O.M/.
The expected throughput estimation in Line 7 typically involves the arithmetic
operations based on the observations of the chosen channel in tmax time slots of
the decision period and hence has a complexity of O.tmax/. In Line 8, the perception
value update is only carried out in the chosen channel and hence has a complexity
of O.1/. Suppose that it takes K iterations for the algorithm to converge. Then total
computational complexity of the algorithm is at most O.K.M C tmax//.

Convergence of Distributed Learning Algorithm

We now study the convergence of the proposed distributed learning algorithm based
on the theory of stochastic approximation [35].

First, the perception value update in (20) can be written in the following
equivalent form,
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Pn
m.T C 1/ � P

n
m.T / D T ŒZ

n
m.T / � P

n
m.T /�;8n 2 N ; m 2M ; (21)

where Zn
m.T / is the update value defined as

Zn
m.T / D

(
QUn.a.T //; if an.T / D m;

P n
m.T /; otherwise.

(22)

For the sake of brevity, we denote the perception values, update values, and
mixed strategies of all the users as P.T / ,

�
Pn
m.T /;8m 2M ; n 2 N

�
, Z .T / ,

.Zn
m.T /;8m 2 M ; n 2 N /, and � .T / , .�nm.T /;8m 2 M ; n 2 N /,

respectively.
Let P rfN m

n .a.T //jP.T /; an.T / D mg denote the conditional probability that,
given that the users’ perceptions are P.T / and user n chooses channel m, the set of
users that choose the same channelm in user n’s neighborhood Nn is N m

n .a.T // �

Nn. Since each user independently chooses a channel according to its mixed strategy
� n.T /, then the random set N m

n .a.T // follows the Binomial distribution of jNnj

independent nonhomogeneous Bernoulli trials with the probability mass function as

P rfN m
n .a.T //jP.T /; an.T / D mg

D
Y

i2N m
n .a.T //

.� im.T //
Y

i2NnnN m
n .a.T //

.1 � �im.T //

D
Y
i2Nn

.� im.T //
I

fai .T /Dmg.1 � �im.T //
1�I

fai .T /Dmg ; (23)

where Ifai .T /Dmg D 1 if user i chooses channel m and Ifai .T /Dmg D 0 otherwise.
Since the update value Zn

m.T / depends on user n’s estimated throughput
QUn.a.T // (which in turn depends on N m

n .a.T //), thus Zn
m.T / is also a random

variable. The equations in (21) are hence stochastic difference equations, which
are difficult to analyze directly. We thus focus on the analysis of its mean
dynamics [35]. To proceed, we define the mapping from the perceptions P.T /
to the expected throughput of user n choosing channel m as Qn

m.P.T // ,
EŒUn.a.T //jP.T /; an.T / D m�. Here the expectation EŒ�� is taken with respective
to the mixed strategies � .T / of all users (i.e., the perceptions P.T / of all users due
to (19)). We show that

Lemma 3. For the distributed learning algorithm, the mapping from the percep-
tions to the expected throughputQ.P.T // ,

�
Qn
m.P.T //;m 2M ; n 2 N

�
forms

a maximum-norm contraction if the temperature satisfies

� <
1

2maxm2M ;n2N f�mBn
mgmaxn2N fjNnjg

; : (24)
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The proof is given in the appendix in the separate supplemental file. Lemma 3
implies that when the interference among users becomes more severe (i.e., the
maximum degree maxn2N fjNnjg of the interference graph becomes larger), a
smaller � is needed to guarantee the convergence. This is because that interference
relationship among users becomes more complicated and users should put more
weight to explore the environment. Note that the condition (24) is a sufficient
condition to form a contraction mapping, which in turn is a sufficient condition
for convergence. Simulation results show that a slightly larger � may also lead to
the convergence of the mapping. Based on the property of contraction mapping,
there exists a fixed point P� such that Q.P�/ D P�. By the theory of stochastic
approximations [35], the distributed learning algorithm will also converge to the
same limit point P�.

Theorem 9. For the distributed learning algorithm, if the temperature � satisfies
(24),

P
T T D 1 and

P
T 

2
T < 1, then the sequence fP.T /;8T 	 0g

converges to the unique limit point P� , .P n�
m ;8m 2 M ; n 2 N / satisfying

that

Qn
m.P

�/ D Pn�
m ;8m 2M ; n 2 N : (25)

We next explore the property of the equilibrium P� of the distributed learning
algorithm. From Theorem 9, we see that

Qn
m.P

�/ D EŒUn.a.T //jP
�; an.T / D m� D P

n�
m : (26)

It means that the perception value Pn�
m is an accurate estimation of the expected

throughput in the equilibrium. Moreover, we show that the mixed strategy � � is an
approximate Nash equilibrium.

Definition 12 (Approximate Nash Equilibrium [36]). A mixed strategy profile
N� D . N� 1; : : : ; N�N / is a ı-approximate Nash equilibrium if

Un. N� n; N��n/ 	 max
� n

Un.� n; N��n/ � ı;8n 2 N ;

where Un. N� n; N��n/ denotes the expected throughput of player n under mixed
strategy N� and N��n denotes the mixed strategy profile of other users except player n.
Here ı 	 0 is the gap from a (precise) mixed Nash equilibrium. For the distributed
learning algorithm, we show that

Theorem 10. For the distributed learning algorithm, the mixed strategy � �

in the equilibrium P� is a ı-approximate Nash equilibrium, with ı D

maxn2N f� 1
�

PM
mD1 �

n�
m ln �n�m g.

The proof is given in the appendix in the separate supplemental file. The gap
ı can be interpreted as the weighted entropy, which describes the randomness of
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the learning exploration. A larger ı means a worse learning performance. When
each user adopts the uniformly random access, the gap ı reaches the maximum
value and results in the worst learning performance. In this case, we can obtain
the upper-bound of the gap ı as � 1

�

PM
mD1

1
M

ln 1
M
D 1

�
lnM: Theorems 9 and 10

together illustrate the trade-off between the exploration and exploitation through
the choice of � . A small enough � is required to explore the environment (so that
users will not put too many weights on exploitation and get stuck in channels
with the current best throughputs) and guarantee the convergence of distributed
learning to the approximate mixed Nash equilibrium. If � is too small, however,
then the performance gap ı is large due to over-exploration. Numerical results in
section “Numerical Results” demonstrate that, by a proper choice of the temperature
� , the performance loss of the approximate mixed Nash equilibrium obtained
by distributed learning is at most 10% compared with the exact mixed Nash
equilibrium.

Extension to Physical Interference Model

In previous sections, we have focused on studying the spatial spectrum access
game under the protocol interference model, which has been widely adopted in
wireless network research literature [37, 38]. The protocol interference model
uses the interference graph to describe the pair-wide interference relationships
among users, i.e., two users can interfere with each other if they are within
each other’s interference range. This is useful for modeling the data transmission
confliction when some random access MAC protocol is adopted. For example, in
802.11 networks, we can construct the interference graph by setting the carrier
sensing range as the interference range. Moreover, by carefully constructing the
interference edges via the reality check approach in [37] or the measurement-
calibrated propagation scheme in [38], the protocol interference model can provide a
good approximation to the physical interference model that captures the continuous
nature of interference and takes into account the accumulated interference from
multiple concurrent transmitters [39, 40].

We next study the spatial spectrum access game under the setting of physical
interference model. According to [39], we can compute the data rate of user n under
the physical interference model as

Un.a/ D �mW log2

 
1C

	nd
�˛
n

!0 C !nan C
P

i2N =fngWaiDan
	id
�˛
in

!
: (27)

Here W is the channel bandwidth, 	i is the transmission power of user n, ˛ is the
path loss factor, and d�˛n denotes the channel gain between the transmitter and the
receiver of user n due to free-space attenuation [39]. Furthermore, !0 denotes the
background noise, !nan denotes the interference from primary users to secondary
user n on channel an, 	id�˛in denotes the interference generated by user i to user n,
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and
P

i2N nfngWaiDan
	id
�˛
in denotes the accumulated interference from other second

users to user n. Similarly to the setting of protocol interference model, we can
model the distributed spectrum access problem among users under the physical
interference model as a spatial spectrum access game with the payoff function given
as in (27). We can show the following result for the case that the channel availability
�m of all channels are homogeneous, i.e., �m D � for any m 2M.

Theorem 11. When the channel availabilities of all channels are homogeneous, the
spatial spectrum access game under the physical interference model is a potential
game, with the potential function given as

˚.a/ D �
X
i

X
j¤i

	i	j d
�˛
ij IfaiDaj g � 2

NX
nD1

	n
�
!nan C !0

�

and hence has a pure Nash equilibrium.
The proof is given in the appendix in the separate supplemental file. Since the

spatial spectrum access game is a potential game, we can then apply the Safe
Experimentation algorithm in [29] for achieving the pure Nash equilibrium. For
the general case that the channel availabilities are heterogeneous, the analysis of
spatial spectrum access game is much more challenging and can be an interesting
future research direction.

Numerical Results

We now evaluate the proposed distributed learning algorithm by simulations. We
consider a Rayleigh fading channel environment. The data rate of user n on
an idle channel m is given according to the Shannon capacity, i.e., bnm.t/ D

W log2
�
1C

	nznm.t/
!nm

�
. We consider the Rayleigh fading channel environment where

channel gain znm.t/ is a random variable that follows the exponential distribution
with the mean Nznm. In the following simulations, we set W D 10MHz, !nm D
�100 dBm, and 	n D 100mW. By choosing different mean channel gains Nznm, we
have different mean data rates Bn

m D EŒb
n
m.t/� for different channels and users. We

set the channel idle probability �m D 0:5.
We consider a network of M D 5 channels and N D 9 users with four different

interference graphs (see Fig. 5). Graphs (a) and (b) are undirected, and Graphs (c)
and (d) are directed. Let Bn D fB

n
1 ; : : : ; B

n
M g be the mean data rate vector of

user n. We set B1 D B2 D B3 D f2; 6; 16; 20; 30g Mbps, B4 D B5 D B6 D

f4; 12; 32; 40; 60g Mbps, and B7 D B8 D B9 D f10; 30; 80; 100; 150g Mbps. We
implement both the random backoff and Aloha mechanisms for channel contention.
For the random backoff mechanism, we set the number of backoff mini-slots in a
time slot �max D 10. For the Aloha mechanism, the channel contention probabilities
of the users are randomly assigned from the set f0:3; 0:5; 0:7g. Notice that in
this study, we focus on channel choices instead of the adjustment of contention
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a b

c d

Fig. 5 Interference graphs

probabilities. For the distributed learning algorithm initialization, we set the smooth
factor T D 1

T
, which satisfies the condition

P
T T D1 and

P
T 

2
T <1.

We first evaluate the distributed learning algorithm with different choices of
temperature � on the interference graph (d) in Fig. 5. We run the learning algorithm
sufficiently long until the time average system throughput does not change. The
result in Fig. 6 shows the system performance with different � and demonstrates that
a proper temperature � can achieve a balance between exploration and exploitation
and offer the best performance. When � is small, the users tend to select the
channels randomly (i.e., over-exploration), and the performance gap ı can be large.
When � is very large, the algorithm focuses on exploitation and may get stuck in
local optimum, and the performance is again negatively affected. In the following
simulations, we set � D 5:0 since it achieves good system performance in both
random backoff and Aloha mechanisms as in Fig. 6.

We then evaluate the convergence of the distributed learning algorithm. In Fig. 7,
we show the number of iterations for the convergence of distributed learning algo-
rithm with random backoff and Aloha mechanisms. We see that as the interference
graph becomes more dense (e.g., graph (b)), the convergence time becomes longer.
The reason is that when the interference graph becomes more dense and a user can
generate interference to more users, the environment becomes more complex, and
it hence takes more time overhead to explore. We also observe that the convergence
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time of Aloha mechanism is longer than that of random backoff mechanism. This is
due to the fact that in Aloha mechanism, users are heterogeneous in terms of channel
contention capability; hence the system environment becomes more complicated.

We further compare distributed learning with the solutions obtained by the
following benchmark algorithms:

• Random Access: each user chooses a channel to access purely randomly.
• Multiarmed Bandit: we implement the multiarmed bandit solution for distributed

spectrum access in [41].
• Mixed NE: we compute the exact mixed Nash equilibrium of the spatial spectrum

access game, based on statistical network information using the global Newton
method [30].

• Dynamic Game: we compute the solution of the complete information dynamic
game for spectrum access, by solving the corresponding stage spatial spectrum
access game (using the global Newton method) for each time slot t , with the
channel idle probabilities f�mgMmD1 of the stage game replaced by the channel
state realization fSm.t/gMmD1 of time slot t .

• Centralized Optimization: the solution obtained by solving the centralized global
optimization of maxa

P
n2N Un.a/.

We implement these algorithms together with the distributed learning algorithm
on the four types of interference graphs in Fig. 5. The results are shown in Figs. 8
and 9. We see that the exact mixed Nash equilibrium of spatial spectrum access
game based on statistical network information is quite efficient, with an average of
less than 8% performance loss compared with the dynamic game solution. This is

Fig. 8 Comparison of distributed learning, random access, global Newton, and centralized
optimization with the random backoff mechanism
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Fig. 9 Comparison of distributed learning, random access, global Newton, and centralized
optimization with the Aloha mechanism

due to the fact that in the proposed spatial spectrum access game, each secondary
user takes both the primary activity levels on different channels and the competition
with other secondary users into consideration. This can help mitigate the congestion
within secondary users and exploit the channels of high transmission opportunities.
Moreover, the performance gap ı of the approximate mixed Nash equilibrium by
distributed learning from the exact mixed Nash equilibrium is small, with a less than
10% performance loss in all cases. For the random backoff (Aloha, respectively)
mechanism, we see that the distributed learning algorithm achieves up to 100%
(65%, respectively) performance improvement over the random access algorithm.
Moreover, we observe that the distributed learning algorithm can achieve a better
performance than the multiarmed bandit scheme, with a performance gain of up
to 15%. This is because that the design of multiarmed bandit scheme does not
take the spatial reuse effect in account. Compared with the centralized optimal
solution, the performance loss of the distributed learning in the full-interference
graph (b) is 28% (34%, respectively). Such a performance loss is not due to the
algorithm design; instead it is due to the selfish nature of the users (i.e., competition
in distributed spectrum sharing). In the partial-interference graphs (a), (c), and (d),
the performance loss can be further reduced to less than 10% (17%, respectively).
This shows that the negative impact of users’ selfish behavior is smaller when users
can share the spectrum more efficiently through spatial reuse.
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Conclusion

In this chapter, we explored the spatial aspect of distributed spectrum sharing and
proposed a framework of spatial spectrum access game on directed interference
graphs. We investigated the critical issue of the existence of pure Nash equilibria
and developed a distributed learning algorithm converging to an approximate mixed
Nash equilibrium for any spatial spectrum access games. We further discussed how
to extend the framework to the setting of physical interference model. Numerical
results showed that the algorithm is efficient and achieves a significant performance
gain over a random access algorithm that does not consider the spatial effect.

For the future work, one interesting direction is to design distributed spectrum
access mechanisms that can converge to pure Nash equilibria, for those spatial
spectrum games which are not potential games but admit pure Nash equilibria.
Another important direction is to study the general spatial spectrum access game
under the physical interference model. It would be very challenging to show the
existence of Nash equilibrium and extend the distributed learning algorithm under
such a general physical interference setting.
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Abstract

Many wireless standards for cellular networks (e.g., IEEE 802.11af and IEEE
802.22) have been developed or are currently being developed for enabling
opportunistic access to spectrum using cognitive radio (CR) technology. When
heterogeneous cellular networks that are based on different wireless standards
operate in the same spectrum band, coexistence issues can potentially cause
major problems. Enabling coexistence via direct coordination between hetero-
geneous cellular networks is very challenging due to incompatible MAC/PHY
designs of coexisting networks, the conflict of interest issues, as well as customer
privacy concerns. This chapter introduces a number of research problems that
may arise in the context of coexistence of heterogeneous cellular networks,
namely, the hidden terminal problem, the multichannel broadcast problem, the
spectrum sharing problem, and the channel contention problem. This chapter
also identifies the major challenges for addressing these problems, proposes the
guidelines for devising potential solutions, and provides results of performance
evaluation on the proposed solutions.

Introduction

Industry and research stakeholders have launched standardization efforts to enable
the secondary networks’ utilization of unused spectrum by leveraging cognitive
radio (CR) technology. These efforts include IEEE 802.22 wireless regional area
networks (WRAN) [22], IEEE 802.16h Cognitive WiMax, IEEE 802.11af (WiFi
over TV white space) [20], ECMA 392 (WPAN over TV white space) [8], etc. All
of these standards rely on CR technology to overcome the challenging vertical or
incumbent coexistence problem between primary and secondary networks as well
as the horizontal coexistence problem between secondary networks.

Heterogeneous vs. homogeneous coexistence: There exists a significant body of
work on vertical coexistence [5, 6], and it has been attracting significant interest
from academia and industry. In contrast, horizontal coexistence has garnered less
attention thus far. Horizontal coexistence can be further categorized into:

• Heterogeneous coexistence that refers to the coexistence of networks that
employ different wireless technologies (e.g., the coexistence between WiFi and
Bluetooth [19, 50], the coexistence of heterogeneous wireless networks over TV
white space [21]);
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• Homogeneous coexistence (aka self-coexistence) that refers to the coexistence
of networks that employ the same wireless technology (e.g., neighboring CR
networks of the same type [3, 31], or neighboring 802.11 hotspots [30]).

This chapter has a focus on the heterogeneous coexistence between secondary
cellular networks that employ different wireless technologies and uses the term
“cellular network” to denote a CR-enabled cellular network operating over TV white
space.

Existing coexistence schemes: The coexistence schemes for wireless networks
can be broadly classified into two categories.

• A noncollaborative coexistence scheme is the only feasible approach when there
are no means of coordination between the coexisting networks, such as the
coexistence of WiFi and ZigBee networks [19, 50].

• A collaborative coexistence scheme can be employed when coexisting networks
can directly coordinate their operations, such as the self-coexistence schemes for
802.22 networks [3, 31].

Major challenges: Existing coexistence schemes fail to adequately address the
heterogeneous coexistence problem in TVWS for a number of technical and
policy reasons. Noncollaborative schemes cannot facilitate the coexistence among
heterogeneous networks due to their incompatible MAC strategies. Collaborative
strategies may require the exchange of potentially sensitive information (e.g., traffic
load, bandwidth requirements) across different networks to negotiate the spectrum
partitioning [47, 48], which could raise conflict-of-interest issues and customer
privacy concerns for competing wireless networks or service providers. Moreover,
it is difficult to find a third party that can serve as a global or centralized decision-
maker that supervise all heterogeneous networks and allocate spectrum them.

Problems in focus: This chapter studies a few challenging problems that are
related to the medium access control (MAC) layer protocol design for coexistence
of heterogeneous coexistence of cellular networks.

• Hidden terminal problem can be potentially exacerbated by the heterogeneity
of the PHY/MAC designs of the coexisting cellular networks, especially when
TDM-based cellular networks coexist with CSMA-based networks.

• Broadcast failure problem may arise over a single broadcast channel when the
broadcast channel is reclaimed by a primary (or licensed) user that has a higher
priority of accessing the spectrum, or when secondary users in coexisting cellular
networks moves into a region where the co-channel interference is caused.

• Spectrum sharing among coexisting heterogeneous cellular networks is very
challenging via direct coordination, while a mediator system is able to establish
an indirect coordination mechanism for spectrum sharing between networks.
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• Channel contention is a distributed inter-network coordination process that
enables a CR network in need of more spectrum resources to acquire channels
from neighboring networks by exchanging control messages via a local con-
troller.

The following sections discuss each problem and its corresponding solution respec-
tively.

Hidden Terminal Problem

In wireless networks, when more than one transmitter-receiver pairs share a channel,
the hidden terminal problem can occur. This problem occurs when a transmitter
is visible from a receiver node, but hidden from (or out of the sensing range of)
another transmitter that is visible from the same receiver. This leads to packet
collisions at the receiver when the two transmitters send packets simultaneously. The
hidden terminal problem in single-channel environments has been widely studied.
In single-channel systems employing CSMA/CA, a handshaking procedure (i.e.,
using RTS/CTS control packets [29]) has been adopted to address the problem.
For handling the hidden terminal problem in multichannel wireless networks, some
have proposed the use of a fixed control channel to facilitate a handshake procedure
between two transceivers [40].

Unfortunately, the aforementioned handshaking procedures do not work when
the hidden terminal problem is caused by heterogeneous coexistence. This is
because the hidden terminal problem in heterogeneous coexistence is different
from those mentioned above and is due to the fact that the coexisting networks
cannot understand each others’ control messages because they use different air
interfaces (i.e., PHY/MAC stacks). An example is shown in Fig. 1 in which: an
802.22 network is coexisting with an 802.11af network. The 802.22’s MAC protocol
is TDM (time-division multiplexing) based with PHY resources allocated using
OFDMA, while 802.11af relies on a contention-based CSMA protocol. Because
the 802.22 base station (BS) and the 802.11af access point (AP) are hidden from
each other, packets sent by the BS and the AP may collide at the 802.11af receiver
node. Previous works have shown that enabling fair and efficient spectrum sharing
is challenging in scenarios where a network with a contention-based MAC protocol
(e.g., 802.11af) coexists with a network with a tightly scheduled TDM-based MAC

Fig. 1 An example of the
hidden terminal problem
caused by heterogeneous
coexistence
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protocol (e.g., 802.22 or 802.16h) [10, 11, 13, 27, 39, 44]. IEEE 802.22 is the first
worldwide wireless standard based on CR technology for utilizing TVWS in rural
areas. The 802.22 standard prescribes incumbent protection techniques necessary
for secondary users to operate in licensed TV bands, while 802.16 does not. It is
assumed that the TDM device can distinguish a packet sent by a CSMA device from
the background noise. This section focuses on the particular type of heterogeneous
coexistence between TDM and CSMA networks.

The hidden terminal problem in this heterogeneous coexistence scenario induces
two types of packet collisions:

1. Collisions at the receivers of a TDM MAC network that are caused by hidden
transmitters of a CSMA MAC network

2. Collisions at the receivers of a CSMA MAC network that are caused by hidden
transmitters of a TDM MAC network

This section presents a coexistence scheme that mitigates the packet collisions
caused by the hidden terminal problem in a particular type of heterogeneous
coexistence scenario – viz., coexistence of TDM and CSMA MAC networks (e.g.,
802.22 and 802.11af networks).

• To mitigate the first type of collisions, a beacon transmission mechanism is
introduced to enable the receivers in a TDM MAC network to send beacon signals
to prevent the hidden CSMA devices from accessing the shared channel, while
transmitters of the TDM MAC network occupy the channel.

• To mitigate the second type of collisions, a dynamic quiet period mechanism
is presented for the TDM MAC networks. This mechanism requires a TDM
transmitter to dynamically determine the end point of its current quiet period
(QP) in order to reduce the probability of packet collisions. The length of the
quiet period is dynamically adjusted in order to maintain long-term weighted
fairness in channel access between the coexisting TDM and CSMA networks.

Two Types of Collisions

Type 1: Collisions at the TDM Network Receiver
This type of collisions occur when a TDM receiver is located within the transmission
ranges of both the TDM and CSMA transmitters, but the two transmitters are
hidden from each other. To reduce this type of collisions, the TDM network has
to prevent the CSMA transmitter from transmitting while the TDM transmitter is
transmitting.

A straightforward solution to mitigate packet collisions in this scenario is to
require the TDM receiver to emit beacon signals during a small time fraction
at the beginning of every time slot. This time fraction is called the beaconing
fraction of a time slot. Here, it is assumed that the TDM receiver is within the
CSMA transmitter’s sensing range – i.e., the CSMA transmitter can sense the
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TDM frame TDM frame

time

...... data

N-th super frame (N+1)-th super frame

data

TDM QP

Collisions to ongoing CSMA data
transmission at the end of QP

data

Fig. 2 Collisions at the end of the N -th frame’s QP. Dotted-line rectangles represent the CSMA
data packets

TDM receiver’s beacon signals. The beacon signal’s presence in the channel will
cause the CSMA transmitter to suspend transmissions. It is reasonable to assume
that the coexistence enabling system (e.g., 802.19.1 system) mandates the use of
beacon signals by the TDM receivers to facilitate coexistence, since the TDM MAC
networks are registered.

During the beaconing fraction of a time slot, the TDM transmitter stops
transmitting, and the TDM receiver emits beacon signals such that the coex-
isting CSMA transmitter can detect the beacons and refrain from transmitting
in the channel. As a result, the collision-free receptions at the TDM receivers
can be guaranteed. Requiring the TDM receiver to transmit beacons can be a
costly overhead and thus should be required only when its benefits outweigh the
costs.

Type 2: Collisions at the CSMA Network Receiver
This type of collisions occur when the CSMA receiver is located within the trans-
mission ranges of both the TDM and CSMA transmitters, but the two transmitters
are hidden from each other. In this scenario, packet collisions occur because the
TDM transmitter initiates transmission before the CSMA transmitter has finished
transmitting its data packets.

A specific example of this scenario is shown in example in Fig. 2. In the
figure, the first TDM frame transmitted by the TDM transmitter in the .N C 1/-
th superframe collides with the CSMA transmitter’s ongoing packet transmissions
which started in the QP of the N -th superframe and has continued on past the QP.
In this situation, requiring the CSMA receivers to use beacons is not a plausible
solution, because they are not under the control of the 802.19.1 system.

During a QP, a TDM transmitter suspends its transmission, and it terminates the
QP at the scheduled end time point by transmitting a prescribed number of beacons.
After transmitting a prescribed number of beacons, the TDM transmitter terminates
the current QP and starts the TDM frame of the next superframe. Note that the
TDM transmitter simply terminates the QP at the scheduled time point, and it will
not wait until the ongoing transmission for CSMA data and/or ACK packets to be
finished.
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Beacon Transmission by TDM Receiver

Consider an 802.22 WRAN co-located with an 802.11af WLAN, both sharing
the same TV white space channel. To mitigate the first type of collisions, it is
recommended to support two modes at the TDM receiver: beaconing and non-
beaconing modes. It can switch from one mode to the other depending on the
channel conditions, and this procedure of switching contains two steps:

1. First, the network entity performs channel evaluation to determine when to
switch from one mode to the other. The TDM receiver measures the received
SIR, estimates the channel capacity in the two modes, and makes a decision of
which mode to operate in.

2. Then, the TDM receiver will notify the TDM transmitter if it decides to switch
to the beaconing mode. In the beaconing mode, the TDM transmitter has to stop
transmitting in the beaconing duration.

Beaconing by TDM receivers will incur additional overhead and waste the channel
time. That is why a dynamic switch is needed between the two modes to balance the
tradeoff between the performance loss due to interference caused by CSMA packets,
and the beaconing overhead.

First, calculate the channel capacity in each of the two modes. By estimating the
channel access time and packet error rate, the capacity of the shared channel, C , is:

C D
�
1 �

u

t

�
� .1 � "/; (1)

where t is the length of a time slot, u is the duration of beaconing in a time slot,
and " denotes the packet error rate on the shared channel at the TDM receiver.
In (1),

�
1 � u

t

�
represents the ratio of channel access time used for non-beaconing

transmission and the length of a time slot and .1 � "/ shows the rate of successful
packet reception given possible packet errors. The packet error can be caused by a
few factors, such as noise, interference, fading, etc.

The reduction of channel capacity can be caused by two factors in the considered
scenarios of heterogeneous coexistence, namely, the beaconing duration, and the
inter-network interference. In the beaconing mode, the beaconing duration, u, is the
major cost that may lower the channel capacity, and the inter-network interference
can lead to a high packet error rate (i.e., a low channel capacity according
to (1)) in the non-beaconing mode. The effect of fading may vary with time, geo-
locations, or frequency, and it is independent of whether the beaconing mode is
used.

Let � denote the maximum achievable SIR perceived by the TDM receiver on
the shared channel. In [38], Shellhammer describes a way of estimating " based
on � : the symbol error rate (SER), �, can be estimated based on � ; then, " can be
calculated based on the SER. If the modulation is BPSK, the SER � D QŒ

p
2��,

where the function Q.�/ is the integral of the tail of a normalized Gaussian
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probability density function [37]. The packet error rate in a packet of m symbols is
the probability that at least one symbol is incorrect,

" D 1 � .1 � �/m:

Channel capacity in beaconing mode: To avoid the first type of collisions, the
TDM receiver is allowed to block the medium by emitting beacon signals in every
time slot. The capacity of the shared channel in this mode can be expressed as

Cb D
�
1 �

u

t

�
� .1 � "/:

The CSMA transmitter could sense an idle channel during a time period of .t�u/ in
every TDM time slot. To successfully block the medium, the TDM receiver needs to
guarantee that the value of .t � u/ is less than the time for channel clear assessment
(CCA) in CSMA networks. The time for CCA in WiFi networks is 28$s [25].

Assume the noise source is additive white Gaussian noise (AWGN) N0, and the
signal-to-noise ratio is represented asEs=N0, where Es denotes the signal energy in
a symbol. That is,

� D
Es

N0
:

Given the modulation, the TDM MAC network is able to estimate Cb using � .

Channel capacity in non-beaconing mode: If the feature of beacons is disabled,
the TDM receiver may experience the first type of collision when there is a nearby
CSMA transmitter that is hidden from the TDM transmitter. The channel capacity
in the non-beaconing mode can be expressed as

Cn D
�
1 �

u

t

�
� .1 � "/ D 1 � ":

The fundamental principal of this approach in the non-beaconing mode is to equate
the interference power at the TDM receiver, after the receive filter, to the equivalent
noise power after the receive filter.

Given the AWGN N0, the signal energy in a symbol of period T is related with
the symbol power Ps D

Es
T

. Let B denote the noise equivalent bandwidth of the
receive filter for a symbol period of T , and B D 1

T
. The noise power after the

receiver filter is given by Pn D
N0
B

. The ratio ES=N0 can be expressed in terms of
the signal power and the noise power after the receiver,

Es

N0
D
PsT

PnT
D
Ps

Pn
;
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Since the TDM receiver has the same TVWS channel model as the interferer
(CSMA transmitter), the noise power after the receive filter is equal to the value
of the interference signal, P r

I , after the receive filter [38], i.e., Pn D P r
I . Therefore,

� D
Es

N0
D
Ps

P r
I

;

and Cn can be accordingly estimated.

An approach of switching between two modes: In the proposed approach, the
non-beaconing mode over the shared mode is attempted first. If the maximum
achievable SIR on the channel is not sufficiently high, it is prescribed that the
beaconing mode for TDM networks will block the medium and prevent CSMA
devices’ access to the channel. One possible approach is introduced here for
determining when to enable the beaconing mode.

The network determines which mode for the the TDM receiver to operate in, for
a given channel, by comparing � with the required SIR threshold parameter ��. To
obtain the value of ��, first solve for " in the equation Cb D Cn and then find the
SIR value corresponding to the solved ", which is used as the value of ��.

1. If � 	 ��, the TDM receiver operates in the non-beaconing mode. The benefits
of non-beaconing mode (e.g., low control overhead) outweigh the benefits of
beaconing (e.g., no collisions).

2. If � < ��, the TDM receiver operates in the beaconing mode. The benefits of
beaconing mode outweigh the benefits of non-beaconing mode.

Dynamic Quiet Period at TDM Transmitter

In the proposed approach, the TDM transmitter chooses the appropriate starting time
point for TDM transmission in order to avoid overlapped TDM and CSMA trans-
missions, and it starts occupying the channel immediately after the transmission of
a whole CSMA packet and before the transmission of the next CSMA packet.

Quiet Period
In TDM MAC networks, channel access occurs in scheduled blocks of time slots;
in CSMA MAC networks, channel access is contention based, and there is no
predetermined schedule for channel access. A “universal” superframe structure is
representative in TDM MAC networks with coexistence mechanisms (e.g., 802.22
or 802.16 networks). Time is divided into superframes, each superframe is divided
into frames, and each frame contains a number of f time slots.

In 802.16h, a quiet period (QP) that contains an integer number of frames is
periodically scheduled [22,36]. During a QP, the BS suspends its data transmissions
to provide channel access opportunities for CSMA networks. Similarly, a QP is
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scheduled at the end of every superframe, and non-QP frames are considered as
data frames.

Let q denote the number of frames contained in a QP, and let d denote the
number of data frames contained in a superframe. Thus, the number of frames in
a superframe is d C q, and the number of time slots in a superframe is .d C q/f . A
TDM network starts transmitting data immediately after the end of a QP (i.e., end of
a superframe). The value of q quantifies the number of frames that TDM networks
can share with CSMA networks during a superframe. The values of d and q are
predetermined collectively by the coexisting TDM MAC networks or determined
by the coexistence mediator. During a TDM QP, the CSMA networks sense an idle
channel and start to transmit CSMA packets.

The proposed approach is built on top of the superframe structure of TDM MAC
networks, and it adopts an innovative way of dynamically determining the length of
the quiet period, which reduces the second type of collisions as well as maintains
the weighted fairness for the TDM MAC network in channel access. It employs the
following algorithms to achieve these objectives.

• Collision avoidance algorithm. The TDM transmitter monitors the data traffic
during the QP and captures the ACK packets emitted by CSMA networks. To
avoid collisions, the TDM transmitter is allowed to terminate the QP immediately
after detecting an ACK packet. This will lead to a shortened QP in the current
superframe and an advanced frame in the next superframe, which hurts the short-
term weighted fairness for the TDM MAC network.

• Weighted fairness maintenance algorithm. By counting the number of time slots
lost in previous shortened QPs, the TDM transmitter is able to determine whether
it needs to increase the length of the next QP such that the long-term fairness can
be maintained.

Collision avoidance: In either saturated or unsaturated WLANs, the aggregated
traffic pattern (the inter-arrival time between WLAN packets) approximates a
Poisson distribution [7, 49]. The experimental results in [19] show that the inter-
arrival time of WLAN frame clusters fits a Pareto model. It is assumed that the
packet arrival of the WLAN follows a Poisson distribution. Let � denote the WLAN
data packets’ arrival rate, and thus the mean inter-arrival time is 1=�.

Definition 1. When the TDM network enters a scheduled QP,

• The elapsed QP is the time duration from the start of the QP to the current time
point.

• The residual QP is the time duration from the current time point to the expected
end of the QP.

Figure 3 illustrates the elapsed QP and residual QP.
To avoid collisions to the potential hidden CSMA receiver at the end of the

QP (defined as the second type of collisions), the TDM MAC network (or TDM
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TDM frame
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data data
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ACK packets
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Fig. 3 Illustration of the elapsed QP and residual QP in a superframe of the TDM MAC network

transmitter) has to make a decision upon detecting a CSMA ACK packet: Is the
residual QP long enough for completing another CSMA packet transmission?

1. If the answer is “yes,” the TDM network will keep silent and wait for the next
CSMA packet arrival (i.e., the next detected ACK).

2. If the answer is “no,” the TDM network should terminate the QP by immediately
starting TDM transmissions (or beacon transmissions) such that the CSMA
receiver would refrain from operating in the channel.

As a result, it enables the TDM MAC network to autonomously terminate the QP at
an “appropriate” time point.

Let ei denote the duration of the elapsed QP and ri denote the duration of the
residual QP, in the i -th superframe, both of which are on a time slot basis. Let ld
and la denote the mean length of WLAN’s data packets and the length of ACK
packet, respectively. Recall that the number of time slots in a frame is f . Let p
denote the probability that the next CSMA packet transmission can be finished in
the residual QP, ri . Upon detection of an ACK packet, the length of the residual QP
is ri , and the TDM network calculates the probability p.

• When ri < ld , the residual QP is smaller than the mean length of a WLAN data
packet, and thus p D 0.

• When ri 	 ld , the residual QP is longer than the mean length of a WLAN data
packet, and the next CSMA packet transmission can be finished in the residual
QP, only if the packet arrives in next .ri � ld / slots.

p D PfCSMA pkt arrival in next .ri � ld / slotsg

D 1 � Pfno CSMA pkt arrival in next .ri � ld / slotsg

D 1 � e��.ri�ld /: (2)

Decision rule of dynamic QP mechanism: Based on the calculated value of p,
the TDM network is able to decide whether to terminate the QP upon detection of
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CSMA ACK packets, using the following decision rule, in which qi denotes the
length of QP (on a frame basis) in the i -th superframe, and the initial value q1 D q.
How to dynamically update the value of qi will be described later.

1. When ei < qif , the QP of the current superframe has not finished. Upon the
detection of a CSMA ACK packet,
a. The TDM network predicts that the residual QP is insufficiently long for

completing a next CSMA packet transmission if p < � . Then, it terminates
the QP by immediately transmitting beacons;

b. The TDM network predicts that the residual QP is long enough for completing
a next CSMA packet transmission if p 	 � . Thus, the TDM transmitter waits
for the next ACK packet without sending any beacons.

� denotes the threshold that represents the expected probability that the next
CSMA packet transmission can be finished in the residual QP.

2. When ei D qif (i.e., the residual QP ri D 0), it means that the elapsed QP length
exceeds the original length of QP in the i -th superframe, and the TDM network
has to terminate the QP immediately even without detecting any ACK packet.
In unsaturated CSMA networks, the waiting time before a CSMA packet arrival
might be very long, which degrades the channel utilization. This step prevents
the case that the waiting time is longer than the length of the current QP.

Simulation

This section compares the proposed approach with the fixed QP (FQP) mechanism,
and considers a heterogeneous coexistence scenario between TDM networks (e.g.,
802.22 networks) and CSMA networks (e.g., 802.11 networks). In each TDM
network, there is one BS and multiple user devices, and the BSs of TDM networks
are synchronized. Each CSMA network is placed at a location such that the AP is
hidden from the BS. All coexisting networks are able to identify available TVWS
channels by making queries to the TVWS database or leveraging the spectrum
sensing techniques.

A synchronized superframe structure is simulated for all coexisting TDM
networks to share the same channel. In each data frame, the TDM receiver is
required to adopts the beacon transmission mechanism to prevent the collisions
to the TDM packet reception when necessary. In each quiet period, the TDM
transmitters suspend their traffic and observe the possible CSMA transmission over
the channel to carry out the dynamic QP mechanism. The decision-making threshold
� D 0:5, which implies that in the residual QP, the probability of the next complete
CSMA packet transmission is required to be greater than the probability of an
incomplete transmission. The length of QP is counted by the number of frames, and
each frame contains ten time slots. The CSMA packet duration consists of multiple
time slots. The CSMA packet arrival rate quantifies the probability that the CSMA
packet arrives in a time slot. In the CS-based spectrum access scheme, s

f
D 1

5
,

which is the fraction of time a device spends on spectrum sensing in every time slot.
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Fig. 4 Normalized
throughput under the hidden
terminal situation, when
varying the basic QP length,
ld D 2 and � D 0:5

The simulation parameter values were chosen to be consistent with those used by
the 802.22 working group [23, 24].

Normalized Throughput in the Quiet Period
In a quiet period-based approach, the packet collision due to the hidden terminals
only happens at the end of a QP.

Define the normalized throughput in the QP as the ratio between the number
of time slots for transmitting CSMA packets without collisions during a QP and
the total number of time slots in the QP. In general, Figs. 4 and 5 show that the
performance of the dynamic QP approach is better than that of the FQP scheme in
all cases.

As shown in Fig. 4, the gap between SHARE and FQP in terms of the normalized
throughput narrows as the length of the QP increases. In contrary, the throughput
gap between SHARE and FQP becomes wider when the CSMA packet duration
ld increases, as shown in Fig. 5. The reason has been explained above: with an
increased CSMA packet duration, the collision probability increases in every QP,
which decreases the normalized throughput.

The purpose of this set of simulations is to investigate how much is the
performance gain that can be obtained from the proposed protocol.

• In Fig. 4, the performance gain is approximately 20% when the length of the quiet
period is as small as the half of a frame length;

• As Fig. 5 shows, the longer the CSMA packet is, the more performance gain can
be obtained (approximately 40% when the CSMA packet length is five slots).

Thus, the proposed protocol has a significant performance gain when a CMSA
network that has a long packet length coexists with a TDM network that has a small
QP length. Meanwhile, it has no significant performance gain given various packet
arrival rates.
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Fig. 5 Normalized
throughput when varying the
CSMA packet duration,
q D 1 and � D 0:5

Multichannel Broadcast Problem

Broadcast in cellular networks is typically offered as a push-type service for
distributing important control information from the base station to a group of users
that share radio resources. Moreover, broadcast enables the low-cost delivery of
large volumes of popular content (e.g., multimedia content) to users in a cell.
There are many existing solutions to broadcast in the market, including mobile
TV broadcasting (DVB-H) [32], audio casting, massive software updates, content
delivery over WiMax [28], and broadcast (or multicast) service offered by 3GPP in
LTE cellular networks [15].

A single channel, referred to as a broadcast channel, is usually used by a base
station to distribute the same content to a group of users that subscribe to the same
service [9]. Meanwhile, a base station may employ multiple broadcast channels for
delivering different contents to groups of users that subscribe to different services. A
user or a content subscriber is able to successfully receive the broadcasted content
when (1) the broadcast channel is available and (2) the user is located within the
transmission range of the base station.

In dynamic spectrum access, the broadcast failure problem can occur due to
the temporal and spatial variations in channel availability. Specifically, the primary
users (PU, or licensed users) may reclaim the spectrum band where broadcast
channels reside and the unlicensed users have to vacate this channel according to
the requirement for protection of licensed users in CR networks. On the other hand,
a secondary user is likely to move into a region where the interference is caused
by coexisting cellular networks. In either case, the broadcast channel becomes
unavailable thereby leading to unsuccessful deliveries of broadcasts.

A vast majority of existing work has focused on tackling this problem in multi-
hop or ad hoc CR networks. Instead of relying on a single broadcast channel,
the control information is transmitted over a preselected set of broadcast channels,
which can be derived based on the neighbor graphs [33]. To determine the minimum
broadcast schedule length for a CR network, two heuristics are presented and they



35 Coexistence of Heterogeneous Cellular Networks 1173

can produce schedules that have either optimal or near-optimal lengths [2]. In [26], a
mixed broadcast scheduling algorithm is proposed under the unit disk graph (UDG)
model, which combines the uni-cast and broadcast collaboratively in order to obtain
a small broadcast latency. To broadcast over multiple channels, the channel hopping
technique is used by cognitive radios without requiring the knowledge of global
network topology or the requirement of time synchronization information [41–43].

This section focuses on the broadcast failure problem in the context of coexisting
cellular networks, i.e., infrastructure-based CR networks. To guarantee the success-
ful broadcast, a base station has to employ a multichannel broadcast protocol – i.e.,
it delivers contents over multiple broadcast channels using broadcast radios, so as
to reduce the chance of colliding with primary users’ transmissions or coexisting
networks in the spatial or temporal domain.

This section presents a multichannel broadcast protocol, called Mc-Broadcast,
for delivering contents to secondary users that are located in coexisting cellular
networks. Every broadcast radio at a base station selectively transmit over a number
of channels via a channel hopping process. The channel hopping sequence is
generated using a mathematical construct called Langford pairing, such that Mc-
Broadcast can only incur a small broadcast latency and guarantee a high successful
delivery ratio.

Definition of Langford Pairing (LP)

Given an integer n, Langford pairing is a sequence of length 2n that consists of two
1s, two 2s, : : :, and two ns and satisfies that there are exactly one number between
the two 1’s, exactly two numbers between the two 2’s, : : :, and exactly n numbers
between the two n’s.

Formally, A Langford pairing, flig0�i�2n�1 of order n, also called a Langford
sequence, is a permutation of the sequence of 2n integers f1; 1; 2; 2; 3; 3; : : : ; n; ng,
and it satisfies the Langford property: if li D lj ; 0 � i < j � 2n � 1, then
j � i D li C 1.

For example, the sequence l D f3; 1; 2; 1; 3; 2g is a Langford pairing of order
n D 3. There is only one number (that is, 2) between the two 1s, two numbers (they
are 1 and 3) between the two 2s and three numbers (they are 1, 2 and 1) between the
two 3s. Given i D 0 and j D 4, then l0 D l4 D 3, and j � i D 3C 1; given other
combinations of i and j , the sequence l also satisfies the Langford property.

Slightly different from LP, an extended Langford pairing (ELP) is defined to
contain two 0s (note that an LP does not contain any 0s) and that these two 0s be
neighboring. Formally, an ELP, fl 0i g0�i�2.nC1/�1 of order n, which is a permutation
of the sequence of 2.nC 1/ integers:

f0; 0; 1; 1; 2; 2; : : : ; n; ng:

The sequence satisfies the Langford property, i.e., if li D lj ; 0 � i < j � 2.n C

1/ � 1, then j � i D li C 1. For example, the sequence
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l 0 D f0; 0; 3; 1; 2; 1; 3; 2g;

is an extended Langford pairing (ELP) of order n D 3.

Multichannel Broadcast Process

In a cellular network, the BS and the users in the BS’s service area are secondary
users, and they are equipped with CRs operating over broadcast channels. Due to
PU’s activities or interference from coexisting networks, a broadcast channel may
become unavailable at any time. Therefore, the BS has to broadcast the content over
multiple channels to ensure the successful delivery to users, and such a process is
called a multichannel broadcast process.

Suppose there are N broadcast channels, labeled as 0; 1; 2; : : : ; N � 1. The BS
is equipped with multiple broadcast radios, labeled as r1; r2; : : : ; rR, where R is the
total number of the BS’s broadcast radios. There are U users s1; s2; : : : ; sU in the
service area. Every user is equipped with a single radio interface.

Broadcast via Channel Hopping (CH)
To implement the multi-channel broadcast protocol, a BS’s broadcast radio or a
user’s radio can hop across multiple broadcast channels to deliver or to receive the
broadcast content. Thus, the channel hopping (CH) sequence is chosen to define the
order with which a BS’s broadcast radio (or a user’s radio) visits the set of broadcast
channels.

Consider a time-slotted communication system, where a global system clock
exists. The local clock of each node may be synchronized to the global clock or may
differ with the global clock by a certain amount of clock drift. A radio is assumed to
be capable of hopping between different channels according to a channel hopping
sequence and its local clock. A packet can be exchanged between two radios if they
hop onto the same channel in the same time slot.

Then, a CH sequence u of period T can be represented as a sequence of channel
indices:

u D fu0; u1; u2; : : : ; ui ; : : : ; uT�1g;

where ui 2 Œ0; N � 1� represents the channel index of the i th time slot of CH
sequence u. If ui D uj ;8i; j 2 Œ0; T � 1�, the radio using u as its CH sequence
stays on the same channel and does not hop.

Given two CH sequences of period T , u and v, if there exists i 2 Œ0; T � 1� such
that ui D vi D h, where h 2 Œ0; N � 1�, we say that a broadcast delivery occurs
between u and v in the i th time slot on broadcast channel h. The i th time slot is
called a delivery slot and channel h is called a delivery channel between u and v.

Given N channels, let C .u; v/ denote the set of delivery channels between two
CH sequences u and v. The cardinality of C .u; v/ is called the number of broadcast
delivery channels, denoted by jC .u; v/j, and jC .u; v/j 2 Œ0; N �. The number of
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broadcast delivery channels measures the number of channels in which successful
broadcast delivery occurs, i.e., the diversity of broadcast delivery channels.

Let T .u; v/ denote the set of delivery slots between two CH sequences u and v,
and jT .u; v/j 2 Œ0; T �. The cardinality of T .u; v/ reflects the number of times lots
in which successful broadcast delivery occurs within a period.

Broadcast by Multiple Radios
To reduce the broadcast latency, the BS is allowed to use a set of broadcast radios,
denoted by B D fr1; r2; r3; : : : ; rRg. Since the BS has multiple radios, the broadcast
delivery occurs between the BS and a user s if the broadcast delivery occurs between
one of the BS’s broadcast radios and the user s’s radio – i.e., the broadcast delivery
occurs between a radio set B and a user s if there exists a radio ri 2 B such that a
broadcast delivery occurs between the CH sequences of radios ri and s. To simplify
the notation, it is recommended to use ri to denote the CH sequence of the BS’s
broadcast radio ri 2 B and use s to denote the CH sequence of user s’s radio.

The set of broadcast delivery channels between the BS with its set of broadcast
radios B and a user s is the union of the sets of broadcast delivery channels
between each broadcast radio of the BS and the user s’s radio, i.e., let C .B; s/ DS
r2B C .r; s/ denote the set of broadcast delivery channels between the BS with

its set of broadcast radios B and the user s’s radio, and the cardinality of C .B; s/
is called the number of delivery channels, denoted by jC .B; s/j, and jC .B; s/j 2
Œ0; N �.

Similarly, the set of delivery slots between the BS with its set of broadcast radios
B and a user s is the union of the sets of delivery slots between each broadcast radio
of the BS and the user s’s radio, i.e., let T .B; s/ ,

S
r2B T .r; s/ denote the set

of delivery slots between the BS with its set of broadcast radios B and the user s’s
radio, and jT .B; s/j 2 Œ0; T �.

An Asynchronous Multichannel Broadcast System

Given a CH sequence u, use rotate.u; k/ to denote a cyclic rotation of CH sequence
u by k time slots, i.e.,

rotate.u; k/ D fv0; : : : ; vj ; : : : vT�1g;

where vj D u.jCk/ mod T , j 2 Œ0; T � 1�. For example, given u D f0; 1; 2g and
T D 3, rotate.u; 2/ D rotate.u;�1/ D f2; 0; 1g.

Define an asynchronous multichannel broadcast (AMB) system M with CH
period T as an ordered pair .B;U /:

• B is the set of CH sequences of period T used by broadcast radios of the BS.
Suppose B D fr1; r2; r3; : : : ; rRg, where R is the number of the BS’s broadcast
radios, and the BS’s broadcast radio ri uses the CH sequence ri in B.
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• U is the set of CH sequences of period T used by the users. Suppose U D

fs1; s2; s3; : : : ; sU g, where U is the number of users, and the user sj ’s radio uses
the CH sequence sj in U .

An AMB system must satisfy the rotation closure property: 8k; l 2 Œ0; T � 1�,
8s 2 U , there exists r 2 B such that jC .rotate.s; k/; rotate.r; l//j 	 1. And
thus the design problem of CH sequences of the BS’s broadcast radios and users’
radios is mapped to the design problem of an AMB system with rotation closure
property. And the rotation closure property implies that for all possible clock drifts
between the BS and users, every user can have successful broadcast delivery with
the BS, i.e., with one of the BS’s broadcast radios.

In other words, in an AMB system, the BS, with each broadcast radio using CH
sequences in B, can deliver broadcast messages to all users using CH sequences in
U via a channel hopping process for all possible clock drifts.

Performance Metrics
Given an AMB system M D .B;U /, the following metrics are defined to evaluate
its performance.

• Delivery channel diversity. The delivery channel diversity for an AMB system
measures the lower bound of the number of delivery channels between the BS
and an arbitrarily given user for all possible clock drifts. The delivery channel
diversity, denoted by DIV .M /, is the minimum number of delivery channels
jC .B; rotate.s; k//j for every s 2 U and every k 2 Z , i.e.,

DIV .M / D min
s2U ;k2Z

jC .B; rotate.s; k//j

D min
s2U ;k2Z

j
[
r2B

C .r; rotate.s; k//j:

• Broadcast latency. To quantify the broadcast latency, we define the maximum
broadcast latency for a given AMB system as the upper bound of the latency
before the first successful broadcast delivery between the BS and an arbitrary
user on at least one channel for all possible clock drifts, which can be computed
by

max
s2U ;k2Z

Œmin T .B; rotate.s; k//� :

• Delivery ratio. To measure the proportion of delivery slots in a period, first it is
needed to define the delivery ratio for a CH sequence pair. The delivery ratio for
a CH sequence pair r and s, denoted by �.r; s/, is

min
k;l2Z

.jT .rotate.r; k/; rotate.s; l//j=T /:
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And then introduce the delivery ratio for an AMB system M D .B;U /,
which measures the minimum proportion of delivery slots in all time slots. To
be precise, the delivery ratio is

�.M / , min
s2U ;k;l2Z

P
r2B jT .rotate.r; k/; rotate.s; l//j

jBjT
:

Extended Langford Pairing-Based Broadcast Protocols

An AMB system M D .B;U / is constructed based on the extended Langford
pairing (ELP). To illustrate the design of the ELP-based AMB system, it is better to
first investigate a simple scenario in which the BS has a single radio, i.e., jBj D 1,
and there is only a single user, i.e., jU j D 1. Then, the problem in a general scenario
will be addressed where jBj and jU j are generally greater than 1.

CH Sequence Generation
In the ELP-based channel hopping protocol for AMB systems with a single radio
pair, M D .frg; fsg/, where r is the only BS radio and s is the only user.

First look at the simple scenario where jBj D jU j D 1, i.e., B D frg and
U D fsg.

Consider the original Langford pairing (LP). If N is congruent to 0 or 3 modulo
4, there exists an LP flig0�i�2N�1 of order N . Suppose both r and s use the CH
sequence fli � 1g0�i�2N�1 of period 2N . If s is one time slot ahead, the broadcast
delivery cannot occur between r and s. For example, suppose the channel number
N D 3 � 3 .mod 4/ and f3; 1; 2; 1; 3; 2g is an LP of order 3. Both r and s use the
CH sequence f2; 0; 1; 0; 2; 1g of period 6. If s is one time slot ahead, the broadcast
delivery cannot occur between r and s , i.e., jC .r; rotate.s; 1//j D 0.

However, an AMB system can be constructed by using ELP. If the channel
number N is congruent to 0 or 1 modulo 4, then N � 1 is congruent to 0 or 3,
there exists an ELP fl 0i g0�i�2N�1 of order N � 1. For example, when N D 4, the
ELP-based CH sequence is

u D f0; 0; 3; 1; 2; 1; 3; 2g:

When N 6� 0; 1 .mod 4/, easily use the downsizing scheme or the padding
scheme to transform it into an AMB system design problem with the channel number
N 0 congruent to 0 or 1 modulo 4.

Downsizing scheme. Suppose the channel number N 6� 0; 1 .mod 4/, let N 0 be
maxfN 0 � N W N 0 � 0; 1 .mod 4/g. It is easy to see that jN � N 0j � 2. The
donwsizing scheme will limit the set of broadcast channels to a N 0-element subset
of the original broadcast channel set, e.g., f0; 1; 2; : : : ; N 0 � 1g is used as the new
broadcast channel set.
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Padding scheme. Suppose the channel number N 6� 0; 1 .mod 4/, let N 0 be
minfN 0 	 N W N 0 � 0; 1 .mod 4/g. It is easy to see that jN � N 0j � 2. In
contrast with the downsizing scheme, the padding scheme introduces N 0 �N more
channels but maps them to the original broadcast channels in f0; 1; 2; : : : ; N � 1g.
For example, suppose N D 7 and then N 0 D 8. Now add one more channel, i.e.,
channel 7, and adjoin channel 7 to the original broadcast channel set f0; 1; 2; : : : ; 6g,
but channel 7 is an alias of channel 0 – i.e., it is mapped to channel 0.

For instance, if N � 2 .mod 4/, use the downsizing scheme and jN �N 0j D 1;
if N � 3 .mod 4/, use the padding scheme and jN � N 0j D 1. And this will only
lead to a very mild degradation of performance since jN �N 0j D 1.

With the aid of the downsizing scheme and the padding scheme, the problem in
focus becomes the AMB design problem with the channel number N 0 congruent to
0 or 1 modulo 4.

A Simple Broadcast (S-Broadcast) Scheme for a Single CH Sequence Pair
This section presents a simple broadcast scheme, called S-Broadcast, for the simple
scenario of the AMB system (M D .frg; fsg/) design problem.

Motivation. If the broadcast radio r and the user radio s both use the same ELP
u D fl 0i g0�i�2N 0�1, the successful broadcast delivery between them is guaranteed;
however, the delivery channel diversity is not ensured. If the broadcast radio uses
cyclic rotated copies of u and the user radio uses periodically extended u, the
delivery channel diversity will be increased.

To be precise, the CH sequences for the broadcast and user radios can be
generated as follows:

1. The broadcast radio generates its CH sequence

r D

FY
fD1

rotate.u; of /;

where fof g1�f�F is a sequence of integers that are used to deliberately
manipulate the clock drift and

QF
fD1 �f denotes the concatenation of strings

�1; �2; �3; : : : ; �F , i.e.,
QF
fD1 �f D �1 k �2 k �3 k � � � k �F .

2. The user radio generates its CH sequence as s D
QF
fD1 u, which is the periodic

extension of u.

The delivery channel determination function is defined as

ı W Z! Z:

For k 2 Z, k � g .mod 2N 0/ where jgj � N 0, then ı.k/ D jgj � 1. For example,
when N 0 D 4, ı.1/ D 0, ı.2/ D 1, ı.3/ D 2, ı.4/ D 3, ı.5/ D 2, ı.6/ D 1,
ı.7/ D 0, and in particular ı.0/ D �1.
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S-Broadcast. The proposed broadcast protocol for the simple scenario of the
AMB system (M D .frg; fsg/) design problem, S-Broadcast, is an asynchronous
CH-based channel broadcast protocol that achieves the broadcast latency at most
2N 0 � 1, the delivery ratio � D 1

N 0
and full diversity. According to the design of

S-Broadcast,

• r D
Q2N 0

fD1 rotate.u; f � 1/.

• s D
Q2N 0

fD1 u.

Two examples illustrating the CH sequences of S-Broadcast when N 0 D 4 are
shown in Fig. 6.

A Multichannel Broadcast (Mc-Broadcast) Scheme for Multiple CH
Sequence Pairs
In the general AMB system design problem, jBj and jU j are generally greater
than 1, i.e., B D fr1; r2; r3; : : : ; rRg, U D fs1; s2; s3; : : : ; sU g, R;U 	 1. This
section presents two ELP-based CH protocols, A-Broadcast and L-Broadcast, for
the case R 	 2N 0 and the case R < 2N 0, respectively.

Then, a multichannel broadcast protocol, called Mc-Broadcast, is the hybrid of
the two above ELP-based CH protocols – i.e., it adopts A-Broadcast if R 	 2N 0

and it adopts L-Broadcast if R < 2N 0.
Suppose u D fl 0i g0�i�2N 0�1 is an ELP of order N 0 � 1. The roadcast delivery

can occur between any two cyclic rotation copies of u, say, between rotate.u; k/
and rotate.u; l/ – i.e., if 81 � i � R, ri D rotate.u; oi /, and 81 � j � U ,
sj D u, M D .B;U / is an AMB system. However, full delivery channel diversity
(DIV .M / D N 0) is not necessarily guaranteed, and it is expected to reduce the
broadcast latency. To take the advantage of multiple broadcast radios of the BS, it
would be beneficial to select oi ’s properly so as to achieve full delivery channel
diversity, reduce the broadcast latency down to zero and guarantee successful
broadcast delivery in every time slot.

Define the balance sequences as

 
n;k
i .0 � i < lcm.n; k/=k/;

where  n;k
i is a sequence of k elements and lcm.n; k/ is the least common multiple

of n and k. Denote the j -th element in  n;k
i by  n;k

i;j , where 0 � j < k. And let

 
n;k
i;j , .ik C j / mod n 2 Œ0; n � 1�:

It is easy to see that fik C j j0 � i < lcm.n; k/=k; 0 � j < kg D

f0; 1; 2; 3; : : : lcm.n; k/ � 1g. Hence 8n0 2 Œ0; n � 1�, there exist exactly
lcm.n;k/

n
.i; j /-pairs such that  n;k

i;j D .ik C j / mod n D n0.
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As a result, 8n0 2 Œ0; n � 1�, there exist exactly lcm.n;k/
n

.i; j /-pairs such that

 
n;k
i;j D .ik C j / mod n D n0.

A-Broadcast when R 	 2N 0: If the BS has a large number of broadcast radios,
i.e., R 	 2N 0, the AMB system can be designed to have guaranteed successful
broadcast delivery in every time slot and full delivery channel diversity. Suppose
R D 2qN 0 C w, where q D b R

2N 0
c 	 1 and 0 � w < 2N 0. A-Broadcast is designed

as follows:

• 81 � i � 2qN 0,ri D rotate.u; .i � 1/ mod 2N 0/.
• 81 � i � w, from time slot b tB

2N 0
c to time slot b tB

2N 0
c C .2N 0 � 1/, radio r2qN 0Ci

uses

rotate

�
u;  2N 0;w

b
tB
2N 0
c mod lcm.2N 0;w/=w;i�1



as its CH sequence, where tB is the BS’s local clock time (i.e., according to the
BS’s local clock, it is the tB -th time slot).

• 81 � j � U , sj D u.

An example illustrating the CH sequences of A-Broadcast when N 0 D 4 is shown
in Fig. 7.

The A-Broadcast protocol has the following properties [4].

• A-Broadcast has zero broadcast latency.
• It achieves full delivery channel diversity. And the interval (i.e., 2N 0) is bounded

– within every 2N 0 time slots, it achieves full delivery channel diversity.
• The delivery ratio is 1

N 0
.

• In every time slot, every user can receive broadcast delivery from at least 2q BS
radios, and on average R

N 0
radios.

L-Broadcast when R < 2N 0: If the number of BS broadcast radios R is less than
2N 0, we can also use the balance sequence to achieve delivery channel diversity and
maximize delivery ratio. L-Broadcast is an ELP-based protocol, which is described
as follows:

• 81 � i � R, from time slot b tB
2N 0
c to time slot b tB

2N 0
c C .2N 0 � 1/, radio ri uses

rotate

�
u;  2N 0;R

b
tB
2N 0
c mod lcm.2N 0;R/=R;i�1



as its CH sequence, where tB is the BS’s local clock time (i.e., according to the
BS’s local clock, it is the tB -th time slot).

• 81 � j � U , sj D u.
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An example illustrating the CH sequences of L-Broadcast when N 0 D 4 is shown
in Fig. 8.

The L-Broadcast protocol has the following properties [4].

• The broadcast latency of the AMB system that implements L-Broadcast is at
most 2N 0 � 1.

• It achieves full delivery channel diversity. And the interval (i.e., 2N 0 � d 2N
0

R
e) is

bounded – it achieves full delivery channel diversity every 2N 0 � d 2N
0

R
e slots.

• In every time slot, every user can receive broadcast delivery from R
N 0

radios on
average.

Simulation

This section compares the performance of the proposed Mc-Broadcast protocol and
other existing protocols, including the distributed broadcast protocol (or simply
called “distributed”) proposed in [43] and the random channel hopping scheme, via
simulation results. In each simulated network cell, the BS has R broadcast radios
available; a number of U users are connected to the BS, and each user has a single
radio interface; each radio can access N broadcast channels (i.e., the number of
broadcast channels available to the network is N ). The BS or its connected users
generate their CH sequences using the agreed broadcast scheme (i.e., either Mc-
Broadcast, the distributed protocol, or the random channel hopping protocol) and
perform CH in accordance with the sequences. Once two nodes hop onto the same
channel that is free of primary user signals, the broadcast delivery between them is
successful.

Traffic model. A number of X primary transmitters are simulated, operating on
X channels independently, and these channels were randomly chosen in each
simulation run. In most existing work, it is assumed that a primary user transmitter
follows a “busy/idle” transmission pattern on a licensed channel [12, 18], and the
same traffic pattern is assumed here. That is, the busy period has a fixed length
of b time slots, and the idle period follows an exponential distribution with a
mean of l time slots. A channel is considered “unavailable” when PU signals
are present in it. The intensity of primary user traffic can be characterized as
PU D X

N
� b
lCb

.

Random clock drift. In a CR network, the BS and the user may lose clock
synchronization or even link connectivity at any time when they experience the
broadcast failure problem due to primary user affection. Hence, the clock of the
BS and those of the users are not necessarily synchronized. In each simulation
run, each secondary node (the BS and the users) determines its clock time
independently of other nodes. Note that the radios of the BS are synchronized,
and there is a random clock drift between the BS and any of its connected
users.
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Fig. 9 The average broadcast latency versus the number of broadcast radios at the base station
(N D 4), with a 95% confidence interval attached to each bar

Fig. 10 The average broadcast latency versus the number of broadcast radios at the base station
(N D 5), with a 95% confidence interval attached to each bar

Average broadcast latency. Figures 9 and 10 show the simulation results with
respect to the average broadcast latency under the conditions N D 4, 5 and 8,
respectively. It is illustrated that as the number of broadcast radios increases, it takes
fewer time slots on average before the first successful delivery for both schemes
under different PU traffic. This implies that a greater number of broadcast radios is
conducive to mitigating the average broadcast latency.
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It is noteworthy that for different numbers of available channels and different PU
traffic, the average latency of Mc-Broadcast is smaller than those of other existing
broadcast protocols.

Spectrum Sharing Problem

This section investigates the spectrum sharing problem among coexisting heteroge-
neous cellular networks.

To address this problem, it is needed to establish a coexistence framework that
employs an indirect coordination method for enabling collaborative coexistence
among networks. The proposed framework was inspired by the interspecies relations
that exist in biological ecosystems. A symbiotic relation is a term used in biology
to describe the coexistence of different species that form relations via indirect
coordination. It exploits a mediator system (e.g., the 802.19.1 system) that forwards
sanitized data to establish the indirect coordination mechanism between coexisting
networks. It employs an ecology inspired spectrum sharing algorithm inspired
by an interspecific resource competition model that enables each CR network to
autonomously determine the amount of spectrum that it should appropriate without
direct negotiation with competing networks. Results show that this framework
guarantees weighted fairness in partitioning spectrum and improves spectrum
utilization.

The Mediator System

The recently formed IEEE 802.19.1 task group (TG) was chartered with the task of
developing standardized methods, which are radio access technology independent,
for enabling coexistence among dissimilar or independently operated wireless
networks [21]. This standard is currently being developed, and it has yet to prescribe
solid solutions. The IEEE 802.19.1 system is a good candidate to serve as the
mediator. The IEEE 802.19.1 system [21] defines a set of logical entities and a
set of standardized interfaces for enabling coordination between heterogeneous CR
networks. Figure 11 shows the architecture of an 802.19.1 system which includes
three entities in the grey box: (1) the coexistence manager (CM) acts as the

Fig. 11 IEEE 802.19.1
system architecture
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local decision-maker of the coexistence process; (2) the coexistence database and
information server (CDIS) provides coexistence-related control information to the
CMs, and (3) the coexistence enabler (CE) enables communications between the
802.19.1 system and the TV band device (TVBD) network. The TVWS database
indicates the list of channels used by primary users and their locations, and it is
connected to the 802.19.1 system via backhaul connections.

Interspecific Competition in Ecology

In ecology, interspecific competition is a distributed form of competition in which
individuals of different species compete for the same resource in an ecosystem with-
out direct interactions between them [45]. The impact of interspecific competition
on populations have been formalized in a mathematical model called the Lotka-
Volterra (L-V) competition model [34, 46]. In this model, the impact on population
dynamics of species i can be calculated separately by a differential equation given
below:

dNi

dt
D riNi

 
1 �

Ni C
P

j¤i ˛ijNj

Ki

!
: (3)

In this equation, Ni is the population size of species i , Ki is the carrying capacity
(which is the maximum population of species i if it is the only species present
in the environment), ri is the intrinsic rate of increase, and ˛ij is the competition
coefficient which represents the impact of species j ’s population growth on the
population dynamics of species i .

Framework Overview

Consider n heterogeneous networks are co-located, and they coexist in the same
spectrum band that includesN channels with an identical bandwidth. Let K denote
this set of networks, and all of these networks in K are registered with the mediator
system. Every network is composed of multiple devices and a base station (BS) (or
access point). Channels are labeled with indices 0; 1; : : : ; N � 1.

Time-spectrum blocks. Time is divided into periods, each period contains a
number of u superframes, and each super-frame contains f frames (such a structure
based on frames can be found in IEEE 802.16 and 802.22). A time-spectrum block is
the minimum unit for spectrum allocation, which can be defined by a channel index
and a frame index. Specifically, a time-spectrum block can be represented using a
three-tuple .i; j; k/ – i.e., the k-th frame in the j -th superframe over channel i . Over
channel i , there are a number of uf blocks that can be allocated during a period.
It is assumed that a BS or network with multiple radios is able to scan and access
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multiple time-spectrum blocks on different channels simultaneously. Furthermore,
define the capacity, C , as the total number of spectrum-time blocks during a period,
given N channels.

The bandwidth requirement. Define the bandwidth requirement of a network as
the number of time-spectrum blocks that it needs to satisfy the QoS requirements of
its traffic load. Let Ri denote the bandwidth requirement of network i .

The mediator-based indirect coordination. SHARE establishes a mediator-based
indirect coordination mechanism between coexisting networks. There is no direct
coordination between the coexisting networks, and they have to interact with
each other by exchanging control information through a third-party mediator.
Specifically, SHARE utilizes a CDIS (which is one of the components of an
802.19.1 system) as a mediator. Note that CDIS is not a global or centralized
decision-maker, but rather it is an information directory server with simple data
processing capabilities.

Necessity of sanitized information. The mediator helps address conflict-of-
interest issues and customer privacy concerns, which may arise when coexisting
networks operated by competing service providers are required to exchange
sensitive traffic information in order to carry out coexistence mechanisms. The
mediator sanitizes the sensitive information received from the coexisting networks
and then returns the sanitized information back to them. The coexisting networks
execute their coordinated coexistence mechanisms using the sanitized data.

Ecology Inspired Spectrum Allocation

As mentioned before, spectrum allocation among the coexisting networks through
direct coordination may not be possible (due to a lack of infrastructure), may be
too costly, or may be shunned by the competing network operators because they do
not want to provide their sensitive information. Instead of direct coordination, the
SHARE framework adopts an indirect coordination mechanism, which is inspired
by an interspecific competition model from theoretical ecology.

Design objective. In a spectrum sharing process, a network has to figure out how
much spectrum it can appropriate given its bandwidth requirement. Suppose a time-
spectrum block is the minimum unit amount of spectrum allocation. Let Si denote
the number of time-spectrum blocks allocated to network i 2 K , and Si refers to as
the spectrum share of network i .

The objective is that the spectrum sharing process will eventually reach a state of
equilibrium, where the number of allocated blocks to each network is proportional
to its reported bandwidth requirement.

Inspiration from ecology. In ecology, the population dynamics of a species in the
interspecific resource competition process can be captured by the L-V competition
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model. In the context of network coexistence, a weighted competition model is built
to help a network to determine the dynamics of its allocated spectrum, given its
bandwidth requirement.

Information exchange between the mediator and a network. The mediator
exchanges two types of control information with every CR network:

1. Upload of local report. Network i reports the current value of Si to the mediator.
2. Download of sanitized data. The mediator replies back to network i with

the sanitized data, i.e., sum of numbers of time-spectrum blocks of all other
coexisting networks, i.e.,

P
j¤i;j2K Sj .

Problem Formulation
Suppose that K denotes a set of n co-located networks that have individual
bandwidth requirements R1;R2; : : : ; Rn, and operate over the same WS. The
first objective for coexisting networks is to split the WS into n pieces that are
proportional to their individual bandwidth requirements, without sharing individual
bandwidth requirements with each other.

Let S.K / D ŒS1; S2; : : : ; Sn� denote the spectrum share vector for K over the
white space. The fairness index, F .S.K //, for networks in K is defined as follows:

F .S.K // D

�P
i2K Si

�2
P

i2K Ri �
P

i2K Ri

�
Si
Ri

�2 : (4)

The maximum value of F .S.K // is one (the best or weighted fair case), where
the allocated spectrum share value of a network is proportional to its bandwidth
requirement.

Let Ii denote the set of shared control information known by network i , and it
is easy to see that Ri 2 Ii . However, it is assumed that Rj … Ii – i.e., co-located
networks, i and j , do not know each other’s bandwidth requirements.

A weighted fair spectrum sharing allocation problem is formulated for hetero-
geneous networks to dynamically determine their spectrum share values.

Problem 1. Given a set of n co-located networks, K , operating over N channels,
one has to solve the following problem to find the spectrum share vector for K :

Maximize F .S.K //

subject to
Si

Sj
D
Ri

Rj
;Rj … Ii ;8i; j 2 K :

The first constraint Si
Sj
D Ri

Rj
guarantees the weighted fairness.
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Table 1 A mapping between
biological and CR network
ecosystems

Biological ecosystem CR network system

A species A network

Population Spectrum share

of a species of a network

Population dynamics Dynamics of

(growth or decline) spectrum share

An Ecology-Inspired Spectrum Share Allocation Algorithm

The Stable Equilibrium of the L-V Competition Model
The L-V competition model provides a method for defining a state of “stable
equilibrium” and finding the sufficient conditions for achieving it. If one considers
the interspecific competition process described by equation (3), when Ki D Kj

and ˛ij D ˛ji for any two species i and j , then the sufficient condition for stable
equilibrium is ˛ij < 1.

The Basic Spectrum Competition Model
Table 1 shows a number of analogies between a biological ecosystem and a network
system. Based on equation (3) and the analogies, the following basic spectrum
competition model is obtained:

dSi

dt
D rSi

 
1 �

Si C ˛
P

j¤i Sj

C

!
; (5)

where Si is the spectrum share for network i , and r is an intrinsic rate of increase. In
equation (5), the carrying capacity is equal to the number of time-spectrum blocks
in a period given N channels. A competition coefficient ˛ < 1 will guarantee a
stable equilibrium – i.e., all the competing networks will have the same spectrum
share value.

Next section shows how to extend the basic competition model to a weighted fair
spectrum competition model that complies with the weighted fairness requirement
(i.e., Si

Sj
D Ri

Rj
for any two networks i and j ) in a state of stable equilibrium.

The Weighted Fair Spectrum Competition Model
The basic spectrum competition model guarantees a stable equilibrium where all
the competing networks have the same spectrum share value. However, solutions
to Problem 1 must satisfy the requirement of weighted fairness, which implies that
the competing networks’ spectrum share values are proportional to their bandwidth
requirements. For example, if network i has a bandwidth requirement that is twice
that of network j , then network i ’s allocated spectrum share should also be twice
the allocated spectrum share of network j .
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To support the weighted fairness in spectrum share allocation, a weighted fair
spectrum competition model introduces the concept of “subspecies.” A network with
a higher bandwidth requirement would have a greater number of subspecies than a
network with a lower bandwidth requirement. The bandwidth requirement Ri is
used as the number of sub-species of network i .

Let Si;k denote the spectrum share allocated to the subspecies k of network i ,
where k 2 Œ1; Ri �. In the weighted competition model, every subspecies k of
network i calculates the change in its spectrum share according to the following
equation:

ıi;k D
dSi;k

dt

D rSi;k

 
1 �

Si;k C ˛
P

�¤k Si;� C ˛
P

j¤i Sj

C

!
: (6)

Then, network i obtains its spectrum share value by combining the spectrum share
values of all its subspecies, i.e., Si D

P
k Si;k .

Every network i periodically sends its spectrum share value Si to the medi-
ator, and then the mediator sends back the sanitized data ˇi D

P
j¤i Sj to

network i . The spectrum share allocation process terminates when ıi;k D 0 for
all i and k. Note that the sanitized data ˇi is used (instead of actual band-
width requirement information) to mitigate conflict of interest and privacy issues
that may arise between competing networks. The use of sanitized data coin-
cides with the second constraint of Problem 1. The procedure is described as
below.

1. A network i starts its spectrum share allocation process by creating a number of
Ri sub-species.

2. At the beginning of every frame, every sub-species calculates the change rate
of its spectrum share (i.e., dSi;k

dt
) using the sanitized data ˇi obtained from the

mediator.
3. If the change rate of the spectrum share is positive (or negative), a subspecies

increases (or decreases) its spectrum share by randomly selecting a number of
time-spectrum blocks to access (or releasing/freeing a number of occupied time-
spectrum blocks).

4. At the end of every iteration, every network i calculates its new spectrum share
value by Si D

P
k Si;k , and sends Si to the mediator. Meanwhile, the network

updates the value of ˇi from the mediator.
5. Last three steps are repeated until there is no subspecies with a non-zero change

rate of spectrum share; that is dSi;k
dt
D 0 for every subspecies k of any network i .

6. The allocated spectrum share for network i is
P

k Si;k .
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In this framework, the spectrum share allocation algorithm satisfies the requirement
of weighted fairness.

Simulation

This section evaluates the performance of the proposed approach by looking into the
stable equilibrium achieved by the weighted fair spectrum share allocation scheme.

Consider two CR networks that coexist in a block of spectrum that is divided into
20 channels, and fix the bandwidth requirements of the two networks as R1 D 2

and R2 D 3, which implies that network 1 has two subspecies and network 2 has
three in the spectrum share allocation process. In the L-V competition model, the
competition coefficient ˛ < 1 and the intrinsic rate of increase r < 2 [35].
The discussions on how to choose appropriate parameter values to achieve fast
convergence to an equilibrium can be found in [35]. In this set of simulations,
˛ D 0:9 and r D 1:95.

Convergence to an equilibrium. Figure 12 shows the dynamics of the spectrum
share value of each network and each subspecies within a network. “Subspecies
.i; j /” in the figure legend represents sub-species j within network i . The system
converges to an equilibrium state in finite time where all subspecies of every network
are allocated the same spectrum share value. The aggregate spectrum share value
allocated to a network is proportional to its bandwidth requirement.

Weighted Fairness. In each simulation run, the bandwidth requirement, Ri , of
each network i is randomly chosen from the range Œ1; 5�. A “noncollaborative”
allocation scheme implies that every coexisting network determines its spectrum
share value without coordinating with others. This is equivalent to splitting the
available spectrum “randomly” to n pieces and allocates them to n coexisting
networks. The fairness values are measured using the fairness index defined in (4).
Figure 13 clearly shows that SHARE allocates spectrum in a weighted fair manner,
whereas the noncollaborative allocation scheme does not.

Channel Contention Problem

When coexisting networks have a means for direct coordinations, the channel
contention protocol is a viable way of addressing the heterogeneous coexistence
problem.

A channel contention protocol facilitates the dynamic spectrum allocation among
coexisting networks in a distributed manner when a network is in need of spectrum
to satisfy its service requirement. There is no need to start the spectrum sharing
process for self-coexistence when the available spectrum is sufficient to satisfy all
coexisting networks.

When the available spectrum is insufficient, every network (or network BS)
occupies an amount of spectrum that is no more than it needs (i.e., its service
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Fig. 12 Convergence to the
equilibrium

Fig. 13 Measured fairness
values

requirement). IEEE 802.22 defines an inter-BS spectrum contention protocol for
network cells to achieve the goal of self-coexistence.

• A BS that is in need of spectrum (contention source BS) is allowed to win chan-
nels via pairwise contentions with its neighboring BSs (contention destination
BSs).

• If the contention source wins the contention, it occupies the contended channels
exclusively, while the contention destinations vacate those channels via channel
switching.

To ensure the fairness in the contention process, existing proposals adopt a simple
unbiased contention resolution rule based on random number selection [16, 17],
such that either a contention source or a contention destination has an equal
probability of winning the pairwise contention.



1194 K. Bian and J.-M. J. Park

However, the existing design of a coexistence protocol fails to consider the
successive events that may be triggered by the spectrum redistribution during a
local spectrum contention process. For example, the channel redistribution via
contentions may satisfy the contention source, but meanwhile the contention
destination that loses spectrum may become short of spectrum and successively
initiate a cascading spectrum contention process to acquire more spectrums.A
cascade is a series of events, in which the occurrence of an event can trigger the
occurrence of successive events. As a result, unrestricted local spectrum contentions
may trigger a series of successive contention instances that proliferate over the
whole network, which may waste the network resources.

This section systematically studies the spectrum contention problem using the
percolation theory in the context of coexisting cellular networks. The process of
cascading spectrum contentions under existing spectrum contention resolution rules
is equivalent to a site percolation process that can readily lead to a network-wide
cascade. Moreover, a biased spectrum contention protocol is presented to mitigate
this problem.

Spectrum Contention

When available spectrum is insufficient to satisfy all coexisting BSs, an 802.22 BS
in need of spectrum can initiate an inter-BS spectrum contention process so that
better channels or more channels can be acquired from neighboring BSs to satisfy
the QoS of its workload [22].

1. The BS that initiates the spectrum contention process is the contention source
(SRC). A spectrum contention process consists of a number of pairwise con-
tentions, and every pairwise contention is carried out between the SRC and a
neighboring BS that is referred to as the contention destinations (DST).

2. The SRC sends a contention request message to contend for a target channel that
is currently occupied by a DST. The DST uses a specific contention resolution
rule to determine the winner of the contention.

3. In the unbiased contention resolution rule [16, 17], every BS (either SRC or
DST) is required to select a spectrum contention number (SCN) that is uniformly
distributed in the range Œ0;W � 1�, and exchange the SCN values, where W is a
constant representing the contention window size.

4. The BS that has selected the largest CN among all participating BSs is the winner
of the contention. Other BSs (and their 802.22 networks) that fail to win will
vacate the channel.

Site Percolation

A percolation process resides in a graph including sites (vertices) or bonds (edges).
The most common percolation model takes the graph structure of a regular lattice
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(e.g., a square lattice). In the site percolation process, every site is either open (i.e.,
open to flow, diffusion, etc.) randomly and independently with probability p, or
closed (i.e., closed to flow, diffusion, etc.) with probability 1 � p.

Definition 2. A path is open if all its sites are open and it is close if all its sites are
closed. Sites u and v are said to be open connected if there exists an open path that
connects u and v. Define v to be open connected to itself.
It follows immediately that open connection is an equivalence relation. Write u$ v

if u and v are open connected, and u ½ v if u and v are not open connected.

Definition 3. The open cluster C.v/ at site v is the set of all sites that are open
connected to v, represented as

C.v/ D fu 2 V ju$ vg:

Intuitively, as p increases, the size of an open cluster also increases. At a critical
value of p, the long-range connectivity in the network appears – there is a transition
in the topological structure of the network from a macroscopically disconnected to
a connected one – and thus this critical value is called the percolation threshold
or critical probability [14]. Let pc denote the percolation threshold, the following
fundamental results can be obtained from percolation theory [14]:

• when p > pc , with probability one, there exists an infinite cluster, and with a
positive probability, the origin (or any other fixed point) belongs to an infinite
cluster

• when p < pc , all clusters are finite

When the graph structure resides in continuous space (e.g., a random geometric
graph), the resulting percolation model is described as continuum percolation.

Network Model

Network graph. The placement of BSs of CR networks could transform to an
undirected network graph G D .V;E/, where V is the set of vertices and E is
the set of edges. Each vertex i 2 V represents a BS of a network cell, and the BS
represented by a vertex i is called BS i . If two BSs i and j are neighboring to
each other in the network, there is an edge fi; j g 2 E connecting the two vertices
i; j 2 V (i.e., an inter-BS communication link connecting the two BSs). In this
case, vertex j is said to be a neighbor of vertex i . Let N.i/ denote the set of all
neighbors of vertex i in graph G: N.i/ D fj 2 V jfi; j g 2 Eg. The cardinality of
N.i/ is called the degree of vertex i , written as d.i/ D jN.i/j.
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Base station placement on a lattice. In an 802.22 system, the rural area is divided
into regular-shaped cells, which can be hexagonal, square, or some other irregular
shapes. They are generalized to the notion of lattice [1], and three common types of
lattices are triangular, square, and honeycomb lattices.

Service requirement Every BS i requires ri channels to satisfy the QoS of its
admitted workload, andN is the maximum number of available channels. The value
of ri , called the service requirement of BS i , depends on the intra-cell traffic demand
raised by the secondary users (i.e., CPEs) connected to the BS i . Let Ai denote the
set of channels that are occupied by BS i .

Every BS i tries to claim as many unoccupied channels as possible until jAi j D ri
or there is no unoccupied channels that can be claimed. Thus, jAi j � ri for any BS i .
To avoid co-channel interference, neighboring BSs i and j occupy disjoint sets of
channels, i.e., Ai \ Aj D ¿.

Network states. Every BS i occupies an amount of spectrum that is no more than
its service requirement. It is assumed there are two states for a given CR network
– a state wherein the BS is in need of spectrum, and a state wherein the BS does
not need additional spectrum. These two states are called “starving” and “satisfied,”
respectively.

• When jAi j < ri , BS i is a starving BS.
• When jAi j D ri , BS i is a satisfied BS.

Causes for spectrum contention. The root cause for incurring spectrum con-
tention is the existence of a starving BS. There are three factors that make a satisfied
BS i become starving: (1) the reclaim of occupied channels in Ai by the primary
user, (2) the increase of ri due to an increased intra-cell workload, and (3) losing
channels in Ai due to spectrum contentions.

The probability that a satisfied BS i becomes starving due to all these factors
is called the starving probability of BS i , denoted by pi . Meanwhile, call the
probability that a satisfied BS i becomes starving due to non-contention (the first
two) factors as spontaneous starving probability, denoted by pi;0.

Problem Formulation

In an inter-BS spectrum contention process, the channel redistribution may sat-
isfy the contention source BS i , but meanwhile a contention destination BS j

that loses the target channel may become starving and successively initiate a
cascading contention process. Therefore, the event that a BS j becomes starving
is caused by a spectrum contention initiated by a starving BS i . That is, a
local spectrum contention initiated by a BS may cause a cascade of spectrum
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contentions, which will result in futile contention results and waste network
resources. Such a phenomenon is referred to as a cascading spectrum contention,
which is formulated as a site percolation process over the network graph as
follows.

Similar to the definitions of open/closed sites (vertices) in the percolation
process, define open/closed BSs in the context of CR networks. A vertex i in the
network graph G is open if BS i is a starving BS, and call it an open BS. Otherwise,
the vertex i is closed if BS i is a satisfied BS, and call it a closed BS.

Two BSs i and j are said to be open connected if there exists a path in the
network graph that connects vertices i and j , and every vertex in this path is
open. The open cluster at BS i is the set of all BSs that are open connected to
BS i .

It is believed that BSs i and j in the same open cluster are related in a certain
relationship of spectrum contentions, e.g., there may exist a path starting at BS i and
ending at BS j , where a pairwise contention occurs between every pair of BSs along
this path, or there exist two contention paths between k and i , k and j , where k is
a third BS in the same cluster. The open cluster in the network graph describes the
set of BSs that are in the “starving” state that may be caused by cascading spectrum
contentions.

The size of an open cluster. Metrics in the percolation theory are used to quantify
the magnitude of cascading spectrum contentions. Define the mean open cluster size
at BS i as


i .pi W i 2 V / D E.pi Wi2V /.jC.i/j/;

where E.pi Wi2V /.X/ denotes the expectation of a random variable X , given that BS
i is open independently with probability pi (i 2 V ).

Lower bound case with starving probability p. There is a lower bound p of pi ’s,
i.e., p � pi , 8i 2 V . Thus 
i .pi W i 2 V / 	 
i .p/ , Ep.jC.i/j/, where Ep.X/
denotes the expectation given that every BS is open independently with probability
p, i.e. 
i .p/ is a lower bound of 
i .pi W i 2 V /.

So far the study of 
i .pi W i 2 V / is transformed into the study of 
i .p/ in a
lower bound case where every BS i is open independently with probability p.

Since the placement of BSs of CR networks form a lattice G D .V;E/, whose
automorphism group acts transitively upon V (also known as vertex-transitive) [1],
then 8i; j 2 V , C.i/ D C.j / and 
i .p/ D 
j .p/ due to the homogeneity of a
lattice. Hence, simply use C and 
.p/ instead of C.i/ and 
i .p/.

Therefore, the cascading spectrum contention process in CR networks is mapped
to the lower bound site percolation process over the network graph where every
vertex (BS) is open independently with probability p.
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Global and Severe Cascades

Since 
.p/ is defined to characterize the magnitude of cascading spectrum con-
tentions, a global cascade of spectrum contentions occurs if the mean open cluster
size is infinite, i.e., 
.p/ D1. According to the percolation theory, an infinite open
cluster exists (
.p/ D 1) with probability one, if and only if p 	 pc , where p is
the starving probability and pc is the critical probability.

In the subcritical phase when p < pc , a severe cascade of spectrum contentions
is to said to occur if the mean open cluster size 
.p/ 	 
 (
 is a predefined
threshold, e.g., that 
 is set to be 50 means that a cascade involving in over 50 BSs
is considered to be a severe cascade), which suggests that an average open cluster
of BSs is large.

A Biased Spectrum Contention Protocol

Contention Resolution Rule
A biased contention resolution rule is found to be effective to mitigate this problem
by reducing the winning probability of a contention source in a pairwise contention.
Define a contention path between BSs i and j as a path between vertices i and j in
the network graph, such that the channel redistribution via a pairwise contention
process occurs for every pair of neighboring BSs that belong to the path. The
procedure for the biased contention resolution is described below.

1. In the contention request, every contention source BS i includes the target
channel number h, its SCN si chosen from Œ0;W � 1�, and the current length
of the contention path li measured by BS i . If the BS i does not belong to any
contention path, it sets li D 0, which implies that it is the starting vertex of a new
contention path.

2. Every contention destination BS j checks the values of li and SCN si in the
contention request from the contention source BS i . Let S.j / denote the set
of contention sources that send contention requests to BS j during a self-
coexistence window.

3. If jS.j /j > 1, BS j is being reached by more than one contention paths. The
contention destination BS j measures its lj as maxi2S.j /flig C 1 and generates
its own SCN sj from a modified contention window Œ0; lj �W �1�. The measured
value of lj will be used by BS j in future contention requests if it becomes a
contention source.

4. If the contention destination BS j has the greatest SCN value, it wins the
contention. Otherwise, the contention source who has the greatest SCN value
wins, and the contention destination BS j releases the target channel.

If p0 	 pc , a global cascade of spectrum contentions is inevitable. The fact that
p0 	 pc strongly suggests the insufficiency of overall spectrum resources. Next
section discusses the case when pi;0 < pc for all i 2 V .
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Finite Cluster Size
Decreasing the winning probability of a contention source can prevent the occur-
rence of infinite contention paths. There is no infinite contention path if the biased
contention resolution rule is used for contention resolution in the case of pi;0 < pc;
8i 2 V .

Simulation

This section compares two contention resolution rules, namely, the unbiased
rule and the proposed biased rule, in terms of feasibility of invoking the
cascade phenomenon in spectrum contentions under various conditions in CR
networks.

Simulation Setup

Topology. Consider simulating three typical lattices: coexisting BSs are placed on
a honeycomb lattice (d D 3), a square lattice (d D 4), and a triangular lattice
.d D 6/, respectively.

Self-coexistence window and inter-BS spectrum contention. In a network cell,
the BS provides broadband access to secondary users according to a time schedule
consisting of superframes. 802.22 provides the inter-BS synchronization mecha-
nism for neighboring BSs to align their superframes. In 802.22, a superframe has
16 frames, and a self-coexistence window (SCW) is periodically scheduled in every
frame for spectrum contention.

Service requirement. There are a total number of N D 30 channels in
the simulations. Every BS requires 10, 20, or 30 channels to satisfy the QoS
of its admitted workload. Neighboring BSs occupy disjoint sets of channels,
and a BS claims a number of channels which is no more than its service
requirement.

Primary user (PU) traffic generation. It is assumed that there is one primary
transmitter per cell, and every primary transmitter randomly selects X 2 Œ0; Na�
channels to emit its signals, where Na is the number of PU’s active channels. In
most existing work, it is assumed that a primary transmitter follows a “busy/idle”
traffic pattern on a licensed channel [12]. Hence, a “busy/idle” pattern is simulated
for each primary transmitter: the busy period has a fixed length of b time slots,
and the idle period follows an exponential distribution with a mean of l frames.
Thereafter, the notation �e D 1

l
is the primary transmission rate. Every BS is able

to detect the signals from the primary transmitter in the same cell. A channel is
considered “unavailable” when primary user signals are present in it. All secondary
users (BSs) should vacate unavailable channels during the period of primary user
transmission.



1200 K. Bian and J.-M. J. Park

Fig. 14 Mean open cluster
size vs. lattice degree

Fig. 15 Mean open cluster
size vs. number of pairwise
contentions

Phenomenon of Cascading Spectrum Contentions
The mean cluster size, 
, is measured when varying the following parameters: the
degree d of the lattice where BSs are placed, the number k of pairwise contentions
initiated by a contention source, and the PU traffic pattern (the number Na of PU’s
active channels and the primary transmission rate �e).

Impact of lattice degree. In this set of simulations, we fix r D k=d D 1. In the
honeycomb lattice case (d D 3), the mean open cluster size is the smallest, while
the triangular lattice (d D 6) shows the largest mean open cluster size (Fig. 14).
These results coincide with the previous conclusion, with r D k=d fixed, there is a
positive correlation between 
 and d .

Impact of number of pairwise contentions. As is shown in Fig. 15, the more
pairwise contentions initiated by a contention source, the larger the mean open
cluster size.

Conclusion and Future Directions

This chapter reviews four important research problems for coexistence of heteroge-
neous cellular networks using cognitive radio technologies. Specifically, the hidden
terminal problem can be factored into two types of collision problems, and the
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beacon transmission scheme and the dynamic quiet period scheme can address them
respectively. Next, it is showed that the channel hopping technique is useful to
alleviate the broadcast failure problem in cellular CR networks by leveraging the
Langford paring for creating channel hopping sequences. When the inter-network
direct coordination is not feasible, a mediator system is able to establish an indirect
coordination mechanism for spectrum sharing between networks. On the other
hand, when the inter-network direct coordination is not supported, a local controller
helps a CR network in need of more spectrum resources to acquire channels
from neighboring networks via channel contention without causing the cascading
contention problem.

Future work lies in three directions: (1) the evaluation of the coexistence schemes
in the real-world scenarios of heterogeneous cellular networks, (2) how to address
the violation to the conflict of interests and customer privacy when heterogeneous
coexistence of cognitive cellular networks is feasible, and (3) the application of the
cutting-edge machine learning techniques to upgrade the existing design principles
and frameworks for the coexistence of heterogeneous cellular networks.
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Abstract

Device-to-device (D2D) communication, which enables direct communication
between nearby mobile devices, is an attractive add-on component to improve
spectrum efficiency and user experience by reusing licensed cellular spectrum.
Nowadays, LTE-unlicensed (LTE-U) emerges to extend the cellular network to
the unlicensed spectrum to alleviate the spectrum scarcity issue. In this chapter,
we propose to enable D2D communication in unlicensed spectrum (D2D-U) as
an underlay of the uplink cellular network to further boom the network capacity.
A sensing-based protocol is designed to support the unlicensed channel access
for both LTE and D2D users, based on which we investigate the subchannel
allocation problem to maximize the sum-rate of LTE and D2D users while taking
into account their interference to the existing Wi-Fi systems. Specifically, we
formulate the subchannel allocation as a many-to-many matching problem with
externalities and develop an iterative user-subchannel swap algorithm. Analytical
and simulation results show that the proposed D2D-U scheme can significantly
improve the network capacity.

Keywords
Carrier aggregation � Device-to-device unlicensed � Matching theory �
Resource allocation

Introduction

With the explosive growth of mobile devices and bandwidth-hungry applications
such as video streaming and multimedia file sharing, user demands for mobile
broadband are undergoing an unprecedented rise, which pushes the limits of current
LTE systems [1]. To improve spectrum efficiency and user experience, device-
to-device (D2D) communications underlaying LTE networks have been proposed
as a promising approach to facilitate high data rate services in a short range and
boost the performance of LTE systems [1–3]. D2D communications underlaying
LTE networks enable mobile devices in proximity to establish a direct link without
traversing the base station (BS) and reuse the spectrum with the LTE system by the
control of the BS [4–8]. With the centralized control at BS and the proximity of
communication parties, D2D communications enjoy the benefits of fast access to
the radio spectrum in terms of proximity gain, reuse gain, and paring gain [3, 4, 6].

In addition to excavating more capacity on licensed spectrum, the operators are
motivated to expand LTE services to the unlicensed spectrum in order to alleviate
congestion. Mobile traffic offloading is a conventional method, in which the data is
offloaded to Wi-Fi networks [9–12]. However, the offloading schemes commonly
suffer from low efficiency and poor guarantee of quality of service (QoS) due to
the inferior performance of Wi-Fi and the lack of coordination between LTE and
Wi-Fi systems [13]. In light of these issues, the 3rd Generation Partnership Project
(3GPP) has initialed the research on Licensed Assisted Access (LAA) to integrate
the unlicensed carriers with the licensed ones for data transmission [14]. Based on
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the LAA scheme, the LTE-unlicensed (LTE-U) technology is proposed to extend
LTE to the unlicensed spectrum to leverage the existing carrier aggregation (CA)
technology [15, 16].

As LTE-U technology shows satisfying performance, a natural idea to further
improve spectrum efficiency and system throughput is to extend D2D commu-
nications to the unlicensed spectrum, that is, D2D communications work as the
underlay of LTE system in not only the licensed spectrum but also the unlicensed
one. However, due to the mutual interference among LTE-U users, D2D users, and
the opportunistic feature of unlicensed channel access in existing Wi-Fi systems,
this extension turns out to be much complicated. In this work, we investigate the
extension of the underlaid D2D communications to LTE-U networks, which we
refer to as D2D-unlicensed (D2D-U). Different from most previous peer-to-peer
communication technologies in the unlicensed spectrum such as Wi-Fi Direct [17–
19], which builds the network upon the IEEE 802.11 infrastructure mode and allows
users to negotiate with each other in an AP-like method, D2D-U requires assist and
control from the central BS. With the involvement of BS, D2D users can work as an
underlay of LTE system in both licensed and unlicensed spectra.

As aforementioned, the major challenges of implementing D2D-U are (1) the
opportunistic feature of unlicensed channel access due to current 802.11 mechanism
adopted by Wi-Fi systems and (2) the interference management issue among the
three types of systems, i.e., the access and transmission of D2D-U users cannot
cause too much additional interference to the existing Wi-Fi system as well as
the LTE-U system. To cope with the first challenge, we design an access protocol
in the unlicensed bands for D2D-U and LTE-U users, which is based on the
sensing mechanism, to mitigate collision with the ongoing Wi-Fi transmissions.
To deal with the second challenge, we first find the cleanest channel for data
transmission and elaborate an approximated model to evaluate the interference to
Wi-Fi networks. Then, we investigate the subchannel allocation problem to leverage
the maximization of the sum-rate of LTE-U and D2D-U users and the protection
of Wi-Fi performance. This subchannel allocation problem is originally a mixed
integer nonlinear programming (MINLP) problem, which is generally NP-hard. For
this reason, we reformulate it as a many-to-many game with externalities [20–24]
and solve it with low computational complexity by designing an iterative user-
subchannel swap matching algorithm.

The rest of the chapter is organized as follows. In section “Characteristics of
LTE-U, D2D, and Wi-Fi Networks”, we first introduce the PHY/MAC features
of LTE, D2D, and Wi-Fi systems. In section “System Model”, we describe the
system model for the coexistence among LTE, D2D, and Wi-Fi users and discuss the
interference issues. In section “Sensing-Based D2D-U Protocol”, a sensing based
protocol is elaborated to support LTE-U and D2D-U users in the unlicensed band
[25]. Then we formulate the optimization problem for subchannel allocation as a
many-to-many matching game with externalities in section “Problem Formulation”.
In section “Many-to-Many Matching-Based Subchannel Allocation”, an iterative
algorithm is designed to find a stable matching in the many-to-many matching
game. In section “Performance Analysis”, the system performance is discussed.



1208 H. Zhang et al.

Numerical results in section “Simulation Results” evaluate the proposed algorithm
and the performance of the D2D-U. Finally, conclusion remarks are drawn in
section “Conclusions”.

Characteristics of LTE-U, D2D, and Wi-Fi Networks

In this part, we sequentially elaborate the PHY/MAC characteristics of the coexist-
ing systems, i.e., LTE and D2D users in the licensed/unlicensed bands, and existing
Wi-Fi characteristics in the unlicensed band.

LTE-U Network

In PHY layer, LTE-U users can utilize both the licensed and unlicensed spectra, in
which the spectrum bandwidth is divided into a series of orthogonal subchannels.
We assume that each user is able to occupy multiple subchannels in one subframe.
In addition, to guarantee reliable transmission of the control signaling, an active
LTE-U user must hold at least one licensed subchannel [16].

For the sake of Wi-Fi protection, the LTE-U system are not allowed to keep
occupying the unlicensed channel forever. Instead, there exists reserved transmis-
sion period for the Wi-Fi systems, in which the LTE-U users need to evacuate the
unlicensed spectrum and allow the Wi-Fi systems enough time for transmission
[16]. The reserved duration for Wi-Fi system can be adjusted by the current traffic.
In particular, if the channel is sensed clean in the sensing phase, the LTE-U users
can occupy the channel for the whole duty cycle.

And as for the MAC layer, the LTE-U system adopts a centralized MAC protocol,
which always allocates the subchannels to the user that can maximize the target
metric in every subframe.

Underlaid D2D Users

D2D users is allowed to utilize the licensed and unlicensed spectra in the
underlay method. That is to say, multiple D2D users are allowed to work in
licensed/unlicensed subchannels concurrently occupied by LTE users. Co-channel
assignment of the LTE and D2D users will be more efficient and profitable for
operators for it can achieve a better overall system performance. Similar to the
LTE-U network, a D2D user also needs to occupy one licensed subchannel for
control signaling. Besides, due to the low transmit power and short transmission
range of D2D communications, the D2D communications are allowed to transmit
in the unlicensed spectrum even in the reserved subframes for Wi-Fi system so long
as the operating channel is sensed idle by the D2D transmitter.

In the MAC layer, a centralized protocol is also utilized, the BS controls the
access of both types of users and decides the subchannel allocation in a centralized
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manner to mitigate mutual interference or maximize the system sum-rate after
receiving the estimated channel state.

Wi-Fi Systems

The Wi-Fi systems operate only in the unlicensed spectrum. Different from the
OFDMA-based channel utilization in LTE systems, the Wi-Fi transmission covers
the whole unlicensed channel. Thus, Wi-Fi systems allow only one user to occupy
the channel at a time, and concurrent transmission leads to collision. In addition,
the OFDM symbol durations in these two systems are different. For LTE the
symbol duration is 71.4 ms, while Wi-Fi has a granularity of 4 ms. The PHY layer
comparison of these two systems is shown in Fig. 1 [26].

LTE RB 0   Single LTE OFDM Symbol

LTE RB 1   Single LTE OFDM Symbol

LTE RB 2   Single LTE OFDM Symbol
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Fig. 1 PHY layer comparisons between LTE and Wi-Fi systems in both time and frequency
domains
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For the MAC layer, without a central controller, the Wi-Fi systems adopt a
sensing and contention-based MAC protocol, i.e., carrier sense multiple access with
collision avoidance (CSMA/CA) [27]. Specifically, before transmission, a Wi-Fi
user first listens to the intended channel. If the channel is unoccupied, the Wi-Fi user
begins backoff process to avoid collision; otherwise, the Wi-Fi user keeps sensing
until the channel is judged idle.

System Model

In this section, we present the coexistence scenario of LTE, D2D, and Wi-Fi systems
in both licensed and unlicensed spectra. Then, we discuss the interference issues
within the coexistence network.

Scenario Description

As shown in Fig. 2, we consider an uplink scenario in an LTE network with one
BS and Q Wi-Fi access points (APs), denoted by q 2 Q D f1; : : : ;Qg. The BS is
located at the center, and the APs are randomly located around the BS. There existN
LTE users, denoted by n 2 N D f1; : : : ; N g, and M D2D users, denoted by m 2
M D f1; : : : ;M g. The LTE system owns licensed spectrum, and the bandwidth

Signal Links Interference

CU2

CU1

AP2AP1

Wi-Fi User LTE User D2D User

WU

WU WU

WU
BS

D1
r

D2
r

D2
t

D1
t

Fig. 2 System model for LTE, D2D, and Wi-Fi coexistence in both licensed and unlicensed
spectra
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is divided into K subchannels to support orthogonal frequency division multiple
access (OFDMA) transmissions. The licensed subchannels are denoted by K D

f1; : : : ; Kg, with uniform bandwidth Bl .
For the Wi-Fi system, we assume that within the coverage of AP q, there exist

Fq Wi-Fi users marked by fq .fq D 1; : : : ; Fq/. Besides, we assume that there
are L unlicensed channels to support different APs, e.g., there are 23 channels
for IEEE 802.11n in the 5 GHz band, and BS will select one of them to support
LTE-U/D2D-U users. Since the unlicensed channel is much wider than one licensed
subchannel in LTE system, each LTE-U or D2D user only requires a fraction of
the unlicensed channel. Thus, to reuse the unlicensed channel more efficiently, the
unlicensed channel is divided to Ku unlicensed subchannels with bandwidth Bu

[28], marked by K u D fK C 1; : : : ; K C Kug, so that multiple LTE-U and D2D
users can transmit on the unlicensed channel concurrently.

We also assume that all devices transmit with fixed power, specifically, an LTE-U
or D2D user transmits on any subchannel with power P c or P d , and the transmit
power of the APs as well as the Wi-Fi users over the whole unlicensed channel is
fixed on P w. The free-space propagation path loss model with Rayleigh fading is
adopted to model the channel gain between any two devices in the network, i.e., for
the link from device i to device j , the received power can be expressed as

pri;j D p
t
i � jhi;j j

2 D pti �G � d
�˛
i;j � jh0j

2; (1)

where pti represents the transmit power of user i , di;j is the distance between
devices i and j , ˛ is the path loss exponent, G is the constant power gains factor
introduced by amplifier and antenna, and h0 � CN.0; 1/ is a complex Gaussian
variable representing Rayleigh fading. Besides, we assume that the thermal noise
at each device satisfies independent Gaussian distribution with zero mean and the
same variance �2.

Evaluation of Interference to Wi-Fi Systems

When LTE-U and D2D-U users occupy the unlicensed channel, the nearby Wi-
Fi users cannot work normally, and the performance of Wi-Fi system would be
severely degraded. To quantify the performance degradation brought by LTE-U and
D2D users, we introduce the concept of interference range on the Wi-Fi network.
The interference range is defined as the area in which the Wi-Fi users can detect
the reservation signal from the LTE-U/D2D users and suspend their transmission
attempts. More specifically, each Wi-Fi user is able to detect the channel unavailable
if the received signal power is beyond a certain threshold. With the free-space
path loss model, if an LTE-U or D2D user is occupying the unlicensed spectrum,
the interference range to the Wi-Fi network is a circle centered at the transmitter,
whose radius is positively proportional to the transmit power. Intuitively, the users
with large interference range has low probability of being allocated the unlicensed
subchannels, because a large number of Wi-Fi users will be interfered by this user.
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On contrary, the users with small interference range are more likely to utilize
the unlicensed subchannels due to their insignificant interference to the Wi-Fi
network.

However, when multiple LTE-U and D2D users transmit on the unlicensed
spectrum concurrently, their individual interference circles may overlap, which is
hard to derive the closed form expression for the area of the total interference
range. In the following of this part, we present an approximated model of the
interference range to evaluate the performance degradation in Wi-Fi system.
Intuitively speaking, a smaller interference range can be obtained if BS allocates
the unlicensed subchannels to those users which are close to each other rather than
those whose interference ranges do not overlap. Inspired by this observation, we use
the minimum distance between a new LTE-U/D2D users to others to approximate
the additional interference introduced by this add-on user. Let Lc and Ld denote the
radii of individual interference circles of LTE-U and D2D users, respectively, where
Ld � Lc . Besides, we define C u as the user set in which users are allocated to the
unlicensed subchannels. With these notations, the weight functions for LTE-U and
D2D users are given as below.

LTE-U user
When LTE user n is allocated to the unlicensed subchannel for the first time, and
LTE user j , the increased interference range is related to the distance between LTE
users n and j , denoted by Lcn;j . When the interference ranges of these two LTE
users overlaps, i.e., Lcn;j < 2Lc , as LTE user 1 and user 2 in Fig. 3, we assume the
weight is proportional to the distance Lcn;j . And as LTE users 1 and 3 illustrated in
Fig. 3, their interference ranges do not overlap, i.e., Lcn;j 	 2Lc , the increased area

LTE 3

Interfering ranges
of LTE users

Interfering ranges
of D2D users

LTE 4

D2D 2
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,

Lc
4,

d
5

Lc
4,

d
3

Ld
1,2

Ld
1,5

Lc
1,2

Lc
1,3

Lc
4,

d
4

,

Fig. 3 Illustrations for interference range
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will not grow as the distance Lcn;j . Therefore, the weight function for the increased
area wcn;j can be expressed as

wcn;j D

(
Lcn;j ; Lcn;j < 2Lc;

2Lc; Lcn;j 	 2Lc:
(2)

On the other hand, given D2D user m, the increased interference range is also
related to the distance between D2D users n andm, Lc;dn;m. Note that Ld � Lc , when
the interference range of D2D userm is contained by that of LTE user n as LTE user
4 and D2D user 4 in Fig. 3, i.e., Lc;dn;m � Lc �Ld , the increased area is proportional
to the increased diameter 2.Lc � Ld/. When the interference range of LTE user n
overlaps with but does not contain that of D2D user m as D2D user 5 and LTE user
4, that is, Lc � Ld < Lc;dn;m < Lc C Ld , the weight is proportional to the distance
Lc;dn;m as well. Besides, when the interference ranges of D2D user m and LTE user
n do not overlap, such as LTE user 4 and D2D user 3, i.e., Lc;dn;m 	 Lc C Ld , the
increased area is a constant. Therefore, the weight function for the increased area
wc;dn;m is written by

wc;dn;m D

8<
:
2.Lc � Ld/; Lc;dn;m � Lc � Ld ;

Lc;dn;m C Lc � Ld ; Lc � Ld < L
c;d
n;m < Lc C Ld ;

2Lc; Lc;dn;m 	 Lc C Ld :

(3)

The weight of an LTE-U user n is the minimum increased interference range
between LTE user n and any user allocated to the unlicensed subchannels, that is,

wcn D min
j;m2C u

.wcn;j ;w
c;d
n;m/: (4)

D2D user
Similar to the LTE-U users, if D2D usersm is allocated to the unlicensed subchannel
for the first time, and D2D user j is a D2D user utilizing the unlicensed subchannels,
the increased range is related to the distance between the transmitter of D2D userm
and the receiver of D2D user j . As illustrated in Fig. 3, the increased range can be
calculated under two conditions: (1) the interference ranges of these two D2D users
overlap and (2) their interference ranges do not overlap. Thus, the weight function
wdm;j between D2D users m and j is provided by

wdm;j D

(
Ldm;j ; L

d
m;j < 2Ld ;

2Ld ; L
d
m;j 	 2Ld :

(5)

In addition, if there already exists one LTE-U user n, the increased area f c;d
n;m is

also related to the distance Ld;cm;n between LTE user n and D2D user m, which can
be given by
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wc;dn;m D

8<
:
0; Ld;cm;n � Lc � Ld ;

Lc;dn;m C Ld � Lc; Lc � Ld < L
d;c
m;n < Lc C Ld ;

2Lc; Ld;cm;n 	 Lc C Ld :

(6)

Therefore, the weight of D2D user m is

wdm D min
j;n2C u

.wdm;j ;w
d;c
m;n/: (7)

Interference in the LTE-U/D2D Network

The mutual interference between the LTE-U and D2D users is analyzed in this
subsection. We assume that one subchannel can be allocated to a maximum of one
LTE user, and a subchannel can be allocated to at most V s users for the sake of QoS.
Besides, we also assume that a user can utilize at most V u subchannels including
licensed and unlicensed ones for the sake of fairness.

First, some notations are listed as follow. The subchannel allocation matrix for
LTE and D2D users is denoted by

A.NCM/�.KCKu/ D

�
˚N�.KCKu/

�M�.KCKu/


; (8)

where ˚N�.KCKu/ D Œ�n;k�, and �M�.KCKu/ D Œ�m;k� stand for the subchannel
allocation matrices for the LTE-U and D2D users, respectively. The values of �n;k
and �m;k are defined as

�n;k D

�
1; when subchannel k is allocated to LTE user n;
0; otherwise;

(9)

and

�m;k D

�
1; when subchannel k is allocated to D2D user m;
0; otherwise:

(10)

Besides, we define the access indicators scn .n 2 N / and sdm .m 2 M / to
respectively represent whether the LTE and D2D users can access the unlicensed
channel. If the LTE user n can access the unlicensed channel, sdn D 1, otherwise,
sdn D 0. And it is the same for D2D users. We also define Ck to represent the set of
LTE and D2D users to which subchannel k is allocated.

With this approximated model, the BS only needs to measure the distances
between any two users applied for accessing the unlicensed spectrum and evaluates
the increased interference range for each pending user compared to the current
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subchannel allocation scheme. The increased interference range is regarded as a
penalty term in the subsequent subchannel allocation process.

Interference Analysis in the Licensed Spectrum
In the licensed subchannels, under the assumption that a subchannel can be allocated
to a maximum of one LTE user, the LTE users can only receive the co-channel
interference from the underlaying D2D users, while the interference received by
D2D users might be from LTE users and other co-channel D2D users. The SINR at
the receiver of BS from LTE user n over licensed subchannel k can be given by

�cn;k D
�n;kP

c jhcn;B j
2

�2 C
MP
mD1

�m;kP d jhdm;B j
2

; (11)

where hcn;B and hdm;B represent the channel gains from LTE user n and the transmitter
of D2D userm to the BS, respectively. The SINR at the receiver of D2D userm over
licensed subchannel k can be expressed as

�dm;k D
�m;kP

d jhdm;mj
2

�2 C
MP

m¤m0;m0D1

�m0;kP d jhd
m0;m
j2 C

NP
nD1

�n;kP c jhcn;mj
2

; (12)

where hd
m0;m

and hcn;m are the channel gains from the transmitter of D2D userm0 and
LTE user n to the receiver of D2D user m, respectively. The data rates of LTE user
n and D2D user m over licensed subchannel k are respectively given by

Rcn;k D Bl log2.1C �
c
n;k/;

Rdm;k D Bl log2.1C �
d
m;k/:

(13)

Interference Analysis in the Unlicensed Spectrum
In the unlicensed subchannels, the D2D-U and LTE-U users will not only receive the
mutual interference from D2D-U and LTE-U users as in the licensed subchannels
but also the interference from the Wi-Fi system. Therefore, the SINR at BS from
LTE-U user n over unlicensed subchannel k is

�
c;u
n;k D

�n;kP
c jhcn;B j

2

�2 C
MP
mD1

�m;kP d jhdm;B j
2 C I cw

; (14)

where I cw is the total interference from Wi-Fi system to BS, which can be calculated
as I cw D

P
q2Q

P w

Ku jh
q

f;B j
2, where hqf;B is the channel gain from the transmitting Wi-Fi

user f associated with AP q to BS. Similarly, the SINR at the receiver of D2D user
m over unlicensed subchannel k can be written as
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�
d;u
m;k D

�m;kP
d jhdm;mj

2

�2 C
MP

m¤m0;m0D1

�m0;kP d jhd
m0;m
j2 C

NP
nD1

�n;kP c jhcn;mj
2 C I dw

; (15)

where I dw is the interference from Wi-Fi system to the receiver of D2D user m,
whose value is I dw D

P
q2Q

P w

Ku jh
q

f;mj
2, with hqf;m representing the channel gain from

the active Wi-Fi user f to the receiver of D2D user m.
The data rates of LTE user n and D2D user m over unlicensed subchannel k are

respectively given by

R
c;u
n;k D Bu log2.1C �

c;u
n;k/;

R
d;u
m;k D Bu log2.1C �

d;u
m;k/:

(16)

Sensing-Based D2D-U Protocol

In this section, we propose a duty cycle-based [29] protocol for LTE-U and D2D-
U users to share the unlicensed spectrum with Wi-Fi systems. The basic principle
of the protocol is to allow the LTE-U and D2D-U users a chance to access the
unlicensed spectrum while protecting the incumbent Wi-Fi performance. Note that
the behavior of LTE and D2D-U users on the licensed spectrum still follows the
current LTE standard. In this chapter, we only provide the protocol design for
accessing the unlicensed spectrum in Fig. 4.

Overview of the Proposed Protocol

As illustrated in Fig. 4, similar to the LTE standard, the timeline is slotted into
subframes with length Tsub (e.g., 1ms in the LTE standard). There are three types of
subframes, namely, sensing subframes (SSs), transmission subframes, and reserved
Wi-Fi subframes. The SSs are inserted before the LTE-U, and D2D-U users attempt
to initiate a transmission to avoid collision with the ongoing Wi-Fi transmissions.
In transmission subframes, the LTE-U and D2D-U users perform transmission as in
the conventional LTE standard. Then, to further protect the Wi-Fi performance, we
reserve several subframes for Wi-Fi transmission, during which the LTE-U users
are not allowed to utilize the unlicensed spectrum, and then the long successive
transmission period of LTE-U and D2D-U users follows. The transmission periods
for LTE-U and D2D-U systems as well as the Wi-Fi network can be adjusted
according to their desired performance; specifically, when the channel is clean, LTE-
U and D2D-U users can start transmission at once.
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......

Reserved transmission
period for Wi-Fi

Transmission period for
LTE-U and D2D-U

Sensing
subframe

1ms

(1 subframe)

Full Duty Cycle

LTE-U transmission subframe

t

f

Reserved Wi-Fi subframe

The coexistence of D2D-U and LTE-U

D2D-U transmission subframe

Sensing subframe

The coexistence of D2D-U and Wi-Fi

Fig. 4 Sensing-based protocol for LTE and D2D users accessing the unlicensed spectrum

Coexistence Mechanism

In this protocol, two mechanism are used to safeguard that LTE-U/D2D-U users do
not bring severe interference to their neighboring users in the unlicensed spectrum.
First, channel selection is performed to choose the cleanest channel avoiding the
interference between Wi-Fi users and LTE-U/D2D-U users. In the case that no clean
channel is found, channel sensing transmission is used to support transmission for
D2D-U/LTE-U users, in which LTE-U users are applied with TDM transmission,
and D2D-U users are selectively activated, based on the channel sensing result.

Channel Selection
In SS, LTE-U/D2D-U users will scan the unlicensed spectrum and identify a
cleanest channel from the L unlicensed channels for uplink data transmission. For
a LTE-U/D2D-U users, the transmitter will perform energy detection, and measure
the interference level as in CSMA/CA method. If the interference is sensed less
than the predefined threshold, the channel will be regarded as clean for this LTE-
U/D2D-U user. Then, the LTE-U/D2D-U users will inform the BS whether they are
interfered by Wi-Fi users according to the measured result. In the operating channel,
if the number of interfered users is larger than a given threshold, and there is another
cleaner channel available, i.e., the number of interfered users in this channel is less
than that in the operating channel, the transmission will be switched to the new
channel.

Some technologies are also used to improve detection sensitivity. For example,
Wi-Fi preambles are detected to estimate the number of neighboring Wi-Fi APs in
the given channel. In addition, device-assisted enhancements, such as 802.11k, in
which users can measure the received signal and recognize the hidden nodes, can be
used to address the hidden node effect and thus help to select a better channel.
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Channel-Sensing Transmission
For most deployments, the channel selection is usually sufficient to meet the
coexistence requirements. While in hyper-dense deployment, there is a possible
that no clean channel can be found. For LTE-U users, carrier-sensing adaptive
transmission (CSAT) algorithm [29] is used to support the coexistence of LTE-U and
Wi-Fi users. In the CSAT scheme, LTE-U and Wi-Fi users coexist in a TDM fashion.
In particular, a duty cycle is defined where LTE-U users transmit in a fraction of the
cycle and gates off in the remaining time to hand over the unlicensed channel to
Wi-Fi users.

However, due to the short transmission range and low transmit power of D2D
communications, it is possible to share the unlicensed spectrum with Wi-Fi users
during the full duty cycle. After the SS, the unlicensed channel can be still
utilized by Wi-Fi users to resume the ongoing data transmission. In these reserved
subframes, those D2D-U users which have sensed that the channel idle in SS can
utilize the unlicensed subchannels for data transmission, while other D2D and LTE
users are only allowed to utilize licensed subchannels. When the reserved subframes
for Wi-Fi transmission expires, all the LTE-U/D2D-U users are activated in the unli-
censed subchannels. At the beginning of each subframe, the BS allocates licensed
and unlicensed subchannels to the LTE-U/D2D-U users; in particular, only active
LTE-U/D2D-U users have possibility to utilize unlicensed subchannels, which is
elaborated in section “Many-to-Many Matching-Based Subchannel Allocation”.

Problem Formulation

In this section, we first formulate subchannel allocation problem considering both
the performance of Wi-Fi and the total sum-rate of LTE and D2D users and then
reformulate this problem into a many-to-many matching problem in consideration
of its computation complexity.

Sum-Rate Maximization Problem Formulation

Our objective is to maximize the total sum-rate of the LTE and D2D users while
minimizing the interference range by setting the subchannel allocation variables
f�n;k; �m;kg in each subframe.

Since the BS does not hold the information of the interference from LTE-
U and D2D users to Wi-Fi systems, we use the approximate model described
in the section “Overview of the Proposed Protocol” to evaluate the performance
degradation of Wi-Fi system and add it in the objective function as a penalty term.
Assumed that the Wi-Fi users are uniformly located in this plane, the number of
interfered Wi-Fi users is positively proportional to the interference area, which can
be an indicator of the performance degradation of Wi-Fi system. Besides, provided
that at least one unlicensed subchannels is allocated to CUn or Dm, the Wi-Fi users
in its interference range cannot perform data transmission; the penalty term is in the
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form of sign function. Thus, the penalty itemsW c
n andW d

m for LTE user n and D2D
user m are respectively given by

W c
n D wcn sgn

� P
k2K u

�n;k


;

W d
m D wcm sgn

� P
k2K u

�m;k


:

(17)

where sgn.�/ is the sign function. Taking the penalty into consideration,
the subchannel allocation can be formulated as the following optimization
problem:

max
f�n;k ;�m;kg

X
k2K

X
Ck

�
Rcn;k CR

d
m;k

�
C

X
k2K u

X
Ck

�
R
c;u
n;k CR

d;u
m;k

�

� �

 X
n2N

W c
n C

X
m2M

W d
m

!
; (18a)

s:t:
X
n2N

�n;k � 1;8k 2 K ; (18b)

X
k2K [K u

�n;k � V
u;8n 2 N ;

X
k2K [K u

�m;k � V
u;8m 2M ; (18c)

X
n2N

�n;k C
X
m2M

�m;k � V
s;8k 2 K [K u; (18d)

X
k2K

�n;k 	 1;8n 2 N ;
X
k2K

�m;k 	 1;8m 2M ; (18e)

scn�n;k D �n;k; s
d
m�m;k D �m;k;8k 2 K u; (18f)

where � 	 0 is the sensitivity factor for Wi-Fi systems. Constraint (18b) is given
under the assumption that one subchannel can be utilized by at the maximum
of one LTE user. Constraints (18c) and (18d) imply that a user utilize at most
V u subchannels, and a subchannel can be utilized by a maximum of V s users.
According to the CA property, each LTE-U or D2D-U user needs to occupy at least
one licensed subchannel for control signals, and thus constraint (18e) needs to be
satisfied. Constraint (18f) is the sensing constraint, only the LTE-U and D2D-U
users which have sensed that the channel is idle can access the unlicensed channel.

Note that the aforementioned problem is an MINLP problem, which is NP-hard
[30]. Considering the computational complexity, we reformulate the subchannel
allocation as a many-to-many two-sided matching problem, which can be efficiently
solved by utilizing the matching games.
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Matching Formulation

We consider the set of LTE and D2D users, U D M [ N , and the set of
subchannels including licensed and unlicensed, S D K [ K u, as two disjoint
sets of selfish players aiming to maximize their own benefits. Each player can
exchange information with one another without extra signaling cost (The BS is
assumed to have the full knowledge of the channel side information (CSI), and
performs subchannel allocation based on the obtained CSI.), that is, the players
have complete information about others. In this many-to-many matching model, if
subchannel k is assigned to LTE user n, then LTE user n is said to be matched with
subchannel k and form a matching pair, marked by .n; k/.

A matching is an assignment of subchannels in S to users in U , which can be
defined as:

Definition 1. Given two disjoint sets, U DM [N of the users, and S D K [

K u of the subchannels, a many-to-many matching & is a mapping from the set
U [ S to the set of all subsets of U [ S such that for every user n 2 N or
m 2M , and subchannel k 2 S :

1. &.n/ 2 S , &.m/ 2 S ;
2. &.k/ 2 U ;
3. j&.n/j � V u; j&.m/j � V u;
4. j&.k/j � V s;
5. j&.n/ \K j 	 1; j&.m/ \K j 	 1;
6. sdm D 0, &.m/ \K u D ;, scn D 0, &.n/ \K u D ;;
7. k 2 &.n/, n 2 &.k/, k 2 &.m/, m 2 &.k/.

Conditions 1 and 2 state that each LTE or D2D user is matched with
a subset of subchannels, and each subchannel is matched with a subset of
users. Conditions 3 and 7 show the utilization constraints for a user and a
subchannel. Due to the CA requirement, the users need to occupy to at least
one licensed subchannel, as expressed in condition 4. Condition 5 implies that
only those users sensed idle unlicensed subchannel can utilize the unlicensed
subchannels.

Considering mutual interference items in (12) and (15), any D2D user’s sum-
rate over its allocated subchannels is related to the set of other LTE users and D2D
users sharing this subchannel. Besides, the penalty term in (18a) indicates that the
objective of the LTE-U and D2D users is relevant to other users operating in the
unlicensed spectrum as well. Thus, each user cares about not only which subchannel
it is matched with but also the set of users matching with the same subchannel. For
this reason, the aforementioned matching game is a many-to-many matching game
with externalities [23] or peer effects [24].

Affected by the peer effects, the outcome of this matching game greatly depends
on the dynamic interactions among the users sharing the subchannels. To better
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describe the selection behavior and decision process of each player, we introduce
a concept of preference relation > for both users and subchannels. For any two
subchannels k; k0 2 S ; k ¤ k0, and any two matchings &;& 0; k 2 &.m/; k0 2
& 0.m/:

.k; &/ >m .k
0; & 0/, Rdm;k.&/ > R

d
m;k0.&

0/; (19)

where Rdm;k is related to the current subchannel allocation results. If D2D user m
has not been allocated to unlicensed subchannels, the data rateRdm;k needs to deduct
the penalty item. This implies that the D2D user m prefers k in & to k0 in & 0 if m
can have a higher data rate over k than k0. The same process will be done for an
LTE user n 2 N . LTE-U user n will also prefer the subchannel which can achieve
higher data rate.

As for any subchannel k 2 S , its preference relation >k over the set of users
can be given in a uniform method. For any two subsets of users T; T 2 U ; T ¤ T 0,
and any two matchings &;& 0; T D &.k/; T 0 D & 0.k/:

.T; &/ >k .T
0; & 0/, Rk.&/ > Rk0.& 0/; (20)

where Rk also includes the penalty items. This indicates that subchannel k prefers
the set of users T to T 0 only when k can get a higher data rate from T . .T; &/ 	k
.T 0; & 0/ is also used to indicate that subchannel k likes the set of users T at least as
well as T 0.

Different from traditional many-to-many matchings in which the players’ pref-
erences are substitutable, subchannels’ preferences do not satisfy substitutability.
Specifically, given a subchannel k 2 S , let Tk � U represent its most preferred
user set that contains two D2D users m and i . Besides, the data rate Rdm;k of
D2D user m is higher than Rdi;k of D2D user i when they utilize subchannel k
independently. If m … Tk , then it is not necessary that i 2 Tk=fmg. Due to the
mutual interference, the data rate may have changed after m is removed from Tk ,
and thus, k may not prefer i any more.

Due to the externalities, the many-to-many matching model in this work is more
complicated than the conventional two-sided matching models. Under traditional
definition of stable matching (Traditional stable matching refers to a matching in
which there do not exist two players from opposite sets prefer each other to at least
one of their current matches such that they form a new matching pair together for
the sake of their interests, that is, there are no blocking pairs in a stable matching.)
in [23], there is no guarantee that a stable matching exists even in many-to-one
matchings. Because of the lack of substitutability, traditional deferred acceptance
algorithm [23] cannot be applied to this model anymore. To solve this matching
problem, we introduce the swap matching [24] and propose a matching algorithm
in section “Many-to-Many Matching-Based Subchannel Allocation”.
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Many-to-Many Matching-Based Subchannel Allocation

In this section, we propose a matching algorithm to solve the problem formulated
in section “Problem Formulation”. We first introduce the notations and definitions
of swap matching and stability into our many-to-many matching model and then
elaborate on the matching algorithm.

Notations and Definitions

The concepts of swap matching and swap-blocking pair are defined as below.

Definition 2. Given a matching & , two matching pairs .i; p/ and .j; q/ with
subchannels p 2 &.i/, q 2 &.j /, p … &.j /, and q … &.i/, a swap matching
is defined as:

&
j;q
i;p D f&nf.i; p/; .j; q/gg [ f.i; q/; .j; p/g: (21)

A swap matching is generated via swap operations, which is the two-sided version
of the exchange operation [31, 32]. In the swap operation, a pair of players
exchange their matches while all other matchings remain unchanged. Different from
conventional strategy change in one-to-one matching performed by the individual
player, the swap operation needs to be approved by both involved players. In the
following, we provide the conditions in which the swap operations can be approved
by introducing the concepts of swappable set and swap-blocking pair.

Definition 3. For LTE-U user n or D2D user m, its swappable set is defined as a
subchannel subset in which the user can swap for subchannel via swap matching.
Specifically, if the sensing vector sdm D 1, the swappable set ˝m of D2D user m is
subchannels set S including licensed and unlicensed ones; otherwise, its swappable
set ˝m is licensed subchannels set K . And it does the same for LTE user n.

Note that in the reserved subframe for Wi-Fi transmission, only the fraction
of D2D users which have sensed the operating channel idle in SS have the
unlicensed subchannels in their swappable sets, other users can only swap for
licensed subchannels in the swappable sets.

Definition 4. Provided a matching & and a user pair .i; j /; i; j 2 U , i and j are
matched in & , and let ˝i and ˝j , respectively, represent the swappable sets of i
and j . If there exist subchannels p 2 &.i/; p 2 ˝j , q 2 &.j /, and q 2 ˝i such
that:

1. 8t 2 .i; j; p; q/; .&j;q
i;p ; &

j;q
i;p .t// 	t .& ; &.t//,

2. 9t 2 .i; j; p; q/; .&j;q
i;p ; &

j;q
i;p .t// >t .&; &.t//,

3. 8t 2 .i; j /; j&j;q
i;p .t/ \K j 	 1,
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then the swap matching &j;q
i;p is approved, and the pair .i; j / is called a swap-

blocking pair in the matching & .
The third condition in Definition 4 is to satisfy the CA requirement

in which each user needs to utilize at least one licensed subchannel. The
definition implies that once a swap matching is approved, at least one
player’s data rates will increase, which leads to the increase in the total data
rate.

Definition 5. A matching & is two-sided exchange-stable (2ES) if and only if there
does not exist a swap-blocking pair.

Intuitively speaking, from the perspective of network, a matching & is said to
be 2ES implies that there is not any user i or subchannel q, in which i prefers
another subchannel p to its match q, or q likes another user j rather than its
match i . Such a network-wide stable can be achieved by guaranteeing the involved
players are beneficial from the swap operations, given the externalities in current
matching & .

Algorithm Description

With the notations of swap matching and the definition of stability, we propose a
user-subchannel matching algorithm (Algorithm 1) to obtain a 2ES matching. This
algorithm is an extension of the many-to-one matching algorithm proposed in [33]
with constraints that j&.n/j 	 V u, j&.m/j 	 V u, and j&.k/j 	 V s .

As a part of Algorithm 1, each LTE or D2D user needs to maintain a
preference list. The preference list is established according to the following
principles:

1. The subchannels in the preference list need to be contained in the swappable set.
2. The matched subchannel is removed from the preference list for each user.
3. The subchannels which have matched with V s users is removed from the

preference list.
4. If the user is unmatched, i.e., the user has not been allocated to any subchannels,

the licensed subchannels have priorities over the unlicensed ones.
5. The preference list is established based on the data rate over each subchannel.

In Algorithm 1, each user will send a proposal to the BS. According to
Definition 3, the proposed subchannel needs to be contained by swappable set. For
each user, removing the matched subchannel is to avoid multiple proposals for the
same subchannel. In addition, under the utilization constraints for a subchannel,
the users can only send proposal to the available subchannels. The forth principle is
designed in accordance with the CA requirement. This implies that if the user cannot
compete for a licensed subchannel, the user needs to be silent. And according to the
definition of preference relation in (19), the preference list is maintained based on
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Algorithm 1 User-subchannel matching algorithm for LTE and D2D users
Input: Set of users U ; set of subchannels S ; sensing vectors scn; s

d
m.

Output: A 2ES matching & .
begin

while & ¤ & 0 do
Let & 0 D & The preference lists are updated based on the current matching & if i has
not been matched with V u subchannels then

i sends a proposal to the first subchannel q in the preference list if swap operation
&
0;q
i;0 is approved then

User i matches with subchannel q The current matching & is replaced by swap
matching &0;q

i;0

else
User i cannot get access to subchannel q

end

The BS searches for swap-blocking pairs if swap operation &j;q
i;p is approved then

User i exchanges its match SCp withUj for subchannel q The current matching

& is replaced by swap matching &j;q
i;p

else
User i keeps its match subchannel p

end
else

User Ui keeps its matches.
end

end
Terminate with the final matching result &

end

the data rate. Due to the externalities, the preference list is dynamic in the swap
matching process. Thus, in each iteration, the preference list will be updated based
on the current matching.

The key idea of Algorithm 1 is to consider approving swap matchings among
the players so as to obtain a 2ES matching. The algorithm is composed of two
phases: initialization phase and swap matching phase. In the initialization phase,
the BS will evaluate the channel gains for all users and interference from Wi-Fi
system. The swap matching phase contains multiple iterations in which the BS keeps
executing the swap matching if there exist swap-blocking pairs and updates the
current matching. Note that the higher a user’s data rate is, the higher probability
it has to be accepted by the subchannel. In each iteration, the user i updates its
preference list and sends a proposal to the subchannel q ranked the first in the
preference list unless it has been matched with V u subchannels. The acceptance can
be regarded as a swap operation &0;q

i;0 , where the element f0g denotes a virtual user
or subchannel. If this swap matching is approved, the proposed user i is accepted
by the subchannel q, and the matching is updated. Then, the BS will search other
swap-blocking pairs and execute the swap matching to renew the current matching.
The iterations stop until current matching is the same as the matching in the last
iteration, and a final matching is determined.
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Performance Analysis

In this section, we first analyze the proposed duty cycle-based protocol regard-
ing the compatibility and signaling issues. Then, we analyze the effectiveness
and efficiency of the proposed algorithm and remark some key properties of
the LTE-U/D2D network. In the first part, the effectiveness and efficiency of
the proposed algorithm is proved. Finally, we discuss how the selection of the
sensitivity factor � impacts the subchannel allocation strategy at the end of this
section.

Analysis of the Protocol

Compatibility Analysis
For LTE system, unlike the LBT-based protocol for D2D-U in [34] which
requires LBT waveform and transmission modification of current LTE standard,
our proposed protocol follows the current LTE PHY/MAC standards, such as
frame structures, resource scheduling, and signaling, and thus, it can be directly
implemented to current LTE network. And as for Wi-Fi system, D2D/LTE-U users
also perform energy detection to avoid the collision with Wi-Fi users. In addition,
in a hyper-dense scenario, the protocol support the coexistence of the LTE-U/D2D
and Wi-Fi users in a TDM fashion. Therefore, the LTE-U and D2D network can be
a good neighbor of Wi-Fi network.

Signaling Analysis
To describe the signaling cost over the control channels for the proposed protocol,
we assume that 	 messages are required to inform the BS, the channel information
sensed by a D2D/LTE-U user;  messages are required for a user to report its
location and subchannel estimation results; and � messages are required for the BS
to notify a user the allocated subchannels. In SS, each D2D/LTE-U user n 2 N [M
needs to report the sensing result over each channel. Therefore, at most 	.MCN/L
messages are required in the SS. And before each transmission subframe, each LTE-
U/D2D user n needs to report their locations and the subchannel estimation results
for subchannel allocation, which requires .M C N/ messages. Then, the BS will
perform resource allocation process with extra information and notify each user by
sending �.M CN/ messages.

Note that in one duty cycle, each LTE-U/D2D user only perform one energy
detection over one channel; thus, the signaling cost is under a tolerable level.
In addition, the signaling cost of resource allocation is positively proportional to
the number of D2D/LTE-U users, which is constrained by the limited subchannel
resources. In each subframe, the signaling cost of the resource allocation can be
restricted to a tolerable level. Therefore, the signaling cost of the proposed duty
cycle-based protocol is acceptable for a practical system.
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Stability, Convergence, Complexity, and Optimality

Given the proposed Algorithm 1, we then give remarks on the stability, convergence,
complexity, and optimality.

Stability and Convergence
We now provide the stability and convergence of Algorithm 1.

Lemma 1. Phase II in Algorithm 1 converges after a limited number of swap
operations.

Proof. In each iteration of Algorithm 1, the matching & is updated after a swap
operation. Without the loss of generality, we assume that after swap operation l ,
the matching result is updated by swap matching &l D &l�1

j;q
i;p . According to

Definition 4, after swap operation l , the sum-rates of subchannels p and q satisfy
Rp.&l/ 	 Rp.&l�1/ and Rq.&l/ 	 Rq.&l�1/, and these two equations cannot
hold at the same time, while the sum-rates of other subchannels remain unchanged.
Therefore, the total sum-rate over all subchannels strictly increases.

Note that the number of potential swap-blocking pairs is finite since the number
of users is limited, and the total sum-rate has an upper bound due to limited
subchannels. Therefore, there exists a swap operation after which no swap-blocking
pairs can be found, and the total sum-rate stops increasing. Then Algorithm 1
converges.

Proposition 1. Upon the convergence of Phase II, Algorithm 1 reaches a 2ES
matching.

Proof. The proof follows from these two considerations. First, the swap operations
only occur when the players’ data rate strictly increases. Second, due to the
convergency of Phase II, for any user i 2 U , it cannot find another user j 2 U
to form a swap-blocking pair with their matches when Algorithm 1 terminates. The
matches of user Mi must be the best choice for it in current matching. Hence, the
terminal matching obtained by Algorithm 1 is 2ES.

Complexity
Having proved the convergence of Algorithm 1, we can then discuss its computa-
tional complexity.

Note that in the swap matching phase, a number of iterations are performed to
reach the 2ES matching. In every iteration, the BS needs to search for swap-blocking
pairs, and all the approved swap operations are executed. Thus, the complexity of
the swap matching phase lies in the number of both iterations and potential swap
matchings in each iteration.

Proposition 2. In the t -th iteration of Algorithm 1, at most .M CN/� Œ.M CN �
1/ � .t � 1/C 1�, swap matchings need to be considered.



36 Device-to-Device Communications over Unlicensed Spectrum 1227

Proof. In each iteration of Algorithm 1, at most M CN , users send proposal to the
subchannels which rank first in their preference lists. Therefore, in this step, at most
M CN , swap matchings need to be considered.

If the proposals from users are accepted by subchannels, they might execute swap
matchings with the existing matches. For user Ui , it sends proposal to subchannel
p and is accepted. According to Definition 2, this match can only execute swap
matchings with matches which do not contain user i and subchannel p. In each
iteration, at most 1, match can be added to the current matching for each user.
Therefore, for match pair .i; q/, there are at most .M C N � 1/ � .t � 1/ potential
swap matchings in the t -th iteration. In the worst case, all the proposal for users are
accepted by subchannels, and thus, there are a maximum of .M CN/ � .M CN �
1/ � .t � 1/ potential swap matchings.

Above all, at most .MCN/�Œ.MCN �1/�.t�1/C1�, swap matchings need to
be considered in the t -th iteration. In practice, one iteration requires a significantly
low number of swap operations, since only a small number of proposals from users
can be accepted.

Optimality
We show whether Algorithm 1 can achieve an optimal matching.

Proposition 3. All local maxima of total sum-rate correspond to a 2ES matching.

Proof. Suppose the total data rates of matching & is a local maximum value. If &
is not a 2ES matching, then there exists at least one swap-blocking pair, and any
swap matching strictly increases data rates according to Definition 2. However, this
is in contradiction to the assumption that & is a local maximum value. Therefore, &
must be 2ES.

However, not all 2ES matchings obtained from Algorithm 1 are local maxima of
total data rates. For example, there exists a possibility that a user i does not approve
a swap matching &j;q

i;p , since its data rate will decrease, but the other user j will
benefit from this swap matching, and the sum-rates of subchannels p and q increase
as well. The total sum-rates will increase at the expense of stability if the swap
operation is forced to execute.

To obtain a global optimum matching, we utilize an algorithm (GO Algorithm)
proposed in [24] by utilizing a Markov chain Monte Carlo heat bath method. In GO
Algorithm, the swap matching does not need to be approved anymore; instead, a
swap matching &j;q

i;p is executed with a probability Pswap which depends on the total
sum-rate as shown below:

Pswap D
1

1C e�T ŒRtotal.&
j;q
i;p /�Rtotal.&/�

; (22)

where T is a probability parameter. The algorithm keeps track of the optimum
matching found so far, even as it moves to worse matchings. After sufficiently large
amount of iterations, the matching moves toward the global optimal one [35].
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Selection of the Sensitivity Factor	

Let Rdmax be the maximum rate for a D2D user in an unlicensed subchannel, Rcmax
be the maximum rate for an LTE user, and generally Rdmax=Ld 	 Rcmax=Lc . How
the value of the sensitivity factor � tunes the performance can be analyzed in the
following cases.

• � 	 Rdmax=.2Ld /: This case implies that neither a D2D nor LTE user can get
access to an unlicensed subchannel; the value of penalty terms is sufficiently
large that cannot satisfy all the conditions of swap matching. Therefore, in this
case, any D2D or LTE users cannot occupy unlicensed subchannels; the LTE and
D2D users can only utilize the licensed spectrum for total sum-rate maximization.

• Rcmax=.2Lc/ � � � R
d
max=.2Ld /: This case implies that a D2D user get access

to unlicensed subchannels. In this case, any LTE users cannot utilize unlicensed
subchannels. As for the D2D users, they can utilize both licensed and unlicensed
subchannels. If one D2D user get access to an unlicensed subchannel, those
D2D users whose interference ranges overlap with the accessed one will become
more easier to get access to the unlicensed subchannels, because the increased
interference ranges will be less than that when this D2D user is the first one to
get access to the unlicensed subchannels. Thus, in the view of geography, those
D2D users over unlicensed subchannels trend to form several clusters.

• 0 < � < Rcmax=.2Lc/: This case means that both LTE and D2D users can
get access to unlicensed subchannels. Similar to case 2, the users accessed to
unlicensed subchannels also form several clusters. In addition, the accessed LTE
users will decrease with the value of � grows because of the large interference
range; that is, more unlicensed subchannels are allocated to D2D users, and the
LTE users are more likely to utilize licensed subchannels.

• � D 0: This case is the same as resource allocation problem in licensed
scenario. In this case, both licensed and unlicensed subchannels can be regarded
as a uniform subchannel; D2D and LTE users will make full use of the whole
spectrum to maximize the total sum-rate.

Simulation Results

In this section, we present the simulation results of Algorithm 1, in comparison to
the GO Algorithm, a greedy allocation algorithm, and the scenario without D2D,
where all the users are LTE users. In the greedy scheme, the users will maintain
a static preference list and send proposal to the subchannels according to the
preference list. We set the number of iterations as 106, T D 0:5 in GO Algorithm
such that the outcome of GO Algorithm can be regarded as the upper bound of
the total sum-rate. Note that the upper bound is unrealistic since the computational
complexity is rather high. And the subchannels in the scenario without D2D are
also allocated by Algorithm 1. For the simulations, we consider a single-cell layout,
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Table 1 Parameters for
simulation

LTE-U and D2D-U parameters Values

Cell radius 500 m

Maximum D2D user distance Dmax 20 m

LTE’s transmit power P c 13 dBm

D2D’s transmit power P d 3 dBm

Subchannel bandwidth Bl 180 kHz

Number of subchannels 40

Carrier frequency 1.9 GHz

Noise figure 5 dB

Decay factor of the path loss ˛ 3

Power gains factor G �31.5 dB

Maximum number of subchannels V s 4

Maximum number of users V u 4

Wi-Fi parameters Values

Number of subchannels 40

Subchannel bandwidth Bu 180 kHz

Wi-Fi user’s transmit power P w 23 dBm

Number of APs Q 3

LTE-U interference radius Lc 50 m

D2D-U interference radius Ld 23 m

where the LTE and D2D users are distributed randomly, and the communication
distance of D2D users cannot exceed a predefined value. The simulation parameters
based on existing LTE/LTE-Advanced specifications [36] are given in Table 1. Note
that the transmission power of Wi-Fi user is over the whole unlicensed channel,
while the transmission power of LTE or D2D user is over one subchannel.

Figure 5 shows the total sum-rate vs. the number of active D2D users N , with
the number of LTE users M D 20 and the sensitivity factor � D 0:1. We observe
that the total sum-rate increases with N . And it can be observed that the sum-rate
obtained by proposed Algorithm 1 is 9.23% higher than the greedy algorithm, and
168.5% higher than the scenario without D2D, while it only has 3% gap to the
upper bound when N D 20. This further implies that the BS can make full use of
the unlicensed spectrum resources via D2D communications. The simulation results
correspond to optimality analysis in section “Stability, Convergence, Complexity,
and Optimality”.

Figure 6 shows the total sum-rate vs. the number of active D2D users with the
number of LTE users M D 20. It can be easily observed that the total sum-rate
will decrease as the sensitivity factor � increases. According to discussions on
section “Selection of the Sensitivity Factor �”, � D 0 means every D2D and LTE
user can use the unlicensed spectrum, the subchannels are sufficient, and the total
sum-rate is the maximum. � D 1 means that almost they cannot use the unlicensed
spectrum; both LTE and D2D users can only utilize the licensed subchannels.
Because there are half of subchannels can be utilized, the total sum-rate is close
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Fig. 5 Total sum-rate vs. number of active D2D users, with the number of LTE users M D 20
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Fig. 6 Total sum-rate vs. number of active D2D users, with the number of LTE users M D 20

to the half of sum-rate with � D 0. And � D 0:3 implies that most LTE users
cannot use the unlicensed spectrum; most unlicensed subchannels are used by D2D
users. Because of less available subchannels, the total sum-rates decreases.

In Fig. 7, we provide the interference ranges vs. the number of active D2D users
N with the number of LTE users M D 20. We use a uniform sampling and judge
whether this sampling point is in the interference range of any LTE or D2D user
using the unlicensed spectrum. The percentage of sampling points in the interference
ranges is regarded as the interference ranges. From Fig. 7, it can be observed that the
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interference ranges will decrease as the value of sensitivity factor � grows. We can
also find out the decrease in interference ranges is at the expense of the total sum-
rate from Fig. 7. We can learn that we can use the unlicensed spectrum according to
different requirement for the interference by properly setting the value of �.

Figure 8 provides that the number of subchannels in both licensed and unlicensed
spectra vs. the value of sensitivity factor � with the number of LTE users M D 20

and the number of D2D users N D 20. Based on the constraint that a user can
utilize at most V u D 4 subchannels, the total subchannels of LTE users or D2D
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users cannot exceed 80 subchannels. It can be also observed that when the value
of � increases, LTE users can occupy more licensed subchannels, while D2D users
will utilize more unlicensed subchannels due to its smaller interference ranges. This
is consistent with the discussions in section “Selection of the Sensitivity Factor �”.

Conclusions

In this chapter, we investigate the D2D-U technology, in which the D2D users
operate as an underlay to the LTE system in both licensed and unlicensed spectra.
A sensing-based D2D-U protocol has been designed for LTE-U and D2D-U users
to access the unlicensed spectrum while protecting the existing Wi-Fi systems.
Considering the complicated mutual interference between LTE-U, D2D, and Wi-
Fi systems, we study the subchannel allocation problem for D2D and LTE-U
users sharing both licensed and unlicensed spectra to leverage the performance
degradation in Wi-Fi systems and the maximization of the sum-rate in LTE/D2D
networks. Specifically, we formulate the allocation problem as a many-to-many
matching game with externalities and develop a low-complexity user-subchannel
swap matching algorithm. Analytical and simulation results show that enabling D2D
communications in LTE-U network can significantly improve the network capacity.
Besides, the subchannel allocation strategy for LTE and D2D users is closely related
to how the BS adjusts the interference to Wi-Fi systems. In an aggressive strategy
where the Wi-Fi performance degradation is not considered seriously, the BS allows
more D2D and LTE users to transmit on the unlicensed spectrum. On contrary, in a
Wi-Fi-friendly strategy, the BS tends to permit only a small fraction of D2D users to
transmit on the unlicensed spectrum, and most of the LTE users are only allocated
with licensed subchannels.
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networks (CCNs). Such an integration can improve spectrum utilization and
energy efficiency of wireless communication services. In CCNs with RF energy
harvesting capability, when cellular base stations, i.e., primary transmitters,
transmit signals to their mobile devices, secondary users (SUs) can harvest
energy from the cellular channel, i.e., the primary channel, and store the energy
in their batteries. Then, when the cellular channel becomes idle, the SUs can
use the harvested energy to transmit data to their receivers. As such, we can
utilize not only the available spectrum when the channel is idle but also energy
scavenging when the channel is busy. This chapter first presents an overview
of RF-based energy harvesting CCNs. Then, limitations are discussed, and
some new solutions using ambient backscattering communication techniques are
introduced to overcome the limitations. Finally, the chapter concludes with a
discussion on the development of such networks and possible research directions.

Keywords
Cellular networks � Cognitive radios � Ambient backscattering � RF energy
harvesting � Convex optimization

Introduction

RF Energy Harvesting

Basic Concepts
RF energy transfer is a technique which enables energy transmission from an RF
emitter to a distant destination (up to a few kilometers) based on the electromagnetic
radiation, i.e., electromagnetic waves propagating through the space. According to
Maxwell’s theory [1], for electromagnetic waves, changes in the electrical field are
always associated with a wave in the magnetic field in one direction and vice versa.
This phenomenon happens continuously in the direction of the wave propagation
and enables electromagnetic waves to carry information as well as energy to a far
distance.

Wireless signal is a typical example of the electromagnetic waves, which is used
widely in practice. In order to harvest energy from wireless signals, a mobile device
needs to be equipped with a receive antenna, a matching circuit, and an RF-DC
conversion circuit, as illustrated in Fig. 1. The mobile signals received at the receive
antenna will be transferred to the matching circuit with the aim of maximizing power
delivery from the antenna to the remaining circuit and minimizing signal reflections.
After that, the RF-DC conversion circuit will convert these signals to DC voltage
which can be stored in the mobile device’s battery for future use. It was shown in [2]
that the efficiency of the RF energy harvesting techniques strongly depends on the
sensitivity of the receive antenna, the accuracy of the impedance matching circuit,
and the proficiency between the voltage multiplier and the capacitor. The recent
prototype implementation [3] demonstrated that RF energy harvesting techniques
can achieve the efficiency up to 84% with a 5.8 dBm input power.
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Fig. 1 RF energy harvesting in cellular networks

Energy Propagation Models
There are three RF energy propagation models which are often used to determine
the amount of energy harvested at the mobile node.

• Free space model: In a free space environment, the energy received at the mobile
node can be determined by the Friis equation [4] as follows:

PR D PT
GTGR�

2

.4�d/L
; (1)

where PR is the received power at the mobile node, PT is the transmit power of
the RF emitter or wireless signal source, e.g., a base station, L is the path loss
factor, GT is the transmit antenna gain, GR is the receive antenna gain, � is the
mobile wavelength emitted, and d is the distance from the signal source to the
mobile device.

• Two-ray ground model: In the free space model, there is only one single path from
the signal source to the mobile device. However, in practice, signals received at
the mobile device are from multiple paths due to the RF scattering and reflection.
In this case, the two-ray ground model, which considers the received wireless
signals pass through a line-of-sight path and a ground reflected path, can be used.
The receive power is calculated from

PR D PT
GTGRh

2
t h
2
r

d 4L
; (2)

where ht and hr are the heights of the signal source and mobile device from the
ground, respectively.

• Rayleigh model: Different from two aforementioned models which characterize
RF propagation based on deterministic parameters, Rayleigh model [5] using
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probability distribution parameters allows modeling energy propagation process
in a more realistic manner. The Rayleigh model is therefore widely used in
practice. In the Rayleigh model, the power received at the mobile device is
determined as follows:

PR D P
d
R 10

Ljr j2; (3)

where P d
R is the received RF power derived by a deterministic model,

L D �˛ log 10.d=d0/ is the path loss factor (d0 is a reference distance), and r is
a random number following Gaussian distribution.

Advantages of RF Energy Harvesting to Cognitive Cellular Networks
While there are a few available wireless energy harvesting techniques, e.g., inductive
coupling and magnetic resonant coupling, RF energy harvesting is considered as
a particularly appropriate solution for cognitive cellular networks because of the
following advantages.

• Pervasive environment: wireless signals are available almost everywhere now,
which provides an abundant energy source for mobile devices.

• Long distance: mobile signals can propagate and transfer over long distances,
which creates favorable conditions for mobile devices.

• Multiple directions: cellular base stations can broadcast signals in all directions,
and thus multiple mobile devices can harvest energy from the same source
simultaneously.

• Controllable power: the amount of transferred energy can be controlled by
adjusting the transmit power at the cellular base stations.

• Stability: RF energy supply is much more stable than other ambient energy
sources such as solar, wind, and vibration.

Challenges and Solutions of Integrating RF Energy Harvesting
Techniques into Cognitive Cellular Networks

Although RF energy harvesting is considered as a promising solution to cognitive
cellular networks (CCNs), how to efficiently integrate this technique into CCNs is
still a challenge. This section reviews related literature.

Channel Access
In [6], a secondary user (SU) harvests energy from primary signals when it is close
enough to primary transmitters and stores the energy in a finite energy buffer. In
addition, the SU can transmit data to its destination when it is sufficiently far away
from primary transmitters. Based on these assumptions, the authors proposed a
stochastic geometry model for the CCN where primary users (PUs) and SUs are
distributed as independent homogeneous Poisson point processes (HPPPs). In this
model, the PUs are protected from interference from the SU by a guard zone, and
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they transfer a significant amount of RF energy to the SU when they are located
in a harvesting zone. Based on the stochastic geometry model, the authors used a
Markov chain to derive the transmission probability of the SU and then applied a
Poisson approximation method to derive the maximum throughput for the SU. An
important result found in this paper is that the maximum throughput of the SU is
linearly increasing with increasing PUs’ density. Furthermore, the PUs’ density is
inversely proportional to the transmission probability of the SU.

In [6], the authors assumed that all SUs have to be fully charged before they can
transmit data. This implies that all SUs transmit data with the same power which
may limit the network capacity for the secondary system. Therefore, the authors
in [7] proposed the energy-based opportunistic spectrum access (OSA) strategy
which allows the SUs to use the variable power mode to transmit data instead of
waiting until full charging as in [6]. With the proposed OSA strategy, an SU can
transmit data when it is outside of the guard zone, and its harvested energy level is
greater than a predefined threshold. As a result, the reliability and stability of the
secondary system can be significantly improved.

Park et al. [8] studied an optimal mode selection policy for an SU in a CCN
with RF energy harvesting capability. It was assumed that the SU can harvest
energy when the PU transmits data or the SU can transmit data when the PU is
idle. However, the SU cannot harvest RF energy and access the primary channel
simultaneously. Thus, it has to opt between access mode and harvest mode at
the beginning of each time slot. Alternatively, it is assumed that the SU does not
have any information about the current state of the channel in advance, but it
knows part of channel state (e.g., idle channel probability). Therefore, the partially
observable MDP (POMDP) framework was adopted to obtain the optimal mode
selection policy for the SU. In order to improve the energy efficiency as well as
the spectrum usage efficiency of the proposed model, the authors then introduced
appropriate solutions in [9] and [10]. In particular, in [9], the authors developed a
method to adjust the energy causality constraint and the collision constraint, which
results in increasing the probability of accessing the occupied channel. Likewise,
in [10], a theoretical upper bound on the maximum achievable throughput given
the aforementioned constraints was derived with the main aim of deeply examining
impacts of the temporal correlation of the primary system to the secondary system.
Then, in [11], Park et al. designed an optimal spectrum access strategy in order
to obtain the theoretical maximum achievable throughput. The numerical results
then verified that by taking the temporal correlation of the primary system into
account, the proposed strategy can achieve high efficiency in using the harvested
energy.

Time Scheduling
In CCNs using energy harvesting techniques, SUs not only find opportunities to
access primary channels but also have to harvest energy. The problem is that if the
energy harvesting time is too long, the data transmission time will be reduced. By
contrast, if the energy harvesting time is insufficient, the harvested energy will not
be adequate for the data transmission phase. This leads to the problem of how to
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balance between the energy harvesting time and the data transmission time for SUs
to maximize their performance.

In [12], the authors proposed an online solution to find the optimal trade-off
time between the energy harvesting phase (EHP) and the data transmission phase
(DTP) for an underlay CCN. In the first phase, i.e., the EHP, the SU harvests energy
from PU’s signals and uses this energy to transmit data in the second phase, i.e.,
the DTP, under interference constraints with the primary system. Then, to find the
optimal trade-off time between the EHP and the DTP, the authors adopted the convex
optimization technique and derived the optimal value for the time-sharing ratio in
a similar way as in [13]. With the proposed solution, the authors showed that the
interference constraints with the primary system are under control, and the average
achievable rate of the SU is maximized.

The same scenario was also examined in [14], but in [14] the authors
also considered a cooperation scenario between the primary system and the
secondary system. Specifically, in the second phase, the SU can opt to transmit
data to its destination or relay data for the primary system. Consequently, the
SU now has to determine not only how much time on the EHP but also how
much power for data relay or data transmission to allocate. For both cases, i.e.,
cooperation and noncooperation, the authors proposed corresponding optimal
solutions by using close-form solutions with numerical analysis. Simulation
results showed that the proposed solutions can achieve better performance than
that of the stochastic cooperation protocol and the optimal underlay transmission
protocol.

Li et al. [15] introduced a strategy, called one-step-ahead spectrum sensing,
with the aim of balancing the time allocation among three phases, i.e., EHP, SSP,
and DTP. For the proposed strategy, based on the information about the current
system state, e.g., available channels, the current energy level, and idle channel
probabilities, and the estimation about the next state, the SU will make the best
decision to maximize its throughput. However, the proposed strategy just can obtain
a myopic solution, and thus an optimal saving-sensing-transmitting structure was
proposed in [16] to maximize the average throughput for the SU. In particular, the
authors first formulated the time allocation optimization problem as a mixed integer
nonlinear programming problem and then employed a heuristic algorithm developed
from the different evolution algorithms to derive the optimal time structure for three
phases. Simulation results verified the efficiency of the proposed solution compared
with a stochastic sensing strategy.

Relaying

Relaying for Secondary Systems
Lu et al. [17] studied an application of RF energy harvesting technique in a
cognitive amplify-and-forward relaying network. In particular, there is a cognitive
radio network with one PU and three SUs, called a source SU (SS), a relay SU (RS),
and a destination SU (DS), as illustrated in Fig. 2. The RS forward the information
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Fig. 2 Relay-assisted cognitive radio networks

received from SS to the DS by using the energy harvested from RF signals of
the SS with the aim to maximize the throughput of the secondary system. At the
beginning of each time slot, the SUs sense the primary channel. If the primary
channel is busy, SUs use the IDLE mode. On the other hand, if the primary channel
is idle, SUs can perform the transmit data process which consists of two phases,
i.e., from SS to RS and from RS to DS (each phase lasts for 1

2
time slot). Given

the proposed system, the authors formulated the throughput maximization problem
and then adopted an approximation method using the upper bound to mitigate the
complexity of the optimization problem. In addition, a suboptimal algorithm was
developed in order to achieve the near-optimal throughput performance. The results
demonstrated that the throughput obtained by the proposed approximation algorithm
is close to that of the optimal solution, and it has a significant gain compared with
the separate management algorithm. A similar model was investigated in [18], but
under the underlay CCN. Moreover, in [18], the authors focused on deriving the
outage probability for the secondary system with the aim of improving the energy
conversion efficiency for such a secondary system.

In [19], a similar relay cognitive radio model with RF energy harvesting
techniques was studied, but different from [17, 18]; in [19] the relay node harvests
energy from the primary transmitter’s signals instead of the secondary transmitter’s
signals. In addition, different from [17] which considers an overlay spectrum
sharing cognitive radio with the amplify-and-forward relaying technique, in [19],
the authors took an underlay spectrum sharing cognitive radio with the decode-and-
forward relaying technique into account. The aim of [19] is to demonstrate that
the use of relay CCNs with simultaneous wireless information and power transfer
(SWIPT) will not cause any loss of diversity gain, although it can reduce the outage
performance of the system. Thus, it was concluded that, to improve the network
performance, one of the possible ways is adopting the MIMO technique for SWIPT
CCNs.
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Fig. 3 Two-way cognitive relay network

Relaying for Primary Systems
Wang et al. [20] considered a scenario in which there are two primary users, denoted
by S and D, who want to exchange information, but the distance between them is
too far and thus they cannot communicate directly with each other. However, there
is a secondary user R who volunteers to relay signals for primary users S and D. At
the same time, the secondary relay node R also has its own information and wants to
transmit to the secondary user C as illustrated in Fig. 3. Consequently, the node R has
to transmit the primary relay information and its own information simultaneously.
It is assumed that when the relay node R receives signals from the primary node,
it is able to extract information and energy from the received RF signals. Then, by
using the harvested energy, the relay node can transmit information to primary and
secondary nodes. For the proposed aforementioned network, the authors formulated
the outage probability expressions for the primary system and derived lower/upper
bounds of outage probability for the secondary system. From analysis results, it was
demonstrated that the proposed protocol has better outage performance than direct
transmission without spectrum sharing. More numerical results can be found in [21].

A similar model was also considered in [22]. However, instead of using the
decode-and-forward protocol as in [20], the authors in [22] adopted the amplify-
and-forward protocol for the relay process. In addition, in [22], the authors proposed
three schemes for the energy and information cooperation problem between PUs and
SUs. For each scheme, the authors introduced corresponding optimization solutions,
and they also indicated that the scheme based on the power splitting can achieve
larger rate region than that of the time splitting scheme if the harvested energy is
sufficient. Nevertheless, in [22], the authors did not consider the time constraint
in which a secondary relay node needs to forward the whole received PU’s signals
to the primary receiver. To overcome this issue, the authors in [23] proposed a
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time-divided power splitting scheme taking both the influence of time division
proportion and the power splitting into account. By using this scheme, it was proved
that the relay SU will have enough time to forward all received data from the PU if
the energy supply is sufficient.

Power Allocation
Li et al. [24] studied the power allocation problem for a secondary network in
which the secondary receiver (SR) is able to harvest RF energy from its secondary
transmitter (ST) as well as from a primary transmitter (PT). It was assumed that the
secondary system adopts the orthogonal frequency division multiplexing (OFDM)
modulation for transmitting data from ST to SR. Thus the main goal of this paper
is to find the optimal power allocation policy on each subcarrier and the power
splitting ratio (i.e., the power ratio between the energy harvesting process and the
information decoding process) at the ST in order to maximize the energy efficiency
of the secondary system. The optimization power allocation problem is transformed
to an equivalent convex problem that is solved efficiently by using an iterative
algorithm. Simulation results showed that the iterative algorithm can achieve a great
trade-off between the energy efficiency and high SINR regions.

Differently from [24,25] examined the power allocation problem for the primary
system and then analyzed its impacts on both the primary system and the secondary
system. First, in the secondary system, the secondary transmitter is allowed to
transmit packets to the primary channel iff the channel is not occupied by the PU.
In addition, ST can harvest energy from the primary transmitter’s signals as well
as from the environment. Then, the authors introduced a power allocation scheme
for the primary system in which the PT sets the transmission power at time slot

t based on the following equation P �p .t/ D
NoW .2

Rp�1/
hppd .t/

where No is the additive
white Gaussian noise power spectral density, W is the channel bandwidth, Rp is
the targeted primary spectral efficiency, and hppd is the instantaneous channel gain.
Under the proposed power allocation policy, the authors analyzed its impacts to both
systems and concluded that by using the proposed policy at the primary system and
implementing the RF energy harvesting at the secondary system, the throughput for
both systems can be enhanced.

Scheduling and Security
In [26], the authors considered a primary system coexisting with an underlay
secondary system which consists of one secondary transmitter (ST) and multiple
secondary receivers (SU-RxN ). Each SU-Rxn is able to harvest RF energy from the
PU’s signals or decode information received from the ST at a time. It means that
SU-Rxn cannot carry out both processes concurrently. To avoid the collision among
SU-Rxn’ transmissions, there is only one SU-Rx selected to decode information
from the ST. Consequently, the SU-Rx with the best channel condition will be
scheduled to decode information from the ST, while other SU-Rx will harvest
RF energy from the ST’s transmission. Then, in order to maximize the network
throughput for the secondary system, a threshold condition using the Max-SNR
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scheduling [27] was adopted to find the best SU-Rx at each time epoch. Numerical
results showed that the proposed scheduling strategy can obtain a desirable QoS for
the secondary system.

Similar to [26], the authors in [28] also investigated the scheduling problem
for the secondary system by choosing only one secondary receiver at each time
slot for data transmission. However, in [28], to guarantee the communication
security in the secondary system, the authors employed a resource allocation
algorithm which treats both idle secondary receivers and primary receivers as
potential eavesdroppers. In addition, different from [26], a non-convex multi-
objective optimization problem is formulated with the aim of jointly minimizing the
total transmission power of the multi-antenna secondary transmitter and maximizing
the efficiency of harvesting energy, while guaranteeing to minimize the interference
power leakage-to-transmit power ratio for the primary system. Numerical results
then figured out an interesting trade-off between the considered conflicting system
design objectives.

Channel Selection
All aforementioned research works just consider only one primary channel at a
time. However, in practice, there are multiple channels that the secondary system
can utilize at the same time. Different channels have different capacities, e.g., high
or low idle channel probabilities. Thus, the secondary transmitter needs to choose
the best channel to access at each time slot such that its average throughput is
maximized. For example, in the case that the ST wants to transmit data, it will select
the channel with a high idle probability. By contrast, if the ST wants to harvest
energy, it will prefer the channel with a low idle probability.

To address this problem, the authors in [29] proposed a model which allows
secondary users to select the best channel to maximize their throughput. In
particular, the authors formulated the channel selection problem for a secondary
user by using Markov decision process and used the linear programming technical
to find the optimal policy for the secondary user. To deal with the curse-of-
model problem in the case when the secondary user has no information about its
surrounding environment, the authors proposed a learning algorithm developed from
the simulation-based method to find the optimal policy for the secondary user in an
online fashion. Through simulation results, the authors showed that the performance
of the proposed learning algorithm achieves close to that of the optimal solution, and
it can improve the network through for the secondary system significantly.

This work was then extended in [30] with multiple secondary users coexisting in
the same environment. Specifically, the authors considered two scenarios in which
the secondary users cooperate in centralized and decentralized manner. In the case
of centralized cooperation, TDMA method together with the learning algorithm
introduced in [29] were adopted to find optimal policies for users. In the case of
decentralized cooperation, the authors proposed a decentralized learning algorithm
which allows users to determine their optimal policies in an online fashion with
a little amount of information exchange. The simulation results clearly showed the
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convergence of the learning algorithms as well as their efficiency in terms of network
throughput.

Ambient Backscatter Communications: A New Communication
Method in Cognitive Cellular Networks

In RF-powered cognitive cellular systems, secondary transmitters are required to
harvest energy from radio signals and then use this energy to transmit data to
their receivers. However, a new communication method has been introduced, called
ambient backscatter communication, which enables secondary users to commu-
nication without requiring the energy harvesting process. In ambient backscatter
communication, when secondary transmitter (ST) wants to send data to the sec-
ondary receiver (SR), the ST first backscatters ambient signals, e.g., mobile signals,
to its receiver. The receiver then can decode and obtain the data by using averaging
mechanisms.

In the following, the method used by the SR to extract information from the ST in
the ambient backscatter communication will be briefly explained. For more details,
the readers are referred to [32]. The core idea of ambient backscatter communication
is that the ST backscatters information at a lower rate than that of ambient signals,
i.e., signals from the PT. Thus, the SR is able to distinguish two signals by using
averaging mechanisms. First, the case in which the secondary user is equipped
with an analog-to-digital converter (ADC) to perform digital samples and extract
information through the signal backscattering process will be considered. Then,
based on the concept of signal sampling, the information decoding method using
analog circuits which can remarkably reduce the energy consumption for secondary
users will be presented.

Extracting Backscatter Information from Ambient Signals Using ADC
Consider a continuous time additive white Gaussian noise (AWGN) channel with
bandwidth W Hz, the passband-baseband conversion and the sampling theory
[31] (Chapter 5) with the sampling rate at the Nyquist-information rate of the
RF signal will be adopted. Then, the received samples at the SR, i.e., yŒn�, is a
combination of the PT signals and the ST’s backscattering signals, which can be
expressed as:

yŒn� D xŒn�C 	BŒn�xŒn�C wŒn�; (4)

where xŒn� is the samples of the PT signals received at the SR, wŒn� is the noise, 	 is
the complex-valued channel attenuation of the backscattered signals, and BŒn� are
the bits transmitted by the ST. Here, since the distance between the ST and SR is
assumed to be very small (within 1 m), the signal delay between the ST and SR can
be ignored, and thus the signal received at the SR by backscattering from the ST is
	BŒn�xŒn�.
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If we assume that the ST transmits information at a fraction of the PT Nyquist
rate, e.g., 1

N
, then BŒN i C j � are all equal for j D 1 to N . Therefore, if the SR

averages the instantaneous power of the N received samples which correspond to a
single backscattered bit, it can be derived that

1

N

NX
nD1

jyŒn�j2 D
1

N

NX
nD1

ˇ̌
xŒn�C 	BxŒn�C wŒn�

ˇ̌2
; (5)

where B is either “0” or “1”. Since PT signal xŒn� is uncorrelated with noise
wŒn�, (5) can be written as

1

N

NX
nD1

jyŒn�j2 D
j1C 	Bj2

N

NX
nD1

xŒn�2 C
1

N

NX
nD1

wŒn�2: (6)

If P is denoted as the average received power at the SR, then P D 1
N

PN
nD1 jyŒn�j

2.
Ignoring the noise, the received average powers at the SR are j1 C 	j2P and P
corresponding to B D 1 or B D 0, respectively. Therefore, even under the change
of the PT signals, the SR can still decode information from the ST.

Extracting Backscatter Information from Appropriate Analog Circuit
By using an ADC, the SR can extract information from ambient signals received
from the ST. Nevertheless, ADC circuits may consume a significant amount of
energy from the wireless nodes. Alternatively, analog circuit can be designed to
imitate the operations of ADC circuits, but with less energy consumption.

Figure 4 shows a simple circuit diagram to demodulate the information for the
SR. There are two stages, i.e., averaging stage and computing threshold stage. In
the first stage, the SR smoothens and averages the natural variations of the PT
signals. The output of the averaging stage yields two signal levels, corresponding
to the voltage V0 (bit “0”) and the voltage V1 (bit “1”) for V1 > V0. Then, in the
second stage, the SR computes the threshold between these two levels, which is the
average of the two signal levels, i.e., V0CV1

2
. If the received signal is higher than

RF signals

Average envelope Compute threshold

ComparatorC1 C2

R1

R2

Bit line

Fig. 4 Circuit diagram for the SR demodulator in the backscatter mode
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the threshold, the SR concludes that the received signal is V1 and V0 otherwise.
Finally, the comparator takes two voltages as inputs and generates a bit “0” or “1”
accordingly.

Ambient backscatter communication was first introduced in [32] with the aim
of enabling two wireless nodes to communicate without relying on batteries or
wires for power. This idea has quickly received great attentions from research
communities because it is expected to “bring us closer to an Internet of Things”
[33]. Recent research work has been focusing on improving the performance for
ambient backscatter communication. Specifically, in [34], the authors extended [32]
by employing multiple antennas and a novel coding mechanism to improve the
backscatter transmission rate as well as the communication range. Through experi-
ments, it was shown in [34] that the backscatter transmission rate and the backscatter
communication range can be extended up to 1 Mbps and 20 m, respectively. In [34],
Parks et al. developed a coding scheme based on the spread spectrum techniques
in which each data bit is represented by one symbol, and each symbol in turn is
represented by a predefined chip sequence. Moreover, the authors in [35] proposed
a new coding scheme which encodes several bits in a single symbol with the aim
of increasing the data rate for ambient backscatter communication. Additionally,
there are some other works which considered the security problem [36] and signal
detection together with BER analysis [37] for ambient backscatter communication
systems.

RF-Powered Cognitive Cellular Networks with Ambient Backscatter
Communications: A New Approach

In an RF-powered cognitive cellular network, the secondary transmitter (ST) is
able to harvest energy from primary signals and then uses the harvested energy
to transmit data to its secondary receiver (SR) through the primary channel without
causing harmful interference to primary users. The transmission used in the current
RF-powered CCNs is therefore known as the harvest-then-transmit protocol/mode.
However, the performance of RF-powered CCNs is dependent largely on the amount
of harvested energy and the primary channel activity. For example, when the amount
of harvested energy is too small and/or the idle channel period of the overlay CCNs
is too short, the total transmitted bits will be remarkably reduced.

Therefore, this chapter introduces an RF-powered backscatter CCN which
enables the ST not only to harvest energy from primary signals but also to
backscatter these signals to its receiver for data transmission. Nevertheless, as stated
in [38], ambient backscatter communication and RF energy harvesting processes
cannot be performed concurrently in practice. If the ST backscatters signals, the RF
carrier will be modulated by reflection, causing significant reduction in the harvested
energy, and mostly it is insufficient to transmit data. Consequently, this leads to a
question of how to choose the best mode, i.e., the harvest-then-transmit mode or
backscatter mode, given the current radio conditions such that the total transmitted
bits received at the SR per time unit is maximized. In the following, two scenarios
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will be discussed, i.e., overlay and underlay cognitive cellular networks, and each
scenario will present how to find the best trade-off time for the secondary user to
maximize its throughput.

RF-Powered Backscatter Overlay Cognitive Cellular Network

Network Model

This section considers an RF-powered backscatter overlay cognitive cellular net-
work (CCN) composed of a primary transmitter (PT) and a secondary transmitter
(ST) [39]. In this network, the secondary transmitter (ST) is allowed to transmit
signals to a primary channel iff this channel is currently not occupied by primary
users. The ST communicates with a secondary receiver (SR). The ST is equipped
with an RF energy harvesting module and a backscatter circuit to harvest RF energy
and backscatter radio signals, respectively. The ST can also transmit data as normal
wireless transmission. When the PT, e.g., a cellular base station (BS), transmits RF
signal to its primary receiver (PR), the primary channel is busy. At the same time,
the ST can either harvest energy and store it in an energy storage or backscatter the
signal for data transmission [32]. The harvested energy is used for direct wireless
data transmission to the SR when the primary channel becomes idle. This is referred
to as the harvest-then-transmit mode, while the other is referred to as the backscatter
mode. It is assumed that the SR perfectly knows the transmit mode of the ST and
applies corresponding demodulators to extract useful information.

In the proposed system, when the PT transmits signals, i.e., the primary channel
is busy, the ST can transmit data to the SR using backscatter communication
(Fig. 5a) or harvest energy (Fig. 5b). Let ˇ denote the normalized channel idle period
and .1�ˇ/ denote the normalized channel busy period as shown in Fig. 5. When the
channel is busy, ˛ denotes the time fraction for energy harvesting, and thus .1 � ˛/
denotes the time fraction for backscatter communication. The energy harvested

a b cBusy
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β
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β
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α(1-β)

α(1-β)(1-α)(1-β)

Data transmission period

SR
SR

ST
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ST SR
BS signals

ST backscatter signals
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Fig. 5 RF-powered overlay cognitive radio network with ambient backscatter communication.
(a) Backscattering data. (b) Harvesting energy. (c) Transmitting data
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during the time fraction ˛ will be stored in the ST’s energy storage before it is used
for direct data transmission during the idle channel period (Fig. 5c). It is observed
that there is a trade-off between the time fractions for backscatter communication
and energy harvesting. Clearly, the ST can achieve an optimal overall transmission
rate through the dual mode of harvest then transmit and backscatter by balancing
between backscatter communication and energy harvesting during the busy channel
period. Thus, in the following, formulation and solution for the time optimization
problem to find an optimal value of ˛ for the ST will be presented.

Problem Formulation

We aim at maximizing the overall transmission rate of the secondary system, which
is the number of information bits transmitted by the ST per time unit. We denote R
as the overall transmission rate which is obtained as

R D Rb CRh; (7)

where Rb and Rh are the numbers of transmitted bits using the backscatter mode
and the harvest-then-transmit mode in a time unit, respectively. Here, note that in
the case of the backscatter mode, the interference to the primary receiver does not
need to consider because through real experiments in [32], it was demonstrated that
the backscattering transmitter does not create any noticeable glitches at the primary
receiver unless it is less than 7 in.

Backscatter Mode

Transmission Rate of Backscatter Mode
It was shown in [32] that the transmission rate of the ambient backscatter
communication depends on the setting of the RC circuit elements. For example, to
transmit data at the transmission rate of 1 and 10 kbps, the values of circuit elements,
i.e., R1, R2, C1, and C2, are set as (150 k), 10 M), 4.7 nF, 10 nF) and (150 k),
10 M), 680 pF, 1$F), respectively. Therefore, let Bb denote the transmission rate
of the ambient backscatter communication, i.e., the backscatter transmission rate.
The total number of bits transmitted using the backscatter mode per time unit for
the RF-powered backscatter CCN is expressed as follows:

Rb D .1 � ˇ/.1 � ˛/Bb: (8)

Here, note that based on real implementations in [32], when the ST backscatters
signals to the SR, the ST can still harvest energy from RF signals (i.e., when RF
signals are absorbed for binary “0”). Although the amount of harvested energy is not
enough to transmit data when the channel is idle, it is sufficient to sustain backscatter
operations of the ST. Therefore, in (8), there is no need to consider the circuit energy
consumption for the backscatter mode.
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Harvest-Then-Transmit Mode
The harvest-then-transmit mode includes two phases. First, the ST harvests energy
from the PT signals when the channel is busy. Then, the ST uses the harvested
energy to transmit data when the primary channel becomes idle.

Harvesting Energy
From the Friis equation [4], the harvested RF power from the PT signals at the ST
in a free space can be determined by

PR D ıPT
GTGR�

2

.4�d/2
; (9)

where PR is the harvested power of the ST, PT is the PT transmit power, ı 2 Œ0; 1�
is the energy harvesting efficiency, GT is the PT antenna gain, GR is the ST antenna
gain, � is the emitted wavelength, and d is the distance between the PT and ST. The
total amount of harvested energy over the energy harvesting period ˛.1 � ˇ/ then
can be derived as follows:

Eh D ˛.1 � ˇ/PR D ˛.1 � ˇ/ıPT
GTGR�

2

.4�d/2
: (10)

Transmitting Data
After harvesting energy, the ST uses all harvested energy deducted by the circuit
energy consumption to transmit data over the data transmission period  when the
channel is idle. Let P tr denote the transmit power of the ST in the data transmission
period  ( 2 Œ0; ˇ� as shown in Fig. 5c) when the channel is idle. Then, P tr can be
obtained from

P tr D
Eh �Ec


; (11)

where Eh is the total harvested energy and Ec is the circuit energy consumption.
From [40], given the transmit power P tr, the transmit data rate can be determined
as follows:

rh D �W log2

�
1C

P tr

P0


; (12)

where � 2 Œ0; 1� is the transmission efficiency, W is the bandwidth of the primary
channel, and P0 is the ratio between the noise power N0 and the channel gain
coefficient h, i.e., P0 D

N0
h

.
Then, the number of transmitted bits per time unit using the harvest-then-transmit

mode is given by

Rh D �W log2

�
1C

P tr

P0


D �W log2

�
1C

Eh �Ec

P0


: (13)



37 RF-Based Energy Harvesting Cognitive Cellular Networks 1251

Here, since Rh in (13) must be non-negative, P tr in (11) must be also non-negative.
Therefore, from (11), the following condition is derived

Eh D ˛.1 � ˇ/PR 	 Ec; (14)

it means

˛ 	
Ec

.1 � ˇ/PR
: (15)

Let’s denote ˛� D Ec
.1�ˇ/PR

as the minimum energy harvesting time to obtain enough
energy for supplying the circuit of the ST to use the harvest-then-transmit mode.
Then, ˛ 	 ˛�. Note that since ˛ � 1, therefore if ˛� � 1, then Rh can be greater
than zero. Let’s denotem D .1�ˇ/

P0
PR and n D 1� Ec

P0
. Then, from (13), it is derived

that

Rh D

�
�W log2.nCm˛/; if ˛� � 1and ˛� � ˛;

0; otherwise:
(16)

Here, m > 0 and .nCm˛/ 	 1, 8˛ 2 Œ˛�; 1�.
Then, to maximize the overall transmission rate of the secondary system, an

optimization problem can be formulated as

max
˛;

R.˛; /D

�
.1 � ˇ/.1 � ˛/Bb C �W log2.nCm˛/; if ˛��1 and ˛� � ˛;

.1 � ˇ/.1 � ˛/Bb; otherwise:
(17)

Proposed Solution

First, from (17), when R.˛;/ D .1 � ˇ/.1 � ˛/Bb, it is easy to show that

max
˛;

R.˛; / D R.˛ D 0/ D .1 � ˇ/Bb;8˛ 2 Œ0; 1�: (18)

This implies that the ST will use only the backscatter mode when the primary
channel is busy in this case.

Second, through Theorem 1, it will be proved that when ˛� � 1 and ˛� � ˛, an
optimal overall transmission rate is achieved when the ST transmits data over the
entire channel idle period, i.e., max˛; R.˛; / D R.˛; ˇ/.

Theorem 1. When ˛� � 1 and ˛� � ˛, if Rh from (16) is considered as a function
of , then Rh reaches the highest value if and only if  D ˇ. In other words,

max

Rh./ D Rh.ˇ/;8 2 Œ0; ˇ�: (19)

Proof. Since ˛� � 1 and ˛� � ˛, then from (16), it will be derived that
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Rh D �W log2

�
1C

1

P0

�
˛.1 � ˇ/PR �Ec

�	
: (20)

To prove Theorem 1, let’s denote a D �W , b D 1
P0

�
˛.1�ˇ/PR�Ec

�
, where a and

b are positive constants since now Rh is considered as a function of . Then, (16)
becomes

Rh./ D a log2

�
1C

b




: (21)

Then the first and second derivatives of Rh with respect to  can be derived as
follows:

R0h./ D a log2

�
1C

b




�

ab

.C b/ ln 2
; (22)

R00h./ D �
ab2

.C b/2 ln 2
: (23)

From (23), it is observed thatR00h < 0 since a, b, and  are greater than 0. Hence,
R0h./ is a decreasing function with respect to. Moreover, from (22), the following
result can be derived

lim
!C1

R0h./ D lim
!C1

a log2

�
1C

b




� lim
!C1

ab

.C b/ ln 2
D 0: (24)

Since when  ! C1, R0h./ D 0, this implies that R0h./ > 0;8 2 Œ0; ˇ�. As
a result, Rh./ is an increasing function over  2 Œ0; ˇ�, and thus max Rh./ D

Rh.ˇ/;8 2 Œ0; ˇ�.
The proof now is completed.
From Theorem 1, the optimization problem in (17) can be rewritten with only

one variable ˛ as follows:

max
˛
R.˛/ D

�
.1 � ˇ/.1 � ˛/Bb C ˇ�W log2.nCm˛/; if ˛� � 1 and ˛� � ˛;

.1 � ˇ/Bb; otherwise:
(25)

Then, the following theorem is hold.

Theorem 2. When ˛ 2 Œ˛�; 1� and ˛� � 1 and the backscatter transmission rate
Bb 2 .

ˇ�Wm

.mCn/.1�ˇ/ ln 2 ;
ˇ�W m

.m˛�Cn/.1�ˇ/ ln 2
/, there exists a globally optimal solution of

˛� 2 Œ˛�; 1� which maximizes R.

Proof. For ˛ 2 Œ˛�; 1� and ˛� � 1, from (25) the first and second derivatives of
R.˛/ with respect to ˛ can be obtained as follows:
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R0.˛/ D �Bb.1 � ˇ/C
ˇ�Wm

.m˛ C n/ ln 2
; (26)

R00.˛/ D �
ˇ�Wm2

.m˛ C n/2 ln 2
< 0;8˛: (27)

From (27), it can be inferred that R0.˛/ is a decreasing function with respect to
˛. Furthermore, to guarantee that there exists a value of ˛ 2 Œ˛�; 1� such that
R0.˛/ D 0, the following boundary conditions must be satisfied

R0.˛�/ D �Bb.1 � ˇ/C
ˇ�Wm

.m˛� C n/ ln 2
> 0; and

R0.1/ D �Bb.1 � ˇ/C
ˇ�Wm

.mC n/ ln 2
< 0: (28)

Then, from (28), the following condition is hold

Bb 2

�
ˇ�Wm

.mC n/.1 � ˇ/ ln 2
;

ˇ�W m

.m˛� C n/.1 � ˇ/ ln 2


: (29)

Here, let ˛� 2 Œ˛�; 1� correspond to an optimal point of the objective function
R.˛/. From (26), it is derived that

˛� D
ˇ�W

Bb.1 � ˇ/ ln 2
�
n

m
: (30)

Then, it can be concluded that if the condition in (29) is met, an optimal solution
˛� 2 Œ˛�; 1� will be always found such that R0.˛�/ D 0.

From (27), it will be showed that R.˛/ is a concave function. This implies that
the optimal value of ˛� is a globally optimal solution and it yields the maximum
value of R. Specifically, if
Bb 2

�
ˇ�Wm

.mCn/.1�ˇ/ ln 2 ;
ˇ�W m

.m˛�Cn/.1�ˇ/ ln 2

�
, then a globally optimal solution can

always be found
˛� D ˇ�W

Bb.1��/ ln 2 �
n
m

which maximizes the objective function R.
The next theorem shows that if the backscatter transmission rate is high, the ST

will backscatter as much as possible. Conversely, if the backscatter transmission rate
is low, the ST will harvest energy for data transmission as much as possible.

Theorem 3. For ˛ 2 Œ˛�; 1� and ˛� � 1, if Bb 	
ˇ�Wm

.m˛�Cn/.1�ˇ/ ln 2
, then ˛� D ˛�.

Moreover, when Bb �
ˇ�Wm

.mCn/.1�ˇ/ ln 2 , then ˛� D 1.
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Fig. 6 Optimal value of ˛
under the variation of Bb

when Rh � 0 1

0

)

Harvest energy

( + (1–b ) ln 2 ( + (1) ln 2)

= 1
=

(1 )ln 2

=

Proof. First, it will be proved that if Bb 	
ˇ�Wm

.m˛�Cn/.1�ˇ/ ln 2
, then ˛� D ˛�. Since

Bb 	
ˇ�Wm

.m˛�Cn/.1�ˇ/ ln 2
, from (26), it will be derived that

R0.˛/ � �
ˇ�Wm

.m˛� C n/ ln 2
C

ˇ�Wm

.nCm˛/ ln 2
D

ˇ�Wm2.˛� � ˛/

.nCm˛/.m˛� C n/ ln 2
� 0:

(31)

From (31), there are two cases, i.e., R0.˛/ D 0 or R0.˛/ < 0. If R0.˛/ D 0, i.e.,
˛ D ˛�, then ˛� D ˛�. If R0.˛/ < 0, then R.˛/ is a decreasing function with
respect to ˛. In other words, R.˛/ decreases as ˛ increases from ˛� to 1. Therefore,
Rmax.˛/ D R.˛

�/. It means that ˛� D ˛�.
Second, it will be proved that for Bb �

ˇ�Wm

.mCn/.1�ˇ/ ln 2 , the ST will always select
the harvest-then-transmit mode in order to maximize the objective functionR. Since
Bb �

ˇ�Wm

.mCn/.1�ˇ/ ln 2 , from (26), it will be derived that

R0.˛/ 	 �
ˇ�Wm

.mC n/ ln 2
C

ˇ�Wm

.nCm˛/ ln 2
D

ˇ�Wm2.1 � ˛/

.mC n/.nCm˛/ ln 2
: (32)

Since .n C m˛/ > 0 and m > 0 (from (16)), then .n C m/ > .n C m˛/ > 0;

8˛ 2 Œ˛�; 1�. Consequently, R0.˛/ 	 0;8˛ 2 Œ˛�; 1�. Here, there are two cases,
i.e., R0.˛/ D 0 or R0.˛/ > 0. If R0.˛/ D 0, i.e., ˛ D 1, then ˛� D 1. If R0.˛/ > 0,
then R.˛/ is an increasing function with respect to ˛. It means that as ˛ increases
from ˛� to 1, R.˛/ will also increase. Therefore, for ˛� D 1, the ST will always
choose the harvest-then-transmit mode to maximize its overall transmission rate
when Bb �

ˇ�Wm

.mCn/.1�ˇ/ ln 2 .
The proof is now completed.
From Theorems 2 and 3, it will be showed graphically in the optimal solution

˛� 2 Œ˛�; 1� under the variation of Bb in Fig. 6. Note that the convexity of the
objective function R is proved in Theorem 2 and demonstrated in Fig. 11a.

Finally, the maximum value of R can be derived by

RmaxD

�
max



.1�ˇ/Bb; .1�ˇ/.1�˛

�/BbCˇ�W log2.nCm˛
�/
�
; if ˛ 2 Œ˛�; 1�;

.1 � ˇ/Bb; otherwise:
(33)
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RF-Powered Backscatter Underlay Cognitive Radio Network

Network Model

Unlike “overlay” CCNs where the secondary transmitter (ST) can harvest RF
energy when the primary channel is busy and transmit data when the channel is
idle, in the “underlay” CCN, the primary channel is assumed to be always busy.
Therefore, the ST has to control the transmit power in order to avoid causing harmful
interference to the primary receiver (PR). Therefore, different from the RF-powered
backscatter “overlay” CCN studied in section “RF-Powered Backscatter Overlay
Cognitive Cellular Network” where we need to find the optimal trade-off between
backscattering time and energy harvesting time, in the RF-powered backscatter
“underlay” CCN, we need to determine the optimal trade-off among backscattering
time, harvesting time, and transmitting time such that the overall transmission rate
is maximized. Moreover, the interference to the primary system must be guaranteed
under a predefined threshold. Note that the transmit power of the secondary system
can be expressed as a function of the transmitting time. This is because the transmit
power is equal to the harvested energy from the harvesting time divided by the total
transmitting time. Hence, in the following, an optimization problem considering the
transmitting time of the ST as a decision variable instead of the transmit power will
be presented.

Similar to the case of the overlay CCN, let’s denote ˛ as the time fraction for
energy harvesting. However, the variable ˇ now stands for the time fraction for
data transmission instead of the idle channel period as in section “RF-Powered
Backscatter Overlay Cognitive Cellular Network”. Consequently, the time fraction
for backscattering will be .1 � ˛ � ˇ/ as illustrated in Fig. 7. Then, the following
conditions are hold, i.e., C0, for the values of ˛ and ˇ.

C0 s.t.

�
˛; ˇ 	 0;

˛ C ˇ � 1:
(34)

Data backscatter period
(1-α) (1-β)

Energy harvesting period
α(1-β)

Data transmission period
β

Primary signal Primary signal Primary signal

P s

P T

a b c

(1-α-β) α β
β

SR
SRST ST ST

PTPTPT

SR

BS signals

ST backscatter signals

ST transmit signals

Fig. 7 RF-powered underlay cognitive radio network with ambient backscatter communication.
(a) Backscattering data. (b) Harvesting energy. (c) Transmitting data
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Problem Formulation

Again, let’s denote R, Rb, and Rh as the total number of transmitted bits of the
secondary system, the number of transmitted bits of the backscatter mode, and
the number of transmitted bits of the harvest-then-transmit mode, respectively. For
the case of an underlay CCN, it aims maximizing the overall transmission rate
for the secondary system, i.e., R, under the transmit power constraint. First, the
optimization problem is formulated, and then the solution to find the optimal trade-
off for the ST is proposed by investigating the relation between the values of ˛
and ˇ.

Backscatter Mode
Similar to the previous section, the total number of bits transmitted by using the
backscatter mode per time unit is determined as follows:

Rb D .1 � ˛ � ˇ/Bb; (35)

where Bb is the transmission bit rate of the backscatter mode. This rate depends on
the hardware configuration of the wireless nodes as shown in [32].

Harvest-Then-Transmit Mode

Harvesting Energy
From the Friis equation [4], the received RF power from the PT at the ST is given
in (9). The total amount of harvested energy over the energy harvesting period ˛ in
the case of an underlay CCN is obtained as follows:

Eh D ˛PR D ˛ıPT
GTGR�

2

.4�d/2
: (36)

Transmitting Data
After harvesting energy in the first phase, the ST uses all harvested energy deducted
by the circuit energy consumption to transmit data over the data transmission
period ˇ. Let PS denote the transmit power of the ST in the data transmission period
ˇ. Thus, PS can be obtained from

PS D
Eh �Ec

ˇ
; (37)

where Eh is the total harvested energy and Ec is the circuit energy consumption. If
Pc is denoted as the circuit power consumption of the ST, then Ec D ˇPc. Note that
this case just considers the circuit energy consumption when the ST transmits data.
When the ST harvests energy, the circuit energy consumption can be negligible [9,
13, 14, 22]. For the considered underlay CCN, the transmit power of the ST must
be lower than a threshold to guarantee that the interference to the PR is acceptable.
Thus, the following constraint is required
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PS � P
*; (38)

where P * is the maximum transmit power allowed for the ST. From (38), the
constraint for ˛ and ˇ can be derived as follows:

˛PR �Ec

ˇ
� P *;

˛PR � ˇPc C ˇP
*;

˛ � ˇ
Pc C P

*

PR
: (39)

From [40], given the transmit power PS, the transmission rate can be obtained in
a similar way as presented in (12) as follows:

rh D �W log2

�
1C

PS

P0


: (40)

Then, the number of transmitted bits per time unit using the harvest-then-transmit
mode is given by

Rh D ˇ�W log2

�
1C

PS

P0


D ˇ�W log2

�
1C

Eh �Ec

ˇP0



Rh D ˇ�W log2

�
1C

˛PR � ˇPc

ˇP0


: (41)

Here, since Rh in (41) must be no n-negative, PS in (37) must be also non-
negative. Consequently, from (36) and (37), the following condition is hold

Eh D ˛PR 	 Ec; it means

˛ 	
Ec

PR
D
ˇPc

PR
;

˛ 	 ˇ
Pc

PR
: (42)

The constraint in (42) implies that the length of the harvesting period must be
sufficient long to yield energy greater than the circuit energy consumption of the
ST to use the harvest-then-transmit mode. Then, from (34), (39), and (42), the
constraints for variables ˛ and ˇ can be derived as shown in Fig. 8.

• In Fig. 8, the triangle (OAB) represents the feasible region of ˛ and ˇ which
satisfies the constraint C0.
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Fig. 8 Variable constraints

• The triangle (OAC) and the segment (OB) correspond to the case when Rh D 0,
i.e., when the amount of harvested energy is not enough to transmit data, i.e.,
˛ � ˇ Pc

PR
, and when the transmission period is zero, i.e., ˇ D 0, respectively.

• The triangle (OBC) (not including the segments (OC) and (OB)) is the feasible
region corresponding to the case when Rh > 0.

• The triangle (ODB) (not including the segments (OB) and (OD)) corresponds to
the case when PS > P

*.
• The triangle (ODC) excluding segment (OC) corresponds to the feasible region

in which Rh > 0, and the power constraint of the secondary transmitter, i.e.,

˛ � ˇPcCP
*

PR
, is satisfied.

Note that when ˛ D 0, i.e., there is no energy harvesting, ˇ must be zero.
Likewise, when ˇ D 0, i.e., there is no data transmission, then ˛ must be zero
because the harvested energy will not be used. Thus, from Fig. 8 and (41), it can be
derived that

Rh D

8̂<
:̂
ˇ�W log2

�
1C ˛PR�ˇPc

ˇP0

�
; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0; and ˛ > ˇ Pc

PR
;

0; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0; and ˛ � ˇ Pc
PR
;

OR if ˛ˇ D 0;

s.t. ˛ � ˇ
Pc C P

*

PR
: (43)

In (43), the constraint ˛ � ˇPcCP
*

PR
is applied when Rh > 0 only. This is because

whenRh D 0, there is no interference to the primary system, and thus this constraint
is not required. Then, the optimization problem can be formulated as follows:
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max
˛;ˇ

R.˛; ˇ/ D

8̂̂
<̂
ˆ̂̂:

.1 � ˛ � ˇ/Bb C ˇ�W log2
�
1C ˛PR�ˇPc

ˇP0

�
; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0;

and ˛ > ˇ Pc
PR
;

.1 � ˛ � ˇ/Bb; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0;
and ˛ � ˇ Pc

PR
;OR if ˛ˇ D 0

s.t. ˛ � ˇ
Pc C P

*

PR
: (44)

In (44), it is easy to show that when R.˛; ˇ/ D .1 � ˛ � ˇ/Bb, i.e., only the
backscatter mode is used by the ST, the optimization problem is simplified to

max
˛;ˇ

R.˛; ˇ/ D R.0; 0/ D Bb: (45)

Accordingly, the optimization problem in (44) can be written as follows:

P1 max
˛;ˇ

R.˛; ˇ/ D

8̂̂
<̂
ˆ̂̂:

.1 � ˛ � ˇ/Bb C ˇ�W log2
�
1C ˛PR�ˇPc

ˇP0

�
; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0;

and ˛ > ˇ Pc
PR
;

Bb; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0;
and ˛ � ˇ Pc

PR
; OR if ˛ˇ D 0;

C1 s.t. ˛ � ˇ
Pc C P

*

PR
: (46)

Proposed Solution

It is observed that ˛ and ˇ are not separate variables. For the harvest-then-transmit
mode, they are dependent as indicated in [12,13]. Therefore, the relation between ˛
and ˇ needs to be examined, and then the optimization problem with two variables
will be transformed into a new optimization problem with only one variable, which
is easier to solve and analyze.

Optimal Time Allocation for Harvest-Then-Transmit Mode
Here, it will be showed that an optimal ratio between the energy harvesting period
and the data transmission period can be found. Let � denote the time fraction for the
data transmission and .1 � �/ denote the time fraction for the energy harvesting as
shown in Fig. 9.

Similar to the previous section, the number of transmitted bits per time unit using
the harvest-then-transmit mode can be derived by replacing ˛ D .1� �/ and ˇ D �
in (43), i.e.,
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Fig. 9 Optimal time
allocation for
harvest-then-transmit mode

RhD

8̂<
:̂
��W log2

�
1C .1��/PR��Pc

�P0

�
; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0; and ˛ > ˇ Pc

PR
;

0; if ˛ C ˇ � 1; ˛ > 0; ˇ > 0; and ˛ � ˇ Pc
PR

OR if ˛ˇ D 0;

s.t. ˛ � ˇ
Pc C P

*

PR
: (47)

The first condition ˛Cˇ D .1� �/C � � 1 is always satisfied. The second and
third conditions

˛ > 0 and ˇ > 0 are to ensure that � < 1 and � > 0: (48)

For the fourth condition in (47), it will be derived that

˛ > ˇ
Pc

PR
; so 1 � � > �

Pc

PR
: Thus � <

PR

Pc C PR
: (49)

For the last condition in (47), it will be derived that

˛ˇ D 0; so .1 � �/� D 0; i.e., � D 0 or � D 1: (50)

From the constraint in (47), it will be derived that

˛PR � ˇPc C ˇP
*;

.1 � �/PR � �Pc C �P
*;

PR

Pc C P * C PR
� �: (51)
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Finally, from (48), (49), (50), and (51), it will be derived that

Rh D

8<
:
��W log2

�
1C .1��/PR��Pc

�P0

�
; if � 2

�
0; PR

PcCPR

�
;

0; if � 2
h

PR
PcCPR

; 1
�

OR if .1 � �/� D 0;

s.t. � 	
PR

Pc C P * C PR
: (52)

Since PR
PcCP*CPR

< PR
PcCPR

, for � 2 .0; PR
PcCPR

/, the optimization problem for the
harvest-then-transmit mode becomes

P2 max
�
Rh.�/ D ��W log2

�
1C

.1 � �/PR � �Pc

�P0


; (53)

C2 s.t.

(
� < PR

PcCPR
;

� 	 PR
PcCP*CPR

:

To simplify the presentation, let’s denote

a D �W; b D 1 �
PR C Pc

P0
; and c D

PR

P0
: (54)

The transmission rate of the harvest-then-transmit mode can be expressed as
follows:

Rh.�/ D a� log2

�
b C

c

�


: (55)

From (55), the first derivative of Rh with respect to � can be obtained as follows:

R0h D a log2

�
b C

c

�


�

ac

.b� C c/ ln 2
: (56)

In the following, it will be showed that R0h D 0 has a unique solution of � .

Theorem 4. If 1 � PRCPc
P0
	 .1 C P*

P0
/.1 � ln.1 C P*

P0
//, then a globally optimal

solution ��1 for the optimization problem P2 with the constraint C2 that maximizes
Rh can always be found.

Proof. Let’s defineX D bC c
�

. Then, it will be proved thatX > 1 andX � 1C P*

P0

if � satisfies C2. From the first constraint in C2, it will be derived that � < PR
PcCPR

,
so
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X D b C
c

�
> b C

c
PR

PcCPR

> 1 �
PR C Pc

P0
C

PR
P0
PR

PcCPR

> 1: (57)

From the second constraint in C2, it will be derived that � 	 PR
PcCP*CPR

, so

X D b C
c

�
� b C

c
PR

PcCP*CPR

� 1 �
PR C Pc

P0
C

PR
P0
PR

PcCP*CPR

� 1C
P *

P0
: (58)

From (56), it will be derived that

g.X/ D R0h D a log2

�
b C

c

�


�

ac

.b� C c/ ln 2
;

D a
ln
�
b C c

�

�
ln 2

�

�
b C c

�
� b

�
a�

b C c
�

�
ln 2

;

D a
ln
�
b C c

�

�
ln 2

C
ab�

b C c
�

�
ln 2
�

a

ln 2
;

a

ln 2

 
ln

�
b C

c

�


C

b

b C c
�

� 1

!
;

D
a

ln 2

�
lnX C

b

X
� 1

�
;

D
a

X ln 2

�
X lnX C b �X

�
: (59)

Then, we need to find the value of X 2
�
1; 1C P*

P0

i
that satisfies g.X/ D R0h.�/ D

0. It means
a

X ln 2

�
X lnX C b �X

�
D 0;

X �X lnX D b .since a > 0 andX > 1/: (60)

Let’s denote G.X/ D X � X lnX . Then from Fig. 10, it can be concluded that if
b 2 ŒG.1C P*

P0
/; G.1//, then a unique solution X� satisfying the condition in (59)

can always be found.
SinceX D bC c

�
, it can be concluded that if b 2 ŒG.1CP*

P0
/; G.1//, then a unique

solution ��1 D
c

X��b
which satisfies R0h.�

�
1 / D 0 can always be found. Moreover,

since b D 1 � PRCPc
P0

, b < G.1/ D 1 is hold. Therefore, if b D 1 � PRCPc
P0
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Fig. 10 Function G.X/

G.1 C P*

P0
/ D .1 C P*

P0
/.1 � ln.1 C P*

P0
//, then a unique solution ��1 such that

R0h.�
�
1 / D 0 can alawys be found.

Moreover, from (56), the second derivative of Rh can be derived as follows:

R00h D �
ac2

.b� C c/2� ln 2
: (61)

Here, since a D �W > 0, � > 0, and c > 0, R00h < 0. This means that Rh is a
concave function. Therefore, if ��1 is an optimal solution of P2, then it is a unique
globally optimal solution, and ��1 maximizes the objective function Rh.

The proof is now completed.

Theorem 5. If 1 � PRCPc
P0

< .1 C P*

P0
/.1 � ln.1 C P*

P0
//, then a globally optimal

solution ��2 for the optimization problem P2 with constraint C2 which maximizes Rh

can always be found.

Proof. From (59), it can be derived that R0h.�/ D g.X/ D
a

X ln 2 .b �G.X//. Since

X 2 .1; 1C P*

P0
�, from Fig. 10, if b < G.1C P*

PR
/, i.e., 1 � PRCPc

P0
< .1C P*

P0
/.1 �

ln.1C P*

P0
//, thenR0h.�/ D g.X/ < 0. This implies thatRh is a decreasing function.

Thus, there exists a unique value of ��2 such thatRh.�
�
2 / is maximized. Additionally,

from C2, it can be derived that � 2 Œ PR
PcCP*CPR

; PR
PcCPR

/. Thus, ��2 D
PR

PcCP*CPR
.

The proof is now completed.
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From Theorems 4 and 5, the optimal value of � andRh can be derived as follows:

.��; R�h / D

8<
:
.��1 ; Rh.�

�
1 //; if 1 � PRCPc

P0
	
�
1C P*

P0

� �
1 � ln

�
1C P*

P0

��
;

.��2 ; Rh.�
�
2 //; if 1 � PRCPc

P0
<
�
1C P*

P0

� �
1 � ln

�
1C P*

P0

��
;

(62)
where ��1 D

c
X��b

and ��2 D
PR

PcCP*CPR
.

Optimal Time Trade-Off for Backscatter and Harvest-Then-Transmit
Modes
Let’s denote

�� D

8<
:
��1 ; if 1 � PRCPc

P0
	
�
1C P*

P0

� �
1 � ln

�
1C P*

P0

��
;

��2 ; if 1 � PRCPc
P0

<
�
1C P*

P0

� �
1 � ln

�
1C P*

P0

��
;

(63)

where �� 2



PR
PcCP*CPR

; PR
PcCPR

�
. Also, let � D ˛Cˇ, then the following results can

be derived ˛ D .1 � ��/� and ˇ D ���.
Now the optimization problem has been simplified to find an optimal time ratio,

i.e., � , between the backscatter mode and the harvest-then-transmit mode such that
the overall transmission rate of the ST is maximized. Then, for � 2 Œ0; 1�, the
optimization problem P1 can be rewritten as follows:

P3 max
�
R.�/ D

(
.1 � �/Bb C ��

��W log2
�
1C .1���/PR��

�Pc
��P0

�
; if � 2 .0; 1�;

Bb; if � D 0:
(64)

For � 2 .0; 1�, it is observed that R.�/ is a linear function with respect to � and

R0.�/ D �Bb C �
��W log2

�
1C

.1 � ��/PR � �
�Pc

��P0


; (65)

thus

R.�/

�
is a decreasing function; if R0.�/ < 0;
is an increasing function; if R0.�/ > 0:

(66)

Therefore, the following result is hold

max
�
R.�/ D

(
R.� D 0/ D Bb; if R0.�/ < 0;
R.� D 1/ D ���W log2

�
1C .1���/PR��

�Pc
��P0

�
; if R0.�/ > 0:

(67)
In other words, the ST will select the backscatter mode if Bb > �

��W log2
�
1C

.1���/PR��
�Pc

��P0

�
and the harvest-then-transmit mode otherwise. Here, note that for
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Bb D ���W log2
�
1 C .1���/PR��

�Pc
��P0

�
, then it will be derived that R.�/ D Bb D

���W log2
�
1C .1���/PR��

�Pc
��P0

�
. This implies thatR.�/ is a constant. Therefore, the

ST can choose either the backscatter mode or the harvest-then-transmit mode since
both modes have the same transmission bit rate.

Let B�b D �
��W log2

�
1C .1���/PR��

�Pc
��P0

�
denote the threshold of the transmis-

sion rate of the backscatter mode, then the optimal transmission policy for the ST in
this case can be expressed as a step function as follows:

ST’s Action D

�
Backscatter mode; if Bb 	 B

�
b

Harvest-then-transmit mode; if Bb < B
�
b :

(68)

Numerical Results and Performance Evaluation

To evaluate the performance for the proposed solution, simulation experiments for
two scenarios, i.e., RF-powered “overlay” and “underlay” CCNs, will be presented.
For each scenario, the overall transmission rate of the proposed solution with
the primary signal being FM signal and examine the cases with other PTs, i.e.,
TV signal, 3G signal, and WiFi signal, will be showed. Then, the transmission
policy of the secondary transmitter (ST) under the variation of parameters will be
investigated, and the performance of the proposed solution will be compared with
other baseline policies, i.e., the harvest-then-transmit protocol [12,13], and ambient
backscatter communication [32].

Experiment Setup

The parameters of the signals are provided in Table 1. Here, note that the transmit
power from a macrocell base station is capped at 46 and 24 dBm for a small-cell
access point. Therefore, the transmit power of the small-cell and WiFi access points
is set at 10 dBm.

The other parameters are set as follows. The PT antenna gain and ST antenna gain
are 6 dBi as in [41], and the circuit power consumption is �35 dBm. The energy
harvesting efficiency and data transmission efficiency are 0:6. The idle channel
ratio, the backscatter transmission rate, the transmit power constraint for the case

Table 1 Referenced parameters

RF source Transmit power Frequency Bandwidth Distance

FM tower 17 kW 100 MHz 100 KHz 6.7 miles

TV tower 17 kW 915 MHz 6 MHz 2 km

Cellular BS 10 dBm 2.15 GHz 14 MHz 100 m

WiFi AP 10 dBm 2.4 GHz 20 MHz 2 m
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of the underlay CCN, and the TV signal frequency will be varied to evaluate the
performance as well as the policy of the secondary system.

Overlay Cognitive Radio Networks

Figure 11a shows the overall transmission rate R.˛/ in (25) as the value of ˛
is varied. Here, the idle channel ratio is set at 0:3 (i.e., the RF source transmits
signals 70% of the total time) and the backscatter transmission rate at 33 kbps.
In Fig. 11a, it is observed that if the ST uses either the backscatter mode or the
harvest-then-transmit mode, then the overall transmission rates of the ST are 23:1
and 22:563 kbps, respectively. However, if the ST spends 41:125% of time (in the
busy channel period) for the energy harvesting, i.e., ˛ D 0:41125, and 58:875% for
backscattering, then the overall transmission rate of the secondary system can be up
to 25:2264 kpbs. This can be explained through Fig. 11b. As the value of ˛ increases,
Rb decreases linearly, while Rh increases following the logarithmic function. This
is because when ˛ is too small, i.e., the ST spends much time for the backscattering,
the ST cannot fully utilize the channel idle period for data transmission because of
the small amount of harvested energy. Alternatively, if the value of ˛ is too high, i.e.,
the ST spends much time for harvesting energy, the overall transmission rate will be
low because the backscatter mode is not efficiently utilized during the channel busy
period.

Then, the channel idle ratio ˇ is varied, and its impact on the transmission policy
as well as performance of the secondary system will be analyzed. As shown in
Fig. 12a, when the channel idle ratio is increased from 0:1 to 0:5, the optimal value
of ˛ increases quickly from 0:1 to 0:95, and it then remains stable at 1 when ˇ is
greater than 0:5. Clearly, for the primary channel with low channel idle ratio, the
ST will spend more time for the backscatter mode. By contrast, for the primary
channel with a high idle channel ratio, the ST prefers the harvest-then-transmit
mode. This is from the fact that the harvest-then-transmit mode can provide higher
transmission rate than that of the backscatter mode. Hence, when the channel idle
ratio is high, the ST will spend the whole time to harvest energy when the channel
is busy.

Figure 12b shows the overall transmission rate obtained by the proposed solution
and comparison with two baseline policies, namely, the backscatter only policy (BP)
and harvest-then-transmit only policy (HP). With our proposed solution, the overall
transmission rate is approximately 2 times greater than that of the HP and 1.3 times
greater than that of the BP when the channel idle ratios are 0:1 and 0:6, respectively.
Here, for the HP policy, its transmission rate first increases when ˇ increases from
0:1 to 0:3, but if ˇ keeps increasing, its transmission rate will be reduced. The reason
is that when the channel idle ratio is low, the ST will have less time to transmit data.
On contrary, if the channel idle ratio is high, the ST will have less time for harvesting
energy. Therefore, both result in low transmission rate.

Next, the backscatter transmission rate is varied, and the optimal solution
together with the performance of the secondary system is evaluated. Here, the idle
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Fig. 11 The overall transmission rate under different values of alpha
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Fig. 12 The performance of the system under the variation of channel idle ratio

channel ratio is set at 0:3. In particular, as shown in Fig. 13a, as the backscatter
transmission rate is increased from 1 to 21 kbps, the ST will always choose the
harvest-then-transmit mode, i.e., ˛ D 1. However, if the backscatter transmission
rate keeps increasing, the ST will spend more time for the backscatter mode. When
it is greater than 45 kbps, the ST will use the backscatter mode only. Again, here the
proposed solution always achieves the best performance compared with those of the
BP and the HP as showed in Fig. 13b.

Then, the transmission policy of the ST under different wireless signals from
selected practical RF sources is examined. Specifically, Fig. 13c studies three
different signals, i.e., FM signals, TV signals, and WiFi signals. As observed
in Fig. 13c, the ST will only select the harvest-then-transmit mode when the
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Fig. 13 The performance of the system under the variation of backscatter transmission rate
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backscatter transmission rate is lower than 17 and 1 kbps, for TV signals and
WiFi signals, respectively. This can be explained through the Friis equation in (9).
In particular, for TV signals and WiFi signals, because they are transmitted at
high frequencies (i.e., 915 MHz and 2.4 GHz, respectively), the amount of energy
harvested at the ST will be reduced significantly, as compared with the FM signal.
For WiFi signals, although the secondary system can be placed near the power
source, e.g., access point, the source transmit power is relatively small (around
10 dBm as shown in Table 1) and the frequency is very high (few GHz). Therefore,
the amount of harvested energy is very small. Consequently, the ST tends to spend
more time for the backscatter mode.

Underlay Cognitive Radio Networks

In this section, the objective function of overall transmission rate under the variation
of the ˛ and ˇ, i.e., R.˛; ˇ/, is first examined in (46). Figure 14a, b consider two
cases, i.e., Bb D 10 and 30 kbps, respectively. For Bb D 10 kbps, the optimal value
of ˛ and ˇ are 0:682 and 0:318, respectively. This corresponds to the case when � D
˛ C ˇ D 1, i.e., the ST will select the harvest-then-transmit mode. Conversely, for
Bb D 30 kbps (Fig. 14b), the optimal solution is at ˛ D 0 and ˇ D 0 (corresponding
to � D 0). This implies that the ST will use the backscatter mode in this case. This
result is also to illustrate the findings in section “RF-Powered Backscatter Underlay
Cognitive Radio Network”, i.e., the optimal transmission policy of the ST is a step
function.

Then, the transmission rate of the backscatter mode is varied, and the policy
along with the performance of the secondary system will be evaluated. As observed
in Fig. 15a, as the backscatter transmission rate increases, the optimal value of � will
be reduced. Here, note that as stated in section “RF-Powered Backscatter Underlay
Cognitive Radio Network”, the variation of � is a step function. In particular,
in Fig. 15a, the ST will select the harvest-then-transmit mode if the backscatter
transmission rate is lower than 22:6 kpbs and the backscatter mode otherwise.
Again, as shown in Fig. 15b, it is confirmed that the proposed solution always
achieves the best performance in terms of the overall transmission rate for the
secondary system.

Figure 15c, similar to overlay CCNs, also compares the proposed solution of
the ST under different types of wireless signals. Four different kinds of signals
are examined, i.e., FM signals, TV signals, WiFi signals, and 3G mobile signals,
which are generally considered in underlay CCNs. Similar to the overlay CCN,
the decision of the ST also depends much on the characteristic of the received
signal. For WiFi and 3G signals, although the secondary system can be placed near
the power source, e.g., access point and cellular base station, the source transmit
power is relatively small (around 10 dBm as shown in Table 1) and the frequency
is very high (few GHz). Therefore, the amount of harvested energy is very small,
and the ST will prefer using the backscatter mode in the cases of WiFi and 3G
signals.
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Fig. 14 The overall transmission rate R.˛; ˇ/ under different value of Bb. (a) Bb D 10 kpbs.
(b) Bb D 30 kpbs

Then, the signal frequency (Fig. 16) and the transmit power constraint (Fig. 17)
of the secondary system are varied to investigate their impacts to the optimal
policy of the ST. In particular, Fig. 16 shows that as the frequency of the signal
increases, the amount of harvested energy will be reduced (Fig. 16a). Consequently,
the backscatter mode will be more preferable (Fig. 16b). In Fig. 17, it is observed
that when the transmit power constraint of the secondary system is more relaxed
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Fig. 15 The performance of the system under the variation of transmission bit rate of the
backscatter mode
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Fig. 16 The harvested RF power and the optimal policy of the ST when the TV signal frequency
is varied

(i.e., the power threshold increases), the optimal value of � also increases. This
implies that the ST tends to choose the harvest-then-transmit mode. The reason is
that when the transmit power constraint is limited at a low level, the secondary
transmitter cannot fully utilize the harvested energy. Consequently, the ST will use
the backscatter mode instead.
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Fig. 17 The optimal policy of the ST under the variation of the power constraint P *

Conclusions and Future Directions

The development of RF energy harvesting techniques together with ambient
backscattering communication has opened great opportunities for cognitive cellular
systems. In RF-powered cognitive cellular networks with ambient backscattering,
secondary users can utilize not only the available spectrum holes when the channel
is idle but also energy scavenging when the channel is busy, thereby improving
network throughput of secondary systems significantly. This chapter first presents
fundamental background on RF energy harvesting techniques and ambient backscat-
tering communications. Then, the challenges of implementing these techniques in
cognitive cellular networks are discussed, and the solutions are introduced. After
that, two new approaches are presented based on two scenarios in cognitive cellular
networks, i.e., overlay and underlay networks. Through numerical results, it is
demonstrated that by incorporating the ambient backscatter communication and
the conventional harvest-then-transmit protocol in RF-powered cellular cognitive
radio networks, the secondary system always achieves the best performance under
different setups. Moreover, the numerical results can provide insightful guidance to
help a wireless node to choose the best mode.

There are some research directions in this topic.

• Multiple secondary systems: This chapter only considers a single secondary
system. However, in practice, multiple secondary systems may coexist in the
same cognitive cellular network. In this case, the optimal time trade-off problem
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is much more complicated because we have to balance the time allocation
among multiple secondary transmitters such that the overall network throughput
is maximized and QoS requirements of all STs are satisfied. To address this
problem, optimization techniques for multiple objectives presented in [13] could
be a potential solution.

• Economic models and game theory: In the case when the secondary transmitter
(ST) and receiver (SR) belong to different entities, the SR may not be interested
in decoding information for the ST in the backscattering mode as the SR will
lose energy in this process. To encourage an SR to decode information, the ST
should incentivize the SR based on its demand on the backscattering time. As
a result, economic models, e.g., Stackelberg game, can be adopted in this case.
Alternatively, in the case when there are multiple secondary systems coexisting in
the same environment, and they do not want to cooperate for the backscattering
process as well as harvest-then-transmit process, noncooperative game models
can be used to deal with this problem.

• Extend the communication range: In particular, because the transmission range
of the ambient backscatter technique is relatively limited, i.e., within few
meters. Thus, to extend the communication range, the backscatter process can
be performed through relay nodes. It means the source node backscatters signals
to the relay node, and then the relay node backscatters signals to the destination
node. Thus, the transmission range for ambient backscattering systems can be
extended greatly.
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Abstract

Drone networks are aerial base stations that can be used to support cellular
networks. The underlay spectrum sharing between the three-dimensional (3D)
drone small cells (DSCs) downlink network modeled by a 3D Poisson point
process and traditional cellular networks modeled by a 2D Poisson point process
is introduced. To maximize the DSC network throughput while satisfying the
cellular network efficiency constraint, the optimal density of DSC aerial base
stations is discussed. The maximum throughput of the DSC user increases almost
linearly with the increase of the DSC outage constraint. Effects of directional
transmission on DSC networks is further discussed. Besides density control,
power and beam control can also be applied in the spectrum sharing between
unmanned aerial vehicle (UAV) network and ground network. With the mobility
pattern information of UAVs, the delay-tolerant transmissions can be constructed
and multiple transmission modes are implemented to carry various types of
traffic. Exploiting cognition capability on mobility, UAV network can provide
high quality of information services in the highly dynamic environment with
limited resources.

Introduction

UAV, commonly known as a drone, refers to an aircraft without a human pilot
aboard. We can expect drones developing in many interesting applications, such
as policing and surveillance and scientific research. As illustrated in Fig. 1, UAVs
aerial base stations can establish communication connection between ground node A
and B. UAVs can also act as aerial sensors to collect environment data and transmit
data to the control station. UAVs can act as aerial base stations or relays, namely,
drone small cells (DSCs), to provide communication services to the areas with
natural disasters and traffic congestions. DSCs can be deployed in a high-altitude
platform (HAP) which is above 10 km height or in low-altitude platform (LAP)
below 10 km [1].

DSC network has several advantages over conventional cellular networks.
The fifth generation communication utilizing mmWave signals suffers many
propagation-related shortcomings, such as relatively short range and vulnerable to
blockage. UAVs can exploit its mobility to avoid the blockage and provide seamless
coverage. Further, aerial base stations are robust to environmental changes. Another
advantage of UAV networks is the flexibility of reconfiguration. For example, UAVs
can be deployed to help offloading cellular networks in wireless congestion events
with low cost. In [2], optimal deployment altitude of a drone providing maximum
coverage is discussed. The deployment design and performance analysis of DSCs
at LAP are further studied in [3], in which the optimal altitude maximizing ground
coverage and minimizing required transmit power for a single DSC is derived.
Their result shows that the optimal deployment altitude varies according to different
environment statistics.
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Vehicle
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Connection path Data of ground users Sensing data

Fig. 1 Application scenario of UAV network

UAVs can be preprogrammed to fly autonomously from the starting point to
destination. However, when multiple UAVs acting as cas aerial base stations, the
ability of remote control could significantly improve the operation and safety [4].
For instance, if there is a possible collision due to traffic management, it is essential
that information is shared to the UAVs promptly. Federal Aviation Administration
(FAA) is exploring that each intended UAV use case has certain coverage, latency,
and reliability requirements to ensure proper operational control of the UAVs [5]. In
a typical multi-UAV network, the ground control station is mainly responsible for
dispatching, coordinating, charging, and collecting of UAVs [6].

In the scenario where UAVs have a relatively small transmission range, the traffic
is usually generated within the UAVs and transmits to control station via multi-
hop transmissions. Repeated data transmissions in multi-hop transmission manner
will consume radio resources and decrease network capacity. Thus environment
cognition is proposed to improve the capacity of UAV network. Also, broadband
UAV network would need to be constructed to support massive data transmission.
According to Shannon-Hartley theorem [7], the capacity increases logarithmi-
cally with the transmit power. However, the capacity increases linearly with the
bandwidth of spectrum. UAVs have limited carrying capacity and energy supply.
Thus exploiting more spectrum is a practical way to increase the capacity of UAV
network. With multiple sensors such as radar, Global Positioning System (GPS) ,
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and camera implemented in UAVs, the environment cognition besides traditional
spectrum sensing can be realized to further improve the capacity and adaptability of
UAV network.

One of the most important problems on the coexistence between DSC and cel-
lular network is the interference management. Underlay spectrum sharing between
a 3D DSC network and a 2D cellular network is proposed for interference man-
agement [8,9]. Underlay spectrum sharing refers to the simultaneous transmissions
from DSC network and cellular network as long as the interference level at the cel-
lular user side remains acceptable. The cellular signal would degrade dramatically
if DSC network exceeds the predefined tolerable interference threshold. It has been
demonstrated in traditional cellular network that spectrum sharing technologies can
provide complementary benefits to dedicated spectrum. Effort was made toward
spectrum sharing technologies of DSCs [10].

The spectrum sharing of 2D cellular wireless networks has been well studied in
recent years [11, 12]. Different interference management strategies in 2D Poisson
cognitive radio networks have been developed, for example, inter-cell interference
coordination and intra-cell diversity [13]. It is also revealed from [13] that
the general stochastic results for PPP base station deployments are independent
to the shadow fading distribution as long as the shadowing is independent and
identically distributed. The primary exclusive regions (PERs) centered at every
primary receiver are designed in [14]. PER is a fixed region centered at each
primary receiver in which no secondary transmitter is allowed to transmit signals.
Applying PERs provides extra level of control to the network performance. It is
often used to further guarantee the primary performance, e.g., when the primary
users require a very small outage. The relationship between shadowing with path
loss exponent and PERs is further analyzed in [15]. As the idea of PER effectively
guarantees the primary service under limited spectrum resources, research efforts
have been made to implement PERs into the optimization of different spectrum
sharing schemes [16, 17]. Assuming all transmitters are 2D Poisson distributed
nodes with limited feedback of channel quality information from their local receiver,
two limited feedback-based underlay spectrum sharing schemes are proposed in
[16], with and without PERs, respectively.

Further, it is discovered that there exist temporal spectrum opportunities in
PER. The architecture of three regions including black, gray, and white regions is
proposed in [18]. Black region is surrounded by gray region and gray region is
surrounded by white region [18]. In black region, SUs are not allowed to transmit.
In gray region, SUs can exploit temporal spectrum opportunities. Namely, SUs can
use the spectrum that is not used by primary users (PUs). In white region, because
SUs are far away from PUs, SUs can transmit all the time with maximum power.
When primary receivers are densely deployed, the union of PERs of all primary
receivers forms a layer. When a UAV is located below the layer, it is not allowed to
transmit. Moreover, the architecture of three regions can be applied in UAV network.
As illustrated in Fig. 2, layer 1 and layer 2 divide the 3D space into three regions.
In region 1, since UAVs are close to the ground users, UAVs are not allowed to
transmit. In region 2, UAVs are farther to ground users. Thus UAVs can exploit
the temporal spectrum opportunities. In region 3, since UAVs are sufficiently high
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Fig. 2 PER layers of UAV network

above the ground, UAVs can transmit all the time. Regions 1, 2, and 3 are similar to
the black, gray, and white regions, respectively in [19]. It is verified in [19] that the
capacity of secondary network with three regions is larger than that with PER. Hence
the architecture of three regions can also be applied in cognitive UAV network.

Stochastic geometry theory provides effective tools to study the average behavior
over spatial realizations of a large wireless network [20]. For 2D networks, there
are several empirical and theoretical results indicating that a Poisson point process
(PPP) is an appropriate point process to model base station deployments with
tractability. PPP is widely used to model different types of networks, for instance,
cognitive radio networks [16], cellular networks [21], and wireless sensor networks
[22]. It is shown in [23] that under certain appropriate conditions, the stochastic
results obtained by modeling wireless networks as spatial PPPs are still valid, even
if in reality the positioning of transmitting nodes does not appear Poisson.

One of the future trends of cellular networks is to have smaller cells to deserve the
growing number of communications [24]. The standard concept of planar cellular
networks is extended into 3D space in [25]. Different cell shapes in 3D cellular
networks achieving full coverage are investigated in [26]. It is demonstrated that
truncated octahedral cell results in the best strategy. Applying stochastic tools to 3D
ultradense cellular networks, different coverage probability and throughput scaling
behaviors in terms of the path loss components using a dual path loss model are
discussed in [21].

In this chapter, the study of DSC network underlay spectrum sharing with cellular
network is presented. Taking advantage of the tractability of Poisson point process,
explicit expressions for the DSC coverage probability and achievable throughput
are derived by stochastic geometry. To maximize the DSC network throughput
while satisfying the cellular network efficiency constraint, the optimal density of
DSC aerial base stations is discussed. The maximum throughput of the DSC user
increases almost linearly with the increase of the DSC outage constraint. Effects
of PERs and directional transmission on DSC networks are further discussed.
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Besides density control, power and beam control can also be applied in the spectrum
sharing between UAV network and ground network. The traditional cognitive
radio technology focuses on spectrum sensing, spectrum decision and spectrum
sharing, etc. However, since UAVs are robotic system, the mobility of UAVs can
be controlled to improve network capacity. The concept of mobility cognitive UAV
network is then proposed. Mobility pattern cognition aims to discover returning
UAVs to construct the delay-tolerant transmission scheme, which carries the delay-
insensitive traffic with Store-Carry-and-Forward (SCF) mode to avoid multi-hop
transmissions consuming radio resources. The delay-sensitive traffic is still carried
by multi-hop transmission manner.

Spectrum Sharing of UAV Network

Optimal DSC Density

As shown in Fig. 3, DSC networks distribute in 3D space. Assume that DSC aerial
base stations follow a 3D-PPP fXi 2 ˚d g with density �d in an infinite 3D space
V, but the height is limited to L, that is, V D f.x; y; z/ W x; y 2 R; z 2 Œ0; L�g. The
channel between any pair of DSC aerial base station and the user here is assumed
to undergo path loss and the small-scale fading. The path loss is proportional to
x�˛ , where x is the distance between the transmitting aerial base station and the
typical user and ˛ is the mean path loss exponent. The power gain of small-scale
fading channel hi is exponentially distributed with unit mean, and the noise N0 is
additive white Gaussian noise following the distributionN0 � N.0;N /. DSCs only
transmit while they are static [10,27], e.g., moving DSCs will perform transmission
on certain “stop points.”

Assume that all aerial base stations transmit at the same power level Pd . For
a typical link, the received signal power is hence Pdh0D�˛ , where D is the
distance between a typical user and a typical aerial base station. The transmission is
successful if the received SINR at a receiver is larger than a certain threshold. Set
the SINR thresholds of DSC users to � . A typical DSC user at the origin O will
receive interference from other transmitting DSC base stations while receiving the
desired signal. The received SINR of a typical user at the origin O is:

Fig. 3 DSC networks
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SINRd D
Pdh0D

�˛

N C
P

xi2˚d nf0g
Pdhix

�˛
i

: (1)

The transmission rate of a network is defined as [11]:

Td D �dP .SINRd > �/ log.1C �/: (2)

Assuming that the DSC network has an outage probability constraint "d 
 1,
the optimal DSC base station density can be obtained by solving the following
optimization problem:

maximize
�d

Td .G1/

subject to P .SINRd > �/ > 1 � "d :

Next, the optimal DSC base station density for a single-tier DSC downlink network
in 3D space can be derived. Let I D

P
xi2˚d nf0g

hix
�˛
i . From (1) we have the

coverage probability as
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where LI .�D
˛/ is the Laplace transform of the interference I D

P
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hix
�˛
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which can be further derived as:
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where (7) follows because of the i.i.d. distribution of hi and its further indepen-
dence from the point process ˚d . Equation (8) follows because hi is exponential
distributed with unit mean. The probability generating functional of a set V is given
by [28]:

E

0
@Y
xi2˚

f .x/

1
A D exp

�
��d

Z
V

Œ1 � f .x/�dx


: (9)

Applying (9) into (8), we have
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where
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0
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r2 C z2/�˛

1C �D˛.
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With (4), (5), (6), (7), (8), (9), (10), (11), and (12), we are now able to solve the
optimization problem .G1/.

maximize
�d

Td .G1/

subject to P .SINRd > �/ > 1 � "d :

Since Td in (2) is unimodal in terms of �d and P .SINRd > �/ is a decreasing
function of �d , Karush-Kuhn-Tucker (KKT) conditions [16] are applicable. The
Lagrange function of the above optimization problem is given by:

L .�d / D Td C .P .SINRd > �/ � 1C "d /: (14)

where  is the Lagrange multiplier. Then, the KKT conditions are given as:

dL .�d /

d�d
D
dTd

d�d
C 

dP .SINRd > �/

d�d
: (15)
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.P .SINRd > �/ � 1C "d / D 0: (16)

P .SINRd > �/ � 1C "d 	 0: (17)

 	 0 and �d 	 0: (18)

Solving Eqs. (15) to (18) yields the optimal of DSC aerial base stations, as follows:

��d D

Œ� ln. 1�"d
exp.��D˛ N

Pd
/
/�C

H.L; �;D; ˛/
: (19)

where Œ : �C denotes max.:; 0/. The maximum DSC network throughput is given by

T �d D

�
� ln

�
1�"d

exp.��D˛ N
Pd
/

	C

H.L; �;D; ˛/
.1 � "d / log.1C �/: (20)

It can be seen from (19) that the optimal primary density is obtained when the
success probability just meets the outage constraint. Since "d 
 1, we have
ln.1� "d / � �"d . Therefore, for small "d , both optimal DSC density and potential
throughput are linear with the DSC network outage constraint "d .

Effect of Different Path Loss Models

In this section, effect of a more specific air-to-ground path loss model is discussed.
Different air to ground channel path loss models have been proposed and measured
to suit in different environments [29]. Simplified mean path loss model for the
spectrum sharing analysis in this chapter is given by:

l.x/ D x�˛: (21)

Another air-to-ground path loss model l.x; �/ for an air vehicle locating at distance
x and elevation angle � from the origin is given by [1]:

l.x; �/ D PLOSx
�˛1 C PNLOSkx

�˛1 : (22)

in which ˛1 and k are the path loss exponent and parameter corresponding to
different type of links. PNLOS D 1 � PLOS . PLOS is the line of sight probability. It
is further given by:

PLOS D
1

1C a exp.�bŒ� � a�/
: (23)

where a and b are parameters determined by environment.



1288 C. Zhang et al.

2 4 6 8 10 12 14 16 18 20
λ

0

2

4

6

8

10

12

14

16

18

20

Po
te

nt
ia

l  
th

ro
ug

hp
ut

Urban
Dense Urban
Simplified

Fig. 4 Potential throughput of different path loss models L D 0:1, D D 0:05

Table 1 Radio-frequency
propagation parameters

Environment (a,b) ˛.˛1/ k

Simplified 4

Urban (9.61,0.16) 2 20dB

Dense Urban (12.08,0.11) 2 23dB
Radio frequency 2,000 MHz [1]

Figure 4 plots the scaling behavior of network throughput in terms of the drone
density � by simulations. The numerical values of the parameters of the air-to-
ground channels for different environments are presented in Table 1. It can be
observed that the potential throughput of drone network monotonically increases
with node density for all different path loss models. As the research on modeling the
air-to-ground channel is ongoing, the insight of underlay spectrum sharing results
in this chapter is applicable for more precise path loss models in the future.

Spectrum Sharing Between DSC Network and Cellular Network

Optimal DSC Density

As shown in Fig. 5, cellular base stations are distributed on the ground as a 2D
PPP with density �c . The distance between a typical cellular base station and its
associated user is d . Similar to that of DSC network, we assume that all cellular base
stations transmit with power Pc . The channel between any base station and the user
undergoes path loss and the small-scale fading. The power gain of the small-scale
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Fig. 5 Spectrum sharing
between drone small cells
(DSCs) networks and cellular
networks

fading channel hj is exponentially distributed with the unit mean, and the noise
is N0 � N.0;N /. Each cellular transmitter decides to transmit if the received
SINR is larger than a certain threshold �c with a 1-bit feedback from the cellular
receiver [16]. The active cellular base stations follow a thinned 2D PPP fYj 2 ˚cg.
Considering a typical DSC user at the origin O , it will receive interference not
only from transmitting DSC base stations but also from transmitting cellular base
stations. The SINR of the typical DSC user is given by

SINRdc D
Pdh0D

�˛

N C Pd
P

i2˚d nf0g
hix
�˛
i C Pc

P
j2˚c

hj y
�˛
j

: (24)

The SINR expressions of a typical cellular user with and without the DSC network
are given by, respectively, as follows:

SINRc D
Pch0d

�˛

N C Pd
P

i2˚d
hix
�˛
i C Pc

P
j2˚cnf0g

hj y
�˛
j

: (25)

SINR0c D
Pch0d

�˛

N C Pc
P

j2˚cnf0g
hj y

�˛
j

: (26)

The throughputs of DSC and cellular networks are:

Tdc D �dcP .SINRdc > �/ log.1C �/: (27)

Tc D �cP .SINRc > �c/ log.1C �c/: (28)

T 0c D �cP .SINR
0
c > �c/ log.1C �c/: (29)



1290 C. Zhang et al.

where Tc and T 0c are the cellular network throughput with and without DSC network,

respectively. Define ı as the cellular efficiency loss ratio ı D Tc�T
0

c

Tc
and rth as

the cellular efficiency loss constraint [16]. The optimal DSC base station density
coexisting with a cellular network �dc can be obtained by solving the following
optimization problem:

maximize
�dc

Tdc .G2/

subject to P .SINRdc > �/ > 1 � "dc

ı � rth:

Next, we derive the optimal DSC base station density when coexisting with
cellular networks.

Consider the DSC network coexists with a 2D cellular network. Denote Ic DP
j2˚c

hj y
�˛
j . The success probability of the typical DSC user is given by

P .SINRdc > �/ D P
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EI Œexp.��D˛I /�EIc

�
exp

�
��D˛ Pc

Pd
Ic

	
:

(31)

where I was given in (3). The second term in (31) has been evaluated by (4), (5),
(6), (7), (8), (9), (10), (11), and (12). The third term in (31) is the interference from
other active cellular base stations following a 2D-PPP and can be derived as [16]:

EIc

�
exp

�
��D˛ Pc

Pd
Ic

	

D exp

 
��cCD

2

�
Pc

Pd
�

 2
˛

exp

�
�d˛

N

Pc
�c

!
: (32)

where C D 2�2

˛ sin. 2�˛ /
.

The success probability of a typical DSC user is

P .SINRdc > �/ D A1 exp.�A2�d / exp.�A3�c/ (33)

where

A1 D exp

�
��D˛ N

Pd


:

A2 D H.L; �;D; ˛/:
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A3 D CD
2

�
Pc

Pd
�

 2
˛

exp

�
�d˛

N

Pc
�c


: (34)

With the success probability expressions, we are able to solve the optimization
problem (G2):

maximize
�dc

Tdc .G2/

subject to P .SINRdc > �/ > 1 � "dc

ı � rth:

Likewise, to derive the success probability of a typical cellular user, along with (28)
and (29), the cellular efficiency loss ratio is first calculated:

ı D
Tc � T

0
c

Tc

D 1 � exp

�
�H

�
L; �c

Pd

Pc
; d; ˛


�dc


: (35)

The Lagrange function of the optimization problem .G2/ is hence given by

L .�dc/ D Tdc C 1.P .SINRdc > �// � 2.ı � rth/: (36)

The KKT conditions are listed as follows:

dL .�dc/

d�dc
D
dTdc

d�dc
C 1

d.P .SINRdc > �/

d�dc
� 2

dı

d�dc
:

1.P .SINRdc > �/ � 1C "dc/ D 0: (37)

2.ı � rth/ D 0: (38)

.�1C "dc/ � P .SINRdc > �/: (39)

ı � rth: (40)

1 	 0; 2 	 0 and �dc 	 0: (41)

Solving the above equations yields:

If "dc < 	;

��dc D

h
� ln.1 � "dc/ �D˛ N

Pd
� � A3�c

iC
A2

(42)

If "dc 	 	;
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��dc D
� ln.1 � rth/

H.L; �c
Pd
Pc
; d; ˛/

: (43)

where 	 D 1�exp.�A3�c/A1.1�rth/

A2

H.L;�c
Pd
Pc

;d;˛/ . We have the maximized potential
throughput:

T �dc D �
�
dcP .SINRdc� > �/ log.1C �/: (44)

where P .SINRdc� > �/ can be evaluated by substituting ��dc into (33). For "dc <
	, since 1 � "dc � 1, ln.1 � "dc/ � �"dc . The approximated optimal DSC density
and potential throughput are both linear with the DSC network outage constraint
"dc . For "dc > 	, both optimal DSC density and potential throughput are constants
which are independent of "dc .

Numerical Examples

In this section, some numerical examples are given to validate the theoretical results
and discuss the effects of several parameters on the coverage and rate of DSCs and
cellular networks.
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In Fig. 6, the simulation results of the maximal throughput of a 3D DSC network
with the coexistence of a cellular network are compared with the analytical results
derived from (44). The simulation of optimal node density is done by two steps.
The optimal DSC base station density and the maximal throughput are plotted as
functions depending on the DSC outage constraint. The values of �d and Td are zero
at the small " region since the outage probability cannot satisfy its outage constraint.
In the region where the outage probability is able to satisfy its outage constraint, both
�dc and Tdc increase almost linearly with the increase of "dc , until they flatten out
and coincide with (43). The flattening is because cellular network constraints are
restricting the DSC node density, even more DSC outage could be tolerated by the
DSC network. Moreover, it is noticed that 	 is independent of the limited height of
the 3D network, as it represents when the cellular network interference constraints
become dominant. The scaling behaviors of DSC outage constraints provide us the
following insight: as we relax the restrictions for DSC network, the dependence of
optimal DSC base station deployment moves from the constraints of DSC network
to constraints of cellular network.

Spectrum Sharing of UAV Networks with Directional Antennas

UAVs are above the ground with a certain altitude, which creates opportunities for
UAV network to share the spectrum of ground network. In this section, we present
the study of UAV network spectrum sharing exploring the benefits of beam and
power control in 3D and 2D deployment scenarios, respectively.

3D Deployment

Density and Power Control
When UAVs are deployed in 3D space and share the spectrum of ground networks,
the density and transmit power of UAVs need to be controlled to mitigate the
interference to ground network. In section “Spectrum Sharing Between DSC
Network and Cellular Network”, UAV network shares spectrum with a ground
cellular network, where the density of UAV network is optimized to maximize the
network capacity with the constraints of the outage probability of UAV network and
the capacity loss of cellular network. Besides density control, power control can
also be applied in the spectrum sharing between UAV network and ground network.
UAVs with low altitude should transmit with small transmit power to mitigate the
interference to ground users. Meanwhile, UAVs with high altitude can transmit with
a relatively large transmit power because they are distant from the ground users.
With power control, the deployment density and capacity of UAVs can be improved.

Beam and Power Control
In previous sections, UAVs are implemented with omnidirectional antennas. When
UAVs are implemented with directional antenna, more efficient spectrum sharing
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Fig. 7 Directional transmission scenario of UAV network

schemes can be explored. As illustrated in Fig. 7, UAVs are distributed in 3D space
and transmit directionally. The 3D space is modeled by a cuboid with height u
and the height of the bottom of this cuboid from the ground is h. Notice that the
UAVs with low altitude have small probability to transmit downward because their
destinations have large probability to be located above them. However, when a UAV
transmits downward, it may cause interference to ground nodes, such as UAV C in
Fig. 7. If the signal radiation of a UAV is modeled as a spherical cone, the projection
of the signal on ground is an ellipse. If the beam of signal is sufficiently narrow, the
probability that the signal of UAV causes interference to ground nodes is small.
Besides, power control can also be applied to control the interference from UAVs to
ground users.

However, the control of beam and power is not necessary for each direction.
There is a beam control angle for each UAV. When transmission direction is not in
the beam control angle, the beam and power control are not necessary. In Fig. 8,
the beam control angles of UAVs A, B, and C are ˛1, ˛2, and ˛3, respectively,
where ˛3 D 0. With the increase of the altitude of UAV, the beam control angle
is decreasing. The beam control angle can be derived as follows. Take UAV A
as an example; the distance between UAV A and a ground user A0 is X1. When
X1 is increasing, �1 is decreasing and the probability of non-line-of-sight (NLoS)
transmission between UAV A and ground node A0 is increasing. With the increase
of X1 and NLOS probability, the interference from UAV A to ground node A0 is
decreasing. When the distance X1 is increased to X�1 such that the expectation of
the interference from UAV A to ground node A0 is smaller than a threshold, the
beam control angle ˛1 is determined. When a UAV is high above the ground such
that the interference to the ground node is small, the beam control angle for this
UAV does not exist.



38 Spectrum Sharing of Drone Networks 1295

1h
2h

3h

*
1X

*
2X

*
3X

1α

2α

Ground

A

B
3α

A�B� 1γ2γ

*
1X

*
2X

Connection path

1γ

Connection pGround user

Fig. 8 Directional transmission in UAV network with different angles

In Fig. 8, the beam control angles of three UAVs are illustrated. Notice that if
we do not consider the NLOS transmissions, the value of X�1 equals X�2 . However,
because the UAV with high altitude has a larger angle of elevation compared with
the UAV with low altitude, the length of X�1 is smaller than X�2 . UAV can freely
transmit in the non-beam control angle. However, if a UAV transmits in the beam
control angle, more sophisticated transmission schemes need to be implemented.
The following schemes may be applicable:

1. Spectrum sensing If a UAV transmits in the beam control angle, it performs
spectrum sensing and transmits when ground users are absent.

2. Narrow beam If a UAV transmits in the beam control angle with narrow beam,
the interference probability to ground users will decrease. However, this requires
sophisticated beamforming algorithm.

3. Power control When a UAV transmits in the beam control angle, if the power
of UAV can be controlled to mitigate the interference to ground users, the
transmission opportunities can also be exploited.

With these schemes, UAVs can share the spectrum of ground users in every
direction and altitude, which will increase the number of wireless channel and
improve the capacity of UAV network.

2D Deployment

In previous section, we explore the spectrum sharing between 3D UAV network and
2D ground network. However, when UAVs are used to monitor or search specific
targets on ground, they may be distributed in an aerial 2D plane, which is illustrated
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in Fig. 9. In this section, we discuss the spectrum sharing between 2D UAV network
and 2D ground network.

Altitude, Density, and Power Control
When UAVs are deployed in an aerial 2D plane, the altitude, density, and transmit
power can be coordinated to mitigate the interference to ground users. In [30],
assuming UAV network has air-to-ground transmissions, we derived the optimal
altitude of UAVs with fixed transmit power and density. When the altitude of UAVs
is fixed, the density and transmit power of UAVs can be optimized to maximize the
capacity of UAV network with the constraint of capacity loss of ground network.
Furthermore, the altitude, density, and power of UAVs can be jointly optimized.

Beam Control
Similar with section “Beam and Power Control”, when UAVs are implemented
with directional antennas, efficient spectrum sharing schemes can be designed.
As illustrated in Fig. 9, when UAV E transmits directionally, it will not cause
interference to ground node B. Assuming that the beam width of UAV is ˇ, when
ˇ is decreasing, the interference from UAV network to ground users is correspond-
ingly decreasing. Thus beam control can realize interference coordination between
UAV network and ground network. Intuitively, the directional transmission in UAV
network is equivalent to increasing the altitude of UAVs. Thus with beam control of
UAV network, the spectrum sharing between UAV network and ground network is
feasible.
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Numerical Results

The spectrum sharing between an aerial 2D UAV network and a ground ad hoc
network is investigated in [30]. The scenario of Fig. 9 is simulated. Namely, UAV
network shares spectrum with a ground ad hoc network and UAVs are implemented
with directional antennas. Assume that the signal to interference and noise ratio
(SINR) threshold for signal reception is 1. In a 1000 � 1000m area, 100 ground
users are uniformly deployed and 25 UAVs are uniformly deployed above the
ground users. The path loss exponent of ground-to-ground channel is 3, and the
path loss exponent of air-to-ground channel is 2. The air-to-ground channel model
is borrowed from [10], where the probability of line-of-sight (LOS) is an increasing
function of the angle of elevation.1 The transmit power of UAV is 5 W and
the transmit power of ground node is 1 W. With these parameters configuration,
the coverage probability of ground ad hoc network is provided in Fig. 10. The
interference from UAV network to ground network has an impact on the coverage
probability of ground network. With the increase of the altitude of UAVs, the length
of propagation path from UAV to ground user is increasing. Meanwhile, the angle of
elevation from ground user to UAV is increasing. The increase of propagation path
will decrease the interference from UAV to ground user. However, the increase of the
angle of elevation will enlarge the probability of LOS and increase the interference
from UAV to ground user. In Fig. 10, for UAV networks with omnidirectional
antennas, when the altitude of UAVs is smaller than h�, the angle of elevation
is dominated. Thus with the increase of the altitude, the interference from UAV
network to ground user is increasing and the coverage probability of ground network
is decreasing. However, when the altitude of UAVs is larger than h�, the length of the
propagation path is dominated. The interference from UAV network to ground users
is decreasing with the increase of the altitude in this situation. Thus the coverage
probability is increasing with the increase of altitude.

When the beam width of UAV, namely, ˇ is decreasing, the interference from
UAVs to ground network is reduced and the coverage probability of ground network
is improved. As illustrated in Fig. 10, when ˇ D 2�=3, the improvement of coverage
probability is not significant. However, when ˇ D �=6, the coverage probability
will rapidly increase to the maximum value with the increase of altitude. Thus
directional transmission in UAV network creates spectrum sharing opportunities
between UAVs and ground network.

Mobility Pattern Cognition of UAV Networks

UAVs have specific mobility pattern and the mobility of UAVs can be exploited
to improve network capacity. With the mobility pattern information of UAVs, the
delay tolerant transmissions can be constructed and multiple transmission modes

1Reader could refer to (8) and (9) in [10] for the details of air-to-ground channel model.
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are implemented to carry various types of traffic. Figure 11 illustrates the scenario
that UAVs act as aerial sensors and transmit sensing data to control station.

In Fig. 11, when UAV A returns, it will encounter UAV B. The returning UAV
A can store and carry the data of UAV B to control station. Thus in addition to
multi-hop transmission mode, the delay-tolerant transmission mode is constructed
to improve the capacity of UAV networks. UAV network with multi-hop and SCF
transmission modes can adapt the demands of diverse traffic. The delay-insensitive
and delay-sensitive traffic can be forwarded through SCF transmission mode and
multi-hop transmission mode, respectively. In the following sections, we discuss
the SCF transmission modes.
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Mobility Pattern Cognition

The process of the discovery of a returning UAV and the establishment of com-
munication link between the returning UAV and a UAV along the returning path
is illustrated in Fig. 12. Assume that UAV A will return to the control station and
UAV B is located in the returning path of UAV A. Each UAV has a state bit. When
a UAV is returning, the state bit is set as 0. Otherwise, the state bit is set as 1.
The neighbor discovery function of UAV B will detect nearby UAVs. Once UAV B
detects a UAV, it sends synchronize (SYN) signal. Meanwhile, the returning UAV A
is also detecting the UAVs along its returning path. Once UAV A discovers a UAV
and this UAV is sending SYN signal, UAV A feedbacks the state bit indicating that
it is returning and synchronize/acknowledge (SYN/ACK) signal containing channel
information for communication link establishment. Then UAV B sends ACK signal
and establishes communication connection. When the data transmission is finished,
the communication session is released and UAV A continues returning.

With mobility pattern information, the SCF transmission modes for 3D and 2D
UAV network are introduced in the following sections.

3D UAV Deployment

As illustrated in Fig. 11, when UAV A returns, it can store and carry the data of UAV
B to the control station. Assume that UAVs return in straight line path. In Fig. 11,
when the UAVs in the shaded region return, they will assist UAV B to deliver data
to control station. With the increase of the distance between the control station and
UAV B, the volume of shaded region is decreasing and the number of returning
UAVs assisting the data transmission of UAV B is also decreasing.

In [6], a critical range is discovered, which is illustrated in Fig. 11. Within critical
range, the number of returning UAVs is sufficiently large, such that the capacity of
UAVs within critical range contributed by SCF mode is higher than that outside
of critical range. Thus the mobility of the returning UAVs outside of critical range
needs to be controlled to improve the capacity. Mobility control schemes are as
follows:

1. Returning path control: The returning path outside of critical range should be
fold line such as zigzag curve to increase the length of returning path, such that
more data can be delivered with SCF mode.

2. Pause time control: The returning UAVs outside of critical range pause for a time
to gather the data of neighbor UAVs, such that the capacity of SCF mode can be
improved.

However, all the mobility control scheme aiming to improve the capacity of SCF
mode will increase the energy consumption of UAVs because the returning time
will be longer than that without mobility control. Hence there is a trade-off between
energy consumption and capacity improvement.
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2D UAV Deployment

When UAVs are deployed in an aerial 2D plane, the returning path of UAV is
redesigned. As illustrated in Fig. 13, the UAVs are deployed in a circle above the
ground. When UAV A returns, it will firstly flies to the center of the circle. Then
UAV A flies downward to control station. With this returning path, the returning
UAV A can deliver the data of UAV B to control station with SCF mode. In 2D
deployment of UAVs, the critical range also exists and the mobility of the returning
UAVs outside of critical range should be controlled to improve the capacity of SCF
mode.

The previous discussions consider the scenario that UAVs act as aerial sensors. In
the scenario that UAVs act as aerial base stations, the mobility pattern information
can also be applied to construct SCF transmission mode. As illustrated in Fig. 14,
UAVs are deployed in the sky to provide communication connections for ground
nodes. For example, when ground node C transmits data to ground node D, it will
firstly transmit to UAV A, then UAV A will transmit the data with multi-hop manner
to UAV B. Finally, the data is forwarded from UAV B to ground node D. However,
with SCF mode, if UAV A is a returning UAV passing ground node C, ground
node C will forward data to UAV A. Then the data is brought to control station
via UAV A. When UAV B is departing from control station and passing ground
node D, UAV B will bring the data of ground node C and forward the data to
ground node D. In this way, the multi-hop transmission can be avoided, such that the
wireless channels will not be consumed by repeated data transmission in multi-hop
transmission.
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Summary and Future Work

This chapter presents the spectrum sharing between the drone network and tradi-
tional ground cellular network under different scenarios. It has provided explicit
solutions of the optimal density of DSCs modeled by a 3D Poisson point process
with limited height. It was demonstrated that larger deployment height limit results
larger optimal DSC density. For DSC network underlay spectrum sharing with
cellular network, as we relax the restrictions for DSC network, the dependence of
optimal DSC base station deployment moves from the constraints of DSC network
to constraints of cellular network. Effects of directional transmission on DSC
networks are further discussed. Exploiting cognition capability on mobility, UAV
network can provide high quality of information services in the highly dynamic
environment with limited resources.

The spectrum sharing of drone networks is an emerging field with numerous
interesting applications. We conclude by discussing some fruitful avenues for future
research:

• UAV Channel Modeling As mentioned in the chapter, the characteristics of UAV
wireless channels are very different from those of terrestrial wireless channels.
More empirical measurements can be expected for developing more accurate
channel models.

• Multi-UAV Scheduling Based on the analytical framework for drone spectrum
sharing presented, it would be interesting to further design the scheduling scheme
for multiple UAVs. The cooperation between UAVs can further improve the
network performance.

• UAV to Infrastructure/Vehicle Spectrum Sharing We have focused on the spec-
trum sharing between UAVs and conventional cellular networks. There are
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also ongoing thrusts on the coexisting between UAV and infrastructure/vehicle
networks. Since UAVs can provide extra coverage, how to integrate the aerial
base stations and relays with the existing ground networks deserves further
study.
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Abstract

With the increase of mobile video applications in people’s daily life as well as
industrial manufacture, such as video streaming, surveillance, and so on, video
has been the main service in cellular networks. Operators and service providers
are struggling to enhance the mobile video service, while user requirements
for abundant, high-definition, and low-delay video have nearly drained the
transmission capacity of current networks. Moreover, the large population of
user equipments (UEs) exhibit differentiated video demands and various network
transmission environments. Traditional networking, which is static and base
station (BS) concentric, can hardly deal with these challenges. Thus, adaptive
video transmission schemes are needed by jointly considering the interplay
among user demand, video source characteristics, and networking. This work
focuses on user-cognizant scalable video transmission over heterogeneous cel-
lular networks. The video source is encoded using scalable video coding, which
enables dynamic adaption of source information to the requirements of UEs and
is suitable for cellular networks in which the transmission link quality varies
substantially over space and time. Three novel transmission schemes are pro-
posed, layered digital transmission, layered hybrid digital-analog transmission,
and cooperative digital transmission. Leveraging tools from stochastic geometry,
a comprehensive analysis is conducted focusing on three key performance
metrics: outage probability, high-definition probability, and average distortion.
The associated spectrum allocation and video transmission are chosen based
on the user-cognizant information, such as the requirements for video service,
wireless channel status, and the connections with the BSs. The results show that
the proposed user-cognizant transmission schemes can provide a scalable video
experience for UEs.

Keywords
Coordinated multipoint � Heterogeneous cellular networks � Hybrid
digital-analog � Scalable video coding � Stochastic geometry � User cognizant

Introduction

Emerging wireless communication technologies as well as powerful and versatile
mobile terminal devices have changed people’s daily life, and the data traffic grows
explosively, among which a substantial portion is attributed to multimedia such
as mobile video. According to the Cisco Visual Networking Index, mobile video
is expected to grow at an average growth rate of 62% until 2020, and within the
30.6 exabytes of data per month crossing mobile networks by 2020, 23.0 exabytes
will be video related, such as video on demand, real-time streaming video, video
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conferencing, and so on. The ever-increasing demand for abundant, high-definition,
and low-latency mobile video brings great challenges to the mobile network with
time-varying wireless channel. Moreover, with the release of different types of UEs,
the requirements on data rate of video transmission vary in a wide range.

Compared to the IP transmission network and cellular core network, the bottle-
neck of the end-to-end transmission degrading the Quality of Experience (QoE)
of video lies in the radio access network due to user traffic congestion and
packet loss. Current LTE/LTE-A networks are not inheritably built for QoE-aware
video delivery. The application-specific information exists at Packet Data Network
Gateway (P-GW), while the wireless channel quality and connection status are
restrictively known by eNodeB.

State-of-art design of cellular networks is base station (BS) concentric, which
means that the resource allocation and transmission schedule are completed at the
BSs and are not on-demand for UEs. The information bits are treated equally and the
transmission strategy is not UE specific. As for the video transmission of a typical
UE, the UE would require the video content with different video qualities based on
its terminal capacity. Meanwhile, the UE can choose different service mechanisms
provided by the cellular network based on the connection status.

Taking into account of time-varying wireless channel conditions and congestion,
video streams are adapted to reduce the transmission bitrates. Traditionally, rate
adaptation of video streams is realized by packet/frame dropping or transcoding
with some serious drawbacks, since packet/frame dropping significantly degrades
the video quality and transcoding is computationally complex. Advanced source
coding techniques provide a new dimension of dynamically provisioning wireless
resources for the varying requirements and the varying link conditions of UEs,
thus creating the possibility of extracting video scaled in multiple dimensions, e.g.,
spatial, temporal, and quality. Scalable Video Coding (SVC) is an extension of the
H.264/MPEG-4 AVC video compression standard [1] and has been evolved to Scal-
able High-Efficiency Video Coding (SHVC) [2], in which the bitstream is encoded
into multiple layers, namely, a base layer (BL) and at least one enhancement layer
(EL). The quality of reconstructed video depends on the number of layers decoded
and stays the same until a higher enhancement layer is successfully decoded. The
number of layers and their code rates may be determined by the requirement and the
link condition of the subscribing UE.

On the other hand, cellular networks are evolving from a homogenous architec-
ture to a composition of heterogeneous networks, comprised of various types of
base stations (BSs) [3, 4]. Each type of BSs has its characteristic transmit power
and deployment intensity: for example, macro BSs (MBSs) have larger transmit
power, aiming at providing global coverage; femto access points (FAPs) are small
BSs targeted for home or small business usages. As the distance between a UE
and its serving FAP is small, the UE enjoys a high-quality link and achieves power
savings. Meanwhile, the reduced transmission range also enhances spatial reuse and
alleviates multiuser interference. In addition, different types of BSs can transmit
cooperatively the same video content to the UE to enhance the quality of experience.
The user-cell association approach for heterogenous networks should be addressed
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to exploit context information as well as channel-related information extracted from
UEs. Generally speaking, there are two different service modes, separate mode and
cooperative mode. In separate mode, the macro cells and the small cells (e.g., femto
cells) transmit different video streams to the UEs in a manner of dual connectivity.
In cooperative mode, both the macro cells and small cells transmit the same video
content to the UE in a manner of coordinated multipoint transmission. In this paper,
we study the problem of scalable transmission over heterogeneous networks and
demonstrate the performances of several user-cognizant transmission schemes to
exploit the combination of multi-layer video transmission and multitier cellular
networks.

Related Work

The prior works that consider video transmission over wireless networks mainly
focus on scalable coding of video source or adaptive networking techniques
separately. Furthermore, UE is regarded as a dummy terminal, and thus their
differentiated demand and status are neglected. The analysis usually focuses on
homogeneous networks, and the common feature of the layered structure of SVC
and HCNs is not exploited. In [5], an overview of SVC and its relationship to
mobile content delivery are discussed focusing on the challenges due to the time-
varying characteristics of wireless channels. In [6], a per-subcarrier transmit antenna
selection scheme is employed to support multiple scalable video sequences over a
downlink cognitive network, and the outage probability is reduced because of video
scalability. In [7], real-time use cases of mobile video streaming are presented,
for which a variety of parameters like throughput, packet loss ratio, and delay
are compared with H.264 single-layer video under different degrees of scalability.
In [8], the proposed scheme employs WiFi: the BL is always transmitted over a
reliable network such as cellular, whereas the EL is opportunistically transmitted
through WiFi. Technical issues associated with the simultaneous use of multiple
networks are discussed. In [9], HCNs with storage-capable small-cell BSs are
studied: versions and layers of video have different impacts on the delay-servicing
cost tradeoff, depending on the user demand diversity and the network load.

Some works related to QoE-aware or adaptive strategies have also been studied
previously. Chen et al. [10] proposed an admission control strategy that was
designed to maximize the number of video users satisfying the QoE constraints
on their second-order statistics. Although the admission control strategy damages
the QoE of the blocked users, the overall percentage of users satisfying the QoE
constraints among both admitted and blocked users can be significantly improved.
Thakolsri et al. [11] proposed a content-aware scheduling and resource allocation,
taking into account the content characteristics of the video streams, and performs
video rate adaptation at the BS. Fu et al. [12] proposed a QoE-aware video delivery
by considering the hierarchical architecture of LTE/LTE-A network. Different video
flows are marked at the core network to transform the video content information into
QoE-aware priority classes. A packet dropping strategy addressing the transmission
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capacity at the eNodeB is also proposed. But the priority marking process at the
core network is unaware of channel status.

Considering the wireless video transmission techniques, there are several
approaches to enhance the QoE of video users. The above literature is based on
digital transmission, consisting of digital source coding (e.g., quantization and
entropy coding), digital modulation (e.g., QPSK, 64QAM), and digital channel
coding (e.g., turbo or LDPC). Unfortunately, digital transmission results in cliff
effect. The cliff effect refers to the drastic degradation in video quality when
the signal strength fades below the decoding threshold (as opposed to a graceful
degradation). There exist certain SINR thresholds at which the video quality
changes drastically; in between these thresholds, the quality stays approximately
constant. The recently revitalized analog transmission has shown promising
potential in handling channel variations and user heterogeneities for wireless video
communication. The analog scheme consists of analog source coding and analog
modulation that directly maps a source signal into a linearly transformed channel
signal without channel coding. SoftCast [13] is an analog video broadcast scheme
that transmits a linear transform of the video signal without quantization, entropy
coding, or channel coding. It is claimed to realize continuous quality scalability.
However, information-theoretic studies (such as [14,15]) show that analog schemes
with linear mapping (from source signals to channel signals) are relatively
inefficient for video transmission, while hybrid digital-analog transmission is
asymptotically optimal under matched channel conditions for optimally chosen
power allocations between the analog and digital parts. The hybrid digital-analog
scheme combines digital with analog schemes, transmitting digital and analog
signals simultaneously using TDMA, FDMA, or superposition transmission. The
authors in [16] propose a hybrid digital-analog scheme for broadcasting, showing
a substantial performance gain. However, these works did not consider the impacts
of HCNs and the spatial distribution of wireless networks, let alone the design of
scalable transmission algorithms utilizing the structure of HCNs.

Moreover, coordinated multipoint (CoMP) transmission is intensively studied
to enhance the system performance of LTE-A. By coordinating multiple BSs,
the interference at the UE can be alleviated, or multiple received signals can
be merged. The studies in [17, 18] evaluate the potential system gain of CoMP
and discuss the appropriate deployment scenarios. The authors also review the
necessary techniques of signal processing, backhaul link design, and supported
protocols. There exist two types of cooperative transmissions, namely, coherent
and noncoherent joint transmission. Many previous studies considered noncoherent
joint transmission because it requires less channel status information. The authors in
[19,20] analyze the performance of noncoherent joint transmission in heterogeneous
cellular networks and give the distribution of SINR for a user in a random position
and cell edge, respectively. In addition, the impact of channel status information
is also studied. Most previous works neglect the spectrum sub-band allocation, but
the same sub-band is required when two BSs transmit cooperatively. Bang et al.
[21] combines frequency fraction reuse and CoMP, and proposes an allocation to
minimize the system power. Zhang et al. [22] and Kosmanos et al. [23] propose a
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joint sub-band allocation and power optimization scheme to improve the spectrum
efficiency for LTE-A when BS and relay transmit cooperatively.

In order to give a theoretic analysis of the system performance, stochastic
geometry has been utilized as an effective tool for modeling and analyzing cellular
networks; see, e.g., [24–26] and references therein. Generally, the spatial distribu-
tion of BSs is modeled as a spatial point process, such as the homogeneous Poisson
point process (PPP) for single-tier networks, for which the coverage probability
is derived in [27]. For HCNs, the spatial distribution of heterogeneous BSs is
often modeled as multiple independent tiers of PPPs, and several key statistics are
analyzed in [20, 28]. A comprehensive treatment of the application of stochastic
geometry in wireless communication and content can be found in [29, 30].

A User-Cognizant Solution

Most existing works on heterogenous networks have focused on admission control,
resource allocation, and transmission coordination. The serving BS associated to a
particular UE is assigned based on indicators of the wireless link quality at the UEs,
such as the received signal strength indicators (RSSIs) or the SINRs. The same
priority is allocated to each information bit for different video data flows in the
scheduling stage. All these networking designs again verify that the current network
is inefficient for video transmission. To enhance the QoE, one promising approach
for efficient networking is by making the network better informed of its environment
and user requirements.

Thus, considering scalable video transmission over HCNs, we have previously
proposed two user-cognizant transmission schemes. In [31], the common layer
structures of both video source data and network topology are employed to enhance
the video transmission, based on the user’s video requirement and association
status. In [32], analog transmission of enhancement layer of video stream is
proposed in order to make the video reception quality changing continuously with
channel quality, thus degrading the staircase effect of digital transmission. Here the
cooperative transmission is taken into consideration, where the macro BS and small
BS work in a manner of coordinated multipoint transmission.

In all, three user-cognizant transmission schemes are proposed, which are layered
digital transmission, layered hybrid digital-analog transmission, and cooperative
digital transmission, respectively. The user is cognizant of its video service require-
ment, mobility, and connection status.

An analytical performance assessment of user-cognizant SVC transmission over
two-tier HCNs utilizing tools from stochastic geometry is studied. The contributions
of the are:

1. Three user-cognizant transmission schemes are proposed to enhance the QoE
of video users exploiting the interplay among user demand, video source
characteristic, and networking.
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2. An analytical framework is proposed for scalable video transmission exploiting
the common feature of a layered structure of SVC and HCNs. A digital and a
hybrid digital-analog transmission scheme are proposed and studied. The impact
of UE load, i.e., the number of UEs served in a cell, is also considered.

3. The power allocation between the digital BL signal and the analog EL signal
is also analyzed to minimize the average distortion. The hybrid digital-analog
scheme can further improve the system performance by avoiding the cliff effect
and realizing continuous quality scalability when the proportion of frequency
resource allocated to the femto tier exceeds a certain threshold.

4. A noncoherent joint transmission cooperative scheme is proposed, and moreover,
the impact of sub-band allocation is also studied.

The remaining part of this paper is as follows: section “System Model” describes
the system model, including the transmission schemes and spectrum allocation
methods. Section “UE Load and Sub-band Occupancy” derives the distributions of
the number of UEs per cell and sub-band occupancy probabilities. Section “SINR
Distribution and Data Rate” derives the SINR and data rate distributions. Sec-
tion “System Performances” evaluates the performance metrics, namely, outage
probability, HD probability, and average distortion. Section “Simulation and Dis-
cussion” presents simulation results and related discussions. Section “Conclusion
and Future Directions” concludes this paper.

System Model

The downlink performance of SVC over a two-tier HCN is considered; see Fig. 1.
When a video user needs to request for a particular video, it would first collect the
information about video quality requirement due to possessing ability of the UE and
connection status due to its mobility and the network topology. The user sends the
user-cognizant information to the serving BS (or BSs), and the BS or BSs choose an
appropriate transmission strategy. The video data stream is traversing through the
video server, IP transmission network, cellular core network, radio access network,
and finally reaching at the user.

Layered Video Model

The SVC video content is split into two layers, BL and EL. The BL is always
modulated into a digital signal, and the data rate is RB, while the EL is modulated
into a digital signal or an analog signal in these transmission schemes accordingly.
If the EL is modulated into a digital signal, then the data rate is RE. Here we focus
on the streaming video service; the video can be decoded successfully when the data
rate requirements of the BL and the EL are met.

Actually, the proposed analytical framework can be extended to video signals
that are encoded to J layers using a fine granularity, and the BS chooses the first
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Fig. 1 Illustration of the platform for user-cognizant scalable transmission

J1 layers for the BL and the following J2 layers for the EL based on the channel
quality for each UE, where J1 C J2 � J .

It should be aware that SVC allows three types of scalable encoding (spatial,
temporal, SNR quality) to be combined and create a single layer [1,5]. The proposed
layered video model is generic and is not restricted by the specifications of the
layered encoding and the optimal selection of scalability combinations. Each layer
is generated by some combinations of video scalabilities, and the required data rates
are the main parameters from the view of networking.

Network Model

The two-tier HCN consists of two types of BSs, namely, MBSs and FAPs. These two
types of BSs are modeled by two independent tiers of homogeneous PPPs, ˚mb and
˚fb, whose intensities are �mb and �fb, respectively. FAPs aim at providing network
access to UEs in their vicinity within a coverage radius Rf. Suppose that there exist
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N sub-bands each of bandwidth W . The transmit powers of an MBS and an FAP
over each sub-band are set as Pm and Pf, respectively. The path loss model is r�˛ ,
and here for simplicity, it is assumed that the path loss exponent is the same for MBS
and FAP, and the effect of shadowing is ignored. The small-scale fading distribution
is exponential with mean unity in squared magnitude, i.e., Rayleigh fading. The
fading is assumed to be frequency flat within each sub-band and independent among
different sub-bands. The noise variance at each UE is denoted by �2.

There are two types of UEs, macro UEs and femto UEs. The locations of macro
UEs form a homogeneous PPP˚mu with intensity �mu, and each macro UE connects
to the nearest MBS. The locations of the femto UEs form a Matern cluster process
˚fu [30] with parent process ˚fb (the FAPs), i.e., the UEs in each cluster form a
finite PPP of intensity �fu on the disk of radius Rf centered at each FAP, implying
that the mean number of users per cluster is NUf D �fu�R

2
f . Each femto UE connects

to the FAP located at the parent point of the corresponding cluster, called the parent
FAP. The access mechanism is as follows: a femto UE always connects to its parent
FAP when accessing a femto BS and connects to the MBS closest to its parent FAP
when accessing a macro BS; a macro UE can only connect to the nearest MBS, even
if it is situated within the coverage of an FAP. This corresponds to a closed-access
femto network, in which only subscribers are allowed to be served by an FAP.

Transmission Schemes

Considering the connection status of UEs and their differentiated demand, three
transmission schemes are proposed, i.e., layered digital (LD) [31], layered hybrid
digital-analog (LHDA) [32], and cooperative digital (CD). For the macro UEs, they
only connect to the MBS. Since the MBS aims at providing the coverage service,
macro UEs attempt to obtain their BL contents from their serving MBSs and forego
the EL. For the femto UEs, since they are covered by the MBS and the FAP, they
have two choices: one is that they attempt to obtain their EL contents from their
serving FAPs, and they attempt to obtain their BL contents either from their serving
MBSs with probability p or from their serving FAPs with probability 1 � p. The
other one is that they receive the video contents which are transmitted cooperatively
by the MBS and the FAP in the manner of CoMP.

1. LD transmission: See Fig. 2. Both the BL and the EL are modulated into digital
signals. For a macro UE, the data stream of encoded BL signals is transmitted
from the serving MBS. For a femto UE, the data stream of encoded BL signals
for small SINR or jointly encoded signals of both the BL and the EL for large
SINR is transmitted from the serving FAP when p D 0; the digital BL data
stream is transmitted from its serving MBS, while the digital EL data stream is
transmitted from its serving FAP when p D 1; a mixed transmission is adopted
when 0 < p < 1.

2. LHDA transmission: See Fig. 2. The BL is modulated into a digital signal, while
the EL is modulated into an analog signal. For a macro UE, the data stream of
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Fig. 2 Qualitative
illustration of the
performances of LD and
LHDA transmissions. LD
transmission shows a
staircase effect, while LHDA
transmission shows
continuous quality reception
with respect to the channel
quality

Fig. 3 Illustration of the CD transmission model

encoded BL signals is transmitted from the serving MBS. For a femto UE, the
superposition of the digital BL signal and the analog EL signal is transmitted
from the serving FAP when p D 0; the digital BL data stream is transmitted
from its serving MBS, while the analog EL data stream is transmitted from its
serving FAP when p D 1; a mixed transmission is adopted when 0 < p < 1.
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3. CD transmission: See Fig. 3. Both the BL and the EL are modulated into digital
signals. For a macro UE, the data stream of encoded BL signals is transmitted
from the serving MBS. For a femto UE, if it can claim the same sub-band from
both the MBS and the FAP, then the data stream of jointly encoded signals of both
the BL and the EL is transmitted from the serving MBS and FAP cooperatively
in the manner of noncoherent joint transmission, otherwise, the data stream of
jointly encoded signals of both the BL and the EL is transmitted from the serving
FAP.

Since the video source is encoded into multiple layers, different layers are
transmitted to the UE based on the channel quality, thus providing scalable video
quality. Specifically, for those UEs in less favorable conditions, only the BL with
relatively low data rate is received in order to ensure basic video experience. When
the channel quality improves, the EL is also received for enhanced video experience.
Thus, the LD and CD transmissions can provide two-level scalable video for the
UEs, and LHDA can provide a continuous quality scalability.

UE Load and Sub-band Occupancy

UE Load

Since the distribution of femto UEs in an FAP coverage disk is a PPP with intensity
�fu, the number of femto UEs connected to an FAP is a Poisson random variable
(r.v.) with mean NUf,

PfUf D ig D
. NUf/

i

i Š
e�
NUf ; i D 0; 1; � � � : (1)

For LD and LHDA transmissions, an MBS not only serves the macro UEs
situated in its Voronoi cell but also the femto UEs that belong to the FAPs in this
Voronoi cell and connect to the MBS to receive the BL contents. We denote the
number of macro UEs in the Voronoi cell as UMBS and the total number of femto
UEs served by the MBS as UFAP, which is given by UFAP D

PNc
iD1 Nf;i , where Nc

denotes the number of the FAPs in the Voronoi cell and Nf;i denotes the number of
femto UEs which belong to the i th FAP but connect to the MBS to receive the BL
contents. The total number of UEs served by an MBS is thus

Um D UMBS C UFAP: (2)

UMBS is conditionally independent of UFAP given the area of the Voronoi cell.
Denote the area of a Voronoi cell by S ; the probability generating function (pgf) of
Um conditioned on S , denoted by Gm.z j S/, is

Gm.z j S/ D GMBS.z j S/GFAP.z j S/; (3)
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where GMBS.z j S/ and GFAP.z j S/ are the pgfs of UMBS and UFAP conditioned on
S , respectively.
UMBS is a Poisson r.v. with mean �muS , and the conditional pgf of UMBS is

GMBS.z j S/ D e
�muS.z�1/: (4)

Since a femto UE attempts to connect to its serving MBS with probability p
in LD and LHDA transmissions, a thinning occurs, i.e., Nf;i is a Poisson random
variable with mean p NUf. Meanwhile, Nc is also a Poisson r.v. with mean �fbS

because of the PPP distribution of the FAP locations. UFAP is a compound Poisson
r.v. with conditional pgf

GFAP.z j S/ D e
�fbS.e

p NUf.z�1/�1/: (5)

There is no known closed form expression of the probability density function
(pdf) of the area S of the typical Poisson Voronoi cell, but the following approxi-
mation [33]

fS.x/ �
.�mbc/

c

� .c/
xc�1e�c�mbx; (6)

where c D 7
2

and � .c/ D
R1
0
t c�1e�tdt , has been known to be handy and

sufficiently accurate (see, e.g., [34]). Aided by this approximation, with some
manipulations, the pgf of Um is

Gm.z/ D c
c

 
c �

�mu

�mb
.z � 1/C

�fb

�mb

�
1 � ep

NUf.z�1/
�!�c

; (7)

and the distribution of Um follows as

PfUm D ig D
G
.i/
m .0/

i Š
; i D 0; 1; � � � ; (8)

where G.i/
m .0/ is the i -th derivative of Gm.z/ evaluated at z D 0.

For CD transmission, all the femto UEs attempt to connect to the MBS to
obtain cooperative gain; thus distribution of Um is similar to that in LD and LHDA
transmissions with p D 1.

Sub-band Occupancy

Since the number of served UEs for each BS is random, the sub-band frequency
resource will be underutilized in some BSs and overutilized in some other BSs. As
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the UE loads in the MBS and the FAP are different under different transmission
schemes, the sub-band occupancy is calculated accordingly.

Spectrum Allocation for LD and LHDA
Of the N sub-bands, let Nm sub-bands be allocated to the macro tier and Nf sub-
bands to the femto tier. Each UE requires one sub-band for each transmission. We
consider the following two spectrum allocation methods [35]:

1. Orthogonal spectrum allocation: The N sub-bands are split as N D Nm C Nf,
where theNm sub-bands used by all the MBSs of the macro tier are orthogonal to
thoseNf sub-bands used by all the FAPs of the femto tier. So there is no inter-tier
interference.

It is assumed that the available sub-bands are uniformly and independently
allocated to the UEs by the BS. There are Nm available sub-bands for the MBS,
and each sub-band is equally likely to be chosen. If the number of UEs is smaller
than that of sub-bands, the MBS randomly chooses Um out of the total Nm sub-
bands. Otherwise, all the sub-bands are chosen. The probability that a sub-band
is used by an MBS is

P
m;?
busy D

1

Nm

1X
iD0

minfi; NmgPfUm D ig; (9)

and similarly the probability that a sub-band is used by an FAP is

P
f;?
busy D

1

Nf

1X
iD0

minfi; NfgPfUf D ig: (10)

2. Non-orthogonal spectrum allocation: Compared with the orthogonal case, here
the two sets of sub-bands may overlap: each MBS (resp. FAP) independently
randomly selects Nm (resp. Nf) sub-bands from the N sub-bands. The values of
both Nm and Nf can be chosen from 1 to N flexibly and need not add to N . So
there is inter-tier interference, while the available spectrum will be abundant as
Nm and Nf grow large.

For the non-orthogonal case, both the MBS and the FAP choose a sub-band
randomly from N sub-bands, so the probability that a sub-band is used by an
MBS is

P
m; 6?
busy D

1

N

1X
iD0

minfi; NmgPfUm D ig; (11)

and similarly the probability that a sub-band is used by an FAP is

P
f; 6?
busy D

1

N

1X
iD0

minfi; NfgPfUf D ig: (12)
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The spatial point process of BSs that use a given sub-band is an approximately
independent thinning of the original point process ˚mb (resp. ˚fb) by the
probability Pm;s

busy (resp. P f;s
busy), denoted by Q̊mb (resp. Q̊fb) with the intensity

Q�mb D �mbP
m;s
busy (resp. Q�fb D �mbP

m;s
busy) [34], where the superscript s 2 f?; 6?g

indicates whether the orthogonal or the non-orthogonal spectrum allocation
method is used.

Spectrum Allocation for CD
Since both the macro UEs and femto UEs connect to the MBS, if the number of
UEs connected to MBS Um � N , each UE is allocated one sub-band, otherwise, if
Um 	 N , all the UEs share the sub-bands in a round-robin mechanism. Then the
FAPs allocate sub-bands to femto UEs in a similar way by comparing Uf and N .
For a femto UE, if it is chosen by both the MBS and the FAP, the MBS and the
FAP allocate the same sub-band to the UE, thus making it working in a cooperative
mode. Otherwise it is only served by the FAP and works in a noncooperative mode.

Since both the macro and femto tiers employ the total N sub-bands, similar to
that of the LD case, the probability that a sub-band is used by an MBS is

P
m;CoMP
busy D

1

N

1X
iD0

minfi; NmgPfUm D ig; (13)

and similarly the probability that a sub-band is used by an FAP is

P
f;CoMP
busy D

1

N

1X
iD0

minfi; NfgPfUf D ig: (14)

SINR Distribution and Data Rate

SINR Distribution

The complementary cumulative distribution function (ccdf) of the SINR is defined
as P.�/ D PfSINR > �g, where � is the SINR threshold. The SINR distributions
of a UE connected to the MBS and the FAP are derived under three transmission
schemes.

LD Transmission
For analytical tractability, we assume that both the BL and the EL are modulated
into digital signals according to a Gaussian codebook.

For the typical UE which is assumed to be located at the origin and connected to
its MBS, the received signal denoted by Y can be written as
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Y D P 1=2
m kx0k

�˛=2hx0Xx0 C
X

x2 Q̊mbnfx0g

P 1=2
m kxk

�˛=2hxXx

C �
X
y2 Q̊fb

P
1=2
f kyk

�˛=2hyXy CZ; (15)

where the first item of right side of the equation denotes the received signal symbol,
the second and the third items denote the interference symbols from the macro and
the femto tier, respectively, and Z denotes the Gaussian noise with zero mean and
variance �2. We use x0 to denote the location of the serving MBS. Xx0 is the signal
symbol, while Xx is the interference symbol transmitted by the interfering MBS x.
Xx0; Xx � CN.0; 1/. Xy is the interference symbol transmitted by the interfering
FAP y, and Xy � CN.0; 1/. The indicator � 2 f0; 1g indicates the orthogonal and
non-orthogonal spectrum allocation methods, respectively.

Thus, the received SINR is

�m
LD D

Pmkx0k
�˛jhx0 j

2

Im C �If C �2
; (16)

where Im D
P

x2 Q̊mbnfx0g
Pmkxk

�˛jhxj
2 is the interference from the macro tier, and

If D
P

y2 Q̊fb
Pfkyk

�˛jhy j
2 is the interference from the femto tier.

For the typical femto UE which is assumed to be located at the origin and
connected to its FAP, the received signal can be written as

Y D P
1=2
f ky0k

�˛=2hy0Xy0 C
X

y2 Q̊fbnfy0g

P
1=2
f kyk

�˛=2hyXy

C �
X
x2 Q̊mb

P 1=2
m kxk

�˛=2hxXx CZ; (17)

where y0 denotes the location of the serving FAP. Note that the FAP transmits the
encoded EL signals only or the jointly encoded signals of both the BL and the EL
to the typical UE based on user request. Xy0 is the signal symbol transmitted by the
serving FAP, andXy is the interference symbol transmitted by the interfering FAP y.

Thus, the received SINR is

� f
LD D

Pfky0k
�˛jhy0 j

2

If C �Im C �2
; (18)

where If D
P

y2 Q̊fbnfy0g
Pfkyk

�˛jhy j
2 denotes the interference from the femto tier

and Im D
P

x2 Q̊mb
Pmkxk

�˛jhxj
2 denotes the interference from the macro tier.

The following theorem gives the ccdf of the SINR for the typical UE,

Theorem 1. For LD transmission, the ccdf of the SINR for the typical UE connected
to its serving MBS is
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Pm
LD.�/ D Pf�m

LD > �g

D

Z 1
0

��mb exp

 
� �v.�mb C Q�mb�.�; ˛//

�
�v1=ı�2

Pm
� �

�
Pf�

Pm

ı
v Q�fbı�

2csc.ı�/

!
dv; (19)

and the ccdf of the SINR for the typical femto UE connected to its serving FAP is

P f
LD.�/ D Pf� f

LD > �g

D

Z R2f

0

1

R2f
exp

 
�
�v1=ı�2

Pf
� ı�2csc.ı�/�ıv

 
Q�fb C �

 
Pm

Pf

!ı!
Q�mb

!
dv;

(20)

where ı D 2=˛, Q�mb D �mbP
m;s
busy, Q�fb D �fbP

f;s
busy, and �.�; ˛/ D �ı

R1
��ı

1

1Cx1=ı
dx.

In orthogonal spectrum allocation, � D 0, while in non-orthogonal spectrum
allocation, � D 1.

Proof. Let kx0k be the distance from the typical UE to its serving MBS, which is
the nearest MBS, so the pdf of kx0k is fkx0k.r/ D e

��mb�r
2
2��mbr:

The SINR experienced by the typical UE connected to its serving MBS is

given by �m
LD D

Pmkx0k
�˛ jhx0 j

2

ImC�IfC�2
, where Im D

P
x2 Q̊mbnfx0g

Pmkxk
�˛jhx0 j

2 is the

interference from the macro tier, and If D
P

y2 Q̊fb
Pfkyk

�˛jhy j
2 is the interference

from the femto tier. � 2 f0; 1g is the indicator that whether the orthogonal or
the non-orthogonal spectrum allocation is used. Due to the independent thinning
approximation, the set of interfering MBSs is a PPP Q̊mb with intensity Q�mb, and the
set of interfering FAPs is a PPP Q̊fb with intensity Q�fb.

The ccdf of the SINR experienced by the typical UE connected to its serving
MBS

Pm
LD.�/ D Pf�m

LD > �g

D

Z 1
0

2��mbre
���mbr

2

P

�
Pmjhx0 j

2r�˛

Im C �If C �2
> �

�
dr

.a/
D

Z 1
0

2��mbre
���mbr

2� �r
˛�2

Pm LImC�If

�
�r˛

Pm


dr: (21)

where .a/ follows from jhx0 j
2 � Exp.1/.

After excluding the serving BS x0, Q̊mb n fx0g is still a PPP, so we apply the pgfl
of PPP to obtain the Laplace transform of Im
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LIm.s/ D exp

�
�2� Q�mb

Z 1
r

�
1 �

1

1C sPmx�˛


xdx



D e��
Q�mbr

2�.
sPm
r˛
;˛/: (22)

Since Q̊fb is a PPP, the Laplace transform of If is

LIf.s/ D exp

�
�2� Q�fb

Z 1
0

�
1 �

1

1C sPfx�˛


xdx



D e�ı�
2csc.ı�/Q�fb.sPf/

ı

: (23)

Substituting (22) and (23) into Pm
LD.�/, we can obtain (19).

Let y0 be the distance between the typical femto UE and its serving FAP. Since
femto UEs are uniformly distributed in the circular coverage area of radius Rf of
each FAP, the pdf of y0 is given by fy0.r/ D

2r

R2f
.

The received SINR for the typical femto UE connected to its serving FAP follows

as � f
LD D

Pfky0k
�˛ jhy0 j

2

IfC�ImC�2
; where If D

P
y2 Q̊fb

Pfkyk
�˛jhy j

2 is the interference from

the femto tier, and Im D
P

x2 Q̊mb
Pmkxk

�˛jhx0 j
2 is the interference from the macro

tier.
The ccdf of the SINR experienced by the typical femto UE connected to its

serving FAP is

P f
LD.�/ D Pf� f

LD > �g

D

Z Rf

0

2r

R2f
P

�
Pfjhy0 j

2r�˛

If C �Im C �2
> �

�
dr

D

Z Rf

0

2r

R2f
e

��r˛ı2

Pf LIfC�Im

�
�r˛

Pf


dr; (24)

which, after expanding the Laplace transform of Im; If, and further manipulations,
leads to (20).

LHDA Transmission
The BL is modulated to a digital signal, while the EL is modulated to an analog
signal. The digital modulation is based on a Gaussian codebook, and the EL signal
after analog modulation is also modeled as a Gaussian source with zero mean
and unit variance [36, 37]. For analog modulation, it is assumed that the source
bandwidth is equal to the channel bandwidth [14, 16].

For the typical UE which is assumed to be located at the origin and connected to
its serving MBS, the received signal can be written as
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Y D P 1=2
m kx0k

�˛=2hx0Xx0 C
X

x2 Q̊mbnfx0g

P 1=2
m kxk

�˛=2hxXx

C �
X
y2 Q̊fb

P
1=2
f kyk

�˛=2hyXy CZ; (25)

which is nearly the same as (15) in LD transmission, the difference lies in that Xy is
the analog EL interference symbol or the superposition of digital BL and analog EL
interference symbol transmitted by the interfering FAP y based on the transmission
scheme of y, and Xy � CN.0; 1/.

Thus the received SINR is

�m
LHDA D

Pmkx0k
�˛jhx0 j

2

Im C �If C �2
; (26)

where Im D
P

x2 Q̊mbnfx0g
Pmkxk

�˛jhxj
2 is the interference from the macro tier and

If D
P

y2 Q̊fb
Pfkyk

�˛jhy j
2 is the interference from the femto tier.

For the typical femto UE which is assumed to be located at the origin and
connected to its FAP, according to the transmission scheme, it receives only the EL,
or it receives the superposition of the digital BL signal and the analog EL signal.

• Case 1: The typical femto UE connected to its FAP receives only the EL. The
received signal for the typical femto UE is

Y D P
1=2
f ky0k

� ˛2 hy0X
E
y0
C

X
y2 Q̊fbnfy0g

P
1=2
f kyk

� ˛2 hyXy

C �
X
x2 Q̊mb

P 1=2
m kxk

� ˛2 hxXx CZ; (27)

where XE
y0

is the EL signal symbol transmitted by the serving FAP and Xy is the
interference symbol transmitted by the interfering FAP y.

Thus, the received SINR for the femto UE connected to its FAP to receive the
EL is

� f
LHDA D

Pfky0k
�˛jhy0 j

2

If C �Im C �2
; (28)

where If D
P

y2 Q̊fbnfy0g
Pfkyk

�˛jhy j
2 is the interference from the femto tier and

Im D
P

x2 Q̊mb
Pmkxk

�˛jhxj
2 is the interference from the macro tier.

• Case 2: The typical femto UE connected to its FAP receives the superposition of
the digital BL signal and the analog EL signal. The received signal for the typical
femto UE is



39 User-Cognizant Scalable Video Transmission over Heterogeneous: : : 1323

Y D ky0k
�˛=2hy0

�q
P B

f X
B
y0
C

q
P E

f X
E
y0


C

X
y2 Q̊fbnfy0g

P
1=2
f kyk

�˛=2hyXy

C �
X
x2 Q̊mb

P 1=2
m kxk

�˛=2hxXx CZ; (29)

where XB
y0

is the BL signal symbol transmitted by the serving FAP, and XE
y0

is
the EL signal symbol transmitted by the serving FAP.

Thus, the received SINR for the typical femto UE connected to its FAP to
receive the BL, denoted by � f;B

LHDA, is

�
f;B
LHDA D

P B
f ky0k

�˛jhy0 j
2

P E
f ky0k

�˛jhy0 j
2 C If C �Im C �2

: (30)

Successive interference cancellation (SIC) [38] is adopted to demodulate the
EL signal. Conditioned on the successful reception of the BL, the received SINR
for the typical femto UE connected to the FAP to receive the EL signal, denoted
by � f;E

LHDA, is

�
f;E
LHDA D

P E
f ky0k

�˛jhy0 j
2

If C �Im C �2
: (31)

The following theorem gives the ccdf of the SINR for the typical UE:

Theorem 2. For LHDA transmission, the ccdf of the SINR for the typical UE
connected to its serving MBS is

Pm
LHDA.�B/ D Pf�m

LHDA > �Bg D Pm
LD.�B/I (32)

the ccdf of the SINR for the typical femto UE connected to its serving FAP to receive
the EL is given by:

P f
LHDA.�E/ D Pf� f

LHDA > �Eg D P f
LD.�E/; (33)

and the joint ccdf of the SINR for the typical femto UE connected to its serving FAP
to receive the superposition of the digital BL and the analog EL is given by (40).

Proof. Similar to the derivation of Pm
LD.�/, the ccdf of �m

LHDA follows as:

Pm
LHDA.�/ D Pf�m

LHDA > �g D Pm
LD.�/: (34)

According to the transmission scheme, the FAP transmits the analog EL signal
with probability p or the superposition of the digital BL signal and the analog EL
signal with probability 1 � p.



1324 L. Wu and W. Zhang

Case 1: The received SINR for the typical femto UE connected to the FAP

receives the EL follows as � f
LHDA D

Pfky0k
�˛ jhy0 j

2

IfC�ImC�2
: Similar to the derivation of

P f
LD.�/, the ccdf of � f

LHDA follows as

P f
LHDA.�/ D Pf� f

LHDA > �g D P f
LD.�/: (35)

Case 2: The received SINR for the typical femto UE connected to the FAP
receives the superposition of the digital BL signal and the analog EL signal is

�
f;B
LHDA D

P B
f ky0k

�˛jhy0 j
2

P E
f ky0k

�˛jhy0 j
2 C If C �Im C �2

; (36)

where P E
f ky0k

�˛jhy0 j
2 is the interference of the superposed EL.

Pf� f;B
LHDA > �g D

Z 1
0

2r

R2f
e
� �r˛�2

PB
f ��PE

f LIfC�Im

�
�r˛

P B
f � �P

E
f


dr

D

Z R2f

0

1

R2f
exp

�
�

�v1=ı�2

P B
f � �P

E
f

� ı�2csc.ı�/�ıv

�

�
Q�fb

�
Pf

P B
f � �P

E
f

ı
C � Q�mb

�
Pm

P B
f � �P

E
f

ı
dv:

(37)

SIC is adopted to decode the EL signal. After successful reception of the BL, the

received SINR for the EL signal is � f;E
LHDA D

P E
f ky0k

�˛ jhy0 j
2

IfC�ImC�2
.

The ccdf of � f;E
LHDA follows as:

Pf� f;E
LHDA > �g D

Z 1
0

2r

R2f
e
� �r

˛�2

PE
f LIfC�Im

�
�r˛

P E
f


dr

D

Z R2f

0

1

R2f
e
� �v

1=ı�2

PE
f
�ı�2csc.ı�/�ıv

�
Q�fb

�
Pf
PE

f

ı

C �Q�mb

�
Pm
PE

f

ı
dv:

(38)
The joint ccdf of � f;B

LHDA and � f;E
LHDA is

PLHDA.�B; �E/ D Pf� f;B
LHDA > �B; �

f;E
LHDA > �Eg

D 1
�
�B >

�EP
B
f

.1C �E/P
E
f

Z R2f

0
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1

R2f
e

�
�Bv

1=ı�2

PB
f ��BP

E
f
�ı�2csc.ı�/�ıBv

�
Q�fbP

ı
f C�Q�mbP

ı
m�

PB
f ��BP

E
f

�ı


dv

C1
�
�B�

�EP
B
f

.1C �E/P
E
f

Z R2f

0

1

R2f
e
�
�Ev

1=ı�2

PE
f
�ı�2csc.ı�/�ıEv

�
Q�fb

�
Pf
PE

f

ı

C �Q�mb

�
Pm
PE

f

ı
dv: (39)

PLHDA.�B; �E/ D Pf� f;B
LHDA > �B; �

f;E
LHDA > �Eg

D P

�
jhx0j

2 >
�BItotal

.PB � �BPE/kx0k�˛
; jhx0j

2 >
�EItotal

PEkxk�˛

�

D P

(
jhx0j

2 > max

 
�BItotal

.PB � �BPE/kx0k�˛
;
�EItotal

PEkxk�˛

!)

D Pf� f;B
LHDA > �Bg1

 
�B >

�EP
B
f

.1C �E/P
E
f

!

C Pf� f;E
LHDA > �Eg1

 
�B �

�EP
B
f

.1C �E/P
E
f

!
; (40)

where Itotal D If C �Im C �
2.

CD Transmission
For the macro UE, the video transmission from the serving MBS is the same as that
of LD; thus the ccdf of the SINR denoted by Pm

CD.�/ is equal to Pm
LD.�/ with p D 1

and � D 1.
For the femto UE, based on the sub-band allocation from the MBS and the FAP,

it can work in a cooperative or noncooperative modes.

• In the noncooperative case, since the femto UE can only connect to the FAP, the
received signal can be written as

Y D P
1=2
f ky0k

� ˛2 hy0Xy0 C
X

y2 Q̊fbnfy0g

P
1=2
f kyk

� ˛2 hyXy

C
X
x2 Q̊mb

P 1=2
m kxk

� ˛2 hxXx CZ; (41)
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Thus, the received SINR is

�
f;non
CD D

Pfky0k
�˛jhy0 j

2

If C Im C �2
: (42)

The ccdf of the � f;non
CD , denoted as P f;non

CD .�/, is equal to P f
LD.�/ with p D 1

and � D 1.
• In the cooperative case, since the femto UE is served jointly by the MBS and the

FAP, the received signal can be written as

Y D P 1=2
m kx0k

�˛=2hx0X0 C P
1=2
f ky0k

�˛=2hy0X0 C
X

x2 Q̊mbnfx0g

P 1=2
m kxk

�˛=2hxXx

C
X

y2 Q̊fbnfy0g

P
1=2
f kyk

�˛=2hyXy CZ; (43)

where the fist and second items of right side of the equation denote the received
signal symbols from the serving MBS and FAP, respectively, and the following
two items denote the interference symbols from the macro and femto tiers,
respectively

The noncoherent joint transmission is adopted, and the SINR of the received
signal is

�
f;CoMP
CD D

ˇ̌̌
P
1=2
m kx0k

�˛=2hx0 C P
1=2
f ky0k

�˛=2hy0

ˇ̌̌2
Im C If C �2

; (44)

where the interference from the macro tier is Im D
P

x2 Q̊mbnx0
Pmkxk

�˛hx , and
the interference from the femto tier is If D

P
y2 Q̊fbny0

Pfkyk
�˛hy .

Theorem 3. For CD transmission, when the femto UE works in a cooperative
mode, the ccdf of the SINR is

P f;CoMP
CD .�/

D

Z 1
0

Z Rf

0

e

�
��2

Pmr
�˛
m CPfr

�˛
f
�� Q�mbr

2
m�

0
B@ �

1C
Pfr

�˛
f

Pmr
�˛
m

;˛

1
CA�� Q�fbr

2
f �

0
B@ �

1C
Pmr

�˛
m

Pfr
�˛
f

;˛

1
CA��mb�r

2
m

� 2��mbrm
2rf

R2f
drmdrf: (45)

Proof. Let kx0k be the distance from the typical femto UE to its serving MBS,
and the pdf of kx0k is fkx0k.rm/ D e

��mb�r
2
m2��mbrm.
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Let ky0k be the distance from the typical femto UE to its serving FAP, and the
pdf of rf is fky0k.rf/ D

2rf
R2f

.

The ccdf of SINR � f;CoMP
CD is

PCoMP
f .�/ D Pf�CoMP

f > �g

D P

( ˇ̌̌
ˇP

1
2

m r
� ˛2
m hm C P

1
2

f r
� ˛2
f hf

ˇ̌̌
ˇ
2

> �.Im C If C �
2/

)

.a/
D EIm;If;rm;rf

(
e
�

�.ImCIfC�2/

Pmr
�˛
m CPfr

�˛
f

)

D Erm;rf

(
e
�

��2

Pmr
�˛
m CPfr

�˛
f LIm

�
�

�

Pmr�˛m C Pfr
�˛
f



LIf

�
�

�

Pmr�˛m C Pfr
�˛
f

)
; (46)

where .a/ follows that hm and hf are independent Gaussian variable N .0; 1/.
The Laplace transform of Im is

LIm.s/ D exp

�
�2� Q�mb

Z 1
rm

.1 � Lh.sPmx
�˛//xdx



D e
���0

mr
2
m�.

sPm
r˛m

;˛/
: (47)

The Laplace transform of If is

LIf.s/ D exp

�
�2� Q�fb

Z 1
rf

.1 � Lh.sPfx
�˛//xdx



D e
���0

f r
2
f �.

sPf
r˛f

;˛/
: (48)

Data Rate

The instantaneous data rate that a sub-band channel of bandwidthW can accommo-
date is R D W log2 .1C SINR/. For LD transmission, since both the MBS and the
FAP transmit digital signals; the channel from the typical UE to its serving MBS
can accommodate the data rate Rm D W log2.1 C �

m
LD/, and the channel from the

typical UE to its serving FAP can accommodate the data rateRf D W log2.1C�
f
LD/.

For LHDA transmission, only the BL is modulated to a digital signal, so the data
rate is defined only for the BL, the channel from the typical UE to its serving MBS
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can accommodate the data rate Rm D W log2.1C�
m
LHDA/, and the channel from the

typical UE to its serving FAP can accommodate data rate Rf D W log2.1C�
f;B
LHDA/.

The actually achieved UE data rates, after taking into consideration the UE load
and sub-band occupancy, are given below. Without loss of generality, we take an
MBS as an example. When the number of UEs in a macro cell does not exceed the
total number of sub-bands (i.e., Um � Nm), each UE can exclusively occupy a sub-
band, and its achieved data rate is Rm; when Um > Nm, the Um UEs share the Nm

sub-bands, and the data rate is thus discounted into Nm
Um
Rm, assuming a round-robin

sharing mechanism. So the average achieved data rate of a UE served by an MBS is
given by:

Rmu D �mRm; (49)

where �m is the scheduling index denoting the probability that a UE is scheduled by
the MBS,

�m D

PNm
iD1 PfUm D ig C

P1
iDNmC1

PfUm D ig
Nm
i

1 � PfUm D 0g
: (50)

Similarly, the average achieved data rate of a UE served by an FAP is given by

Rfu D �fRf; (51)

where �f is the scheduling index denoting the probability that a UE is scheduled by
the FAP,

�f D

PNf
iD1 PfUf D ig C

P1
iDNfC1

PfUf D ig
Nf
i

1 � PfUf D 0g
: (52)

System Performances

In this section we evaluate several important performance metrics, namely, the
outage probability, the HD probability, and the average distortion. The outage
probability is the probability that a UE cannot receive the BL, namely, the UE data
rate is less thanRB. The HD probability is the probability that a UE can receive high-
definition content, i.e., both the BL and the EL, namely, the UE data rate is greater
than RBCRE. The average distortion evaluates the difference between the received
video and source video, which is measured using the distortion-rate function. Note
that, for LHDA transmission, the HD probability for the femto UE is not defined
since the EL is transmitted as an analog signal and the data rate for an analog signal
is undefined.
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LD Transmission

For a macro UE, only the BL is transmitted from its serving MBS, so the outage
probability, denoted by P LD;m

out , is

P LD;m
out D PfRmu < RBg

D P

n
�m

LD < 2
RB=�m
W � 1

o

D 1 � Pm
LD

�
2
RB=�m
W � 1

�
: (53)

For a femto UE, it either connects to its serving MBS with probability p or its
serving FAP with probability 1 � p to receive the BL, so the outage probability,
denoted by P LD;f

out , is

P LD;f
out D pPfRmu < RBg C .1 � p/PfRfu < RBg

D pP
n
�m

LD < 2
RB=�m
W � 1

o
C .1 � p/P

n
� f

LD < 2
RB=�f
W � 1

o
(54)

D p
�
1 � Pm

LD

�
2
RB=�m
W � 1

��
C .1 � p/

�
1 � P f

LD

�
2
RB=�f
W � 1

��
: (55)

To receive the high-definition video content, a femto UE receives the BL from
the MBS and receives the EL from the FAP with probability p, or it receives both
the BL and the EL from the FAP with probability 1 � p. Thus, the HD probability
for a femto UE, denoted by P f

HD, is

P f
HD D pPfRmu > RB; Rfu > REg C .1 � p/PfRfu > RB CREg

.a/ D pPfRmu > RBgPfRfu > REg.1 � p/PfRfu > RB CREg

D pP
n
�m

LD > 2
RB=�m
W � 1

o
P

n
� f

LD > 2
RE=�f
W � 1

o

C .1 � p/P
n
Rfu > 2

.RBCRE/=�f
W � 1

o

D pPm
LD

�
2
RB=�m
W � 1

�
P f

LD

�
2
RE=�f
W � 1

�
C .1 � p/P f

LD

�
2
.RBCRE/=�f

W � 1
�
;

(56)

where (a) follows from the tier independence approximation.
The distortion-rate function D.R/ [14, 39] is used to measure the distortion

per source sample when the source rate is R bits/sample. As the bandwidth of a
sub-band is W and the data rate of the BL (resp. the EL) is RB (resp. RE), the
source rate is RB

W
(resp. RE

W
). Since the source signal is modeled as a Gaussian signal

with zero mean and unit variance, the distortion of the received video signal can be
divided into three cases based on the reception. If the BL is not decoded correctly,
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the distortion is D0 D 1; if the BL is decoded correctly while the EL is not, then

the distortion is DB D 2
�2

RB
W ; if both the BL and the EL are decoded correctly, the

distortion is DHD D 2
�2

RBCRE
W .

The average distortion for femto UEs, denoted by DLD, is given by

DLD D P
LD;f
out D0 C .1 � P

LD;f
out � P

f
HD/DB C P

f
HDDHD: (57)

LHDA Transmission

For a macro UE, only the BL is digitally transmitted from its serving MBS; just the
same as that in LD transmission, the outage probability P LHDA;m

out is

P LHDA;m
out D PfRmu < RBg D P

LD;m
out : (58)

For a femto UE, since it receives the BL from the MBS with probability p or
receives the BL from the FAP with probability 1�p, the outage probability, denoted
by P LHDA;f

out , is

P LHDA;f
out D pPfRmu < RBg C .1 � p/PfRfu < RBg

D pP
n
�m

LHDA < 2
RB=�m
W � 1

o
C .1 � p/P

n
�

f;B
LHDA < 2

RB=�f
W � 1

o

D p
�
1 � Pm

LHDA

�
2
RB=�m
W � 1

��
C .1 � p/

�
1 � PLHDA

�
2
RB=�f
W � 1; 0

��
:

(59)

The femto UE has two choices to receive the video content, and the average
distortion is calculated accordingly.

1. Case 1: The femto UE receives the BL from MBS and receives the EL from FAP.
Since the EL signal is analog, an MMSE estimator is employed for the estimation
of the EL, and thus we have MMSE D 1

1C� f
LHDA

, where � f
LHDA is the received

SINR. Since there are multiple femto UEs in a FAP, a round-robin mechanism
is used to schedule time slots for each femto UE to transmit the EL. If a UE is
scheduled, its distortion for the EL is MMSE; otherwise, its distortion is unity. So
the distortion is eLHDA D �f �

1

1C� f
LHDA
C .1��f/ �1. Since the EL is estimated only

if the BL is decoded successfully, the cdf of eLHDA conditioned on the successful
reception of the BL is given by

PfeLHDA < T j Rmu 	 RBg.a/ D PfeLHDA < T g

D P

�
�f

1

1C � f
LHDA

C .1 � �f/1 < T

�
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D P

�
� f

LHDA >
1 � T

T � 1C �f

�

D P f
LHDA

�
1 � T

T � 1C �


; (60)

where .a/ follows from the tier independence approximation.
Since for a positive random variable X , EfXg D

R
t>0

PfX > tgdt , the mean
distortion for the EL, denoted by DE, is

DE D EfeLHDA j Rmu 	 RBg

D 1 � �f C

Z 1

1��f

 
1 � P f

LHDA

 
1 � T

T � 1C �f

!!
dT: (61)

Since the EL corresponds to the residual between the BL and the source signal,
the distortion when both the BL and the EL are received, denoted by DHD, is
given by DHD D DBDE.

So the average distortion for the femto UE in Case 1, denoted by D.1/
LHDA, is

D
.1/
LHDA D PfRmu < RBgD0 C PfRmu 	 RBgDHD

D 1 � Pm
LHDA

�
2

RB
�mW � 1

�
C Pm

LHDA

�
2

RB
�mW � 1

�
2�2RB

�

 
1 � �f C

Z 1

1��f

 
1 � P f

LHDA

 
1 � T

T � 1C �f

!!
dT

!
: (62)

2. Case 2: The femto UE receives both the BL and the EL from the FAP. Since
the EL signal is analog and superposed with the digital BL signal, an MMSE
estimator is employed for the estimation of the EL conditioned on the correct
reception of the BL; thus we have MMSE D 1

1C�
f;E
LHDA

, where � f;E
LHDA is the

received SINR after the cancellation of the BL. The distortion for the EL is
eLHDA D �f

1

1C�E
LHDA
C .1 � �f/1. The cdf of eLHDA conditioned on the successful

reception of the BL is given by

PfeLHDA < T j Rfu 	 RBg D P

�
�f

1

1C �E
hc

C .1 � �f/1 < T
ˇ̌
Rfu 	 RB

�

D P

�
�

f;E
LHDA >

1 � T

T � 1C �f

ˇ̌̌
�

f;B
LHDA > 2

RB=�f
W � 1

�

D
PLHDA

�
2
RB=�f
W � 1; 1�T

T�1C�f

�

PLHDA

�
2
RB=�
W � 1; 0

� : (63)
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Then, we can obtain the distortion of the EL as

DE D EfeLHDA < T j Rfu 	 RBg

D 1 � �f C

1Z
1��f

0
BB@1 �

PLHDA

�
2
RB
W �f � 1; 1�T

T�1C�f



PLHDA.2
RB
W �f � 1; 0/

1
CCA dT: (64)

So the average distortion for the femto UE in Case 2, denoted by D.2/
LHDA, is

D
.2/
LHDA D PfRfu < RBgD0 C PfRfu 	 RBgDHD

D 1 � PLHDA

�
2
RB=�f
W � 1; 0

�
C PLHDA

�
2
RB=�f
W � 1; 0

�
2�2RB

 
1 � �f

C

Z 1

1��f

0
@1 � PLHDA

�
2
RB=�f
W � 1; 1�T

T�1C�f

�

PLHDA.2
RB=�f
W � 1; 0/

1
A dT

!
: (65)

Since a femto UE follows Case 1 with probability p and follows Case 2 with
probability 1 � p, the average distortion for a femto UE, denoted by DLHDA, is

DLHDA D pD
.1/
LHDA C .1 � p/D

.2/
LHDA: (66)

CD Transmission

For a macro UE, only the BL is transmitted from MBS, so the outage probability,
denoted by P CD;m

out , is

P CD;m
out D PfRmu < RBg

D 1 � Pm
CD

�
2
RB=�m
W � 1

�
: (67)

For a femto UE, if it is chosen by the MBS and the FAP, it works in a cooperative
mode with the probability 	 D �m=�f. Thus, the outage probability, denoted by
P

CD;f
out is

P CD;f
out D PfRfu < RBg

D 	
�
1 � P f;CoMP

CD

�
2
RB=�f
W � 1

��
C .1 � 	/

�
1 � P f;non

CD

�
2
RB=�f
W � 1

��
:

(68)
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For a femto UE, the HD probability, denoted as P CD;f
HD , is

P
CD;f
HD D PfRfu > RB CREg

D 	P f;CoMP
CD

�
2
.RBCRE/=�f

W � 1
�
C .1 � 	/P f;non

CD

�
2
.RBCRE/=�f

W � 1
�
: (69)

Simulation and Discussion

In this section, the outage probabilities, the HD probabilities, and the average
distortions are evaluated for the three transmission schemes. Meanwhile, the optimal
power allocation for the digital BL and the analog EL for LHDA transmission is
assessed. Unless otherwise specified, the system parameters are listed in Table 1.

Figure 4a displays the performance of LD transmission in the orthogonal case. In
that case, Nm sub-bands for the macro tier and Nf sub-bands for the femto tier that
are orthogonal withNmCNf D N . AsNm increases, more resources are allocated to
the macro tier, and the outage probabilities decrease for both macro UEs and femto
UEs, except that the femto UE outage probabilities slightly increase for very large
values of Nm. The HD probability of the femto UE with p D 0 decreases with Nm

because the EL transmission via FAPs deteriorates as the resources for the femto
tier are reduced. The HD probabilities of the femto UE for p D 0:5 and p D 1

increase for small Nm and then decrease as Nm grows large, reflecting the tension
between the resources for the BL transmission and the EL transmission.

Figure 4b displays the performance of LD transmission in the non-orthogonal
case. For comparison with Fig. 4a, we still let Nm C Nf D N but let the sub-bands
be selected by each BS independently. The general trend is similar to that in the
orthogonal case, but the difference lies in that the curves show less variability with

Table 1 System parameters

Symbol Description Typical value

N Number of sub-bands 20

W Bandwidth of a sub-band (MHz) 5

Pm MBS transmit power per sub-band (dBm) 39

Pf FAP transmit power per sub-band (dBm) 13

�2 Noise power (dBm) �104

�mb MBS intensity (m�2) 1E-5

�fb FAP intensity (m�2) 5E-5

�mu Macro UE intensity (m�2) 2E-4

�fu Femto UE intensity in coverage (m�2) 8E-3

Rf Coverage radius of FAP (m) 20

˛ Path loss exponent 4

RB Rate for the BL transmission (Mbps) 0.5

RE Rate for the EL transmission (Mbps) 4.5
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Fig. 4 Performances of LD in both orthogonal and non-orthogonal cases

Nm (except for those values near to N ). The reason for such a practically desirable
insensitivity is due to the lessened tension between the resources for macro tiers and
femto tiers from randomized sub-band selection.

Note that if p is large, the femto UE tends to connect to an MBS to receive
the BL; the outage probability increases, and the HD probability decreases, i.e., the
performance deteriorates. However, since an MBS can provide continuous coverage
while an FAP cannot, if a femto UE is moving, then it may prefer to connect to an
MBS to receive the BL, which prevents frequent handover between femto cells and
enables uninterrupted reception of the BL video.
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Fig. 5 Performances of LHDA in both orthogonal and non-orthogonal cases

Figure 5a displays the performance of LHDA transmission in the orthogonal
case. The outage probability for macro UE is the same as that in LD transmission,
so we just neglect it in LHDA transmission. Since the frequency resource allocated
to the macro tier increases, the resource for the femto tier decreases. The outage
probability for the femto UE connected to the FAP (corresponding to p D 0) to
receive the BL increases, while the outage probability for the femto UE connected
to the MBS (corresponding to p D 1) to receive the BL decreases. The case where
p D 0:5 shows a tradeoff of these two extreme cases: the outage probability for
femto UE first decreases and then slightly increases when the allocated resource for
the FAP is small. When Nm is small, the performance of the macro tier is poor, and
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Fig. 6 Comparisons between LD and LHDA in both orthogonal and non-orthogonal cases

thus the distortion for the UE connected to the MBS to receive the BL is large. When
increasing Nm, the performance of the macro tier becomes good, while that of the
femto tier is poor.

Figure 5b displays the performance of LHDA transmission in the non-orthogonal
case. The general trends of the curves of the outage and the average distortion are
almost the same as that of Fig. 5a. The difference lies in that the outage probability
is lower in the non-orthogonal case than that in the orthogonal case when Nm is
small.

Figure 6 displays the comparison between LD transmission and LHDA transmis-
sion. Since the comparisons for different p are more or less the same, we set p D 0:5
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Fig. 7 Power allocation
between the BL and the EL in
FAPs for LHDA transmission
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Fig. 8 Comparisons of
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single-layer coding video
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as an example. In both orthogonal and non-orthogonal cases, LHDA outperforms
LD when the proportion of frequency resource allocated to the femto tier exceeds a
certain threshold, for example, 35% (i.e., Nf 	 7) in the current deployment, as the
outage probability is slightly increasing while the average distortion is obviously
decreasing whenNm is small. The reason is that analog transmission avoids the cliff
effect and offers the continuous quality scalability.

Figure 7 displays the power allocation between the digital BL and the analog EL
for LHDA transmission. If the power allocated to the BL is increasing, the outage
probability decreases monotonously and then approaches stable as the network
is interference limited. With P B

f increasing, the distortion for the BL is sharply
decreasing, while the distortion for the EL is increasing. Thus, the total distortion
firstly decreases owing to superior transmission of the BL and then increases owing
to inferior transmission of the EL. Because of the tradeoff between the transmissions
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Fig. 9 Comparisons of CD and LD in both orthogonal and non-orthogonal cases

of the BL and the EL, the average distortion varies little when the power allocation
ratio P B

f =Pf lies in a wide range; thus the power allocation is robust.
QoE reflects the user experience and satisfaction, and its evaluation can be

performed via subjective tests with the help of a panel of users. The mean opinion
score (MOS) which reflects the quality perceived by the observers is dependent on
human observation as well as time demanding and costly, while objective video
metrics are mathematical-based metrics which are easy and fair to evaluate. The
peak signal-to-noise ratio (PSNR) is usually chosen as the objective video metric.

Figure 8 displays the comparisons of performance of LHDA and LD and single-
layer coding video transmission in a practical scenario. A standard video called
Foreman.yuv is chosen, then it is encoded through H.264/AVC to a single layer or is
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encoded through H.264/AVC to two layers to exploit the spatial scalability. LHDA
and LD are employed to transmit the layered video contents. The performance
peak signal-to-noise ratio (PSNR) of all the 288 frames is compared for the three
transmission schemes. The performance of LHDA is the best, since it achieves the
highest PSNR, and the variation of PSNR with respect to different frame is stable.
The performance of LD is better than single-layer coding video transmission.

Figure 9 displays the comparison between CD transmission and LD transmission
with p D 0 and p D 1 under orthogonal and non-orthogonal spectrum allocation
methods. Since different Nm result in different performance, here the optimal Nm

is chosen to achieve the minimal outage probability given the total number of sub-
bands is N . It can be found that the HD probability of CD is between that of LD
with p D 0 and p D 1. Meanwhile the outage probabilities of macro UE and femto
UE are nearly minimal.

Conclusion and Future Directions

In order to overcome the challenges of the mobile networks induced by the
rapidly growing video traffic, efficient networking strategy as well as providing
optimal QoE is an urgent task for mobile operators. In this work, we proposed an
analytical framework for user-cognizant scalable video transmission, which exploits
the interplay among user demand, video source characteristic, and networking.

Specifically, three scalable transmission schemes are presented, i.e., LD, LHDA,
and CD, which are shown to be an effective means for providing differentiated
services for users. Through the analysis and comparison of system performance
metrics, i.e., outage probability, HD probability, and average distortion, under
different spectrum allocation methods, it is observe that:

(1) Compared to the traditional non-scalable video transmission, our schemes can
adaptively provide basic or high-definition video.

(2) The frequency resource should be elaborately allocated between tiers to achieve
good performance, and the choice of orthogonal and non-orthogonal spectrum
allocation methods for LD and LHDA depend on the system configuration.

(3) The hybrid digital-analog transmission can further improve the system perfor-
mance by reducing video distortion and providing continuous quality scalability
of high-definition video, and the performance is quite insensitive to the power
allocation between the digital BL and the analog EL.

(4) Cooperative video transmission can achieve relatively high HD probability with
a little increase of outage probability.

To further enhance the networking performance and user QoE, the work can
be extended to incorporate wireless caching and rateless codes. The heterogeneity
of video quality and video popularity can be exploited to optimize the caching
and transmission schemes [40]. Since the UE may simultaneously connect to the
MBS and the FAP, rateless codes such as fountain codes [41, 42] can be employed
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to reduce the complexity of synchronization of these two links. Moreover, rate
adaption and shaping strategies can also be studied with some background traffic,
such as file downloading and over-the-top (OTT) services.
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Abstract

In two-tier heterogeneous networks, the cross-tier interference and co-tier inter-
ference significantly affect the network performance. In this chapter, cascaded
precoders in orthogonal frequency-division multiplexing systems are inves-
tigated to protect macro-cell user equipments (MUEs) from the cross-tier
interference caused by co-located small cells and at the same time to satisfy
the quality-of-service (QoS) requirements of small-cell user equipments (SUEs).
An outer precoder ensures that the signals intended for the SUEs are orthogonal
to the MUEs thus avoids the cross-tier interference from the second tier.
Moreover, optimal power allocation through an inner precoder at each small
base station (SBS) yields better performance of the SUEs and guarantees their
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QoS requirements. With consideration of the dense deployment of SBSs, an SBS
selection algorithm is studied to further reduce the computational complexity.
Simulation results demonstrate that the cascaded precoders are effective in
mitigating the interference and enhancing the capacity of small cells.

Introduction

Recently, the deployment of small base stations (SBSs) such as femtocells has
emerged as a promising technology to extend service coverage, increase network
throughput, and improve energy efficiency [1–3]. Because of their low-power
and low-cost features, SBSs are mostly installed in offices or at homes for
better indoor performance [4]. Since SBSs are usually deployed to overlay with
macro base stations (MBSs), cross-tier interference is introduced, which limits the
performance of two-tier networks. Moreover, since both cross-tier interference and
co-tier interference need to be considered, the complexity in designing algorithms
increases. To address these issues, an effective scheme with cascaded precoders will
be disscussed in this chapter.

Coexistence Problem in Two-Tier Networks

In two-tier heterogeneous networks, both small cells and macro cells face the cross-
tier interference and co-tier interference from the network elements belonging to
different and the same tiers, respectively. When SBSs are randomly deployed with
high density, the cross-tier interference and co-tier interference dramatically limit
the performance of the heterogeneous network [5].

Current Techniques

To address the above issues, many researches have been devoted to frequency
partitioning, power allocation, and precoding.

Frequency Partitioning
To avoid cross-tier interference, frequency partitioning is a direct and effective
method [6–9]. By dividing frequencies into multiple nonoverlapping blocks, the
network assigns different tiers to different blocks that can totally avoid cross-tier
interference.

According to locations [6,7], traffic volumes [8], and user types [9], different fre-
quency partitioning schemes for two-tiered heterogeneous networks serve different
purposes.
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Power Allocation
Power allocation is widely adopted in two-tiered heterogeneous networks to miti-
gate both cross-tier and co-tier interference, especially when the frequency is shared
within two tiers. The main idea of power allocation is limiting the transmit power to
alleviate the interference to the other parties in the shared frequency [10–13].

The power allocation method has been exploited from various aspects, i.e., game
theory [10, 11], sleep mode [12], and distributed manner [13]. Power allocation
renders a trade-off between interference mitigation and spectrum efficiency.

Precoding
Precoding scheme exploits the diversity and degree of freedom (DoF) of the
transmission. Recently, several state-of-art precoding schemes have been presented
in [14–18] to deal with the cross-tier interference and co-tier interference in two-
tier heterogeneous networks. The precoding schemes utilize the spatial DoF [14]
and frequency DoF [15–18] in multi-cell multiple-input-multiple-output networks
and cognitive two-tier networks, respectively.

For better spectrum efficiency, frequency partitioning method is not discussed
in this chapter and the focus of this chapter is to study precoding and power
allocation in two-tier heterogenous networks. With consideration of combining
power allocation and precoding, cascaded precoders dealing with both the cross-tier
interference and co-tier interference in heterogeneous networks are discussed. First,
an outer precoder is designed at each SBS to eliminate the cross-tier interference
to the existing macro-cell user equipments (MUEs). Then to mitigate the co-tier
interference in the second tier, an inner precoder for power allocation is studied.

The rest of this chapter is organized as follows. A two-tier heterogeneous system
model is presented in section “System Model”. In section “Cascaded Precoders”, the
cascaded precoders for two-tier networks are studied. An SBS selection algorithm
to reduce the complexity of the cascaded precoders and the system performance
under channel estimation are discussed in section “Discussion”. Simulation results
are given in section “Simulation Results”. Finally, conclusions and future directions
are provided in section “Conclusion and Future Directions”.

System Model

As shown in Fig. 1, the coexistence of one MBS and K SBSs in a downlink system
is considered. The MBS serves M single-antenna MUEs and each SBS serves
one single-antenna SUE. The MBS adopts orthogonal frequency-division multiple
(OFDM) based transmission with N subcarriers and a cyclic prefix (CP) of length
L to avoid inter-symbol interference. Since the MBS usually covers a large area,
the first tier is regarded as a primary user and oblivious of the existence of the
second tier. The cross-tier interference mitigation strategy is only implemented in
the second tier. No cooperation is considered between different tiers or among
different SBSs in the same tier. Therefore, the precoders are designed in a distributed
manner. All transmissions are assumed to be synchronized and no radio frequency
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Fig. 1 System model

impairments at the receiver are considered. The knowledge of perfect channel state
information (CSI) for all links is assumed. The influence of imperfect CSI will be
discussed in section “Discussion”.

Subscript s denotes the SBSs and m denotes the MBS. x.i/s 2 C
.NCL/�1 denotes

the precoded signal vector in time domain at the i -th SBS. Then

xs DŒx.1/Ts ; x.2/Ts ; : : : ; x.K/Ts �T 2 C
K.NCL/�1 (1)

is the equivalent aggregate signal vector of the SBSs. H.i;j /
sm denotes the channel

matrix from the i -th SBS to the j -th MUE. Then

H.j /
sm D ŒH

.1;j /
sm ;H.2;j /

sm ; : : : ;H.K;j /
sm � 2 C

N�K.NCL/ (2)

is the aggregate channel matrix from the SBSs to the j -th MUE and expressed as

H.i;j /
sm D

2
66664

h
.i;j /
sm .L/ � � � h

.i;j /
sm .0/ 0 � � � 0

0
: : :

: : :
: : :

:::
:::

: : :
: : :

: : : 0

0 � � � 0 h
.i;j /
sm .L/ � � � h

.i;j /
sm .0/

3
77775 ; (3)
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where h.i;j /sm .L/, h.i;j /sm .L � 1/, . . . , and h.i;j /sm .0/ represent the channel taps from the
i -th SBS to the j -th MUE.

The received signal vectors of length N in frequency domain at the j -th MUE
and i -th SUE are expressed as

y.j /m D F.H.j /
mmAF�1s.j /m CH.j /

smxs C n.j /m / (4)

and

y.i/s D F.H.i;i/
ss x.i/s C

KX
uD1
u¤i

H.u;i/
ss x.u/s CH.1;i/

ms AF�1s.j /m C n.i/s /; (5)

respectively, where s.j /m 2 C
.NCL/�1 is the input signal vector in time domain at

the MBS for the j -th MUE, n.j /m and n.i/s are the corresponding equivalent noise
vectors for the MUEs and SUEs, respectively, F is an N � N unitary discrete
Fourier transform matrix with the entry in the .kC 1/-th row and .l C 1/-th column
ŒF�.kC1/;.lC1/ D 1p

N
e�i2�

kl
N for k; l D f0; : : : ; N � 1g, A is an .N CL/�N cyclic

prefix insertion matrix given by

A D
�

0L;N�L; IL

IN

	
; (6)

where 0N;L and IN denote an N � L zero matrix and an N � N identity matrix,
respectively, H.j /

mm 2 C
N�.NCL/ is the channel matrix from the MBS to the j -th

MUE, which is

H.1;j /
mm D

2
66664

h
.1;j /
mm .L/ � � � h

.1;j /
mm .0/ 0 � � � 0

0
: : :

: : :
: : :

:::
:::

: : :
: : :

: : : 0

0 � � � 0 h
.1;j /
mm .L/ � � � h

.1;j /
mm .0/

3
77775 ; (7)

where h.1;j /mm .L/, h
.1;j /
mm .L � 1/, . . . , and h.1;j /mm .0/ are the channel taps between the

MBS and the j -th MUE, H.u;i/
ss and H.1;i/

ms are the channel matrices from the u-th
SBS and the MBS to the i -th SUE, respectively, and constructed as

H.u;i/
ss D

2
66664

h
.u;i/
ss .L/ � � � h

.u;i/
ss .0/ 0 � � � 0

0
: : :

: : :
: : :

:::
:::

: : :
: : :

: : : 0

0 � � � 0 h
.u;i/
ss .L/ � � � h

.u;i/
ss .0/

3
77775 ; (8)
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and

H.1;i/
ms D

2
66664

h
.1;i/
ms .L/ � � � h

.1;i/
ms .0/ 0 � � � 0

0
: : :

: : :
: : :

:::
:::

: : :
: : :

: : : 0

0 � � � 0 h
.1;i/
ms .L/ � � � h

.1;i/
ms .0/

3
77775 ; (9)

where h.1;i/ms .L/, h
.1;i/
ms .L � 1/, . . . , h.1;i/ms .0/ and h.u;i/ss .L/, h.u;i/ss .L � 1/, . . . , and

h
.u;i/
ss .0/ represent the L channel paths from the MBS to the i -th SUE and from the

u-th SBS to the i -th SUE, respectively.

Cascaded Precoders

In this section, cascaded precoders are studied. Specifically, the outer precoder and
inner precoder are designed and analyzed.

The structure of cascaded precoders is illustrated in Fig. 2. The precoded signal
vector is obtained from the direct input symbol vector. Specifically,

x.i/s DW.i/s.i/; (10)

where s.i/ 2 C
L�1 is an independent identical distributed (i.i.d.) zero-mean unit-

variance direct input symbol vector from the i -th SBS and W.i/ is the overall
precoding matrix for the i -th SBS, which is constructed from two cascaded
precoders,

W.i/ D E.i/G.i/; (11)

where E.i/ is the outer precoder to cancel the cross-tier interference from the i-th
SBS to the MUEs and G.i/ is the inner precoder to mitigate the co-tier interference
from the i-th SBS through power allocation in the second tier.

Fig. 2 Proposed cascaded precoder structure
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Out Precoder Design

The outer precoder is designed to prevent the first tier from the cross-tier interfer-
ence. To protect the j-th existing MUE, it is preferred to eliminate the cross-tier
interference from the second tier, i.e.,

H.j /
smxs D 0; 8j 2 1; 2; : : : ;M: (12)

The transmitted signal x.i/s from the i -th SBS is designed as

x.i/s D E.i/u.i/; (13)

where u.i/ 2 C
L�1 is the symbol vector at the i -th SBS and E.i/ 2 C

.NCL/�L is a
linear precoder for the i -th SBS to render

H.i;j /
sm E.i/ D 0: (14)

Since H.i;j /
sm is an .N C L/ by N matrix with independent elements, the rank of

H.i;j /
sm is N and thus the dimension of the null space of H.i;j /

sm is .N CL/�N D L.
Therefore, the LQ decomposition method [17] can be used to construct an .N C
L/ � L precoder E.i/ to transmit L symbols aligned with the null space of H.i;j /

sm .
The equivalent channel matrix H.i;j /

sm , representing the interfering link between the
i -th SBS and the j -th MUE, is decomposed as

H.i;j /
sm D L.i;j /sm Q.i;j /

sm ; (15)

where L.i;j /sm 2 C
N�.NCL/ is a lower triangular matrix and Q.i;j /

sm 2 C
.NCL/�.NCL/

is a unitary matrix given by

Q.i;j /
sm , Œq1;q2; � � � ;qNCL�: (16)

Then the outer precoder E.i/ is constructed as

E.i/ , ŒqNC1;qNC2; � � � ;qNCL� (17)

and therefore the equivalent signal model in the first tier is rewritten as

y.j /m D F.H.j /
mmAF�1s.j /m C n.j /m /; (18)

which is free of the cross-tier interference from the second tier.
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Inner Precoder Design

To reduce the influence of the co-tier interference and achieve higher throughput, an
inner precoder is designed to render optimal power allocation.

The Inner Precoder Structure
The inner precoding matrix G.i/ 2 C

L�L is used to generate the symbol vector of
the i-th SBS, i.e.,

u.i/ D G.i/s.i/: (19)

The received signal vector at the i -th SUE is

y.i/s D F.H.i;i/
ss E.i/G.i/s.i/ C

KX
uD1
u¤i

H.u;i/
ss E.u/G.u/s.u/ C v.i/s /; (20)

where v.i/s D H.1;i/
ms AF�1s.j /m C n.i/s .

Define matrixeF such that

eF D FeA; (21)

where eA denotes the cyclic prefix removal matrix, which is

eA D 
0N;L; IN
�
: (22)

Then the precoded symbol of the i -th SBS in frequency domain, X.i/
s , can be

expressed as

X.i/
s D

eFE.i/G.i/s.i/: (23)

The average transmit power of the i -th SBS over the j -th subcarrier, P .i;j /, is given
by

P .i;j / D EfŒX.i/
s �

2
.j;1/g; (24)

where Ef�g denotes the expectation operation. Because s.i/ is i.i.d. with zero-mean
and unit-variance,

P .i;j / D ŒeFE.i/G.i/G.i/TE.i/TeFT �.j;j /: (25)

Let B.i/ D eFE.i/G.i/ and the entry in the m-th row and n-th column be b.i/.m;n/.
The following N equations are obtained
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b
.i/2

.1;1/ C b
.i/2

.1;2/ C � � � C b
.i/2

.1;L/ D P
.i;1/;

b
.i/2

.2;1/ C b
.i/2

.2;2/ C � � � C b
.i/2

.2;L/ D P
.i;2/;

:::

b
.i/2

.N;1/ C b
.i/2

.N;2/ C � � � C b
.i/2

.N;L/ D P
.i;N /:

(26)

Define matrix Cn as

Cn D

2
64
p
P �.1;nLC1/ � � � 0

:::
: : :

:::

0 � � �
p
P �.1;nLCL/

3
75 : (27)

To achieve the desired power P �.i;j / for j D 1; 2; � � � ; N , B.i/ should be designed
as

B.i/ D

2
666664

C1

C2

:::

Cz

C0zC1

3
777775
; (28)

where z is the largest integer that is smaller than N
L

and C0zC1 is constructed with the
first .N � zL/ rows of CzC1. Then the full rank inner precoding matrix G.i/ can be
obtained through

G.i/ D ..eFE.i//HeFE.i//�1.eFE.i//HB.i/; (29)

where superscript H denotes the Hermitian transpose operation.

The Optimal Power Allocation
Power allocation at each SBS is optimized through the designed inner precoder.
Since the power allocation of the MBS is not affected by the second tier, the
interference from the first tier is always fixed during the power allocation of the
SBSs. Therefore, the interference from the MBS is treated as noise with fixed power
during the SBS power optimization and absorbed in the noise expression, �2.i;j /, for
simplicity.

Through the precoding matrix G.i/, the transmit power P .i;j / is allocated to
maximize the achievable rate R.i/ of the i -th SUE. Thus the following optimization
problem is formulated
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Algorithm 1 QoS guarantee algorithm

1: Initialize: The total transmit power of the i -th SBS P .i/ D P
.i/
max, P .i;j / D 0, i = 1,2,: : :,K, j

= 1,2,: : :,N .
2: loop
3: loop
4: Solve (30) for all i = 1, 2, : : :,K and j = 1, 2, : : :, N . Set P .i;j / and transmit power P .i/.

5: Set R.i/ according to (30).
6: end loop
7: for i = 1 to K,
8: if R.i/ > Rre C ", set P .i/ D P .i/ � � .
9: if R.i/ < Rre , set P .i/ D P .i/ C � .

10: if P .i;j / > P
.i/
max, P .i;j / D P

.i/
max.

11: end for
12: until R.i/ > Rre for all i D 1; 2; : : : ; K. Then set P .i;j / D P �.i;j /.
13: end loop

maxR.i/ D
NX
jD1

log2

 
1C

jg
.j /
i;i jP

.i;j /

P
u2S Œi � jg

.j /
u;i jP

.u;j / C �2.i;j /

!
;

subject to
NX
jD1

P .i;j / � P .i/
max; (30)

where P .i/
max is the maximum transmit power of the i -th SBS, S Œi � denotes the set

of SBSs excluding the i -th SBS, �2.i;j / is the noise power for the i -th SUE over the

j -th subcarrier, and jg.j /u;i j denotes the channel gain from the u-th SBS to the i -th

SUE over the j -th subcarrier, which can be obtained from H.u;i/
ss as

jg
.j /
u;i j D jŒFH.u;i/

ss F0H.eFeFH/�1�.j;j /j2: (31)

The Lagrangian function for (30) is

L .P .i;j /; ˛i /

D �

NX
jD1

log2

 
1C

jg
.j /
i;i jP

.i;j /

P
u2S Œi � jg

.j /
u;i jP

.u;j / C �2.i;j /

!

C ˛i

0
@ NX
jD1

P .i;j / � P .i/
max

1
A ; (32)

where ˛i is a Lagrangian multiplier.
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By setting the differentiation of (32) with respect to P .i;j / to be 0, the power
allocated over the j -th subcarrier of the i -th SBS is

P .i;j / D

�
1

˛i ln 2
�
1

ˇ

	C
; (33)

where 1
˛i ln 2 is a constant that ensures the power constraint (30) to be satisfied and

ˇ D
jg
.j /
i;i jP

u2S Œi � jg
.j /
u;i jP

.u;j /C�2.i;j /

. Here, Œx�C = max.x; 0/. Equation (33) is a standard

form of water-filling power allocation. Given the coupled power allocation in (30)
for different i ’s, the iterative water-filling in [19] is effective to optimize the power
allocation P .i;j /.

To guarantee the QoS of SUEs, Algorithm 1 is adopted to ensure that the
achievable rate satisfies the rate requirement Rre for each SUE by adjusting the
power allocation. Here the parameters " and � are used to reach the desired accuracy.
With the optimal power P �.i;j / for the i -th SBS over the j -th subcarrier, the
precoding matrix G.i/ can be designed according to (27), (28), and (29).

Discussion

Algorithm to Reduce Computational Complexity

Given channel fading and path loss, an SBS may not introduce interference to the
other SUEs even with the maximum transmit power. Thus Algorithm 2 is considered
to exclude the SBSs from set S Œi � that do not interfere with the i -th SBS, which
reduces the computational complexity of the algorithm.

Algorithm 2 SBS selection algorithm

1: Initialize: Set P .u/
cons for u = 1, 2, . . . , K. Set S Œi � D ;, for i = 1, 2, . . . , K.

2: for i = 1 to K,
3: for u = 1 to K, u ¤ i ,
4: Calculate P .u;i /

arrive according to (34).

5: if P .u;i /
arrive � "p , set S Œi � D S Œi � C fug.

6: if P .u;i /
arrive < "p , set S Œi � D S Œi �.

7: end for
8: end for

Let P .u;i/
I be the interference power from the u-th SBS at the i -th SUE. If P .u;i/

I

does not exceed the threshold "p when the u-th SBS uses the maximum power

allowed, P .u/
max, the u-th SBS will not be considered as an interferer to the i -th SUE.
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Given channel fading and path loss, P .u;i/
I can be expressed as

P
.u;i/
I .dBm/ D �u;i.dB/ C P

.u/
max.dBm/ � P

.u;i/
L.dB/; (34)

where �u;i is the channel fading coefficient from the u-th SBS to the i -th SUE and
P
.u;i/
L denotes the path loss from the u-th SBS to the i -th SUE.

For a system with K SBSs and N subcarriers, the complexity of the power
allocation optimization and inner precoding matrix design increases with the
number of SBSs, K. Through the SBS selection algorithm, the number of SBSs
involved in the computation decreases and thus the complexity of optimization
reduces.

Imperfect Channel Estimation

In section “Cascaded Precoders”, perfect CSI is assumed to obtain the proposed
precoder. However, in practice, it is difficult to obtain perfect CSI. Therefore, the
performance of the proposed cascaded precoding scheme under channel estimation
is analyzed in this subsection. There has been some discussion regarding the cross-
tier interference elimination outer precoder under estimated channel in [15]. As in
[20], the estimated channel matrix from the i -th SBS to the j -th SUE bH.i;j /

ss can be
written as

bH.i;j /
ss D H.i;j /

ss �
cErss; (35)

where cErss denotes the channel estimation error that is a zero-mean circularly
symmetric complex Gaussian matrix, i.e., cErss � .0; �

2bErss I/, with variance �2bErss D
E.jH.i;j /

ss j
2/�E.jbH.i;j /

ss j
2/. With the estimated channel matrix, the received signal at

the i -th SUE is given by

y.i/s DF.bH.i;i/
ss E.i/bG.i/s.i/ C

X
u2S Œi �

bH.u;i/
ss E.u/bG.u/s.u/ C v.i/s /

DF.H.i;i/
ss E.i/bG.i/s.i/ C

X
u2S Œi �

H.u;i/
ss E.u/bG.u/s.u/ C v.i/s

�cEr.i;i/ss E.i/bG.i/s.i/ �
X

u2S Œi �

cEr.u;i/ss E.u/bG.u/s.u/

„ ƒ‚ …
channel estimation error part

/; (36)

where bG.i/ is the inner precoding matrix of the i -th SBS considering channel
estimation error. To design the elements of bG.i/, the power allocation under channel
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estimation, bP .i;j /, is obtained by replacing channel power gain g.j /u;i withbg.j /u;i in the
optimization problem (30).

The data rates with perfect and imperfect CSI, respectively, have a gap introduced
by the channel estimation error part, which will be discussed with simulation results.

Simulation Results

In this section, simulation results are presented to illustrate the performance with the
cascaded precoders. In the simulation, K D 12 SBSs are randomly deployed in a
circle with radius R D 50m and each SBS serves one SUE. The maximum transmit
power is 100 mW for each SBS and 10 W for the MBS. The number of subcarriers
and the length of CP are N D 64 and L D 16, respectively. According to [21], a
path loss model 37C 32log10.d/ in decibels for all links is adopted, where d is the
distance between a base station and a user.

In Fig. 3, the evolution of SUE data rates is illustrated with the iterations in
Algorithm 1. The data rate requirement is Rre D 5 bps/Hz and the data rates of
3 selected SUEs are shown in Fig. 3. The data rate requirement is satisfied for all
the SUEs. And the data rates of the SUEs converge fast in a few iterations while the
QoS requirements of all the SUEs are met.

The average data rates of all the SUEs with perfect CSI and imperfect CSI under
channel estimation are compared in Fig. 4. As shown in the figure, there is a gap
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Fig. 4 Average data rate versus noise power under channel estimation

between the network performance with perfect CSI and imperfect CSI. It is obvious
that the performance is becoming worse when the error variance increases. However,
the average data rate under channel estimation is comparable with the perfect case
when the error variance is 1, which is large enough in channel estimation according
to [20]. Therefore, the cascaded precoders achieve acceptable performance with
imperfect CSI.

In Fig. 5, the performance of the second tier with and without SBS selection
algorithm is illustrated. Because of the random deployment and varying channel
conditions, some SBSs do not cause co-tier interference to others even in dense
deployment with the maximum power. With the SBS selection algorithm, the
SBSs not affecting the i -th SBS will be eliminated from set S Œi �. Then each
SBS could serve its SUE with a higher power to achieve a better data rate and
reduce the computational complexity with a smaller number of SBSs included in
the optimization.

The performance of equal power allocation without inner precoder and with
cascaded precoders is shown in Fig. 6. The cascaded precoders that suppress the co-
tier interference render obviously higher data rate than the equal power allocation.
Since the fixed co-tier interference in (30) dominates in the equal power allocation
scheme, the performance gap increases when the noise power decreases.
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Conclusion and Future Directions

In this chapter, cascaded precoders combining precoding and power allocation are
discussed to enhance the throughput of the two-tier heterogeneous networks. With
the designed outer precoder, the cross-tier interference from SBSs to MUEs is
eliminated. Meanwhile, an inner precoder is derived to improve the performance
of the second tier, which allocates the powers of SBSs optimally. Moreover, an
SBS selection algorithm is presented to reduce the computational complexity of
the proposed scheme. The system performance under channel estimation is also
discussed. Simulation results illustrate the effectiveness of the cascaded precoders.

For further directions, the interference from the first tier to the second tier can be
considered to design more advanced precoders. The precoding and power allocation
in cooperative two-tier heterogeneous networks and MIMO networks are expected
to be exploited.
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Abstract

The explosive development of mobile data service makes our lives convenient
and efficient. However, due to the limitation of resources and high flexibility of
users’ requirements, the resource management and allocation remain challeng-
ing. In this chapter, we first overview the development of mobile network. Based
on the increasingly complicated mobile network, we analyze the current trends
for service architecture, and show the features of distributive control and network
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virtualization in the future data services. According to the service architecture,
game theory is adopted to discuss the distributed behaviors of each service
provider and user. We model the resource allocation problem as a hierarchical
game, where the strategies for each service provider and each mobile user is
proposed to achieve optimal and stable utilities. Finally, we conclude the chapter
and put forwards future directions for distributed resource allocation problem in
the virtualized data service network.

Development of Mobile Network

Ever since the digital revolution, the past half century has witnessed the informa-
tion explosion in every perspective of the world. Nowadays, with the increasing
popularity of smart mobile devices, a large variety of wireless data services and
applications have effectively improved the efficiency and convenience of business
and our daily lives. According to Cisco [1], at the end of 2016, global mobile data
traffic has reached 7.2 EB (EB is equivalent to one billion GB) per month, which
is 63% more compared with the global mobile data traffic of 4.4 EB at the end
of 2016, and 18-fold over the past 5 years, compared with the global mobile data
traffic of 400 PB (PB is equivalent to one million GB) per month at the end of
2011. Moreover, most emerging data services and applications, such as augmented
reality, vehicle-to-vehicle communication, and live video feed, not only require large
volume of transmitted data but also low service delay and delay jitter, which plays
significant role on the quality of service (QoS) for mobile users [2].

In order to perform wireless data transmission from service providers to mobile
users, the traditional cellular network is able to provide the coverage for data
services. As shown in Fig. 1a, within a large communication cell, the base station
processes and transmits data for mobiles users and forwards the data to the core net-
work via backhaul. However, due to the limited amount of wireless resources, when
there are mobile users requesting large volume of data transmission within the same
communication cell, the base station cannot allocate sufficient wireless resources for
all mobile users, and the QoS of mobile users at the cell edge is severely affected.
Accordingly, in order to meet the requirements for the increasing data transmission
trends, in these years, many solutions have been proposed for the communication
network and can be generally summarized in the following three directions.

The Heterogeneous Architecture Within the Cellular Network

In urban areas, considering the high density of mobile users in specific areas and
poor indoor coverage with the traditional cellular network, it is significant and
beneficial to add different sizes of the communication cells, such as microcell, pico-
cell, and femtocell, on the traditional macrocell network and form a heterogeneous
wireless service architecture. As shown in Fig. 1b, in the areas with high volume of
data transmission, the implementation of small cells reduce the data transmission
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Fig. 1 Development of mobile network

distance between transmitters and receivers, resulting in high capacity for mobile
users and high spectrum reuse factors for service providers. Meanwhile, in other
areas with limited nomadic users, the macrocells are required and sufficient to
guarantee the data transmission coverage. Accordingly, based on the distribution
of data requirements, the heterogeneous network is able to efficiently improve the
QoS of all mobile users.

Service Cooperation with Other Networks

The heterogeneous architecture of communication network is able to significantly
improve the efficiency of wireless resources. However, when the total amount
of wireless resource is limited but the volume of data transmission requirements
keeps increasing, the QoS for mobile users eventually decreases. Therefore, it is
fundamental to increase the total amount of feasible spectrum for wireless com-
munication. As currently the majority of radio spectrum is licensed to other users
or networks, while the application within the radio spectrum is spare sometimes, it
is promising to explore the cooperations with other users or networks and obtain
a large amount of available radio spectrum for data transmission, as shown in
Fig. 1c. Such cooperations have been widely applied in cellular network with several
examples shown as follows.

• In 1998, the concept of cognitive radio was initially put forward by Joseph Mitola
in a seminar at KTH Royal Institute of Technology in Stockholm, and the article
[3] was published with Gerald Q. Maguire in the following year. In the cognitive
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radio network, the primary users are allocated with a large amount of spectrum
resources, while the secondary users, without sufficient spectrum, try to reuse the
licensed spectrum from primary users without causing interference. Accordingly,
the secondary users are required to quickly sense the radio environment and
effectively capture the vacant channels from primary users [4]. In IEEE 802.22
standard, the white spaces in the television frequency spectrum are allowed to be
accessed for wireless regional area network with cognitive radio technology [5].

• With fast development in wireless local area network (WLAN), in 2008, the
802.11ac and 802.11ad standards have already been able to achieve the data
rate of 6.9 and 6.7 Gbps, respectively. Accordingly, it is beneficial for the
wireless cellular network to off-load its data services to WLAN to achieve high
performance. By 2009, AT&T Inc. has deployed over 20,000 Wi-Fi hotspots
to assist data transmission in the USA [6], and nearly 27 million AT&T
customers receive access to the domestic Wi-Fi services. Moreover, as shown
in Cisco, in 2016, 60% of total mobile data traffic has off-loaded onto Wi-Fi or
femtocell [1].

Content-Centric Analysis for Resource Allocation

With the increasing popularity of smart mobile devices, the wireless services are
experiencing a fundamental transition from the traditional connection-centric com-
munications, such as phone calls and emails, to the content-centric communication,
such as various mobile applications and video streaming [7]. Accordingly, the
resource allocation protocol is no longer focused on the network links, but on the
features and influences of content or data itself, as shown in Fig. 1d. Due to the
content diversity [8] or content reuse [9], the same content may be requested
by multiple mobile users. Therefore, the multi-casting and caching are able to be
adopted to improve the QoS of mobile users.

Moreover, in cloud computing, the data storage and computation are normally
applied by massive data centers, which are located far away from mobile users,
causing high transmission cost and transmission delay. In order to fulfill the
requirement of real-time applications, it is necessary to pull the cloud closer to
mobile users. In the Internet of things (IoT), fog computing is put forward by Cisco
as a promising solution, where multiple low-power computing or storage devices,
known as the fog nodes, are allocated close to the users and can provide disaster
resilient, fast response and location-awareness services. Similarly, in wireless radio
access network, the concept of mobile edge computing is put forward by ETSI
(European Telecommunications Standards Institute), where the network edge are
able to perform data computation and storage in an isolated environment, so as to
reduce network congestion and improve QoS. Therefore, considering the purpose
of transmitted data and the deployment of multiple fog nodes or small computing
devices, the allocated resources for both networking and computation are supposed
to be considered simultaneously to further improve the QoS.



41 Distributed Resource Allocation for Network Virtualization 1365

Service Architecture

According to the development of mobile network, the structure is becoming increas-
ingly complicated. It is trending that the resource allocation in data transmission,
computation and storage should be jointly considered, and various cooperations
and competitions among multiple autonomous characters in the data services are
included during the data services. In order to clearly show the complex service
architecture for further analysis, we summarize the key framework in the mobile
data services and itemize them as follows:

• Service layer: In service layer, a large variety of mobile data applications are
provided by service operators. Based on different demands of the data services
and applications, the service authorization, billing, network routing, and mobility
managements are considered and adopted in the layer.

• Infrastructure layer: The infrastructure layer consists of various physical
facilities which are able to perform data computation, data storage or caching,
and data transmission for provided mobile data services. The facilities not only
contain massive data centers or macrocell base stations which are established and
maintained by professional corporations but also include enterprise data centers
or personal mobile devices which are owned by small groups or individuals.

• Resource layer: The resource layer includes all kinds of resources required
for data computation, storage, and transmission in mobile data services. Some
resources may be offered and charged by resource providers such as computation
resources from personal mobile devices in the neighborhood, while some may
be public and free for data services such as unlicensed spectrum for wireless
communication.

• User layer: The user layer contains all kinds of mobile users requesting various
mobile data services from service providers.

According to the framework, in the following subsections, we analyze the current
trends of resource allocation in mobile data services and further depict the future
network architecture with network virtualization.

Traditional Service Architecture

In the traditional data service network, in order to provide mobile service to users,
each service provider is required to purchase and maintain its own facilities and
resources. As shown in Fig. 2, we observe that the facilities and resources for the
mobile data services are combined with unique service providers vertically in the
architecture. Accordingly, in peak hours, there are many mobile users subscribing
the data services from one service provider, in order to meet the requirements of all
mobile users, the service provider is required to purchase large amount of facilities
and resources. However, most of the time, few data services are requested by mobile
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users, which brings big waste and low efficiency for the usage of facilities and
resources. Moreover, due to the high cost on the purchasing and maintenance of
facilities and resources, the mobile users may suffer high service price from the
service provider.

The Development of Service Architecture

In order to improve the efficiency and capacity of mobile data services, based on
the development of mobile network, in these years, the service architecture changes
correspondingly. Based on the proposed service framework, we take the following
two examples in mobile network to further analyze the development of data service
architecture.

The Mobile Data Service in Heterogeneous Network
In the heterogeneous network, as some small cell base stations are purchased and
maintained by private enterprises, families, or individuals, the closed access mode
is adopted and a private wireless network is established in the indoor environment.
However, due to the high cost and low efficiency when allocating unique licensed
spectrum for small cell services, the small cell base stations are required to share the
spectrum resources with traditional cellular network. Therefore, strong interference
may occur between the macrocells and small cells and aggravate the performance
of mobile data services. Accordingly, as shown in the Fig. 3, the small cell service
network is required to cognitively sense the usage of resource layer of traditional
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cellular network and smartly allocate some licensed spectrum with proper transmit
power to guarantee the performance of mobile users in traditional cellular network.

Based on the service architecture, further spectrum allocation between the
macrocell and small cells have been studied in literature. In [10], in order to obtain
sufficient spectrum resources, wireless cooperations are established where the small
cell base stations help macrocell base stations to off-load some data services and
gain licensed spectrum as rewards. In [11], the optimal power strategies have
been analyzed considering the possible cheating behaviors of small cells during the
wireless cooperation between small cells and macrocells.

The Mobile Data Service with Visible Light Communication
Visible light communication (VLC) utilizes the illuminating LED for mobile data
transmission, which can provide large amount of spectrum resources for wireless
data transmission. However, because of the natural property of the visible light,
transmission signals are easy to be blocked or severely interfered by other lighting
sources. Thus, the coverage region for VLC is limited. Considering the ubiquitous
distribution of mobile devices, it is promising to combine the VLC with device-
to-device communication (D2D) to help serve mobile users [12]. As shown in
Fig. 4, during the service, the VLC network is required to rent the mobile devices
from other networks and allocate licensed spectrum for the D2D communication
from cellular networks. The whole data service process cannot be finished with the
facilities and resources of the VLC networks alone.

Future Service Architecture

According to above analysis, compared with the traditional service architecture, the
infrastructure layer and resource layer tends to be separated from its service layer
and flexibly allocated to other service providers. Moreover, as the service provider is
able to rent the facilities and resources from other networks, it may reduce the total
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Fig. 4 The mobile data service with VLC
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amount of purchasing facilities and resources for data services. Thus, there exist
new infrastructure providers or resource providers which purchase and maintain the
facilities or resources only and provide them to the service providers.

Based on the above, we depict the future service architecture as shown in
Fig. 5, where there exist multiple service providers, infrastructure providers, and
resource providers in the service layer, infrastructure layer, and resource layer,
respectively. The service providers, infrastructure providers, and resource providers
are autonomous companies or individuals, which are able to make smart deci-
sions independently for high revenues. Notably, based on different purposes and
requirements, some companies or individuals may act as some service providers,
infrastructure providers, and resource providers at the same time.

During the data service, due to the security and complexity of the network,
the infrastructure layer and resource layer are unknown to mobile users. Thus, the
mobile users are only required to determine its service providers for its data services.
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As the service provider actually doesn’t provide any physical connections and ser-
vices for the mobile users, we denote the interactions between the service providers
and mobile users as a virtualized network, where the virtualized data services are
able to be offered by the service providers based on all kinds of requirements of
subscribed mobile users. In order to map the physical data connections and services
to the virtualized network, the service provider is required to motivate infrastructure
provider and resource provider to offer suitable facilities and resources for the data
services the mobile users. Accordingly, based on the motivation and selection of
service providers, some infrastructure provider and resource provider are able to
provide suitable physical facilities and resources for the data services of mobile
users. Thus, the facilities and resources in the mobile network can be flexibly
and efficiently adopted, and all service providers, infrastructure providers, resource
providers, and mobile users are able to achieve high revenues from the data services.

Hierarchical Game Analysis for Resource Allocation

Considering the future service architecture, all service providers, infrastructure
providers, resource providers, and users are assumed to be autonomous and selfish,
which are required to make decisions distributively to achieve high revenues for
themselves. Game theory, which has been shown as an effective and powerful tool,
can be applied for the distributed resource allocation problem in the modeled service
architecture [13]. In this chapter, based on the relations among all service providers,
infrastructure providers, resource providers, and mobile users, a hierarchical game
approach is proposed, which consists of three sub-games corresponding to the
interactions between service providers and mobile users, between service providers
and infrastructure and resource providers, and between infrastructure and resource
providers and mobile users. As shown in Fig. 6, following the sequential manner,
we summarize the hierarchical game structure as follows:

• We first consider the virtualized data service between the service providers and
mobile users as Stackelberg game, where the service providers, acting as leaders,
charge mobile users for their virtualized data services, and the mobile users, i.e.,
the followers, determine the total amount of virtualized resources to purchase
to achieve high utilities. The utility of the mobile users is defined as the total
revenues received from the mobile data service minus service delay penalty as
well as the payment for service providers. The utility of the service provider
consist of the total income from the mobile users’ payment minus the rewards
for motivating the infrastructure & resource providers.

• Based on the prediction of subscribed virtualized data services from the mobile
users, the service providers motivates the infrastructure providers and resource
providers to offer physical facilities and resources for the data services with moral
hazard, considering the utility of each infrastructure & resource provider, which
is defined as the total rewards minus the cost for serving different mobile users.
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• According to the total amount of offered resources in physical facilities from
infrastructure & resource providers and the total amount of virtual resource
requested by the mobile users, a student-project allocation matching game is
employed between resources and mobile users, where the mobile users prefers
to be served with high QoS, while the infrastructure & resource providers selects
its preferred mobile users based on the ratio of collected rewards over the service
delay.

In the following sections, with backward induction, we sequentially analyze the
interactions between the players within two different layers, which are the inter-
actions between infrastructure and resource providers and mobile users, between
service providers and infrastructure and resource providers, and between service
providers and mobile users, so as to determine the optimal strategies for all service
providers, infrastructure providers, resource providers, and mobile users.

Interactions Between Infrastructure and Resource Providers and
Mobile Users

In this section, we suppose the offered facilities and the amount of resources from
the infrastructure and resource providers and the requested amount of resources
from each mobile user are known. The resource is defined as the combination of both
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computation and storage resources within the offered facilities and radio resources
from the offered facilities to the mobile users, which is regarded as a resource
pair and mapped to requested mobile users. The mapping between the resource
pairs and mobile users can be suitably modeled as a student project allocation
problem [14], which belongs to a many-to-many stable matching problem. The
original problem is described as follows. During the studies in universities, students
are instructed to select a number of projects in classes by lecturers. With different
judgements, students have different preferences on the projects. Aiming to train
students for their expertise, the lecturers may also have different preferences over
different (student, project) pairs. In order to guarantee the quality of the class, the
maximum number of joining students for each project is constrained, called the
capacity of the project. Accordingly, based on the preferences of both students and
lecturers, it is expected to achieve a stable matching result where no students in the
matched (student, project) pairs are able to find other available projects with higher
preferences.

When mapping the student project allocation problem to the resource allocation
problem in mobile data service network, the service providers, resource pairs,
and mobile users act as lecturers, projects, and students, respectively [15]. The
preference list of each mobile user is established according to the total profits
obtained from the mobile data service minus delay penalty as well as the payment
to the service provider. Moreover, in the perspective of the service provider, the
payment from the mobile users is able to increase its revenues, while the service
delay with a certain resource pair reduces its profits. Thus, the service providers
set high priorities to the mobile users which are willing to pay high prices. The
preference list of each service provider over a certain resource pair is based on the
ratio of price collected from a mobile user over its delay. In order to achieve a stable
matching between service providers and mobile users, the SPA-(S,P) algorithm
can be adopted based on the set-up preference lists of both sides [15, 16]. In the
algorithm, according to the preference list, each mobile user firstly proposes to its
currently most preferred resource pair. For each resource pair, if the total amount of
proposals from mobile users exceeds its capacity, then the service provider ranks the
combination of resource pairs and mobile users based on its preference list, selects
the worst one and rejects its corresponding mobile user. Receiving the rejected
notification, the mobile user deletes the resource pair from its preference list and
continues to propose to the next favorite one in its list. The proposals of all mobile
users iterates until all mobile users are either matched with a resource pair or have
an empty preference list. By the iterated proposing and rejecting actions of mobile
users and service providers, the algorithm is guaranteed to converge eventually, with
a stable matching result.

In Fig. 7, we evaluate the relations between mobile users and service delay with
the proposed SPA-(S,P) algorithm. When the number of mobile increases, due to
the limited amount of resource pairs, generally, the ratio of mobile users which are
qualified for the delay requirement decreases. Compared with the random matching
result, the ratio of mobile users with low delays in the proposed SPA-(S,P) algorithm
is able to keep in higher values.
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Fig. 7 The performance evaluation of SPA-(S,P)

Interactions Between Service Providers and Infrastructure and
Resource Providers

Considering the possible matching results between the infrastructure and resource
providers and mobile users, given the amount of subscribed virtual resource from
mobile users, each service provider is required to consider the motivation strategies
for infrastructure and resource providers to supply the suitable facilities and
resources with high QoS for mobile users.

The motivation problem from mobile users to infrastructure and resource
providers can be considered as a moral hazard in contract theory. The problem of
moral hazard refers to the situations that the employees’ actions are hidden form
the employers [17]. As the service provider, acting as employers, do not know the
resource usage information within each infrastructure and resource provider, if one
service provider off-loads its mobile data services to infrastructure and resource
providers with limited resource or facilities far from mobile users, the mobile users
will suffer poor QoS and switch to other service providers. Accordingly, such a
kind of asymmetric information between service providers and infrastructure and
resource providers severely reduces the revenues of both service providers and
mobile users.

In order to overcome the problem, a resource payment bundle .a; r/ in the
contract is proposed between service providers and infrastructure and resource
providers. a refers to the physical facilities and resources offered by infrastruc-
ture and resource providers, and r denotes rewards from service providers to
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infrastructure and resource providers. Therefore, in order to motivate the infras-
tructure and resource providers to offer more physical facilities and resources, the
rewards r should be increased correspondingly. Notably, considering different data
requirements, usage and transmission distance between infrastructure and resource
providers and mobile users, the relations between a and r is also different.

In order to motivate infrastructure and resource providers to offer sufficient
resource and suitable facilities, when one infrastructure and resource provider
agrees to provide resources or facilities for mobile users, the service provider pays
fixed payment to the infrastructure and resource providers. Furthermore, if the
infrastructure and resource provider can offer more resource to improve the QoS
of mobile users, the service operator will supplement an extra bonus. Thus, the
rewards from each service operator to infrastructure and resource providers can be
denoted as the addition of both the fixed payment plus extra bonus. The utility of
each infrastructure and resource provider is defined as the total rewards from service
providers minus the costs of operations. The utility of each service provider is
denoted as the revenues from mobile users minus the total rewards for infrastructure
and resource providers. In order to maximize the utility of each service provider with
the selfish behaviors of infrastructure and resource providers, the optimal value of
fixed payment and extra bonus is determined for each infrastructure and resource
provider in a contract.

In simulation results, the proposed payment method is compared with four other
motivation strategies. In the single bonus plan, we assume each infrastructure and
resource provider can offer limited amount of resource to each service provider. In
the stochastic independent plan, we assume the measurement error from the service
operator to all infrastructure and resource providers equals zero. For the technologi-
cally independent plan, the cost for adopting resource within each infrastructure and
resource provider is assumed to be independent from each other. The independent
plan combines both stochastic independent and technologically independent plans.
As shown in Fig. 8, when the cost coefficients of resource increase, as the service
operator should pay more to motivate infrastructure and resource providers, the
utility of the service provider generally decreases. Furthermore, when the amount of
asymmetric information between service providers and infrastructure and resource
providers increases, the utility of service provider decreases. Accordingly, the utility
of the service provider in the independent payment plan is the highest, followed by
the utilities in the stochastic independent plan, technologically independent plan,
and our proposed plan. The single bonus plan has the lowest utility, due to the
limited amount of offered resource.

Interactions Between Service Providers and Mobile Users

Considering the motivation strategies for infrastructure and resource providers and
the matching results between the offered physical resources and the requested
virtualized resource, each service provider determines its service price to the mobile
users for high utility. In the virtualized data service network, all service providers
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first broadcast the prices of their virtualized services. Based on different prices,
each mobile user selects its preferred service provider and purchase optimal amount
of virtual resources. The relations between service providers and mobile users can
be modeled as Stackelberg game, where the service providers play as the leaders
and the mobile users play as the followers. Due to the first-mover advantage, each
service provider is able to predict the reactions of its serving mobile users and set its
optimal service price for the highest utility. As neither service providers nor mobile
users are able to change its behaviors for higher utility, the Stackelberg equilibrium
exists between service providers and mobile users [18, 19].

Furthermore, the service providers also compete with each other to serve mobile
users. If one service provider sets prices much higher than other service providers,
the mobile users may switch to other service providers for low payment. Therefore,
in the relations among multiple service providers, there is also a noncooperative
game. Accordingly, in order to attract more mobile users and maintain high utility
at the same time, each service provider can follow the sub-gradient algorithms in
[18, 19], where each service provider initially sets its service price in high values
and no mobile users are willing to choose its data services. Based on the utility it
can achieve, the service provider then adjusts its service price with a small value.
If the adjustment is able to improve the utility, the service provider set the adjusted
prices in the next round. If the adjustment reduce the utility, the DSO keeps the
service price unchanged in the next round. The iteration continues with reduced
size of adjustment values until no service operators can change its prices for higher
utility.
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Based on the strategies of service operators and mobile users in the Stackelberg
game, we evaluate the performances of mobile users in mobile data service network.
As shown in Fig. 9 [19], when the number of mobile users increases, whatever
the data size for services, the total utility of mobile users generally increases. In
addition, when the service price of the service providers and data size for services
are fixed, due to the flexible resource allocation with low transmission delay, the
utility of the mobile users in the virtualized network performs better than the utility
in traditional network. Nevertheless, as the service providers can announce high
prices in the virtualized network to gain high revenues, the improvement gap of the
mobile users utility from virtualized network to the traditional network is limited.

Conclusion Remarks and Future Works

With all kinds of distributions and demands from mobile data services and
applications, the mobile network is becoming increasingly complicated. In order
to meet the requirements of all mobile users, the network virtualization is the
current trends for resource allocation and management. In this chapter, we first
put forward the mobile data service framework, which is constitute of service
layer, infrastructure layer, resource layer, and user layer. Based on the distributed
and autonomous behaviors of service providers, infrastructure providers, resource
providers, and users, the hierarchical game approach is proposed based on the
general data service architecture, which provides distributed strategies for each
service provider, infrastructure provider, resource provider, and user to gain high
and stable revenues.
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Based on the three-layer hierarchical game architecture, there are still potentials
to analyze the optimal strategies of service operators, infrastructure and resource
providers, and mobile users suitable to different scenarios. In this section, we
list several future research directions that can be explored in mobile data service
network.

Considerations of Both Competitive and Coordinated Behaviors for
Service Providers

In the network, not only the competitive strategy but also some coordinated
behaviors may exist among the service providers. The coordination among service
providers are able to improve the total utility, but the fairness cannot be guaranteed.
In order to further improve the total utilities of coordinated service providers, some
potential coordinated algorithms can be considered. Following the ideas in [20],
the Kalai-Smorodinsky bargaining game can be designed among service providers
when setting prices to mobile users. The Kalai-Smorodinsky bargaining game is
able to maintain the ratios of maximal gains when all coordinated service providers
set prices, so the fairness among service providers can be guaranteed.

Coalition Game Among Infrastructure and Resource Providers

During the resource allocation between physical resource provided by the infras-
tructure and resource providers and the virtualized resource requested by the
mobile users, if there exist cooperations before the matching, the utility of both
infrastructure and resource providers and mobile users can be further improved.
In [21], a combination of coalitional game and matching game is proposed. As
the coalitions of infrastructure and resource providers are able to improve quality
of matching results, the total utility is proved to have significant improvement.
Therefore, in the student project matching game between infrastructure and resource
providers and mobile users, if the infrastructure and resource providers are able to
cooperate and form coalitions, the mobile users may be able to further receive higher
QoS with low costs.

Switches Between Infrastructure and Resource Providers and
Mobile Users

As the mobile users and infrastructure and resource providers may switch to each
other, the mobile users and infrastructure and resource providers may be regarded
as the same type of players. Considering the possible data transmission between
any pair, a graphical game is a promising analytical tool [12], where players
are regarded as nodes and the transactions between players are denoted as edges.
Accordingly, a general graph is formed where each node considers its optimal



41 Distributed Resource Allocation for Network Virtualization 1377

strategies. As the graphical game design considers the flexible switches between
infrastructure and resource providers and mobile users, the total utility for each
mobile user or infrastructure and resource provider within a long-time interval may
be significantly improved.
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Abstract

In cognitive radio networks, service providers with spare channels can sell the
spectrum to those in need of them. The redistribution of the spectrum among
service providers reduces the waste of spare spectrum, therefore enhances the
spectrum utilization. It also provides the service provider more revenue from the
sail of spectrum. Traditional method of spectrum trading mainly based on double
auction, which requires an auctioneer, is a trustworthy third-party authority, to
centrally enforce a certain spectrum allocation policy. In this chapter, we take a
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different and new perspective, proposing to use matching as an alternative tool
to realize spectrum trading in a distributed way for a free market, which consists
of only buyers and sellers, without a trustworthy third-party authority. In this
chapter, we will first give a brief introduction of the whole chapter in the first
section and then present the fundamentals of the matching theory in the second
section. In the third section, matching theory is leveraged in spectrum trading
among service providers to decide the spectrum allocation and trading price,
the distinctive challenge of spectrum matching compared with conventional
matching is analyzed, and a two-stage distributed algorithm is proposed to
solve the spectrum matching problem. In the fourth section, we considered a
more general case, where multiple channels can be bought by the same service
provider, and the spectrum matching algorithm for combinatorial spectrum
trading is proposed to enable the spectrum allocation. For both algorithms, the
proposed algorithm can achieve a Nash-stable matching, and the simulation
shows that the proposed algorithms achieve good performance compared with
centralized schemes.

Keywords
Spectrum trading � Multi-item matching � Combinatorial auction � Mechanism
design � Cognitive radio

Introduction

To support the ever-increasing volume of wireless traffic with limited spectrum
availability, dynamic spectrum access has been proposed to better leverage the
underused channels [1, 2]. A wireless service provider can sell spare spectrum
to others when her traffic demand is light and buy additional spectrum from
others when her demand becomes heavy. Conventionally, such spectrum exchange
is assumed to be achieved via double auctions, where a third-party auctioneer
determines the spectrum allocation in a centralized manner, based on auction
participants’ bids and certain optimization objectives.

A truthful spectrum double auction was first proposed in [3]. In [4], a multi-
auctioneer progressive auction mechanism was designed, with all sellers assuming
the role of auctioneers. In [5], local availability of the spectrum license and its
influence on spectrum auctions were studied. In [6, 7], heterogeneous interference
graphs for different channels were built for spectrum reuse. Apart from single-round
auction mechanisms, dynamic spectrum auction mechanisms were proposed in [8,
9]. The major drawback of double auctions is the need for a third-party authority to
enforce the spectrum allocation in a centralized way, which is not applicable for the
free spectrum markets with only buyers and sellers but no third-party rule-enforcing
authorities.

Taking a completely different viewpoint, we propose to leverage matching as
an alternative framework for spectrum redistribution. The seminal work of Gale
and Shapley [10] pioneers the research on matching items in two different sets
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with stability. The concept of stable matching, compared with optimal matching
(i.e., the social welfare of buyers and sellers is the highest), matters more in free
spectrum markets for two reasons. Firstly, stable matching ensures that no buyer
or seller is willing to deviate from the current matching result. Optimal matching,
if unstable, will not be obeyed by buyers and sellers, unless it is enforced by a
third-party authority. Secondly, stable matching can be realized through deferred
acceptance, an algorithm that is both efficient and fully distributed. Stable matching
has been widely applied to computer science, such as resource management in the
cloud [11], user association in small cells [12], as well as resource sharing in device-
to-device communication [13]. We will introduce the fundamentals of matching
theory in section “Fundamentals on Matching Theory”.

Finding a stable matching in free spectrum markets is quite challenging. In
this chapter, we refer this challenge problem as the spectrum matching problem.
This spectrum matching problem is quite different from traditional matching
problems, such as the well-known college admission problem [10]. In the college
admission problem, each student can attend only one college, and each college can
admit multiple students but subject to a fixed quota. In spectrum matching, the
fundamental constraint is no longer fixed quotas but interference: non-interfering
buyers can freely reuse the same channel, while interfering buyers have to operate
on separate channels. In other words, the “quota” of a channel is infinite for non-
interfering buyers but reduced to one for interfering buyers. The unique feature of
spectrum reusability has been widely discussed in spectrum auctions yet has never
been considered within a stable matching framework.

In section “System Model”, we propose to use the spectrum matching framework
as a new economic model for distributed spectrum exchange in free spectrum
markets. Sellers who own multiple channels and buyers who demand multiple chan-
nels are represented by corresponding numbers of dummies. In this way, spectrum
exchange can be formulated as a many-to-one matching problem, where a buyer can
be matched to no more than one seller and a seller can be matched to multiple non-
interfering buyers (spectrum reuse). To address spectrum heterogeneity, different
interference graphs are constructed for different channels to determine spectrum
reuse.

In this context, we propose a two-stage distributed algorithm to achieve the
objective of stable spectrum matching (section “Spectrum Matching”). The final
matching result is proved to be individual rational and Nash-stable. Through
extensive simulations, we demonstrate that our proposed distributed algorithm can
achieve more than 90% of the maximum social welfare obtained by centralized
optimal (but unstable) matching.

In section “Spectrum Matching”, a more general case is considered, where
multiple channels can be bought by the same service provider, and the value
of multiple spectrum combination is different from the sum of each spectrum,
which is a unique characteristic of spectrum compared with other commodity.
Under this scenario, the spectrum matching algorithm for combinatorial spectrum
trading is proposed to enable the spectrum allocation. Buyers can freely express
their preferences for different combinations of channels, and the same channel can
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be reused by multiple non-interfering buyers. To address spectrum heterogeneity,
different interference graphs are constructed for different channels to determine
spectrum reuse [7]. We prove that the matching result is individual rational, strong
pairwise stable, and is a subgame-perfect Nash equilibrium of the corresponding
spectrum bargaining game. Extensive simulations are conducted to evaluate the
performance of the proposed many-to-many spectrum matching framework. It is
shown that it takes only a few iterations for the proposed algorithm to reach a stable
matching result.

Fundamentals on Matching Theory

Gale and Shapley first studied the problems of stable matching in [10] and proposed
the deferred-acceptance algorithm to achieve a stable matching in a distributed way.

The stable marriage problem has been stated as follows: Given n men and n
women, where each person has ranked all members of the opposite sex in order of
preference, marry the men and women together such that there are no two people
of opposite sex who would both rather have each other than their current partners.
When there are no such pairs of people, the set of marriages is deemed stable.

David Gale and Lloyd Shapley [10] proved that, for any equal number of men
and women, it is always possible to solve the SMP and make all marriages stable.
They presented an algorithm to do so.

The Gale-Shapley algorithm involves a number of “rounds” (or “iterations”). In
the first round, first (a) each unengaged man proposes to the woman he prefers most,
and then (b) each woman replies “maybe” to her suitor she most prefers and “no” to
all other suitors. She is then provisionally “engaged” to the suitor she most prefers
so far, and that suitor is likewise provisionally engaged to her. In each subsequent
round, first (a) each unengaged man proposes to the most preferred woman to whom
he has not yet proposed (regardless of whether the woman is already engaged),
and then (b) each woman replies “maybe” if she is currently not engaged or if
she prefers this guy over her current provisional partner (in this case, she rejects
her current provisional partner who becomes unengaged). The provisional nature of
engagements preserves the right of an already-engaged woman to “trade up” (and, in
the process, to “jilt” her until-then partner). This process is repeated until everyone
is engaged. The algorithm is also called defer and acceptance algorithm.

This algorithm guarantees that:

• Everyone gets married: At the end, there cannot be a man and a woman both
unengaged, as he must have proposed to her at some point (since a man will
eventually propose to everyone, if necessary) and, being proposed to, she would
necessarily be engaged (to someone) thereafter.

• The marriages are stable: Let Alice and Bob both be engaged, but not to each
other. Upon completion of the algorithm, it is not possible for both Alice and
Bob to prefer each other over their current partners. If Bob prefers Alice to his
current partner, he must have proposed to Alice before he proposed to his current
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partner. If Alice accepted his proposal, yet is not married to him at the end, she
must have dumped him for someone she likes more and therefore does not like
Bob more than her current partner. If Alice rejected his proposal, she was already
with someone she liked more than Bob.

Afterwards, the research in economics explores all kinds of variants of matching
problems [14, 15]. Matching has been widely used for resource allocation in
computer science. In [11], online and offline algorithms were proposed to match
virtual machines to heterogeneous sized jobs in the cloud. In [12], matching was
used to associate users to small cells. In [13], device-to-device users were matched
to cellular users for resource sharing. In [16], secondary users were matched to
primary users for data relay. In [17, 18], a friendly jammer was matched to a
transmission pair to help protect them from eavesdropping.

Non-combinatorial Many-to-Many Spectrum Matching

According to section “Fundamentals on Matching Theory”, stable matching com-
pared with optimal matching (i.e., the social welfare of buyers and sellers is the
highest) matters more in free spectrum markets for two reasons. Firstly, stable
matching ensures that no buyer or seller is willing to deviate from the current
matching result. Optimal matching, if unstable, will not be obeyed by buyers and
sellers, unless it is enforced by a third-party authority. Secondly, stable matching
can be realized through deferred acceptance, an algorithm that is both efficient and
fully distributed. Stable matching has been widely applied to computer science, such
as resource management in the cloud [11], user association in small cells [12], as
well as resource sharing in device-to-device communication [13]. Stable matching
can also be used in spectrum trading problem.

Unfortunately, the spectrum matching problem is quite different from traditional
matching problems, such as the well-known college admission problem [10]. In
the college admission problem, each student can attend only one college, and each
college can admit multiple students, but subject to a fixed quota. In spectrum
matching, the fundamental constraint is no longer fixed quotas but interference: non-
interfering buyers can freely reuse the same channel, while interfering buyers have
to operate on separate channels. In other words, the “quota" of a channel is infinite
for non-interfering buyers but reduced to one for interfering buyers. The unique
feature of spectrum reusability has been widely discussed in spectrum auctions yet
has never been considered within a stable matching framework.

In this section, we introduce the spectrum matching framework as a new
economic model for distributed spectrum exchange in free spectrum markets
(section “System Model”). Sellers who own multiple channels and buyers who
demand multiple channels are represented by corresponding numbers of dummies.
In this way, spectrum exchange can be formulated as a many-to-one matching
problem, where a buyer can be matched to no more than one seller and a seller can be
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matched to multiple non-interfering buyers (spectrum reuse). To address spectrum
heterogeneity, different interference graphs are constructed for different channels to
determine spectrum reuse.

In this context, we propose a two-stage distributed algorithm to achieve the
objective of stable spectrum matching (section “Spectrum Matching”). Stage I is
inspired by the deferred-acceptance (Gale-Shapley) algorithm, which we adapt to
enable spectrum reuse and avoid interference among buyers. Stage I converges
to an interference-free but unstable matching, due to the complicated interference
relationship among buyers. Therefore, we introduce Stage II, which allows buyers to
transfer to more preferred channels and sellers to invite previously rejected buyers,
if the interference condition permits. The final matching result is proved to be
individual rational and Nash-stable.

To address the synchronization problems in the real implementation of the pro-
posed two-stage algorithm, i.e., buyers and sellers are not coordinated to end Stage I
and enter Stage II simultaneously, we design rules for individual buyers and sellers
to independently decide the timing of their stage transition (section “Implementation
of Spectrum Matching”).

Through extensive simulations (section “Simulation”), we demonstrate that our
proposed distributed algorithm can achieve more than 90% of the maximum social
welfare obtained by centralized optimal (but unstable) matching. We also show
the influence of different parameters on the final matching results. One interesting
finding is that, if buyers have diverse utilities in using different channels, the overall
social welfare will be higher, because more buyers will be matched to their desired
channels.

System Model

Spectrum Market
In a free spectrum market, service providers with spectrum supply or demand serve
as sellers or buyers, respectively. Spectrum reuse must conform to interference
constraints.

Market participants. Assume that there are I sellers and J buyers in the
spectrum market. Seller i owns mi channels, and buyer j requests nj channels.
Let

PI
iD1 mi D M and

PJ
jD1 nj D N denote the total numbers of supplied and

demanded channels, respectively. Inspired by the idea in [7], we create mi and nj
dummies for seller i and buyer j , respectively. Hence, there are M virtual sellers
and N virtual buyers, and each virtual buyer or seller can trade only one channel.
In the remainder of this chapter, we omit the term “virtual” without confusion (For
simplicity, we assume that channels are independent from each other. Therefore, the
value of a combination of channels is exactly the sum of values of each individual
channel. We will consider that channels may be complementary or substitute goods
(e.g., in a combinatorial auction) in the future. We also use the index of a seller for
her channel, e.g., seller i ’s channel is referred to as channel i .
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Utility of buyers and sellers. A service provider obtains different utilities when
operating on different channels. We assume that buyer j has a utility vector Bj D
.b1;j ; b2;j ; : : : ; bM;j /, in which bi;j is the utility for her to use channel i . The higher
bi;j is, the more valuable channel i is to buyer j , and buyer j is willing to pay more
for channel i . We assume that bi;j is also the price that buyer j offers to seller i . A
seller’s utility equals the total offered price of all buyers matched to her.

Interference relationship. The key feature of the spectrum resource is
interference-restricted reuse. To characterize interference heterogeneity of different
channels [7], we construct a series of interference graphs fGi D .V;Ei /gMiD1, in
which each node v 2 V represents a buyer and each edge ei 2 Ei connects a pair of
interfering buyers on channel i . If two virtual buyers originate from the same buyer,
they are viewed as interfering buyers, since they should not be matched to the same
channel. Let ei

j;j 0 2 f0; 1g denote the interference status between buyers j and j 0

regarding channel i .

Optimal Matching
We introduce the optimal matching as a benchmark to be compared later with
our proposed stable matching. The optimal matching maximizes social welfare
while complying with the interference constraint. Following the norm of spectrum
auctions, we define social welfare as the sum of buyers’ utility from acquiring the
channels through spectrum matching. Let fxi;j g

iDM;jDN
iD1;jD1 denote the matching result.

xi;j D 1 if and only if buyer j is matched to seller i . The optimal matching is the
solution to the following centralized maximization problem:

max
xi;j

MX
iD1

NX
jD1

bi;j xi;j ; (1)

subject to
MX
iD1

xi;j � 1;8j; (2)

xi;j � xi;j 0 D 0; if eij;j 0 D 1; j ¤ j
0;8i; j; j 0; (3)

xi;j 2 f0; 1g;8i; j: (4)

The first constraint indicates that each (virtual) buyer can only get one channel.
The second constraint restricts that no interfering buyers can be matched to the
same channel. The optimal matching, if unstable, can only be implemented by a
third-party authority, who solves the above nonlinear integer programming problem,
which is NP-hard. In comparison, our proposed distributed matching algorithm can
reach an interference-free stable matching in linear time, and our simulation results
show that it can achieve 90% of maximum social welfare yielded by the optimal
matching.
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Spectrum Matching

Preliminaries
We formally define spectrum matching as follows.

Definition 1 (Spectrum matching). Given the set of sellers M and the set of
buyers N , a spectrum matching is a function from M[N to subsets of M[N ,
such that

• For every buyer j 2 N , .j / D fig if buyer j is matched to seller i , and
.j / D fj g if buyer j is unmatched;

• For every seller i 2M , .i/ � N ;
• For every seller i and buyer j , .j / D fig if and only if j 2 .i/.

In the traditional college admission problem, a preference profile is built for
each student, indicating her willingness of attending different colleges; a preference
profile is also built for each college, indicating its willingness of accepting different
students. In spectrum matching, however, a buyer’s willingness to be matched to a
channel depends not only on her utility of using the channel but also on whether
her interfering neighbors are matched to the same channel. In comparison, in the
college admission problem, a student’s willingness of attending a college will not be
affected by other students at the same college. We assume that if a buyer is matched
to a channel without her interfering neighbors, she obtains full utility; otherwise,
she gets zero utility because of interference. To deal with such peer effects in
spectrum matching, we construct preference profiles on spectrum coalition, rather
than individual buyers or sellers. A spectrum coalition consists of a seller and the
buyer’s matched to this seller or includes a single unmatched seller or buyer.

For buyer j , we can construct a complete, reflexive, and transitive preference
relation F over all spectrum coalitions, based on her utility in the coalition. Assume
that buyer j is a member of two coalitions C i1 and C i2 , containing seller i1 and
seller i2, respectively. Buyer j prefers C i1 to C i2 in two cases: (1) buyer j prefers
channel i1 to channel i2, and buyer j does not have any interfering neighbor in
C i1 ; (2) buyer j has some interfering neighbors in C i2 . We implicitly assume that a
buyer is indifferent toward two coalitions both involving her interfering neighbors,
and she is indifferent towards a coalition of herself (unmatched) and a coalition with
her interfering neighbors.

C i1 Fj C
i2 ”

(
8j 0 2 C i1 ; e

i1
j;j 0 D 0; bi1;j > bi2;j ; or

9j 0 2 C i2 ; e
i2
j;j 0 D 1:

(5)

For seller i , we can also build a preference relation over all coalitions, based on
her utility in the coalition. Assume that seller i is a member of two coalitions C i and
C 0i , containing different groups of buyers. Seller i prefersC i toC 0i in two cases: (1)
the total offered price of buyers in C i is higher than that of buyers in C 0i , and buyers
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in C i are all noninterfering; (2) there are interfering buyers in C 0i . We also assume
that a seller is indifferent toward two coalitions both involving interfering buyers,
and she is indifferent toward a coalition of herself (unmatched) and a coalition with
interfering buyers.

C i Fi C
0i ”

8<
:
8j; j 0 2 C i ; ei

j;j 0 D 0;
P
j2C i

bi;j >
P
j2C

0 i

bi;j ; or

9j; j 0 2 C
0i ; ei

j;j 0 D 1:
(6)

Distributed Matching Algorithm

Stage I: Adapted Deferred Acceptance

Algorithm 1 Stage I: adapted deferred acceptance
1: Initialization
2: 8i 2M , the waiting list Li D ˚ , the current proposer list Pi D ˚ .
3: 8j 2 N , the unproposed seller list Aj DM .
4: while 9 unmatched buyer with nonempty unproposed seller list do
5: for all Unmatched buyer j with nonempty unproposed seller list do
6: i = the most preferred seller in Aj .
7: Buyer j proposes to seller i .
8: Add buyer j to seller i ’s current proposer list, Pi DPi [ fj g.
9: Remove seller i from the unproposed seller list, Aj D Aj n fig.

10: end for
11: for all Seller i with nonempty current proposer list do
12: Form the most preferred coalition C i � Li [Pi ;8C

0i � Li [Pi ; C
i Fi C

0i .
13: Set the waiting list as Li D C i .
14: end for
15: end while
16: for all i 2M do
17: .i/ D Li .
18: end for
19: for all j 2 N do
20: if 9i; j 2 Li then
21: .j / D fig.
22: else
23: .j / D fj g.
24: end if
25: end for

The traditional deferred-acceptance algorithm, designed to solve the college
admission problem, runs as follows [10]. There is a set of students to be admitted
to a set of colleges, each with a fixed quota. In the first round, each student applies
to her favorite college. Among all applicants, a college with a quota q temporarily
puts the top q students in the waiting list, or all students if the number of applicants
is smaller than q, and rejects others. In the following rounds, each rejected student
applies to her most preferred college which has never rejected her before. Each
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college updates its waiting list by selecting the top q students among the current
applicants and those in the previous waiting list. This process is repeated until all
students have exhausted their applications.

We adapt the original deferred-acceptance algorithm for spectrum matching in
Algorithm 1. Unlike the college admission problem, we are not able to determine
the “quota” of each seller, since the “quota” depends on the interference relationship
among buyers. Instead, at each round, we let a seller to form her most preferred
spectrum coalition, i.e., to select a group of buyers who do not interfere with
each other according to the interference graph, and whose total offered price is
the highest. To find a group of non-interfering buyers with maximum offered price
is equivalent to finding a maximum weighted independent set on the interference
graph, which is NP-hard. Greedy algorithms have been proposed to solve the
maximum weighted independent set (MWIS) problem in linear time [19], which
we will adopt in our algorithm.

Proposition 1. Algorithm 1 is guaranteed to converge, and the running time is
O.MN/.

Proof. Each time an unmatched buyer makes a proposal, she will remove one
seller from her unproposed seller list. Therefore, each buyer will eventually become
matched or exhaust her unproposed seller list; thus, Algorithm 1 comes to an end.

The worst case is that the interference graph on every channel is a complete
graph. Then, the spectrum matching problem is reduced to a one-to-one matching
problem, and Algorithm 1 is equivalent to the original deferred-acceptance algo-
rithm, whose running time is O.MN/.

Toy example. As shown in Fig. 1, there are five buyers f1; 2; 3; 4; 5g and three
sellers fa; b; cg. The interference graph on each channel is shown in Fig. 1a; the
buyers’ utility vectors are shown in Fig. 1b. We make the simplified assumption
that f .bi;j / D bi;j . Figure 2 shows the process of the adapted deferred-acceptance
algorithm. In the first round, buyer 1 and buyer 2 propose to seller a; buyer 3
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Fig. 2 Stage I: adapted deferred acceptance. (a) First round proposal. (b) Second round proposal.
(c) Third round proposal. (d) Fourth round proposal. (e) Matching result

and buyer 4 propose to seller b; and buyer 5 proposes to seller c, as shown in
Fig. 2a. After the first round, all sellers’ waiting lists are shown in Fig. 2b. Then,
the unmatched buyer 2 and buyer 4 propose to seller b and seller a, respectively.
Seller a evicts buyer 1 to form a better coalition with buyer 4 in the waiting list.
Figure 2c, d shows the following rounds, and the final matching result is shown in
Fig. 2e, with a social welfare of 27.

Stage II: Transfer and Invitation
The deferred-acceptance algorithm produces a stable matching result for college
admission problem [20], i.e., there is no pair of student and college who both prefer
each other to their current choices. However, the matching result of the adapted
deferred-acceptance algorithm is not stable for spectrum matching. For instance, in
Fig. 2e, buyer 2 can be matched to seller a without interfering with buyer 4, and both
buyer 2 and seller a are better off. This instability is a result of the peer effect of
spectrum matching, caused by complicated interference relationship among buyers.
Buyer 2 has a better chance of being chosen by seller a in the presence of her non-
interfering buyer 4, but a worse chance in the presence of her interfering neighbor 1
(e.g., in the first round).
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To improve the matching result and achieve a stable matching, we propose
a transfer and invitation algorithm as a second stage, as shown in Algorithm 2.
At Stage II Phase 1, buyers send transfer applications to sellers who are more
preferred than their currently matched sellers. This means that buyers send transfer
applications to sellers whom they have proposed to in Stage I. But unlike Stage
I, sellers cannot evict any currently matched buyers in Stage II. Hence, a buyer’s
transfer application to a seller can only be accepted if she does not interfere with
any buyers matched to the seller. In Stage I, we do not allow buyers to re-propose
to sellers who have rejected them, because this may lead to ping-pong effect, where
buyers continuously make proposals and the algorithm never converges. In Stage II,
such ping-pong effect would not happen because each buyer can only send transfer
application once to each seller who is more preferred than her currently matched
seller, and the number of such sellers is limited.

At Stage II Phase 2, as a seller’s previously matched buyers may have transferred
to other sellers, she can invite some of the buyers whom she has rejected in Phase
1. In simulations, we find that the invitation opportunities are scarce, but Stage II
Phase 2 has to be included to guarantee the stability of the final matching result.

Toy example. Figure 3 shows the process of our transfer and invitation algorithm.
Given the matching result in Fig. 2e, buyer 1 and buyer 2 send transfer applications
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Fig. 3 Stage II: transfer and invitation. (a) First round transfer. (b) Second round transfer. (c) First
round invitation. (d) Final matching result
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to seller a; buyer 4 sends transfer application to seller b; and buyer 5 sends transfer
application to seller c. Buyer 2’s application is granted, while other buyers are
rejected and added to the sellers’ rejecting lists, shown under the matching lists.
After Phase 1, seller c sends invitation to buyer 5, and the final matching result is
shown in Fig. 3d, with a social welfare of 30.

Algorithm 2 Stage II: transfer and invitation
1: Initialization
2: 8i 2M , the current applicant list Di D ˚ , the invitation list Ri D ˚ .
3: 8j 2 N , the unapplied seller list Tj D fi jbi;j > b.j /;j g.
4: Phase 1: Transfer
5: while 9 buyers with nonempty unapplied seller list do
6: for all Buyer j with nonempty unapplied seller list do
7: i = the most preferred seller in Tj .
8: Buyer j sends a transfer application to seller i .
9: Add buyer j to seller i ’s current applicant list Di D Di [ fj g.

10: Remove seller i from the unapplied seller list Tj D Tj n fig.
11: end for
12: for all Seller i with nonempty current applicant list do
13: Select the most preferred coalition

C i D .i/[S ;S � Di ;8C
0i D .i/[S 0;S 0 � Di ; C

i Fi C
0i .

14: Update the matching, .i/ D C i , 8j 2 C i ; .j / D i .
15: Set the invitation list as Ri D Ri [ Di nS .
16: end for
17: end while
18: Phase 2: Invitation
19: for all i 2M do
20: Screen non-interfering buyers in the invitation list

Ri D fj jj 2 Ri ;8j
0 2 .i/; eij;j 0 D 0g.

21: end for
22: while 9 seller with nonempty invitation list do
23: for all Seller i with nonempty invitation list do
24: j = buyer with the highest offered price.
25: Seller i send invitation to buyer j .
26: if Seller i is more preferred than .j / then
27: Buyer j accepts invitation.
28: Update the matching, .i/ D .i/[ fj g; .j / D i .
29: Remove buyer j ’s interfering neighbors in the invitation list Ri D Ri n fj jj

0 2
Ri ; e

i
j;j 0 D 1g.

30: end if
31: Remove buyer j from the invitation list Ri D Ri n fj g.
32: end for
33: end while

Proposition 2. Algorithm 2 is guaranteed to converge, and the running time of
Phase 1 is O.M/, of Phase 2 is O.N/.

Proof. Each buyer sends transfer application once to each more preferred seller, so
Phase 1 will terminate in a limited number of rounds. In Phase 2, each seller has a
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finite invitation list and only sends invitation at most once to each buyer in the list;
thus, Phase 2 will also end in a limited number of rounds.

In Phase 1, each buyer has at mostM more preferred sellers, so the running time
isO.M/. Unlike Stage I, no buyer will be evicted in Stage II; therefore, the running
time is O.M/ rather than O.MN/. In Phase 2, each seller has at most N buyers in
the invitation list, so the running time is O.N/.

Properties
In this section, we prove that the matching result of the proposed distributed
algorithm is individual rational and Nash-stable.

Definition 2 (Individual rational).
A matching result is blocked by seller i if she prefers not to be matched to some

of her currently matched buyers. In other words, 9S � .i/;S ¤ ˚;C i D

fig [ .i/; C
0i D fig [

�
.i/ nS

�
; C

0i Fi C
i .

A matching result is blocked by buyer j if she prefers being unmatched to being
matched to the current seller. In other words, fj g Fj

�
.j / [ ..j //

�
.

A matching result is individual rational if it is not blocked by any buyer or seller.

Proposition 3. The matching result of the proposed distributed algorithm is indi-
vidual rational.

Proof. For seller i , the matching result .i/ of the proposed algorithm is
interference-free. In this case, removing any buyers in .i/ will reduce the total
offered price and result in a less preferred matching result.

For a matched buyer j , she does not have interference neighbors in ..j //.
Therefore, her utility is positive, higher than the utility of being unmatched, which
is zero.

Deferred-acceptance algorithm can achieve pairwise stability for the college
admission problem, i.e., no pair of detached student and college would both be
better off if they are matched together. Due to peer effects in spectrum matching,
pairwise stability cannot be preserved, whereas we can guarantee a weaker form of
stability.

Definition 3 (Nash-stable). A matching result is Nash-stable if no buyer prefers to
be a member of another spectrum coalition rather than stay in the current spectrum
coalition, i.e., 8j 2 N ; i D .j /; i 0 ¤ i;

�
i [ .i/

�
Fj
�
i 0 [ .i 0/ [ j

�
.

Proposition 4. The matching result of the proposed distributed algorithm is Nash-
stable.

Proof. We prove this by contradiction. Assume that the final matching result is not
Nash-stable. There exists at least one buyer j who prefers to join another spectrum
coalition with seller i ¤ .j /. This implies that in Stage II Phase 1, buyer j must
have sent a transfer application to seller i because buyer j prefers i to .j /. Seller



42 Many-to-Many Matching for Distributed Spectrum Trading 1393

i must have rejected j and put j in her rejecting list. In Stage II Phase 2, seller i
cannot have sent an invitation to buyer j ; otherwise, j will accept the invitation and
be matched to seller i . This implies that buyer j must interfere with some buyers in
.i/. Therefore, buyer j would not like to join seller i ’s spectrum coalition because
her utility will become zero, which contradicts the assumption. Hence, the matching
result of the proposed algorithm is Nash-stable.

Discussions
In this section, we discuss the limitations of the proposed matching algorithm.
The deferred acceptance can achieve a matching result that is pairwise stable
and student-optimal for the traditional college admission problem. (Note that the
definition of the optimal matching here is different from that in section “System
Model”.) Unfortunately, our two-stage algorithm based on adapted deferred accep-
tance cannot achieve these two ideal properties, which may inspire future research
in this direction.

Definition 4 (Pairwise stability). A matching is blocked by a pair of seller i and
buyer j … .i/, if there exists S � .i/ such that:

• Non-interfering condition: 8j 0 2 S ; ei
j;j 0 D 0.

• Seller improvement:
�
fig [ fj g [S

�
Fi
�
fig [ .i/

�
.

• Buyer improvement:
�
fig [ fj g [S

�
Fj
�
.j / [ ..j //

�
.

A matching is pairwise stable if it is not blocked by any seller-buyer pair.
Unfortunately, the proposed spectrum matching algorithm cannot ensure pair-

wise stability. A counterexample is given in Figs. 5 and 4. We ignore Stage II since
the matching result will not change in this example. Given the final matching result
in Fig. 4e, seller b and buyer 2 form an unstable pair. According to Definition 4,
we know that S D f3; 7g; seller b prefers the spectrum coalition fb; 2; 3; 7g to the
current spectrum coalition fb; 3; 4; 7g; and buyer 2 prefers seller b to the currently
matched seller c. Seller b and buyer 2 have incentives to be matched together at
the sacrifice of buyer 4, which is, however, not allowed by the proposed matching
algorithm.

Another nice property of the deferred-acceptance algorithm is that its matching
result realizes an optimal assignment of students among all pairwise stable matching
result, that is, no student can get admitted by a better college in another pairwise
stable matching result. (When the students initiate the proposal, the matching result
is optimal for students but is not guaranteed to be optimal for colleges.) As the
spectrum matching can only achieve Nash-stability, we give the following definition
for optimality regarding Nash-stable matching.

Definition 5 (Optimality). A Nash-stable matching result  is buyer-optimal, if
there does not exist another Nash-stable matching result 0, in which no buyer
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Fig. 4 Counterexample, proposed spectrum matching algorithm. (a) First round proposal. (b)
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result
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is worse off and some buyers are better off. In other words, 8j 2 N ;
�
.j / [

..j //
�
Fj
�
0.j / [ 0.0.j //

�
;80 that is Nash-stable.

Using the same counterexample in Figs. 5 and 4, we show that the matching
result of the proposed algorithm is not optimal. Swap buyer 2 and buyer 4 to seller
b and seller c, respectively. It can be easily checked that the new matching result
is Nash-stable. The new matching result is strictly better than the one produced by
the proposed algorithm, in that not only buyer 2 and buyer 4 but also seller b and
seller c are better off, and other buyers and sellers are unaffected. In Stage II Phase
1, such a swap cannot be accomplished because seller b is not aware that buyer 4
can transfer to seller c, as long as she accepts the transfer application from buyer 2,
who is matched to seller c and interferes with buyer 4. How to enable such a swap,
which requires a coordination among different sellers and buyers, is an interesting
topic for future works.

Implementation of Spectrum Matching

The proposed two-stage matching algorithm runs in a distributed fashion within
each stage and each phase. Nevertheless, asynchronization problem arises during
stage or phase transition. More specifically, Stage II commences when all buyers
exhaust their proposals and start the transfer application. Unfortunately, it is
impossible for a buyer to know whether all other buyers have stopped making
proposals. Similar problem exists during phase transition in Stage II. Therefore,
in this section, we specify practical rules for stage or phase transition, facilitating
the implementation of the proposed two-stage matching algorithm in perfectly
distributed manner.

Assume that each round in the proposed algorithm takes one time slot. Proposi-
tions 1 and 2 give the running time of Algorithms 1 and 2, respectively, based on
which we have the following default transition rule.

Default transition rule. From the very beginning, all buyers and sellers wait for
MN time slots to transit to Stage II, then M time slots to transit to Stage II Phase
2, and finally N time slots to end the matching process.

The default transition rule can be extremely inefficient. For instance, given the
toy example in Fig. 9, according to the default transition rule, the whole matching
process takes 23 time slots, but in fact, 7 time slots are enough to reach the final
matching result as shown in Figs. 2 and 3. To tackle this problem, we design the
following transition rules.

Stage Transition Rules on Buyers’ Side
For a buyer, the risk of a premature entrance into Stage II is being evicted after she
starts to send transfer applications but no more proposals. A transfer application
has a lower chance of being accepted than a proposal, as the seller will not evict
any currently matched buyers upon a transfer application. Therefore, a buyer should
transit to Stage II only when her risk of being evicted by the currently matched seller



1396 J. Zhang et al.

is low. One observation is that a buyer only faces the threat from her interfering
neighbors, so we have the following transition rule.

Stage Transition Rule I for Buyers
A buyer can transit to Stage II if all her interfering neighbors have proposed to her
currently matched seller. Stage transition rule I for buyers guarantees that a buyer’s
matching result in Stage I will not change anymore, but the condition may be hard
to meet. For example, in Fig. 2, buyer 4 will never detect buyer 3’s proposal to seller
a because buyer 3 never proposes to seller a.

To design a more operable rule, we estimate the probability of a buyer being
evicted after she performs the stage transition. The smaller this probability is,
the less risky for the buyer to enter Stage II. Assume that all buyers’ prices
follow identically independent distribution (i.i.d.) with a cumulative distributed
function F .�/.

Consider buyer j who is matched to seller i till the .k � 1/th round, and n of her
interfering neighbors have not proposed to seller i yet. Let pkx denote the probability
that, at the kth round, x of buyer j ’s interfering neighbors proposes to seller i , and
at least one of their offered prices is higher than buyer j ’s.

pkx D

 
n

x

!�
1

M

x �
1 �

1

M

n�x �
1 � F x.bi;j /

�
: (7)

The probability of buyer j being evicted in the kth round can be estimated as
pk D

Pn
xD1 p

k
x . The probability of buyer j being evicted in the .k C 1/th round

but not in the kth round is .1� pk/pk . Following the same logic, the probability of
buyer j being evicted through the kth round till the MN th round is

P k D pk C .1 � pk/pk C � � � C .1 � pk/MN�kpk

D 1 � .1 � pk/MN�kC1
(8)

P k decreases with k, so it is more secure for a buyer to commence Stage II at a later
round.

Stage Transition Rule II for Buyers
A buyer can transit to Stage II at the kth round if P k is less than a threshold.

We have one more transition rule for buyers that are incurred by sellers.
When a seller determines to carry out stage transition, she will inform all her
currently matched buyers, which ensures that the seller will no longer evict these
buyers.

Stage Transition Rule III for Buyers
A buyer can transit to Stage III if she receives the transition notification from her
currently matched seller.
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Stage Transition Rule on Sellers’ Side
A seller has to make the stage transition decision if she receives no proposal but
some transfer applications in the current time slot. After stage transition, a seller
cannot grant proposals anymore. In other words, none of her currently matched
buyers can be expelled to make room for new buyers. We estimate the probability of
a seller getting better proposals after she makes the stage transition. If the probability
is low, a seller may begin to process the transfer applications, thus completing the
stage transition.

Consider seller i who is, at the .k � 1/th round, matched to a group of buyers,
among which buyer j has the lowest offered price of bi;j . There are n buyers who
haven’t proposed to seller i yet. Let � denote the probability that an unproposed
buyer does not interfere with anyone in .i/ except buyer j . � is an empirical value,
which can be estimated by analyzing the interference relationship between buyers
in and out of .i/. Let qky denote the probability that, at the kth round, y buyers
propose to seller i , and at least one of them offers a price higher than bi;j , and this
buyer do not interfere with anyone in .i/ other than buyer j .

qky D

 
n

y

!�
1

M

y �
M � 1

M

n�y

h
1 �

�
F .bi;j /C .1 � �/.1 � F .bi;j //

�yi
:

(9)

Similar to (8), the probability of seller i receiving better proposals through the kth
round till theMN th round isQk D 1� .1� qk/MN�kC1, in which qk D

Pn
yD1 q

k
y .

Qk also decreases with k, thus it is less likely for a seller to obtain more favorable
proposals at a later round.

Stage Transition Rule for Sellers
A seller can transit to Stage II at the kth round if Qk is less than a threshold.

Upon stage transition, a seller will notify all her currently matched buyers, and
these buyers will transit to Stage II as well, as specified by stage transition rule III
for buyers.

Phase Transition Rule and Matching Termination
We will use the default transition rule for phase transition in Stage II, as the
simulation results show that Stage II Phase 1 lasts for approximately M rounds.
Buyers and sellers have to decide when to terminate the matching process so that
spectrum exchange can be finalized. The simulation results show that Stage II Phase
2 only runs a few rounds, as the opportunities for sellers to send invitations to buyers
are rare. Nonetheless, the invitation phase is indispensable to guarantee the stability
of the final matching result. We set the rule that each seller will put an end to the
matching process when she has no invitation to make and let the user to access her
channel.
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Simulation

Simulation Settings
We assume that buyers are randomly located in a 10 � 10 area. The transmission
range of each channel is randomly chosen in the range .0; 5�. The interference graph
of each channel is established based on users’ locations and the transmission range
of the channel. Users’ utility vectors are independently and identically distributed
(i.i.d.), following a uniform distribution in Œ0; 1�. The numbers of buyers and sellers
are specified in each simulation scenario. The similarity across buyers’ utility
vectors are quantified by the Spearman’s rank correlation coefficient (SRCC) [21],
which assesses whether the relationship between two variables can well be described
as monotonic. We compute the SRCC for every pair of buyer’s utility vectors and
obtain the average value. If the result is close to 1, buyers’ utility vectors are
perfectly similar to one another. If the result is close to 0, buyers’ utility vectors are
perfectly random and independent from one another. To study the utility similarity
and its influence on the matching result, we maneuver buyers’ utility vectors as
follows. First, we sort all buyers’ utilities in the ascending (or descending) order. In
this way, the average SRCC is 1. Then, for each buyer, we randomly select m out
ofM items from her utility vector and perform anm�permutation. Asm increases,
the average SRCC will decrease, indicating that the buyers’ utility vectors become
more dissimilar to one another. When m DM , the SRCC is approximately 0.

Performance of the Proposed Matching Algorithm
We compare the social welfare of the matching result generated by the proposed
algorithm and that of the optimal matching result derived by (1) (the optimal match-
ing result is derived by the brute-force approach. As the running time exponentially
increases with the numbers of buyers and sellers, we can only simulate small-scale
spectrum markets), as shown in Fig. 6. Our proposed distributed matching algorithm
can obtain more than 90% of the social welfare from the optimal matching result.
Moreover, the running time of the proposed algorithm is only O.MN/, while the
optimal matching problem in (1) is NP-hard. The social welfare grows with the
number of buyers or sellers. If the buyers’ utility vectors are similar to each other,
multiple buyers will compete for the same channel, and it is hard to satisfy every
buyer’s requirement; on the contrary, if buyers’ utility vectors are more diverse, they
will pursue different channels, and the final matching result can satisfy more buyers.

Two-Stage Distributed Algorithm
In Figs. 7 and 8, we demonstrate the social welfare and running time of different
stages and phases in our proposed two-stage matching algorithm. Note that the
social welfare is accumulated with each stage and phase, while the running time is
separately counted for each stage and phase. Most of the social welfare improvement
in Stage II comes from Phase 1, while Phase 2 makes a minor contribution.
Nevertheless, Phase 2 is indispensable to guarantee the stability of the final matching
result.
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Fig. 6 Optimal matching result versus the proposed distributed spectrum matching algorithm. (a)
M D 4; (b) N D 8; (c) M D 5;N D 8

When the number of buyers is far greater than the number of sellers, the running
time of Stage I is mostly influenced by the number of sellers. The running time of
Stage II Phase 1 is theoretically O.M/: it linearly increases with the number of
sellers, irrespective of the number of buyers and their offered prices, as shown in
Fig. 8. Stage II Phase 2 only runs for a few rounds, as opportunities for sellers to
send invitations to buyers are rare.

Combinatorial Many-to-Many Spectrum Matching

In section “Non-combinatorial Many-to-Many Spectrum Matching”, we simply
assume that channels are independent from each other, i.e., the value of a combina-
tion of channels is exactly the sum of values of each individual channel. However,
this assumption is not true in real case. The service providers usually value more
on two continuous channels than the sum of the individuals, because the effective
bandwidth is increased to save the guard band. This is significantly different
from conventional commodity where the value is usually in linear proportional
with the quantity of the commodity. To take this characteristic into consideration,
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Fig. 7 The social welfare of the two-stage distributed spectrum matching algorithm. (a)M D 10;
(b) N D 500; (c) M D 8;N D 300

the spectrum trading becomes a combinatorial spectrum trading, where for each
combination of spectrum, the value needs to be redefined. There are many previous
works on combinatorial auction. Due to the intractability of combinatorial auctions,
a number of greedy algorithms have been proposed with bounded approximation
ratio [22–24]. Combinatorial spectrum auction is studied in [25, 26]. However, the
combinatorial auction has the disadvantage of intractability and collusion problem,
which can be addressed by the spectrum matching framework.

In the rest of the section, we leverage matching as an alternative framework
for dynamic spectrum access. More specifically, to realize a combinatorial auction
alike spectrum market, we propose to use many-to-many matching, where a buyer
can purchase multiple channels, and a seller’s channel can be assigned to multiple
non-interfering buyers. Instead of maximizing social welfare, the aim of matching
is to achieve a stable status. The stability concept is attractive because it keeps
an equilibrium status for both sellers and buyers. Besides, the matching process
can be free from a third-party auctioneer, avoiding potential collusion between the
auctioneer and the buyers or sellers. In fact, stable matching has been widely applied
to computer science, such as resource management in the cloud [11].
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Fig. 8 The running time of the two-stage distributed spectrum matching algorithm. (a) M D 10;
(b) N D 500; (c) M D 8;N D 300

Matching has been widely studied in the economics and mathematics com-
munities. In the pioneer work of David Gale and Lloyd Shapley [10], deferred-
acceptance algorithms are proposed to reach a stable matching for the marriage
problem (one-to-one matching) and the college admission problem (many-to-one
matching). Compared with one-to-one matching and many-to-one matching, many-
to-many matching is much more complicated, and it is more difficult to reach
a stable matching result. Based on the deferred-acceptance algorithm, in [27],
the authors proposed a competitive adjustment process for labor markets with
perfect information. In [28], an iterative T-algorithm is proposed, which can
realize many nice properties, such as pairwise stability, setwise stability, and core
stability.

In this section, we propose a novel many-to-many spectrum matching framework
for combinatorial spectrum trading. Buyers can freely express their preferences for
different combinations of channels, and the same channel can be reused by multiple
non-interfering buyers. To address spectrum heterogeneity, different interference
graphs are constructed for different channels to determine spectrum reuse [7].
We propose an algorithm, which can reach a stable matching result and also
improve spectrum utilization through spectrum reuse. We make the following key
contributions:



1402 J. Zhang et al.

• We propose a many-to-many spectrum matching framework to realize combina-
torial spectrum trading for dynamic spectrum access.

• We propose a matching algorithm which addresses spectrum heterogeneity and
spectrum reuse. We prove that the matching result is individual rational, is strong
pairwise stable, and is a subgame-perfect Nash equilibrium of the corresponding
spectrum bargaining game.

• We conduct extensive simulations to evaluate the performance of the proposed
many-to-many spectrum matching framework. It is shown that it takes only a few
iterations for the proposed algorithm to reach a stable matching result.

The rest of the section is organized as follows. We describe the system model in
details in section “System Model”. In section “Spectrum Matching”, we present the
many-to-many spectrum matching framework and matching algorithm. Simulation
results are shown in sections “Simulation”.

System Model

Assume there is a set of sellers M D f1; 2; : : : ; mg and a set of buyers N D

f1; 2; : : : ; ng in the market. Each seller owns one channel, which can be matched
to multiple non-interfering buyers. Buyer j has a basic price offer for all channels
Bj D .b1;j ; b2;j ; : : : ; bm;j /, in which bi;j is buyer j ’s valuation for a single channel
i . For a bundle of channels A , buyer j may be willing to pay more than the
sum

P
i2A bi;j , for example, two continuous channels may bring more benefit to a

buyer. We will express such complementariness of channels in buyers’ preference
profiles.

The key feature of spectrum allocation is interference-restricted spatial reuse. To
characterize interference heterogeneity of different channels, we construct a series
of interference graphs fGi D .V;Ei /gmiD1, in which each node v 2 V represents a
buyer and each edge ei 2 Ei connects a pair of interfering buyers on channel i . Let
ei
j;j 0 2 f0; 1g represent the interference status between buyers j and j 0 regarding

channel i .
The preference profile�i of seller i is a complete, reflexive, and transitive binary

relation on all sets of buyers 2N . Due to interference constraint, a seller prefers the
empty set ; to any buyer set that contains interfering buyers. For two buyer sets that
are both interference-free (not any two buyers in the set interfere with each other),
the seller prefers the one with a higher aggregate basic offer price. Let S ;S 0 2 2N

denote buyer sets, we have:

• If S is interference-free, S �i ;; if S is not interference free, ; �i S .
• If S is interference-free, but S 0 is not, S �i S 0, vice versa.
• If both of S and S 0 are interference-free, S �i S 0 ”

P
j2S bi;j >P

j 02S 0 bi;j 0 .
• If neither of S and S 0 is interference-free, the seller randomly decides the

preference relation between S and S 0.
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The preference profile �j of buyer j is a complete, reflexive, and transi-
tive binary relation on all sets of channels (sellers) 2M . The preference profile
on all sets of channels instead of individual channels is quite expressive to
cater to buyers’ requirements. First, buyers are able to express their preference
for certain bundles of channels. For example, buyer j may have fs1; s2g �j
fs1; s3g, which means that she prefers the continuous channels fs1; s2g to non-
continuous channels fs1; s3g. Second, buyers can easily comply with their budget
constraints by preferring empty set to large (therefore expensive) channel bundles.
For example, buyer j may have ; �j fs1; s2; s3g since the aggregate basic offer
price of fs1; s2; s3g exceeds her budget. Our proposed many-to-many spectrum
matching algorithm works with general preference profiles without any restric-
tions.

Spectrum Matching

Preliminaries
We formally define many-to-many spectrum matching as follows.

Definition 6 (Many-to-Many Spectrum Matching). Given the set of sellers M
and the set of buyers N , a many-to-many spectrum matching is a mapping 
from the set M

S
N into the set of all subsets of M

S
N (i.e., 2M

S
N ), such

that

• For every seller i 2M ; .i/ � 2N ;
• For every buyer j 2 N ; .j / � 2M ;
• For every seller i and buyer j , j � .i/ if and only if i � .j /.

We also define the pre-matching, which will be the intermediate result in our
proposed matching algorithm.

Definition 7 (Pre-matching). A pre-matching is a pair � D .�m; �n/, in which �m
is a mapping from the seller set M into all subsets of buyers 2N and �n is a mapping
from the buyer set N into all subsets of seller 2M , that is,

• For every seller i 2M ; �m.i/ 2 2
N ;

• For every buyer j 2 N ; �n.j / 2 2
M .

Note that a pre-matching is a matching if � is such that �m.i/ D j if and only if
�n.j / D i for all i 2M ; j 2 N .

Given a buyer j and a set of sellers S , let Ch.S ;�j / denote buyer j ’s most
preferred subset of S according to j ’s preference relation �j . More specifically,
Ch.S ;�j / is the unique subset S 0 of S such that S 0 �j S 00 for all S 00 �
S ;S 00 ¤ S 0. Similarly, given seller i and a set of buyers S , Ch.S;�i / is seller
i ’s most preferred subset of S according to i ’s preference relation �i .
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Matching Algorithm
We propose a many-to-many matching algorithm to realize a stable and interference-
free spectrum matching, as shown in Algorithm 3. The key component in the
matching algorithm is the T .�/ operation on the pre-matching �. We iteratively
perform the T .�/ operation until we reached the fixed point (T .�/ D �) or the
number iterations reached the threshold. To define the T .�/, we first introduce two
sets. Given a pre-matching � D .�m; �n/, we have:

U.i; �/ D fj 2 N W i 2 Ch.�n.j / [ fig;�j /g

V .j; �/ D fi 2M W j 2 Ch.�m.i/ [ fj g;�i /g
(10)

The set U.i; �/ is the set of buyers who are willing to obtain seller i ’s channel,
given their currently matched channels. Similarly, the set V .j; �/ is the set of sellers
who are willing to sell their channels to buyer j , given their currently matched
buyers (and their interference relationships).

Now, we can define the T .�/ operation as:

T .�/ D

�
Ch.U .i; �/;�i /;8i 2M

Ch.V .j; �/;�j /;8j 2 N
(11)

The purpose of the T .�/ operation on seller i is to find the optimal set of buyers
among those who are willing to purchase seller i ’s channel. Likewise, the purpose
the T .�/ operation on buyer j is to find the optimal set of sellers (channels) among
those who are willing to sell their channels to buyer j .

Though similar to the definition in [28], the T .�/ operation is quite different
for spectrum matching. The main reason is that spectrum matching exhibits buyer
externality: the matching result of a buyer will affect those of other buyers. More
specifically, if a buyer is matched to a seller, her interfering neighbors will be
unwilling to be matched to the same seller, even if they have a high preference
for that seller’s channel. For the same reason, when choosing the optimal set of
buyers, a seller not only considers their basic offer price but also their interference
relationship.

In (11), the operation Ch.U .i; �/;�i / requires seller i to find the optimal
set of buyers with the highest total basic offer price, given the set U.i; �/. This
is equivalent to finding the maximum weighted independent set (MWIS) on the
interference graph Gi regarding buyers in U.i; �/. However, it has been proved
that the MWIS problem is NP-hard. A naive brute-force solution is to exhaustively
search all possible subsets of U.i; �/, resulting in exponential running time. To
address this problem, we adopt the greedy algorithm in [19]. The key idea of the
greedy algorithm is to select the buyer with the maximum price/degree ratio, remove
her and all her neighbors, and repeat this process until the graph becomes empty. The
selected buyers at all iterations are the output independent set.

It is proved in [28] that the fixed point � D T .�/ is a matching, that is, �m.i/ D j
if and only if �n.j / D i for all i 2M and j 2 N . However, due to the complexity
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of spectrum matching, it is analytically difficult to prove that this property can still
be preserved. Our simulation results in section “Simulation” numerically show that
the output of Algorithm 3 is indeed a matching, the properties of which we will
analyze in section “Properties”. We will work on theoretically proving this in our
future work.

In Algorithm 3, the input pre-matching � is not specified. The simplest way
is to initiate the pre-matching as �m.i/ D ;; �n.j / D ;;8i 2 M ; j 2 N .
An alternative way is to randomly assign one buyer to one channel at the start
(assuming there are more buyers than sellers), i.e., �m.i/ D j;8i 2 M I �n.j / D
i; if 9i; �m.i/ D j; otherwise; �n.j / D ;. Now we give a toy example to show how
the proposed algorithm works.

Algorithm 3 Many-to-many spectrum matching
Require: Preference relation �; interference graphs fGigMiD1; interference-free pre-matching �0;

iteration threshold N um.
Ensure: An interference-free (pre-)matching �
1: i teration D 0.
2: � D T .�0/.
3: while � ¤ �0 or i teration � N um do
4: �0 D �.
5: � D T .�0/.
6: i teration D i terationC 1.
7: end while

Toy example. Suppose the set of sellers is M D fi1; i2; i3g and the set of buyers is
N D fj1; j2; j3; j4g. The basic offer of buyer j1 is .1; 3; 5/, of buyer j2 is .5; 1; 3/,
of buyer j3 is .1; 5; 3/, and of buyer j4 is .3; 5; 1/. Therefore, we can construct the
buyers’ preference profiles as:

�j1 W fi2; i3g �j1 fi1; i3g �j1 fi1; i2g �j1 i3 �j1 i2 �j1 i1

�j2 W fi1; i3g �j2 fi1; i2g �j2 fi2; i3g �j2 i1 �j2 i3 �j2 i2

�j3 W fi2; i3g �j3 fi1; i2g �j3 fi1; i3g �j3 i2 �j3 i3 �j3 i1

�j4 W fi1; i2g �j4 fi2; i3g �j4 fi1; i3g �j4 i2 �j4 i1 �j4 i3

(12)

We assume that no buyer can afford the set fi1; i2; i3g, so we omit this set, which is
less preferred than the empty set due to budget constraint. The buyers’ interference
graph is shown in Fig. 9, so we can construct the sellers’ preference profiles which
are:

�i1 W fj2; j4g �i1 j2 �i1 j4 �i1 fj1; j3g �i1 j1 �i1 j3

�i2 W fj1; j3g �i2 fj2; j4g �i2 j3 �i2 j4 �i2 j1 �i2 j2

�i3 W fj1; j3g �i3 j1 �i3 fj2; j4g �i3 j2 �i3 j3 �i3 j4

(13)
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Fig. 9 A Toy example
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Table 1 A Toy example

�m.i1/ �m.i2/ �m.i3/ �n.j1/ �n.j2/ �n.j3/ �n.j4/

0 ; ; ; ; ; ; ;

1 fj2; j4g fj1; j3g fj1; j3g fi2; i3g fi1; i3g fi2; i3g fi1; i2g

2 fj2; j4g fj1; j3g fj1; j3g fi2; i3g i1 fi2; i3g i1

3 fj2; j4g fj1; j3g fj1; j3g fi2; i3g i1 fi2; i3g i1

We assume that the pre-matching is �m.i/ D �n.j / D ;;8i; j . In the first
iteration, for seller i1, U.i1; �/ D N , and it can be easily found that the optimal
buyer set is �m.i1/ D fj2; j4g; for buyer j1, V .j1; �/ D M , so that after the T .�/
operation, we have �n.j1/ D fi2; i3g. The results after the first iteration is shown
in the third row of Table 1. Similarly, we can proceed through the second iteration,
whose result can be checked as a fixed point and a matching.

Properties
In this section, we first prove that the matching result of the proposed Algorithm 3
is individual rational in general cases. Then, we show that with specific preference
profiles, the matching result is strong pairwise stable and is a subgame-perfect Nash
equilibrium of the corresponding spectrum bargaining game.

Definition 8 (Individual rational).
A matching result is blocked by seller i if she prefers not to be matched to some

of her currently matched buyers. In other words, 9S � .i/,
�
.i/ n S

�
�i .i/.

A matching result is blocked by buyer j if she prefers not to be matched to some
of her currently matched sellers. In other words, 9S � .j /,

�
.j / n S

�
�j .j /.

A matching result is individual rational if it is not blocked by any buyer or
seller.

Proposition 5. The matching result of the proposed Algorithm 3 is individual
rational.

Proof. Let  be the matching result.  is a fixed point of the T .�/ operation. So for
any buyers j 2 N :

Ch.n.j /;�j / D Ch.U .Ch.U .j; /;�j //;�j /

D Ch.U .j; /;�j / D n.j /
(14)
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Ch.n.j /;�j / D n.j / indicates that there is no block for buyers. The proof
for sellers is similar. Therefore, the matching result of the proposed Algorithm 3 is
individual rational.

Now, we consider a special constraint, substitutability, on buyers’ preference
profiles. First introduced in [27], substitutability is widely studied in the matching
literature.

Definition 9 (Substitutability). A buyer j ’s preference profile �j satisfies substi-
tutability, if for any seller set S and S 0 � S , i 2 Ch.S[i;�j /) i 2 Ch.S 0[i;�j /.

An interpretation of substitutability is that, if buyer j wants to have channel
i among an available channel set S [ i , then she still wants channel i among a
smaller channel set S 0[ i . Substitutable preference profile can be easily satisfied, as
shown by the following example. There are three sellers/channels fi1; i2; i3g, buyer
j ’s basic offer is .bii ;j ; bi2;j ; bi3;j / D .1; 2; 3/. For any two-channel bundles of i and
i 0, buyer j is willing to pay 1:1 � .bi;j C bi 0;j /. The three-channel bundle exceeds
buyer j ’s budget constraint. Following this logic, buyer j ’s preference profile is:

fi2; i3g �j fi1; i3g �j fi1; i2g �j i3

�j i2 �j i1 �j ; �j fi1; i2; i3g
(15)

It can be easily checked that this preference profile is substitutable. When
all buyers’ preference profiles satisfy substitutability, the matching results of the
proposed Algorithm 3 are strong pairwise stable and are a subgame-perfect Nash
equilibrium of the corresponding spectrum bargaining game.

Definition 10 (Strong pairwise stability). A matching result is blocked by a pair
.S; j / 2 2M �N in which S ¤ ;, if S \.j / D ;; S � Ch..j /[ S;�j /, and
j 2 Ch..i/ [ j;�i / for all i 2 S .

A matching result is strong pairwise stable if it is not blocked by any pair of
buyer and seller and individual rational.

Proposition 6. The matching result of the proposed Algorithm 3 is strong pairwise
stable.

Proof. Assume there is a block pair .S; j / and S ¤ ;. Since j2Ch..i/ [ j;�i /;
8i 2 S , by definition of V .j; /, we have S � V .j; /. Thus, for any subset
A � .j /, as .j / � V .j; /, we have A [ S � V .j; /. Due to individual
rationality, .j / D Ch.V .j; /;�j /. So .j / �j Ch.A [ S;�j / �j A [ S , in
which �j means that the two sets may be the same. This contradicts the fact that
S \ .j / D ; and S � Ch..j / [ S;�j /. Therefore, there cannot be any blocks
in the matching result .

Now we regard the spectrum matching as a noncooperative bargaining game. To
begin with, every buyer j proposes a set of channels 	j �M . After observing the
proposals, every seller i proposes a set of buyers �i � N . All buyers or sellers
make the proposals simultaneously. A buyer and a seller will be matched if seller i
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proposes to buyer j and buyer j proposes to seller i . The strategy space for buyer
j is 	j �M and for seller i is �i .	/ � N . Now we define subgame-perfect Nash
equilibrium (SPNE) for such a bargaining game.

Definition 11 (Subgame-perfect Nash equilibrium). Given the preference pro-
files � of buyers and sellers, a strategy profile .	�; ��/ is called a subgame-perfect
Nash equilibrium (SPNE), if 8i 2M ; j 2 N ,

	�j \ fi W j 2 �
�
i .	
�/g �i P \ fi W j 2 �

�
i .P; 	

�
�j /g;8P �M

��i .	/ \ fj W i 2 	
�
j g �j S;8S � fj W i 2 	

�
j g

(16)

In other words, .	�; ��/ is SPNE if 	�j is optimal given other buyers’ proposal 	��j ,
and ��i .	

�/ is an optimal proposal given all buyers’ proposal 	�.

Proposition 7. The matching result of the proposed Algorithm 3 is an SPNE of the
spectrum bargaining game.

Proof. Let  be the matching result of the proposed Algorithm 3. Define .	�; ��/
as 	�j D .j / and ��i .	

�/ D Ch.fj W i 2 	�j g;�i /. Let 0 be the outcome of the
strategy .	�; ��/. Now we show that .	�; ��/ is an SPNE and 0 D .

For any i and j , fj W i 2 	�j g [ j D .i/ [ j , therefore,

fi W j 2 Ch.fj W i 2 	�j g [ j;�i /g

D fi W j 2 Ch..i/ [ j /;�ig D U.i; /:
(17)

So we have 	�j D .j / D Ch.U .j; /;�j /, which means that 	�j is optimal given
	��j . By definitions we know that ��i .	

0/ is optimal, given 	�. Thus .	�; ��/ is an
SPNE.

Since  is a matching, we have j 2 .i/ if and only if i 2 .j / D 	�j , so
that fj W i 2 	�j g D .i/. According to individual rationality, we have ��i .	

�/ D

Ch.fj W i 2 	�j g;�i / D Ch..i/;�i / D .i/. Therefore, i 2 0.j / if and only
if i 2 	�j D .j /, and j 2 0.i/ if and only if j 2 ��i D .i/. This proves that
0 D .

Simulation

Simulation Settings
We assume that buyers are located in a 10 � 10 square. The transmission range of
a channel is randomly chosen in the range .0; 5�. Based on buyers’ locations and
the transmission range of a channel, we can construct the interference graph of each
channel. Preference profiles are generated as follows. We first assume that buyers’
basic offer prices for individual channels are uniformly distributed in .0; 10�, based
on which we can construct sellers’ preference profiles according to section “System
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Model”. Then, we assume that for a combination of channels S , buyer j is willing
to pay ˛

P
i2S bi;j , in which ˛ > 1 is a gain factor. If the number of channels

in the combination is higher, ˛ is higher. But there is a threshold on the size of a
combination, beyond which we assume that the buyer is not willing to purchase the
combination due to budget constraint. Buyers’ preference profile is based on their
willingness to pay for a combination of channels.

Performance of the Proposed Matching Algorithm
The influence of the number of buyers, the number of sellers, and the budget
constraint (the threshold on the size of channel combinations) on social welfare of
the matching result is shown in Fig. 10. When the number of buyers increases, social
welfare grows quickly at first and then slows down because more buyers compete
for limited channels, and the chance of obtaining channels becomes smaller. Social
welfare also goes up with the number of sellers because more channels are available
for the buyers to acquire. As buyers have higher budget, social welfare improves,
because buyers can attain more channels with higher budget. We have checked that
all fixed points of the simulation results are matching (instead of pre-matching),
and the iteration times of the proposed many-to-many matching algorithm is shown
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Fig. 10 Social welfare of the proposed many-to-many matching algorithm. (a) M D 10;
(b) N D 25; (c) M D 8;N D 30
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Fig. 11 Iteration times of the proposed many-to-many matching algorithm. (a) M D 10;
(b) N D 25; (c) M D 8;N D 30

in Fig. 11. We can see that the proposed algorithm can converge to the fixed point
within a few iterations. The iteration times are mainly affected by the number of
buyers and the number of sellers. The change of budget constraint does not have
a significant impact on iteration times as the number of buyers and sellers stay the
same.

Conclusion and Future Directions

In this chapter, we first present the matching framework for distributed spectrum
exchange in a free spectrum market and then propose the many-to-many matching
framework for combinatorial spectrum trading. In stark contrast to prior double auc-
tion mechanisms, spectrum matching in section “Non-combinatorial Many-to-Many
Spectrum Matching” does not require the centralized management of a third-party
authority. We have designed a two-stage distributed algorithm, with consideration
of the interference constraint in spectrum matching. We have theoretically proved
the convergence of our algorithm, as well as the stability of the matching result.
Simulations have demonstrated the efficiency of the proposed distributed algorithm,
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as the final matching results can attain 90% of the maximum social welfare from
optimal matching that needs centralized enforcement.

Compared with combinatorial auction which is usually NP-hard, spectrum
matching in section “Combinatorial Many-to-Many Spectrum Matching” is easier to
implement and is immune to collusion between the auctioneer and buyers or sellers.
We theoretically prove that the matching result is individual rational, is strong
pairwise stable, and is a subgame-perfect Nash equilibrium of the corresponding
spectrum bargaining game. We conducted extensive simulations to evaluate the
performance of the proposed many-to-many matching framework. It is shown that
social welfare increases with the number of buyers or sellers, as well as buyers’
budget constraint. The iteration times only depend on the number of buyers or
sellers.

Matching is very promising in spectrum trading market and can be carried out
easily since it requires only buyers and sellers but no third-party rule-enforcing
authorities. Future work will be dedicated to investigating more research challenges.
In particular, online spectrum trading where buyers and sellers join or leave the
market dynamically should be taken into consideration. And the computation
complexity of the algorithm also needs further discussion when testing on practical
market.
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Abstract

A recent drive by mobile network operators to mitigate the network capacity
crunch and to improve indoor coverage involves the development of cellular
heterogeneous networks. Cellular heterogeneous networks consist of the existing
macrocells plus shorter range cells referred to as small cells. Coexistence of
macrocells and small cells sharing the same spectrum represents a special case
of cognitive networking, where small cells and their users can be viewed as
secondary users, whereas the macrocell and its users act as the primary legacy
users. Unlike the traditional listen-before-talk concept in cognitive radio spec-
trum sensing, this chapter presents techniques for utilizing inherent Radio Link
Control (RLC) messages and feedback information in existing cellular systems.
It develops a more-advanced cognitive approach that takes into account actual
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primary user’s interference tolerance and facilitates more efficient spectrum
sharing. The chapter first introduces the idea of implicit cooperation through
the use of inherent feedback information in cellular heterogeneous networks.
Explicit cooperation is then discussed in the chapter before introducing the
concept of cooperation in hybrid-access cellular heterogeneous networks as
well as in dense enterprise femtocell deployments. The chapter concludes by
summarizing the most recent trend of integrated access between both cellular
and wireless local area network (WLAN) interfaces at small cells for traffic
offloading and for improving network capacity.

Introduction

Mobile network operators (MNOs) have been facing a difficult challenge to meet
the increasing demand of expansive high-data services given their limited spectrum
resources. Acquisition of more spectrum is not only costly but also requires actions
from the typically slow regulatory entities. Thus, MNOs have been searching
in other dimensions to increase their system capacity while preparing for fifth-
generation (5G) cellular systems. The concept of cell densification has been
envisioned for 5G systems by deploying smaller range and lower power cells
such as picocells and femtocells that are collectively referred to as small cells,
in addition to the existing macrocells [1]. Throughout this chapter, femtocell is
exchangeably referred to as femto base station (FBS) or home eNode B (HeNB).
Similarly, femtocell user equipment (FUE) is exchangeably referred to as home user
equipment (HUE).

The coexistence of macrocells, picocells, and femtocells has given rise to the
concept of cellular heterogeneous networks. Macrocells and small cells can, in
principle, occupy different spectra, which is not generally favored by MNOs due
to the scarcity of spectrum resources. Alternatively, the common configuration
of cellular heterogeneous networks is for macrocells and small cells to share the
spectrum, thereby giving rise to a cognitive overlay scenario. Coexistence in cellular
heterogeneous networks can happen through explicit coordination between the
legacy macrocells and the newly deployed picocells/femtocells or through cognitive
deployment of picocells/femtocells in the coverage of macrocells. This chapter
focuses on techniques for cognitive coexistence in cellular heterogeneous networks
while providing insight into cooperative operation in cellular heterogeneous net-
works in general.

Spectrum sharing in cellular heterogeneous networks is a direct application of
the cognitive radio concept, in which small cells (e.g., picocells or femtocells) act as
the secondary transmitter during downlink to serve their associated user equipments
(UEs) acting as the secondary receivers. Currently, the spectrum is occupied only
by the existing macrocell and its subscribers acting as the primary transmitter
and receivers, respectively. We first describe various schemes for applying implicit
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cooperation in cognitive networks by exploiting the concept of overhearing in cel-
lular heterogeneous networks for resource allocation and interference management.
The scope is then expanded to scenarios with limited explicit cooperation between
primary users (or PUs) in the macrocells and secondary users (or SUs) in the
femtocells.

Traditional cognitive radios have often focused on the idea of sensing-before-
transmitting or listen-before-talk (LBT) [2], where a secondary user searches
for unoccupied channel vacancies (bands) to avoid collision with the primary
user transmissions. However, we note that cellular networks have inherent Radio
Link Control (RLC) signaling and feedback information that may be utilized
by secondary users in more efficient ways beyond the LBT paradigm. Such
RLC information is already available in practical cellular systems such as LTE,
including Channel Quality Indicator (CQI), power control information, and receiver
ACK/NACK. Thus, they require no additional cost. Exploiting such informa-
tion by secondary users (SUs) makes it possible to achieve better spectrum
efficiency while satisfying the Quality of Service (QoS) requirements of pri-
mary users (PUs). Moreover, such information reflects primary receiver’s actual
service experience (e.g., level of interference from different sources) more accu-
rately than spectrum sensing which focuses on transmitter activities. The basic
principle of implicit cooperation in cognitive cellular networks is illustrated in
Fig. 1.

In this model, secondary users transmitters (SU-Tx) and receivers (SU-Rx)
can listen to primary user transmitter (PU-Tx) and can overhear link layer signal
feedback reports from the primary user receiver (PU-Rx). Utilizing such feedback
information represents a more mature and sophisticated level of secondary user

SU-Rx

PU-Tx PU-Rx
Data Packets

SU-Rx

SU-Tx

SU-Tx

Fig. 1 Feedback overhearing concept in cellular heterogeneous networks
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cognitive capability. This “overhearing concept” where secondary users can over-
hear the feedback information of primary transmission is at the core of various
techniques to be presented in this chapter.

Implicit Cooperation in Cellular Heterogeneous Networks

This section presents a survey of various works under the implicit cooperation
framework addressing different aspects of coexistence in cellular cognitive net-
works. In these schemes, there is no explicit cooperation between the PUs and
SUs.

Dynamic Spectrum Access with Network-Layer Performance
Assurance

A general requirement in cognitive radio deployments is to guarantee the perfor-
mance of the PU. A PU would not be satisfied if its performance is seriously
degraded by the presence of an SU overlaying on the PU spectrum. Various works
have focused on PU protection from Physical (PHY) layer perspective such as
limiting interference power from SU [3] or link layer perspective such as imposing
collision probability constraints [4].

In [5], PU network-layer performance is characterized in terms of PU queue
stability. A network access optimization for cognitive radio nodes is developed
with the objective of throughput maximization for the SU under the constraint
of PU queue stability. This work depends on opportunistic access by allowing
the SU to overhear and utilize the ACK/NACK feedback signal, as well as PU
activity/inactivity, where PU inactivity is an indication of empty PU queue. This
work develops a Lagrangian formulation for SU rate maximization and links the
resulting Lagrange multiplier to the PU’s queue length to achieve PU rate assurance.
The proposed forward equilibrium loading algorithm (FELA) for distributive SU
transmission control achieves near optimal SU throughput with PU queue stability
in both single SU link and multiple SU link applications.

Dual Sensing for Primary User Detection

Traditional cognitive radios employ spectrum sensing as the main approach for
assessing the presence and/or activity of a PU on a specific channel [6]. The main
drawback of this traditional approach is that the SU yields to the PU transmissions
irrespective of the SU’s transmission impact on the PU receivers. In [7, 8], a dual
sensing approach is presented for PU detection. In this approach, the SU detects
both the spectrum occupancy of the user band that it attempts to access and also
decodes the PU Rx feedback signals that it overhears which can reflect the quality
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Fig. 2 Dual sensing for primary user detection

of the PU channel as well as the impact of the SU transmissions on the PU Rx,
as shown in Fig. 2. This information allows a better control of the SU channel
access.

The major advantage of this dual sensing approach is that noticeable change
in SU-Tx channel access parameters will be reflected in feedback information of
the PU-Rx. This work focuses on monitoring the ACK/NACK signal of the PU
link as the main feedback information reflecting the impact of SU transmission. To
devise an admission control policy for secondary users, this work uses a partially
observable Markov decision process (POMDP) given a general primary busy/idle
distribution. The true state (quality) of the forward link at time t , st , is defined as
a binary state taking the value 0 when the primary channel is busy or 1 when it is
idle. The state st is partially observable by the SU through both spectrum sensing of
PU transmission and overhearing PU Rx feedback information. This approach uses
past and current observations to estimate the traffic transition of the primary user
through a maximum a posteriori (MAP) estimator. The use of this MAP estimator
achieves high-network throughput for the secondary users while guaranteeing robust
protection of the primary users.

Resource Allocation in Heterogeneous Networks Using Shadow
Chasing

We have studied in [9] femtocell opportunistic resource allocation in shared
spectrum heterogeneous networks. Our work presents a resource allocation scheme
at FBS that maximizes the throughput of FUEs and mitigates downlink interference
to nearby macrocell user equipments (MUEs). In this work, we propose a resource
allocation framework called Shadow Chasing for femtocell resource allocation to
achieve interference mitigation in heterogeneous networks serving both MUEs and
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FUEs. A Shadow Chasing FBS uses downlink control information (DCI) together
with overheard MUE ACK/NACK feedbacks and CQI reports to assign its own
downlink resources to mitigate downlink interference to MUEs. Since the FBS
receives outdated DCI due to backhaul delay, a likelihood metric for each resource
unit being either empty or assigned to a (low-interference) outdoor MUE based
on a finite-state Markov chain (MC) model for each resource unit is derived.
By dynamically separating MUE and FUE assignments, the Shadow Chasing
scheme can better control the downlink interference to MUEs for QoS assurance.
It effectively reduces the probability of resource collision and MUE interference
compared to schemes not considering backhaul delay effect or user feedbacks.

The principle of Shadow Chasing is illustrated in Fig. 3. The DCI messages are
received and decoded at the FBS after a delay D that accounts for the delay of
the backhaul connection plus the decoding delay. In the figure, Tm is the MBS
scheduling period in Transmission Time Interval (TTI) units and we assume that
Tm 	 D. The larger the MUE scheduling period Tm is relative to the backhaul delay
D, the more confident the FBS is in the outdated DCI information it receives. On the
other hand, if Tm is comparable to D, the actual MUE resource chunk assignment
may be completely different from the received outdated DCI which leads more
likely to incorrect FBS assignment decisions.

MBS FBS

ACK/NAK

MUE

MUE

mTm

(m+1)Tm
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hcae

gniludehcs
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Fig. 3 Shadow chasing principle
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The FBS classifies MUEs as outdoor/indoor using the DCI together with the
overheard ACK/NACK in MUEs uplink feedback. From the DCI, the FBS knows
Physical Resource Block (PRB) assignment pattern of different UEs. If the DCI
shows that some PRBs are assigned to a certain MUE but neither ACKs nor NACKs
are heard from that MUE, this means that monitored MUE is far enough such that
we can fairly assume the MUE to be outdoor and unaffected. On the other hand, if
either ACKs or NACKs are received from an MUE, then it is likely to be close as
the FBS is already able to hear its feedback signals. Moreover, the FBS can learn
from the DCI if some PRBs are not assigned to any UE.

Based on UE classification, each resource follows an MC model with three states:
empty, indoor, and outdoor. The three states are defined as follows:

• State 0 : PRB/resource chunk is empty (unoccupied).
• State 1 : PRB/resource chunk is assigned to the outdoor MUE (Mo).
• State 2 : PRB/resource chunk is assigned to the indoor MUE (Mi ).

The trellis diagram for this MC model is shown in Fig. 4.
The FBS assumes a certain MUE resource allocation policy that can be shared

between the MBS and FBS statically or semi-statically through backhaul. An
example of such MUE resource allocation policy is that an MUE assigned a
PRB/resource chunk k at time n� 1 will be assigned the same PRB/resource chunk
at time n if one of the following is true:

• The MUE has good channel quality on PRB/resource chunk k at time n.
• The MUE does not have good channel quality on PRB/resource chunk k but there

are no sufficient empty and good PRBs/resource chunks at time n for the MUE.

Fig. 4 Markov chain trellis diagram for shadow chasing
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The probability of an MUE having a good channel quality can be defined as the
probability that the CQI value reported by the MUE is greater than or equal to a
channel quality threshold � . Therefore, the probability that an outdoor MUE Mo

has good channel quality on PRB/resource chunk k at time n is given by

pg1.k; n/ D P r.CQI1.k; n/ 	 �/: (1)

Based on the probabilities that a PRB/resource chunk assigned to an outdoor
MUE, pg1.k; n/, or indoor MUE, pg2.k; n/, the FBS calculates the transition
probabilities in Fig. 4 and forms a transition probability matrix Pk . Moreover, at
each DCI update time instance, mTm CD, the FBS updates the initial state of the
MC model based on the received DCI as follows:

p
.0/

k D

8̂<
:̂



1 0 0

�
resource chunk k is empty


0 1 0
�

resource chunk k is assigned to Mo

0 0 1

�
resource chunk k is assigned to Mi;

(2)

where p.0/k denotes the initial state of the MC of PRB/resource chunk k. Referring to
Fig. 3, after receiving and decoding a new DCI message at time mTmCD, the FBS
does not need to update the MC state till .mC1/TmCD. Next in the Outdated-DCI
interval Œ.mC1/Tm; .mC1/TmCD/, the FBS updates the MC state since the MBS
scheduling in this interval is uncertain to the FBS. Thus, an MC state update time
index n0 is defined as follows:

n0 D

(
n �

j
n
Tm

k
Tm; n 2 ŒmTm;mTm CD/

0 n 2 ŒmTm CD; .mC 1/Tm/;
(3)

where bxc is the largest integer less than or equal to x. Assuming a homogeneous
MC, the state probabilities at time n can thus be given as

p
.n/

k D p
.0/

k Pn0

k : (4)

The probability of a PRB/resource chunk k being empty, outdoor, or indoor
at time n is, consequently, given by pe.k; n/ D p

.n/

k .0/, po.k; n/ D p
.n/

k .1/, or

pi .k; n/ D p
.n/

k .2/, respectively. The FBS develops a likelihood metric for each
resource being empty, outdoor, or indoor as follows:

L.k; n/ D


pe.k; n/ pi .k; n/ po.k; n/

�
: (5)

Based on this likelihood metric, the order of preference for FBS resource scheduling
to the FUE will be empty PRBs (if any), outdoor PRBs (since this results in very
little interference), then indoor PRBs (if needed).

Figure 5 compares the sum MUE rate for three schemes, namely, “Random
Assignment,” “DCI-Following” (where the FBS uses the DCI information about
MBS scheduling but without accounting for backhaul delay), and the proposed
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Fig. 5 Shadow chasing performance

Enhanced Shadow Chasing (ESC) scheme. As the MBS scheduling period, Tm,
increases relative to the backhaul delay, D, the probability of FBS interference
to the indoor MUE drops and, hence, the effect of D becomes less significant.
Consequently, in the following figure, the sum MUE rate improves. The figure also
shows that sequential scheduling at the MBS gives higher sum MUE rate compared
to joint scheduling when associated with Shadow Chasing at the FBS. The reason for
this difference is that sequential scheduling is a two-step approach that inherently
allows swapping between resource chunks assigned to indoor and outdoor MUEs
whereas joint scheduling is done in one step with no swapping between resource
chunks assigned to indoor and outdoor MUEs. Thus, sequential scheduling can
provide more good resource chunks for both MUEs versus joint scheduling that
is limited by the availability of empty resource chunks with good CQI qualities.

Resource Allocation in Cellular Heterogeneous Networks Using CQI
Feedback

Another work [10,11] that exploits the “overhearing concept” addresses the resource
allocation problem in femtocells using MUE CQI feedback to the MBS to estimate
the channel gain distribution. This work provides a decentralized technique for
FBS resource scheduling using the overheard CQI report and a priori statistical
channel information. In order to achieve this objective, each FBS has to use certain
cognitive capabilities that allow it to sense the CQI of neighboring MUEs. Unlike
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Fig. 6 Network model for closed access FBSs

most of existing works [12–14], this work does not assume channel gain infor-
mation exchange between FBS and MBS, hence considered implicit cooperation.
Specifically, the work studies femtocell downlink scheduling and power assignment
based on listening to CQI reports from nearby and impacted MUEs to the MBS. The
objective is to maximize the FBS total mean capacity while maintaining minimum
QoS for the MUEs that share the same downlink spectrum.

This work considers femtocells in closed access mode where the cellular network
adopts the standard LTE-A time division duplex (TDD) frame structure. Figure 6
depicts a two-tier macro-femto network, consisting of a central MBS, owned and
operated by a cellular service operator, and a number of FBSs deployed by the
femto clients with cellular subscription. Each FBS shares its assigned bandwidth
with the MBS while avoiding the intra-tier interference with other FBSs. Due to the
orthogonal resource assignments for adjacent femtocells, the intra-tier interference
effect is avoided [15, 16]. Each FBS will be provided with cognitive capabilities
in order to assist in the scheduling and power assignment process. Additional
details on how these cognitive capabilities can assist the FBS to acquire the needed
information are discussed in [10].

Also this work assumes that each FBS has a signal footprint (shown by the dashed
circle in Fig. 6) such that the MUEs within this footprint and assigned the same FBS
bandwidth will experience noticeable FBS interference (represented by red dashed
lines in Fig. 6) due to spectrum sharing. Such co-channel interference outside the
footprint is neglected. The presented formulation focuses on one MBS and one FBS
in isolation by allocating orthogonal channels to adjacent FBSs, justified by the
possibility for each FBS in the network to use the proposed scheme independently.

According to [11], the network channel gains are classified into known and
unknown channels. Any channel gain that the FBS can estimate directly or can be
estimated by the user and reported to the FBS through a control channel (indirectly)
is considered known, while unknown channels cannot be estimated by the FBS
directly or indirectly. Channel estimation error is included in the known channel
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model for robustness considerations, while for the unknown channels, channel
modeling relied on the overheard MUE CQI information.

To provide a decentralized technique, the problem formulation captures the
scheduling of all FBSs in the heterogeneous network. The main objective is to
maximize the mean total rate for all the FUEs served by the FBS subject to resource
assignment, QoS, and power constraints while optimizing the users’ assigned power
levels (P) as well as the assignment indicator (A). The problem formulation is
given as

max
P;A

0
@ NfX
iD1

NcX
jD1

ai;jEŒRi;j �

1
A (6a)

s:t:

NfX
iD1

ai;c � 1

NcX
jD1

au;j D 1; (6b)

Pr

0
@ NcX
jD1

au;j �u;j 	 �r

1
A 	 ˛; u D 1 : : : Nf ; (6c)

Pr

0
@ NcX
jD1

�v;j �v;j 	 �r

1
A 	 ˇ; v D 1 : : : NM ; (6d)

Pb � Pu;c � Pt ; u D 1 : : : Nf ; c D 1 : : : Nc; (6e)

where ai;j ; �i;j D f0; 1g are indicator variables for FUEs and MUEs to indicate
whether or not user i occupies channel j . Ri;j and �i;j are the rate and signal to
interference-plus-noise ratio (SINR) of UE i when using channel j , respectively.
The parameters Nf ;Nc; and NM are the number of FUEs, number of available
channels, and number of neighboring MUEs, respectively. P is .Nf xNc/ matrix
representing FUE power assignments and is expressed as P D ŒPi;j � where Pi;j is
the power assigned for FUE i on channel j . A is the matrix of indicator coefficients
of FUEs and is expressed as A D Œai;j � 8i 2 f1; 2 : : : Nf g; j 2 f1; 2 : : : Ncg.
Based on its cognitive capabilities, the authors assume that FBS can overhear the
scheduling information (�i;j .t/) of the neighboring MUEs [10]. To ensure QoS for
all UEs, FUE QoS constraint is considered in (6c), meanwhile (6d) guarantees an
acceptable interference level at neighboring MUE sharing the same spectrum.

The presented optimization problem is considered to be a mixed integer nonlinear
(MINL) optimization problem which is non-convex and NP hard in general [17].
To overcome the high complexity of conventional solutions, problem reduction can
help develop a solution.

The main idea is to transform the underlying problem from a general form
(MINL) to a known form for which there exists a known optimal and efficient
algorithm. One common use of problem reduction is to show that a specific problem
belongs to a certain class of complexity like P, NP, or NP-complete [18]. The
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reduction method is based on the users SINR distribution analysis made for two
different channel models.

In the problem formulation, we added FUE and MUE QoS coverage probability
constraints. These constraints can be transformed into power constraints using the
cumulative distribution function (CDF) of the UE SINR. Moreover, our algorithm
transforms the given problem into maximum weighted bipartite matching problem
that can be solved optimally using the (Kuhn-Munkres) Hungarian algorithm in
polynomial time or even suboptimally by applying greedy algorithm in linear time
[19, 20].

The work in [10] illustrates the importance of considering estimation error
through comparing the maximum total mean capacity of the served FUEs with
and without considering estimation error in the channel model. It also compares
the Hungarian and greedy algorithm performance. Figure 7 shows the total mean
capacity of the served FUEs versus the coverage probability ˇ, from which we can
observe the performance difference for considering and ignoring estimation error.
Furthermore, this result verifies the achievable gain when applying the Hungarian
algorithm versus the greedy algorithm.

Another work in [11] focuses on presenting the performance when using
the available feedback information (CQI) instead of explicitly transmitting the
channel gain information. Two cases are considered: in the first case (Case I), the
FBS receives the channel gain information for all MBS-MUE channels at t � 1
(GM;v.t � 1/), whereas in the second case (Case II), the FBS overhears the CQI
of neighboring MUEs to estimate the distribution of their channel gains based
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Fig. 8 (a) Total mean capacity versus the available number of channels using AR model; (b) Total
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on the CQI report. Figure 8 depicts the total mean capacity as the number of
channels grow using two different channel models, the 1st order autoregressive (AR)
channel model and the finite state Markov model (FSMM). Clearly, as the number of
available channels for scheduling increases, the gap between the two cases becomes
increasingly insignificant.
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Explicit Cooperation in Cellular Heterogeneous Networks

This section describes schemes where macrocells and femtocells cooperate for
resource allocation and/or interference management. Interference coordination in
cellular heterogeneous networks has been discussed actively in 3GPP standards
under the Enhanced Inter-Cell Interference Coordination (eICIC) framework [21,
22]. Such techniques entail explicit coordination of messages between the macrocell
and femtocells for interference mitigation [23]. Examples of these eICIC techniques
include time domain techniques such as the use of almost blank subframes (ABSFs)
as well as frequency domain techniques such as orthogonalizing control and refer-
ence signals of macrocells and small cells [24]. In ABSFs, a femtocell only sends
reference signals such as pilots, i.e., it does not send any data or control information
in order to reduce the interference to nearby MUEs. Frequency-domain eICIC
techniques include transmitting control and reference signals on non-overlapping
frequencies. Such orthogonalization can be done statically or dynamically through
coordination between the macrocell and small cells. For examples, when there are
some victim MUEs in the vicinity of a small cell and the macrocell detects this
through the MUE feedback reports, the macrocell can send this information to
the interfering small cell to send its control and reference signals on a different
frequency channel.

Another example of explicit cooperation in cellular heterogeneous networks
is based on MIMO precoding in the framework of using MUE feedback signals
overheard by the femtocell as in the rest of the techniques in this chapter or
delivered to the femtocell by the macrocell through backhaul. Both approaches
are feasible in cellular heterogeneous networks where the different tiers of the
heterogeneous networks are generally operated by the same cellular carrier. The
work in [25] investigates interference mitigation in cellular heterogeneous networks
consisting of traditional macrocells and overlaid femtocells through dynamic MIMO
precoding by designing distributed low-complexity beamforming mechanisms that
are compliant with current cellular technology standards. In this work, we also
provide an analysis of the mean throughput under the proposed precoding schemes
in the format of a simple closed form that provides insight on how the mean
throughput depends on basic transmitter, channel, and receiver parameters.

The paper takes advantage of a special LTE standard feature known as MIMO
precoder restriction for interference control between HeNB and MUE. Based on
MUE feedback signals overheard at the HeNB, the HeNB can choose a precoder
for downlink transmission to HUEs that can effectively reduce interference to MUE
which share the same frequency spectrum. The paper presents three beamforming
schemes for interference mitigation that take into account the QoS requirement of
both femtocell and macrocell clients. These MIMO precoding strategies improve
flexibility in resource provisioning and signaling requirement while responding to
different QoS needs. For example in the MUE Restricted Subset (MRS) scheme,
a connection is established between the MUE and the interfering HeNB. This
connection is used to exchange information between the HeNB and the MUE. First,
MUE estimates the cross-channel response based on HeNB downlink reference
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HeNB HUEMUE

Fig. 9 MRS MIMO precoding scheme in cellular heterogeneous networks

signals (pilots). The MUE sends to the HeNB a subset of indices in the codebook
that meet its QoS requirement. The QoS requirement of the MUE is expressed as
a maximum tolerable HeNB interference level. After receiving the set of indices
satisfying MUE requirement, the HeNB chooses the one that maximizes the SINR
to its HUEs. This procedure is summarized in Fig. 9.

The proposed algorithms achieve HeNB precoder selection in two steps: precoder
subset restriction at the MUE or HeNB and final precoder selection out of the
restricted subset at the HeNB or MUE, respectively. For example, in the MRS
scheme, the MUE first selects a subset of precoders that meet its maximum tolerable
interference requirement as follows:

W1 D
n
wi W Pf G10 kH10wik

2 � "
o
: (7)

where " is the maximum tolerable interference power at the MUE, W1 is the set
of restricted precoders for the MRS scheme, Pf is the HeNB transmission power,
and H10 and G10 are the channel and power gain between the HeNB and the
MUE, respectively. This subset is sent to the HeNB, which, accordingly, selects
the optimum precoder wi� out of this subset that maximizes its HUEs SINR as

wi� D max
wi2W1

Pf G11 kH11wik
2

PmG01 kH01wm�k2 CN0Bf
; (8)

where Pm is the macrocell transmission power, wm� is the precoder used by the
macrocell, H11 and G11 are the channel and power gain between the femtocell and
the HUE, respectively, H01 and G01 are the channel and power gain between the
macrocell and the HUE, respectively, N0 is the noise power, and Bf is the HUE
bandwidth.
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Fig. 10 Performance comparison for MIMO precoding schemes in cellular heterogeneous net-
works

Figure 10 shows the 5% outage capacity of both MUE and HUE versus HeNB-
to-MUE distance, d10 for the different proposed schemes. As shown in the figure,
the system has the flexibility to assign priority to MUE interference mitigation
in heavily loaded networks (by using the MRS scheme) or to HUE throughput
maximization in lightly loaded networks (by using the HUE Augmented PMI
(HAPMI) scheme). For the MRS scheme, we notice that as d10 increases, HUEs
throughput grows because the interference power at the MUE drops and, therefore,
it becomes easier to satisfy the maximum interference conditions. Consequently,
the size of precoder subset becomes larger which gives more flexibility for HUEs
throughout maximization. The HRS (HeNB Restricted Subset) scheme in Fig. 10 is
a modification of the MRS scheme, where the HeNB estimates the channel between
itself and the MUE based on channel reciprocity with a reciprocity error variance
of �. This scheme does not need any explicit coordination between the HeNB and
the macrocell. Therefore, the HRS scheme can be considered an example of implicit
cooperation in cellular heterogeneous networks.

Cooperation in Hybrid Access Cellular Heterogeneous Networks

In explicit cooperation scenarios, there exists a better chance to get more coopera-
tion between MBS and FBSs. This kind of cooperation can be used to increase the
network throughput. One example for such cooperation is shown in [26], where it
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is used to motivate FBS to adopt hybrid access mode instead of the closed access
mode. Basically, user access to femtocells can be one of three types: open access,
closed access, and hybrid access [27–29].

In open access, all network users (MUEs or FUEs) can access the FBSs. In closed
access, only subscriber FUEs are granted FBS access but not MUEs. In general,
open access is advantageous from the MUE’s perspective [27, 30]. For limited FBS
resources, FUE performance in open access may be negatively affected by too many
MUEs [28]. On one hand, closed access is easy to implement and gives FUEs better
rate and privacy. On the other hand, certain MUEs may receive weak signal from
MBS but suffer from strong interference signal by the FBS. Furthermore, spectrum
utilization of closed access networks is lower due to the lack of flexibility to serve
MUEs even if spare resource is available.

Hybrid access mode offers a trade-off between the first two modes, allowing
MUEs to access the FBS so long as the QoS of target FUEs are guaranteed. This
means that MUEs can access the FBS without causing serious harm to FUEs. In [31]
and [32], the authors have shown that hybrid access outperforms either closed access
or open access by significantly reducing cross-tier interference while guaranteeing
the performance of FUEs. The practical challenge in hybrid access femtocell is
basically how to incentivize FBS to share their spare resources with the MUEs when
it can afford to [33, 34]. In [26], we assume that FBS and MBS do not possess
prior knowledge of all interference channel state information (CSI), unlike existing
work. Practically, such prior knowledge on CSI would require well-coordinated
measurement control and signaling. Furthermore, substantial network bandwidth or
backhaul must be used to exchange the measured link and interference CSI. Thus,
the problem is motivated by the network need for interference management while,
at the same time, reducing the excessive burden for interference CSI measurement
and transfer.

We develop a refunding framework to stimulate the FBS to serve MUEs with
poor channel conditions referred to as hybrid MUEs (hMUEs). This framework
will require cooperation between MBS and underlying FBSs and accordingly will
reward FBSs when serving MUEs while guaranteeing minimum QoS for the served
users (FUEs and MUEs). We formulate this optimization problem as follows:

max
A;b;P;PF

H .gF / � �Fr (9a)

s:t:

NfX
iD1

ai;c � 1

NcX
jD1

au;j D 1; (9b)

Pr

0
@ NcX
jD1

au;j �u;j 	 N�

1
A 	 ˛; u D 1; 2 : : : Nf ; (9c)
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Pr

0
@ NcX
jD1

�v;j �v;j 	 N�

1
A 	 ˇ; v D 1; 2 : : : Nm; (9d)

Pr
�
	w 	 N	

�
	 "; w D 1; 2 : : : Nh; (9e)

Fr C

NhX
iD1

biEŒRFi � � RT ; (9f)

Pb � P
F
i � Pt ; i D 1; 2 : : : Nf CNh; (9g)

where Nf ;Nh;Nm, and Nc are the number of FUEs, hMUEs, MUEs, and channels,
respectively, gF is the FBS gain function, Fr is the expected sum rate of the FUEs in
the femtocells, and H .:/ is a 1-to-1 monotone function that converts power to rate,
in order to unify the units of gF and Fr (gF is summation of power). P is .Nf xNc/
matrix representing FUE power assignments and is expressed as P D ŒPi;j �, while
A is the matrix of indicator coefficients of FUEs and is expressed as A D Œai;j � 8i 2
f1; 2 : : : Nf g; j 2 f1; 2 : : : Ncg. Also PF and b represent .1�Nh/ vectors containing
power assignments and indicator coefficients of the hMUEs, respectively, such that
entries of PF D ŒP F

i � and b D Œbi � 8i 2 f1; 2 : : : Nhg. Pb; Pt are the minimum and
maximum power levels allowed for each user respectively, while Pi;j ; P F

i are the
power assigned for user i on channel j and the power assigned for user i from the
FBS respectively. ai;j ; �i;j D f0; 1g are respectively indicator variables for FUEs
and MUEs to indicate whether or not user i occupies channel j , while bi D f0; 1g is
indicator variable for hybrid MUEs to indicate whether or not user i will be served
by the FBS. �u;j ; �v;j are the SINR of the FUE u, MUE v on channel j respectively,
	w is the SNR of hMUE w, while N� and N	 are respectively the required SINR and
SNR that guarantee reliable communication for the requested service. ˛; ˇ; " are the
coverage probability values (outage probability additive inverse). RT is the upper
bound on the average backhaul rate for the FBS and EŒRFi � represents is the expected
rate of the hMUE i .

We refer to the constraints shown in (9b) as the assignment constraints which
guarantee that each user will be assigned no more than one channel, while (9c), (9d)
and (9e) are noted as the QoS constraints. These constraints are meant to keep the
QoS of the users above certain threshold. Using (9f), the FBS will limit overall FBS
backhaul rate such that the total expected rate of all users served by the FBS (FUEs
and hMUEs) should not exceed the backhaul rate limit RT .

The constant � 2 f0; 1g determines the FBS objective dependency. On one hand,
when � D 0, the FBS objective will fully depend on the gain from serving hMUEs
as long as the FUEs QoS and power constraints are satisfied. On the other hand,
when � D 1, the FBS will try to minimize the mean sum rate of the FUEs while
maximizing the FBS gain. Basically, by varying the value of �, the problem remains
unchanged. To be more specific, in terms of the optimum solution sets for each case,
the solution set of the problem when � D 1 is included in the solution set when
� D 0. Therefore, by setting � D 1, we only tighten our optimum solution set.
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A two-step solution approach was proposed in [26]. Step (1) starts by decompos-
ing the given optimization problem into two decoupled problems. The first problem
handles the FUE scheduling such that each user maintains the required QoS, while
the second problem deals with the hMUE power assignments. Moreover, the FBS
backhaul rate limitation is considered, which will directly affect the FBS capacity to
serve hMUEs. Additionally, Step (2) reduces the decomposed problems into well-
known forms as in [10,11]. The provided reduction is based on the SINR distribution
analysis results.

The optimality of the proposed solution was tested through comparing it with
the exhaustive search solution as shown in Fig. 11. Moreover, the paper provides
a comparison between the proposed mechanism and the fractional frequency reuse
(FFR) presented in [35]. FFR is based on dividing the entire spectrum into sub-bands
and assigning each base station different sub-bands. Allocating non-overlapped
spectrum will mitigate the induced intra-tier interference between FBSs as well as
the cross-tier interference between each FBS and the MBS. The results in Fig. 12
illustrate that the proposed algorithm in [26] provides a negligible difference in
the mean sum rate compared to FFR at different levels of spectrum/bandwidth
saving. This bandwidth saving benefit is made possible by trading more power for
better spectral efficiency, as shown in Fig. 12b. The results in Fig. 12b show that
the proposed scheme requires higher FBS power consumption as the percentage of
bandwidth saving increases. It is clear that because of the higher spectral efficiency
of the proposed technique in [26], the power needed to deliver the same service is
higher.

Cooperation in Dense Enterprise Femtocell Networks

This section discusses cooperation in dense enterprise deployments consisting of
multiple neighboring femtocells such as in corporate premises, shopping malls,
stadiums, or conference venues. Unlike home deployments of femtocells, enterprise
deployments are generally dense resulting in large co-channel interference among
femtocells if they reuse the same frequency. On the other hand, orthogonal
frequency allocation can result in lower area spectral efficiency. Due to the large
amount of cooperation needed for resource allocation and interference manage-
ment in enterprise deployments, a central controller is generally needed as in
[36–38].

Our work in [38] addresses the problem of interference management and coarse
resource allocation using a central controller through an adaptive graph coloring
approach (AGC). The block diagram of the solution presented in [38] is shown in
Fig. 13. Each femtocell estimates the total number of resources needed to meet the
requirements of its associated FUEs based on their traffic type, in a step referred to
as Load Estimation. To minimize interference to adjacent femtocells, each femtocell
n solves an optimization problem with the objective of minimizing the number
of resources (PRBs) needed to meet minimum rate requirements of the associated
FUEs as follows:
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Fig. 11 (a) The UEs (FUEs, hMUEs) mean sum rate at � D 1; (b) FBS gain function (gF ) at
� D 1
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Fig. 12 (a) The UEs (FUEs, hMUEs) mean sum rate variation with the percentage of spectrum
saving; (b) FBS total power consumption variation with the percentage of spectrum saving
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In (10), w.n/i and Nr.n/i are the estimated number of required PRBs and the

minimum rate requirement for FUE i associated with femtocell n, respectively, P .n/
i

is the average per-PRB power allocated to FUE i ,P .n/
max is the maximum transmission

power of femtocell n, ˝n is the set of FUEs associated with femtocell n, B is the
total system bandwidth, K is the total number of PRBs, and H.n/

i is the average
channel power between femtocell n and FUE i . The formulation in (10) is a convex
optimization problem in the variables w.n/i and P .n/

i . The outcome of this load
estimation step at each femtocell n is the sum of the number of PRBs required for
the FUEs associated with femtocell n, denoted asM 0n D

P
i2˝n

w.n/i . This estimated
load represents a coarse estimate of the actual number of resources needed by the
FUE since interference from neighboring femtocells is not considered in this step
yet.

Based on the estimated load from each femtocell, the central controller then
performs resource allocation among the femtocells using a graph coloring approach.
The graph coloring approach allocates resources among femtocells in an iterative
greedy fashion allowing frequency reuse and minimizing inter-cell interference
among femtocells. The outcome of the graph coloring step is a set of resources,
&n, for each femtocell n that can then be used by the femtocell locally to distribute
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among its associated FUEs. The central controller also calculates the amount of
interference among femtocells based on graph coloring results and sends this
information to each femtocell.

After the graph coloring step, each femtocell locally performs resource and per-
PRB power allocation to its associated FUEs. Different objective functions for
resource allocation at each femtocell can be max-min fairness or sum rate maxi-
mization. For example, the max-min fairness optimization problem is formulated as
follows:

max
fp

.n/

i;k ;s
.n/

i;k g

min
i

B

K

X
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where B is the total system bandwidth, K is the total number of PRBs, s.n/i;k is the

time sharing coefficient of PRB k for FUE i connected to FBS n, p.n/i;k and h.n/i;k
are the transmission power and channel gain from FBS n to FUE i on PRB k,
respectively, �2 is the noise power, Ik is the set of interfering FBSs on each PRB
k, P .m/

k is the average transmission power of every interfering FBS m in the set Ik

on PRB k, and Gmni is the path loss from FBS m to FUE i associated with FBS n.
The problem in (11) is a convex optimization in the variables p.n/i;k and s.n/i;k .

On top of the described baseline graph coloring approach, paper [38] presents an
adaptive graph coloring scheme that finds the best trade-off between frequency reuse
and orthogonal allocation among femtocells. In low-interference regimes, a higher
frequency reuse allows better spectral efficiency, whereas in high-interference
regimes, orthogonal allocation would be preferred. To reach a good compromise
between both extremes, the central controller searches for the best scale parameter
� for the number of resources assigned to femtocells to achieve a certain objective
function. Two methods are proposed for adapting the scale parameter �, namely,
estimation-based adaptive graph coloring (EB-AGC) and feedback-based adaptive
graph coloring (FB-AGC). In EB-AGC, the central controller estimates the rate of
each femtocell based on candidate graph coloring results and in FB-AGC, each
femtocell reports to the central controller its attained rate to aid in choosing the
best graph coloring result for the whole network.
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Besides the EB-AGC and FB-AGC schemes, the following resource allocation
schemes are considered for performance comparison:

• Uniform Zero Frequency Reuse (Uniform ZFR)
Orthogonal resource allocation with each femtocell allocated an equal number of
PRBs given by Mn D

�
K
N

�
8n regardless of the actual FBS load.

• Proportional Zero Frequency Reuse (Proportional ZFR)
Orthogonal resource allocation among femtocells with proportional allocation to
the initial estimated load by each femtocell as in (10).

• Full Frequency Reuse (FuFR)
Reusing all available resources for all femtocells, i.e., each femtocell is allocated
all K available PRBs (Mn D K 8n).

Figure 14 shows the average minimum FUE achieved rate using max-min fair-
ness criteria at each femtocell versus the normalized noise power level in dBm/Hz.
The normalized noise power level represents the sum of all noise sources including
cellular or noncellular interference. In this figure, a sparse femtocell deployment
with nine femtocells in a 180 � 180m2 square area with FUE density of 0:001=m2

is considered. The minimum required rate for each FUE, Nr.n/i , is set as 1 Mbps. As
shown in Fig. 14, for interference-limited region where noise power level is low,
Proportional ZFR gives higher average minimum FUE rate than FuFR. On the other
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hand, in bandwidth-limited region with high noise power level, FuFR achieves better
spectral efficiency and higher minimum FUE throughput than orthogonal allocation.
Both AGC schemes can achieve better minimum FUE throughput for different levels
of normalized noise power. The gain for AGC schemes arise from selecting a better
fractional frequency reuse compromise between orthogonal resource allocation and
full frequency reuse.

Figure 15 studies the performance of the aforementioned algorithms in dense
enterprise deployments. A 5 � 5 grid model is considered in a 50 � 50m2 square
area representing a single-floor building with 25 blocks of 10 � 10m2 each [39].
Along with the higher femtocell density compared to Fig. 14, a higher FUE density
of 0:03=m2 is also considered. For each block, a femtocell is randomly dropped
with a probability p. As p increases, the femtocell density increases. Moreover,
unlike the results in Fig. 14, the random femtocell deployment here can result in an
irregular deployment.

As shown in Fig. 15, the FB-AGC algorithm gives higher minimum FUE rate
compared to other schemes for different femtocell densities p. As p increases, the
number of femtocells covering the whole area increases, and, thus, the number of
FUEs per femtocell increases leading to a higher minimum achieved FUE rate. This
shows that the FB-AGC can achieve a better solution than both orthogonal allocation
and full frequency reuse for femtocell densities ranging from a sparse deployment
with p D 0:1 to a very dense deployment with p D 1, i.e., 25 femtocells in a
50 � 50m2 square area.
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Cooperation in Integrated WLAN-Cellular
Heterogeneous Networks

A recent trend in the deployment of cellular heterogeneous networks is the inte-
gration of both WLAN (e.g., WiFi) and cellular (e.g., 3G and LTE) technologies at
small cells. The large number of WiFi hotspots and the adoption of WiFi interfaces
in almost all smart phones and portable devices make it increasingly attractive to
MNOs to offload traffic from congested cellular networks to WiFi hotspots.

In [40, 41], we present a resource allocation and inter-cell interference manage-
ment scheme for small cells with integrated licensed and unlicensed band interfaces.
We propose a joint and adaptive allocation of resources over both bands with
fairness constraints among small cell user equipments (SUEs), implemented as
minimum SUE rate constraints, and QoS guarantees to neighboring MUEs, imple-
mented as maximum tolerable interference constraints. The QoS requirements of
different types of traffic for the SUEs are considered by controlling the distribution
of resources over both licensed and unlicensed bands. For example, QoS cannot
be guaranteed over WiFi networks for delay-sensitive applications such as voice
conversations and real-time gaming.

The system model considered in [40] is shown in Fig. 16, where the MBS hasM
associated MUEs and the Small eNode B (SeNB) has S SUEs with both cellular
(licensed) and WLAN air (unlicensed) interfaces as well as W wireless nodes
(WNs) with WLAN air interface only. The rate of an SUE i in the licensed band
is denoted R.i/` and is given by

R
.i/

` D ˛
.i/ 

.i/

` B D ˛
.i/	b	c

�
ˇ log2

�
1C

PsjGi j
2

.No C PmjJi j2/	s



C.1 � ˇ/ log2

�
1C

PsjGi j
2

No	s

	
B; (12)

where ˛.i/ is the probability that a PRB is assigned to SUE i associated to the SeNB,
 
.i/

` is the average effective spectral efficiency attained by SUE i , and B is the total
SeNB bandwidth. The parameter ˛.i/ can also be thought of as the percentage of
the total bandwidth assigned to SUE i . Similarly, ˇ is the access probability of the
MBS for a given PRB, i.e., the probability that a PRB is assigned by the MBS to
any of its associated MUEs. Ps is the transmit power of the SeNB, Gi and Ji are
respectively the channel gain between the SeNB and SUE i and the MBS and SUE i ,
N0 is the noise power per PRB, and the parameters 	b , 	c , and 	s are modeling the
throughput of a typical practical cellular system as a function of bandwidth and
SINR implementation efficiency. With probability ˇ, a PRB will be used by the
MBS and therefore suffers interference from the MBS to SUE i as in the first term
in the square bracket in (12), and with probability 1 � ˇ the PRB will not suffer
interference as in the second term.
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The QoS of MUEs is maintained by limiting the interference caused by the
SeNB at MUE j below a predetermined threshold "j . This is formulated as
P rŒ˛sˇ

.j /PsjIj j
2 � "j � 	 �; j D 1; : : : ;M;, where Ij is the channel gain between

the SeNB and MUE j and � is the QoS guarantee probability, e.g., 95%. The
interference channel Ij can be decomposed into large scale fading component I `j
representing path gain and small scale fading random component I sj . Assuming I sj
to be a complex Gaussian scalar random variable with zero mean and unity variance,
the random variable jI sj j

2 becomes exponentially distributed with rate parameter
of 1. The maximum interference constraint can thus be rewritten as:

1 � exp

 
�"j

˛sˇ.j /PsjI
`
j j
2

!
	 �;
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or alternatively,

˛s �
"j

ˇ.j /PsjI
`
j j
2 ln. 1

1��
/
:

The joint resource allocation on both licensed and unlicensed bands can be
formulated as an optimization problem with the objective of maximizing sum SUE
rate while maintaining both minimum SUE rate and maximum MUE interference
requirements as follows:

max
f˛;Rug

SX
iD1



˛.i/ 

.i/

` B CR
.i/
u

�
; (13a)

s:t:

SX
iD1

R.i/u � RAP �

WX
kD1

r.k/w ; (13b)

˛.i/ 
.i/

` B CR
.i/
u 	 r

.i/; i D 1; : : : ; S; (13c)

P rŒ˛sˇ
.j /PsjIj j

2 � "j � 	 �; j D 1; : : : ;M; (13d)

SX
iD1

˛.i/ � � � ˇ D N̨s; (13e)

0 � ˛.i/ � 1; i D 1; : : : ; S; (13f)

0 � R.i/u � R
.i/
u;max; i D 1; : : : ; S; (13g)

where R.i/u is the throughput of SUE i in the unlicensed band, RAP is the SeNB
throughput on the unlicensed band, r.k/w and r.i/ are the minimum rate requirement
for WN k and SU i , respectively, and � controls the percentage of probabilistic
bandwidth sharing between the MBS and the SeNB. The parameter R.i/u;max sets
an upper bound on the unlicensed band rate for SUE i which is chosen as a
function of the traffic type for each SUE. The optimization problem in (13), can
be reformulated as a linear program in the variables ˛ D Œ˛.1/ � � � ˛.S/� and
Ru D ŒR

.1/
u � � � R

.S/
u � representing resource allocation on both licensed and

unlicensed bands, respectively.
Figure 17 shows the sum rate of MUEs, SUEs (with both LTE and WiFi

interfaces), and WNs (with WiFi interface only) for different resource allocation
schemes. The figure compares the proposed joint optimization approach (Proposed)
against two existing solutions, namely, WiFi offloading and Conventional femto,
and two other baseline schemes with LTE and WiFi integration, namely, Fixed
and Sequential allocation schemes. The results show that the proposed solution
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achieves better (or at least the same) performance compared to other schemes
while maintaining fairness among SUEs and controlling the amount of inter-
cell interference to neighboring MUEs. In this simulation, conventional femto,
sequential, fixed, and proposed schemes generate the same amount of interference
to MUEs, resulting in the same sum MUE rate, whereas the WiFi offloading scheme
causes no interference to MUEs and, therefore, gives the largest sum MUE rate.
Although both conventional femto and the proposed schemes use the same resource
allocation method in the licensed band, the throughput obtained by SUEs on the
licensed band in the proposed scheme is larger than that obtained by conventional
femto. The reason for this is that the proposed scheme has more flexibility in
satisfying the minimum SUE rate requirements compared to conventional femto as
the proposed scheme can satisfy each individual constraint using the licensed and/or
unlicensed bands rather than the licensed band only for the conventional femto case.
Additionally, compared to the sequential and fixed schemes that also use both the
licensed and unlicensed band, the proposed scheme gives higher sum SUE rate. The
reason for this is that the proposed scheme solves the resource allocation problem
over both bands jointly, in contrast with the sequential scheme, and adaptively
(i.e., the distribution of traffic over both bands is adapted to the channel condition,
availability of LTE resources and WiFi capacity, and rate requirement of each SUE),
in contrast with fixed partitioning of traffic over both bands in the fixed scheme.
This joint and adaptive allocation of resources over the licensed and unlicensed
bands allows the proposed scheme to achieve higher sum throughput for the SUEs
compared to other solutions.
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Conclusion and Future Directions

This chapter introduced several techniques for cooperative spectrum sharing in
heterogeneous networks by exploiting the inherently available feedback information
in most communication systems such as CQI and ACK/NACK feedback. Taking
advantage of such information within different types of cooperation by different
network players can achieve better overall QoS and network throughput.

Several research thrusts have demonstrated efficient utilization of implicit and
explicit cooperation between the MBS and overlaying small cells in order to
reduce the direct information transfer among BSs. One major challenge that this
chapter addresses is the spectrum sharing of macrocell and small cells while
guaranteeing MUE’s QoS. From the interference perspective, such implicit feedback
information can help secondary transmitters to partially observe the unknown
interference channel state and learn severity of its interference to the primary
receiving users (e.g., MUEs). The chapter also presented works on resource
allocation and interference management in dense deployment scenarios through a
central controller to coordinate spectrum allocation among neighboring femtocells.
Moreover, cooperation in heterogeneous networks can be extended to more general
cooperative networks integrating both cellular and noncellular access.

One potentially interesting extension for the present direction is to reformulate a
number of interference management problems by taking advantage of the inherent
signal feedback in most two-way communication systems. A number of existing
works on interference management in wireless networks often rely on assumptions
of available information that are often either impractical or costly. Revisiting some
of these important design challenges by utilizing inherent feedback signals to
relax their originals assumptions can lead to highly exciting solutions to important
practical problems.
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Abstract

Cellular network service providers are facing acute spectrum shortage due to
surging mobile data traffic demand. On the contrary, spectrum measurement
studies reveal that large part of the licensed spectrum is being underutilized.
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In this chapter, a cognitive multihoming (CM) framework is presented for the
cellular network service providers to meet the escalating data demands and
provide enhanced quality of service (QoS) to the users. In CM, the conventional
cellular base stations (BS) are enabled with cognitive radio (CR) access func-
tionality. Thus, these CR-enabled BS transmit simultaneously to the users over
the licensed cellular bands as well as over the CR bands. Communication over
CR incurs lower transmission cost at the expense of higher energy consumption
due to frequent channel sensing. On the other hand, communication over licensed
cellular bands is expensive due to its licensing premium. Performance of CM is
analyzed in two scenarios. Multiple real-time (RT) and non-RT users requesting
for unicast downlink content are considered in the first scenario, while the second
scenario considers multiple users requesting for scalable video content from the
network. For the two scenarios, optimal resource allocation and call admission
control algorithm are presented. Through the performance results presented in
this chapter, it is inferred that the CM strategy can enable the cellular network
providers to serve a higher number of users as well as improve the user’s QoS in
terms of reduced service cost.

Introduction

There has been a manifold growth in Internet traffic demand in recent times. Recent
research report by Cisco indicates that the mobile data traffic is expected to grow
10 times by 2022 [1]. Due to these increased demands, it is expected that the
present cellular network infrastructure will fall short of providing adequate and
high-quality service to the users in the upcoming years [2]. Main reason for this
accounts for the lack of adequate licensed spectrum availability. On the other hand,
various spectrum measurement studies have indicated that only a small fraction of
the licensed spectrum is being used [3]. Cognitive radio (CR) techniques can be
employed to combat spectrum resource scarcity in the conventional cellular bands
for mobile broadband quality of service (QoS) support.

On the receiver technology front, emergence of multihomed devices (multi-radio
clients) [4] has enabled simultaneous access to multiple radio access technology
(RAT) in a heterogeneous network. Conventionally, multihoming capability of
user devices is used for concurrent multipath transfer (CMT) [5] of data from
remotely located source via multiple networks. This approach invites challenges
due to network dynamics, leading to selective packet loss over multiple paths and
hence the user’s difficulty in data decodability. In order to alleviate the spectrum
scarcity problem in licensed cellular networks (LCNs) and quality degradation
in conventional CMT via wireless networks, a novel paradigm, called cognitive
multihoming (CM), was proposed in [6, 7].
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Cognitive Multihoming

As depicted in Fig. 1, in CM system the cellular network BS is also equipped with
the CR functionality. The BS controller buffers the data packets from the remote data
server across the Internet and divides the data stream suitably as per the available
LCN and CR network (CRN) resources, and the BS transmits them to the user via
LCN and CRN, simultaneously. Multihoming capable users are considered which
are equipped with the functionality to operate on both the networks simultaneously.
It is considered that the network operates over at least one licensed cellular band
and one CR band. LCN can include one of the cellular networks, for example, LTE,
WCDMA standards, etc. On the other hand, CRNs can operate over the TVWS
bands, ISM bands, etc., utilizing one of the existing IEEE standards such as IEEE
802.22, IEEE 802.11af, etc. Thus, the band over which the LCN and CRN operate
are different.

Let us consider downlink communication from BS to the users. In general, the
downlink communication is the main bottleneck in providing broadband access to
the users. While providing service, the content to be transmitted to the users is pre-
buffered at the BS from the external server. Consider that the BSs are enabled with
high bandwidth backhaul network such that the content requested by the users can
be made available at the BS at a lower delay. Once the user content is buffered, the
BS splits the data optimally across the two networks and transmits simultaneously
to the users across both the networks.

Internet

Remote ServerData Transmission

Base Station
CR-enabled

Licensed Cellular Network

Frame Resource blocks

Multihomed User

Frame Slot

Channel Sensing

Channel Ncr

Channel 1

Cognitive Radio Network

Data Transmission

Fig. 1 Illustration of cognitive multihoming
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One of the advantage of CM is that the data is split at the BS (last hop to the
user) and the external server from which the data is being fetched is not involved
in this split. Thus, any additional overhead between BS and data server is saved
which is usually not the case in concurrent multipath transmissions. Further, in
CMT, packets may arrive out of order due to variable delays along multiple paths
leading to congestion-related delays. Thus, this congestion-related delays present in
conventional multihoming are not present in CM.

To meet dynamic demands of the real-time users, the service provider (SP) would
want to keep its licensed band as idle as possible by making most use of CRN
resource. To encourage usage of more CRN resources, data transmission over the
CRN is offered at a discounted rate. This is in consonance with the fact that the
cellular bands are costly, as the SP pays a huge premium for licensing. Operations
over CRNs do not levy high cost to the users due to the opportunistic (secondary)
usage of the PU bands.

Transmission cost could be reduced if most of the content is transmitted via
CRN. However, due to intermittent PU arrivals and imperfect channel sensing, there
could be low throughput over CRN. Moreover, the channel needs to be sensed at
regular intervals which further reduces the throughput and energy efficiency. Hence,
reception over CRN can be characterized by low cost, low QoS, and low energy
efficiency. On the other hand, transmissions over LCN are marked by high cost
and high QoS. So, there is an apparent cost-quality-energy tradeoff. The possible
degradation in energy efficiency and QoS in CRN can be controlled in CM by
optimally allocating resources from LCN and CRN as a function of a user’s demand.

LCN and CRN system specific models and assumptions are presented below.

Transmission over LCN

For LCN, let us consider a framework similar to the LTE networks. The LCN
resources are divided into time-frequency resource blocks (RBs). Denote Brb and
Trb , respectively, as the bandwidth and time duration of an RB. Transmitter rate over
an RB depends on the channel conditions. Consider block fading across an RB such
that the channel gain remains constant over an RB duration Trb . Let P.lc;tx/ denote
the BS transmit power. The received signal power P.lc;rx/ at a location r distance
away from the BS is given by the Friis formula:

P.lc;rx/ D P.lc;tx/GTGR

�
�

4�r

"
:

Here, GT and GR are, respectively, the transmitter and receiver antenna gains, "
is the path loss coefficient, and � is the transmitted signal wavelength. Consider
Rayleigh fading with zero mean and unit variance between the BS and user. The rate
offered to the user by the BS over an RB is given by Shannon’s capacity formula

I D Brb log2

�
1C

hlcP.lc;rx/

�2.lc;n/


, where hlc is the channel fading power gain and
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�2.lc;n/ is the noise variance. Outage probability at the user while the BS transmits at
rate R bps is given as:

Pout;lc.R/ D P r.I � R/ D 1 � exp

 
�
�2.lc;n/.2

R=Brb � 1/

P.lc;rx/

!
: (1)

Transmission over CRN

CRNs make opportunistic use of the licensed PU channels. Consider that there
are Nch number of PU channels available at the BS with each PU channel having
bandwidth Bcr . Time is slotted with each slot duration of Tcr units. ON-OFF model
[8] for PU transmission is considered over the cognitive radio bands. In this ON-
OFF model, PU transmits over a slot in a particular channel with a certain fixed
probability. The probability of kth PU channel being idle in a slot is denoted as
pcr;k . Transmission over CR bands requires sensing the channel for certain duration
and transmitting only when the channel is sensed idle. The CR-enabled BS senses
the channel for a duration � over a slot. If the channel is sensed idle, it transmits over
the channel for the remaining time Tcr � �. The users and the BS are considered
colocated in a small geographical area relative to the PU coverage area. Thus,
channel conditions at the BS and the users are similar. Probabilities of false alarm
pfa.�/ and misdetection pmd .�/ as a function of sensing duration � are, respectively,
given as [9]:

pfa.�/ Derfc

  
"

�2.cr;u/
� 1

!p
�fs

!
(2)

pmd .�/ Derfc

  
"

�2.cr;u/
� � � 1

!s
�fs

2� C 1

!
(3)

where �2.cr;u/ is the noise power variance, " is the sensing threshold, fs is the channel
sampling frequency, and � is the PU signal SNR at the CR node. The BS transmits
to the user over the remaining part of the slot at the rate of R bps if the channel is
sensed idle. Packet transmission probability over CRN in a slot is given as:

J .�/ D .1 � pcr /pmd .�/C pcr .1 � pfa.�//: (4)

Similar to (1), outage probability over the PU channel in CRN due to channel
fading is:

Pout;cr .R/ D 1 � exp

 
�
�2.cr;n/.2

R=Bcr � 1/

P.cr;rx/

!
(5)

where �2.cr;n/ is the channel noise variance and P.cr;rx/ is the received power over
the CRN.
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Consider that there are Nu users in the network. Each user requests for a unicast
content over the downlink. BS allocates resources over a frame duration. Frame
duration T could be taken as the time over which the packets in a delay-sensitive
application are correlated (e.g., duration of group of pictures (GOP) in a video).
Denote Nrb as the maximum number of RBs available to the users in a GOP.
Channel is sensed by the BS in each slot, and it transmits over the remaining slot
if the channel is sensed idle. It is assumed that the BSs efficiently manage the PU
bands over which each of them would operate such that there is no interference
caused to the users due to transmissions from different BSs operating over CRN.

To understand the performance of CM, two example scenarios are considered. In
the general scenario, multiple heterogeneous users request different type of traffic
(real-time (RT) or non-RT (NRT)), with each user having different rate requirements
and cost constraints. The resources from the two networks can be split according
to the cost constraints of the different users to ensure their satisfaction while
maintaining some degree of fairness. Due to a minimum rate requirement for the RT
users, all RT-QoS requests may not be admitted. To this end, call admission control
along with the optimal multihomed resource allocation algorithm is presented to
maximize the network utility.

In the application-specific scenario, the multihomed users request unicast scal-
able video encoded content from the CM network. For battery-operated devices,
user satisfaction depends on the received video quality, device battery level, and
the cost it paid for the content reception. To this end, in addition to transmission
rate adaptation over single network [10], in the presented CM approach, two
novel techniques of video packet priority-dependent sensing duration adaptation and
network selection for packet retransmission are included to enhance user experience
(QoS, energy saving, cost) without causing PU performance degradation.

Performance Evaluation of CM-Based Access

Performance of CM is evaluated against two test scenarios. In the first scenario,
multiple multihomed users request either real-time (RT) or non-RT traffic. In the
second scenario, users request for unicast scalable video from the network.

General Performance Measures

In this scenario, multiple multihomed users are considered requesting heterogeneous
content from the network. Users request heterogeneous content which can be
broadly classified under two types: RT and NRT. An RT application, like video
streaming and voice over IP, typically requires a minimum data rate dmin for its
operation, while its requested rate is dreq to ensure a high QoS. For NRT (delay-
tolerant) applications, such as file transfers and web browsing, the typical demanded
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rate per user is dreq, while dmin D 0. For the analytical exposition, all users’ rates
dmin and dreq are denoted as per-frame rates.

Consider that the BS transmits to the users at a fixed rate of Rlc bps over
LCN and Rcr;k bps over the kth PU channel. The probability of successful packet
transmission over an RB is given as slc D 1�Pout;lc.Rlc/. Data transmitted per RB
is drb D RlcTrb . Over the CRN, consider that the BS senses the PU channel for a
fixed duration of �. The successful packet transmission probability over the kth PU
channel is given as scr;k D .1� pcr;k/.1� pfa.�//.1�Pout;cr .Rcr;k//. The amount
of data transmitted over the kth PU channel is dcr;k D Rcr;k.Tcr � �/ bits per slot.

User satisfaction can be expressed in terms of QoS offered and cost charged. QoS
of a user is defined as the quality of content received, which is modeled as a utility
function. Users are charged based on the amount of data they receive via CM. A
cost constraint metric 
 2 Œ0; 1� is maintained by each user. This metric indicates
the maximum fraction of cost (compared to the cost required for service through
LCN) the user is willing to pay for its service. A higher 
 indicates that the user is
willing to pay a higher premium for its service.

The SP’s goal is to maximize the network utility, which is the sum of all
users utility. This is achieved by optimally allocating the resources across different
networks to the different users in CM. User’s utility and cost are introduced next.

User Utility and Cost
User QoS is modeled in terms of a utility function, which is expressed as a function
of the amount of resources allocated to the user by the network [11]. User’s utility
U depends on whether the user requests for an RT or an NRT traffic. The successful
transmission rate of a user per frame is denoted as dsuc. U is given as [12]:

U D

(
1 � e.�c1dsuc=dreq/; NRT application

1

1Cc2e
.�c3dsuc=dreq/ ; RT application

: (6)

c1, c2, and c3 are positive constants determined by the minimum and maximum
utility obtained by the users corresponding to their successful transmission rates
dsuc D f0; dreqg. Figure 2a plots the utility for NRT users which shows a steeply
increasing nature with the increase in dsuc. On the other hand, Fig. 2b presents the
utility for the RT users which follows the sigmoid function.

Denote alc as the total number of RBs allocated to the user from LCN and
denote acr;k as the number of slots allocated over the kth channel of CRN per
frame. These are determined by the resource allocation algorithm presented in
section “Resource Allocation Optimization Problem”. Successful data transmission
dsuc D blcdlc C

PNch
kD1 bcr;kdcr;k , where blc is the number of RBs out of alc with

successful packet transmission and bcr;k is the number of successful transmission
slots in acr;k allocated slots.

Next, let us arrive at a relation between blc (or bcr;k) and alc (or acr;k). The user
utility depends on the successful transmissions per frame. Probability that blc D j

out of alc RBs in LCN is successful is expressed as:
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Fig. 2 User utility plot for RT and NRT traffic. (a) Non real-time. (b) Real-time

P r.blc D j / D

�
alc
j


.slc/

j .1 � slc/
.alc�j / (7)

which follows a binomial distribution. Similarly the probability of bcr;k D j

successful slots out of acr;k over CRN is:

P r.bcr;k D j / D

�
acr;k
j


.scr;k/

j .1 � scr;k/
.acr;k�j /: (8)

The total number of successful slots for a user is given as:

dsuc D blcdlc C

NchX
kD1

bcr;kdcr;k: (9)

dsuc is the sum of Nch C 1 binomial random variables. Probability mass function
(pmf) of dsuc is obtained by the convolution of (7) and (8) 8 k D 1; 2; � � � ; Nch PU
channels. Closed form expression for pmf of dsuc is not possible. Hence, numerical
techniques must be used as suggested in [13].

As computation of dsuc is analytically intractable (the closed form for dsuc cannot
be obtained) and computationally intensive (obtaining dsuc using numerical methods
scales up exponentially with Nch), the mean value of dsuc, i.e., dsuc D alcdlcslc CPNch

kD1 acr;kdcr;kscr;k is considered for the utility computation in further analysis.
The cost C to a user is the price charged by the SP in successfully transmitting

the data via CM. This is given as:

C D blcdrbClc C

NchX
kD1

bcr;kdcr;kCcr (10)
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where Clc is the price charged per successful bit transmission over LCN by the SP,
while Ccr is the price charged by the SP per successful bit transmission over the
CRN. A user maintains a cost constraint 
, which specifies the maximum amount it
is willing to pay for its request. Accounting 
, user’s cost is bounded by

C � cmax D 
dreqClc : (11)

Resource Allocation Optimization Problem
There are a total of Nu users in the system requesting for unicast downlink content
from the BS. Each RT user specifies its dmin, dreq, and the cost constraint 
.
Similarly, each NRT user specifies its dreq and 
. To indicate the individual
requirements, for the i th user, the superscript i is used over the variable.

The controller objective is to maximize the overall network utility, which is a
sum of all users’ utility. The optimization problem can be formulated as:

maximize
ailc ;a

i
cr;k

NuX
iD1

U i

s.t. C i � cimax; 8i D 1; 2; � � � ; Nu;�PNu
iD1

PNch
kD1 a

i
cr;kdcr;k

�2

Nu
PNu

iD1

�PNch
kD1 a

i
cr;kdcr;k

�2 	 ˇ;

NuX
iD1

ailc � Nrb;

NuX
iD1

aicr;k �
T

Tcr
; k D 1; : : : ; Nch:

(12)

In the above optimization problem, the first constraint limits the cost incurred by
the users to their maximum desired cost. The second constraint limits a fair usage of
CRN resources among different users. The left-hand side of the second constraint is
based on Jain’s fairness index [14] on resources allocated to the users via CRN. For
the i th user,

PNch
kD1 a

i
cr;kdcr;k is the resource allocated via CRN. The fairness index

is lower bounded to a constraint ˇ to ensure that the low-cost CRN resources are
fairly allocated among the users. This ensures that the greedy users are not unduly
benefited by choosing a low 
. The third and the forth constraints are the maximum
resource availability constraints.

The utility function of RT users is a sigmoid function which is nonconvex.
The first, third, and forth constraints in this problem are linear, while the second
constraint is convex. To obtain an equivalent convex problem for this optimization
problem, the convex approximation of the sigmoid function is presented next
followed by the solution to this problem.
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Solution to the Optimization Problem and Call Admission Control
Algorithm
The utility function for an RT application is a sigmoid function (cf. (6)) which is
nonconvex. Consider Uc as the convex approximation to this function, which is
given as:

Uc D 1 � e
�c4.dsuc�dmin/=dreq (13)

where c4 is a constant. Here, it is noted that the utility function of the RT users
for dsuc < dmin is close to 0 as shown in Fig. 2b. This is indicative of the fact that
RT applications require a minimum resource dmin to work. With Uc , the convex
approximation function closely matches with the sigmoid function in the range
dsuc 	 dmin. However, for dsuc < dmin, the value of the convex approximation is
negative which serves as a penalty, indicating that for an RT application, rate lower
than dmin is inadmissible. If, for a particular RT user, its Uc turns out to be negative
after optimization, it is better to drop the user because in this case the network is
unable to provide the user its minimum data rate requirement. This would be seen
later in this section.

A new convex optimization problem is formulated with the utility function of RT
users replaced by its convex approximation as seen in (13). Typically the network
operates in the saturation region where all the network resources are allocated to the
users. Hence

PNu
iD1

PNch
kD1 a

i
cr;kdcr;k can be taken equal to

PNch
kD1 dcr;kT =Tcr . The

optimal allocation of resources (ailc and aicr;j ) to the i th user can be obtained by
solving the formed convex optimization problem using the dual decomposition and
subgradient method [15].

After optimization of the formulated convex optimization problem, for some
RT users, their obtained utility from the approximated convex function could be
negative. This is because the network is unable to provide a minimum data rate
dmin to these users. Hence, the network chooses to block these users resulting in
nonadmission into the network. In the resource allocation optimization process, the
RT user with most negative Uc is blocked/dropped, a new optimization problem
with the remaining users is solved using similar method, and the process is repeated.
The process is repeated until all the users obtain positive Uc . At this point, the
solution obtained is considered the optimal solution to the optimization problem.
Figure 3 presents a flowchart for the admittance of users in the network and
computation of the optimal resource allocation.

Algorithm Performance
Two example scenarios are considered to demonstrate the performance of the pre-
sented convex approximation algorithm. In the first scenario, a network consisting of
50 RT users is considered, while, in the second scenario, network with 40 RT users
is considered. All RT users request for data rate uniformly distributed in the range
of 0.5 to 1 Mbps. For the two scenarios, the actual network utility and the network
utility corresponding to the convex approximation function (cf. (13)) are plotted



44 Cognitive Multihoming System for Enhanced Cellular Experience 1455

Obtain optimal ai
lc and ai

cr,k
Obtain optimal Lagrange

using dual decomposition method method
multipliers using subgradient

Optimal Resource Allocation Block

Is there any user with

U i
c negative?

New optimization problem with

Uc blocked
the RT user having minimum

Yes

Call Admission Control Block

Solution to the original optimization problem

No

Fig. 3 Algorithm for optimal resource allocation

Fig. 4 Convergence of the
presented convex
approximation algorithm.
ˇ = 0.7. (Sc.: Scenario)

0 2 4 6 8 10

Real time users dropped

−150

−100

−50

0

50

N
et

w
or

k 
ut

ili
ty

Actual (Sc. 1)

Convex Approx. (Sc. 1)

Actual (Sc. 2)

Convex Approx. (Sc. 2)

Optimal allocations

in Fig. 4. A user is blocked at each iteration whenever its utility corresponding to
the convex approximation function Uc is negative at the optimal resource allocation.
After each iteration, the optimization problem is solved with the remaining users and
the resources are again allocated among those users. It is observed that the network
utility via convex approximation converges toward the actual network utility at each
iteration. At the optimal point, it is concluded that the actual utility and the utility
via convex approximation closely match. Additionally, the number of iterations is
upper bounded by the number of RT users present in the system.

CM performance in the video-specific application scenario is presented below.

Application-Specific Considerations

In this scenario, multiple multihoming capable users request unicast scalable video
encoded content from the network. The user devices are battery operated. For these
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devices, user satisfaction depends on the video quality received, device battery
level, and the cost the user paid for the content reception. Toward this goal, in
the considered CM approach, video packet priority-dependent sensing duration and
transmission rate adaptation and network selection for packet retransmission are
included to enhance user experience (QoS, energy saving, cost) without causing PU
performance degradation.

The video traffic model, user device capabilities, and video transmission mecha-
nism to a CM user are briefly introduced below.

Video Traffic Model
Multihomed users request for scalable video coding (SVC) encoded video content
from the network. SVC video encoder allows graceful degradation of video quality
caused by wireless channel fading. It consists of a base layer (denoted as layer 1)
and several enhancement layers (denoted as layers 2; 3; � � � ; L). Layer l1 has a
higher priority over layer l2 if l1 < l2. Base layer provides the basic quality level
of the video, and it is decoded independently of the higher layers. Enhancement
layer l1 can only be decoded once all the layers l < l1 are decoded. Each layer is
independently encoded at a specific rate.

Similar to the approaches in [4,16], distortion of H.264/SVC encoded video can
be quantified in terms of video encoding-induced distortion and distortion due to
packet loss in video transmission. It can be quantified as D D Denc CDloss. Denc is
the average encoding distortion, given as Denc D D0C

�0
X�R0

. Here,X is the average
bit rate, and parametersD0, �0, and R0 are constants that depend on the encoder and
video characteristics. Packet-loss-induced distortion Dloss is independent of Denc.
Denoting 'l as the probability of l th layer content loss, Dloss can be expressed as:

Dloss D

LX
lD1

'l˝l ; where ˝l D

�
�0

Xl�1 �R0

�
�0

Xl �R0


: (14)

˝l is the weight associated with the l th layer and Xl is the rate of the video content
up to l layers.

Video quality metric Q is defined as the distortion impact of the packets received
correctly to the total available packets [17]. It is given as:

Q D

PL
lD1 ˝l.1 � 'l/PL

lD1 ˝l

� 100%: (15)

Video stream is divided into group of pictures (GOP) with each GOP duration of
T units.

User Device Capability
The users are equipped with multihoming capable devices. All user devices are
considered battery operated, and therefore their respective reception processes are
sensitive to the remaining battery energy. Part of this energy consumption is due to
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reception of the video content over the two networks. Consequently, the remaining
battery level determines the upper bound on energy consumption for video reception
and the quality of video (number of layers) requested by the user.

As noted in the experimental studies in [18, 19], energy consumption in mobile
devices due to network interface is mainly on three fronts, namely, ramp, tail, and
data transfer energy. Ramp energy is consumed when the radio transits from idle
state to transmit state. Data transfer energy is proportional to the duration of time
the radio is transmitting/receiving. Tail energy refers to the lingering of the radio at
high-energy states during the inactivity period after the transmission is over, which
is on the order of tens of seconds [18]. The network transmits to the device for a
fraction of time in a GOP. Thus, reception energy is consumed for the time device is
actually receiving, and the tail energy is consumed when the device is idle in a GOP.
The device does not incur ramp energy consumption, as the radio mostly remains in
the high-energy state during the reception.

Along with meeting the energy consumption constraints, the network should
ensure high-quality video reception to the user end at a low cost. The communi-
cation cost (cost charged to the user) is proportional to the amount of resources
allocated via the two networks. A user is more satisfied when it receives the video
content at a lower cost while satisfying its energy consumption constraint.

Video Transmission to CM User
The BS transmits video stream to a user optimally across the two networks such
that the user’s cost is minimized subject to the user’s energy consumption and video
quality constraints. Note that the user cost minimization by SP does not affect its
revenue maximization objective, as the profit to SP may be completely different
over the two networks. Video content for a GOP is considered available at the
BS before the GOP starts. Consider that the BS is capable of performing layer-
based video transmission. It can form packets of desired length and transmits them
to a user. A lost packet is retransmitted by the BS (based on acknowledgement
(ACK) notification via independent LCN RBs) to the user up to a layer-dependent
predefined number (nl ) of retransmission attempts. The undelivered packets within
a GOP duration are dropped, resulting in distortion. For enhanced user experience,
transmission rate adaptation over the LCN, sensing duration and transmission rate
adaptation over the CRN, and number of retransmission attempts and network
selection for retransmission are optimized for each layer of video transmission.
These three mechanisms are detailed as follows.

Transmission rate adaptation over LCN/CRN: According to (1) and (5), a
higher transmission rate has a lower probability of success. However, higher
transmission rate introduces lower cost as well as energy consumption to the user.
Hence, while the lower layers (high distortion impact) are transmitted at a lower rate
so that their correct reception probability is higher, the higher layers are transmitted
at a higher rate.
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Sensing duration adaption over CRN: Sensing duration � over a slot plays a
key role in determining the reception performance. With a small �, probabilities of
misdetection and false alarm are large, but the available transmission duration is
also longer. Therefore, for balanced cost and quality, the different priority of video
packets � can be accordingly chosen.

Cross network retransmissions: Video packets transmitted can be lost due to
path loss, channel fading, or channel sensing misdetections. Such packets are
retransmitted within the allowable GOP time window to reduce distortion at
the receiver. Network selection for retransmission is also critical. Retransmission
over CRN could reduce cost, however, at a higher energy consumption. If the
retransmission request for the l th layer content initially transmitted over LCN is
received by the BS, it can either retransmit the content over LCN or CRN.

Analysis of CM-Based Resource Allocation

The multiuser scenario is considered, where a fixed pool of total channel resource is
traded with multiple user demands of video content delivery. First, the multiuser
resource allocation optimization problem is presented. Subsequently, to achieve
solution of the multiuser optimization, for an individual user, single-user cost
minimization problem is solved.

Problem Formulation

Due to limited resource availability at the BS, out of Nu users requesting scalable
video content, some of the user requests may not be fulfilled, leading to their
nonadmission to the network. Resource allocation by the BS is such that the user
cost is minimized while the number of users served is maximized. In this example
scenario, only a single PU channel is considered available at the BS to serve the
users.

For a user requesting L layers of video content, let dl amount of data (in bits) be
transmitted for the l th layer content over a GOP. The BS transmits data of layer l at
a rate Rlc;l over LCN and at a rate Rcr;l over CRN. Denote the sensing duration for
layer l packet as �l . Also, denote that the l th layer content can be retransmitted
at most dnle times, where nl can take a fractional value in general. It is upper
bounded by nmax, which is the maximum number of retransmissions allowed for any
individual packet within a GOP. Let prtxlc;l (respectively, prtxcr;l ) be the probability that
the retransmission of l th layer content transmitted initially over LCN (respectively,
CRN) is carried out over LCN (respectively, CRN) itself.

As the data stream dl is split across the two networks, let ul amount be
initially transmitted over CRN. The remaining data volume .dl � ul / is initially
transmitted over LCN. To compute the total traffic over LCN for the l th layer
content, it is noted that, due to wireless channel uncertainties, part of the failed
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data is retransmitted over LCN (with probability prtxlc;l ). The remaining volume
of retransmission is over CRN, with probability .1 � prtxlc;l /. Given the max-
imum number of retransmissions nl for the l th layer,

Pnl
iD0 Pout;lc.Rlc;l /

i D
1�Pout;lc .Rlc;l /

nlC1

1�Pout;lc .Rlc;l /
is the expected number of transmission attempts carried out

including the initial transmission for the part of data retransmitted over LCN. Hence,
for transmitting .dl�ul / data over LCN, the expected data transmission over LCN is

.dl � ul /
�
prtxlc;l

�
1�Pout;lc .Rlc;l /

nlC1

1�Pout;lc .Rlc;l /

�
C 1 � prtxlc;l

�
. The data transmitted over CRN

could also be lost due to misdetection in channel sensing, path loss, and channel
fading. The probability of packet transmission failure Pe;cr .�l ; Rcr;l / over CRN is
given as:

Pe;cr .�l ; Rcr;l / D .1 � pcr /pmd .�l /C pcr .1 � pfa.�l //Pout;cr .Rcr;l /: (16)

Part of the lost data is retransmitted over LCN. Out of the original share of
transmitted data ul over CRN, the amount of data retransmitted over LCN is
ul .1 � prtxcr;l /Pe;cr .�l ; Rcr;l /. The expected number of retransmissions over LCN isPnl�1

iD0 Pout;lc.Rlc;l /
i D

1�Pout;lc .Rlc;l /
nl

1�Pout;lc .Rlc;l /
for the data retransmitted over LCN. Overall,

the total amount of data transmitted over LCN for the l th layer in a GOP is:

wlc;l D.dl � ul /

�
prtxlc;l

�
1 � Pout;lc.Rlc;l /

nlC1

1 � Pout;lc.Rlc;l /


C 1 � prtxlc;l



C ul .1 � p
rtx
cr;l /Pe;cr .�l ; Rcr;l /

1 � Pout;lc.Rlc;l /
nl

1 � Pout;lc.Rlc;l /
:

(17)

Similarly, total l th layer data transmission over CRN in a GOP is obtained as:

wcr;l Dul

�
prtxcr;l

�
1 � Pe;cr .�l ; Rcr;l /

nlC1

1 � Pe;cr .�l ; Rcr;l /


C 1 � prtxcr;l



C .dl � ul /.1 � p
rtx
lc;l /Pout;lc.Rlc;l /

1 � Pe;cr .�l ; Rcr;l /
nl

1 � Pe;cr .�l ; Rcr;l /
:

(18)

Probability of packet transmission failure for the data transmitted (including
retransmission) via LCN is Pout;lc.Rlc;l /

nlC1, while that for the data trans-
mitted over LCN and retransmitted over CRN is Pout;lc.Rlc;l /Pe;cr .�l ; Rcr;l /

nl .
Hence, for .1 � ul =dl / fraction of l th layer content initially transmitted over
LCN, probability of failure after retransmissions is .prtxlc;lPout;lc.Rlc;l /

nlC1 C

.1 � prtxlc;l /Pout;lc.Rlc;l /Pe;cr .�l ; Rcr;l /
nl /. Similarly for ul =dl fraction of the l th

layer content, the probability of transmission failure is
�
prtxcr;lPe;cr .�l ; Rcr;l /

nlC1

C.1 � prtxcr;l /Pe;cr .�l ; Rcr;l /Pout;lc.Rlc;l /
nl

�
. Consolidating, probability of l th layer

content loss is given as:
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'l D

�
1 �

ul
dl

 �
prtxlc;lPout;lc.Rlc;l /

nlC1 C .1 � prtxlc;l /Pout;lc.Rlc;l /Pe;cr .�l ; Rcr;l /
nl
�

C
ul
dl

�
prtxcr;lPe;cr .�l ; Rcr;l /

nlC1 C .1 � prtxcr;l /Pe;cr .�l ; Rcr;l /Pout;lc.Rlc;l /
nl
�
:

(19)

The overall received video quality is quantified using (15).
A packet is transmitted per RB/slot with a header overhead ofHl bits. From (17),

the amount of LCN RBs required by the user is given as:

Nrb D

LX
lD1

wlc;l
.Rlc;lTrb �Hl/

(20)

while the spectrum leasing duration over CRN using (18) is:

T D Tcr

LX
lD1

wcr;l
J .�l /.Rcr;l .Tcr � �l / �Hl/

: (21)

Over LCN, cost of communication charged to the user is proportional to the
number of RBs allocated to the user. Denoting cost charged per unit time as Clc ,
cost to the user over LCN is:

Clc D ClcTrb

LX
lD1

wlc;l
.Rlc;lTrb �Hl/

: (22)

Over the CRN, cost to the user is considered proportional to the time duration
the spectrum is leased for its service. Let Ccr be the cost to the user per unit time.
So, the user cost over CRN is:

Ccr D CcrTcr

LX
lD1

wcr;l
J .�l /.Rcr;l .Tcr � �l / �Hl/

: (23)

Energy consumption on account of reception over LCN is:

˚lc D .�lc;rx � �lc;ta/Trb

LX
lD1

wlc;l
.Rlc;lTrb �Hl/

C �lc;taT (24)

where reception and tail power consumption over LCN are, respectively, �lc;rx and
�lc;ta. Over CRN, the device remains in receive mode in the entire slot duration.
Denoting receive and tail power consumption over CRN, respectively, as �cr;rx and
�cr;ta, total energy consumption in reception over CRN is:
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˚cr D .�cr;rx � �cr;ta/Tcr

LX
lD1

wcr;l
J .�l /.Rcr;l .Tcr � �l / �Hl/

C �cr;taT : (25)

For the multiuser resource allocation optimization formulation, superscript k is
used over a variable to denote it for the kth user. Depending on the remaining battery
level, the kth user requests L.k/ layers of the video content at a minimum quality
threshold Q

.k/

th and a maximum energy consumption constraint E.k/

th . Let  .k/ D 1

.respectively; 0/ denote the user k served (respectively, not served). A reward � is
associated with each user admitted. The resource allocation optimization problem
is presented in (26).

C �net D minimize
NuX
kD1

�
C
.k/

lc C C .k/
cr ��

�
 .k/ (26)

s.t. C1 W

PL.k/

lD1 ˝
.k/

l

�
1 � '

.k/

l

�
PL

lD1 ˝
.k/

l

� 100% 	 Q
.k/

th ; k 2 1; 2; � � � ; Nu;

C2 W ˚
.k/

lc C ˚
.k/
cr � E

.k/

th ; k 2 1; 2; � � � ; Nu;

C3 W p
.k/

md .�l / � p
th
md ; 8 l 2 1; 2; � � � ; L

.k/; k 2 1; 2; � � � ; Nu;

C4 W n
.k/

l � nmax; 8 l 2 1; 2; � � � ; L
.k/; k 2 1; 2; � � � ; Nu;

C5 W u.k/l � d
.k/

l ; 8 l 2 1; 2; � � � ; L.k/ k 2 1; 2; � � � ; Nu;

C6 W

NuX
kD1

N
.k/

rb  
.k/ � Nrb;

C7 W

NuX
kD1

T .k/ .k/ � T ;

C8 W  .k/ 2 f0; 1g; 8 k 2 1; 2; � � � ; Nu:

The optimization problem (26) jointly maximizes the number of users served
and minimizes the cost of video transmission to the users while ensuring their
demanded quality (cf. C1) and energy consumption (cf. C2) constraints. To protect
the PUs from interference due to CR activity, the sensing duration is chosen such
that the probability of misdetection is upper bounded by pthmd (cf. C3). C4 bounds
the number of packet retransmissions to nmax, while C5 upper bounds ul to the l th
layer content dl . Constraints C6 and C7 are the resource availability constraints,
respectively, over LCN and CRN.

Due to the integer variable  .k/, the above problem is an integer optimization
problem which is NP hard. The solution to this problem is presented below.
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Algorithm 1: Resource allocation in multiuser scenario
1. Obtain optimal resource requirements for each user k. Optimal cost to the user, number of
LCN RBs, and PU channel leasing duration are C .k/�, N.k/�

rb , and T .k/�, respectively;
2. Arrange the users in the increasing order of their optimal cost C .k/�;
3. Set the available resources: Na

rb  Nrb and T a  T and j D 1;
while j � Nu do

if N.j /�

rb � Na
rb and T .j /� � T a then

4. Allocate resources to the j th user;

5. Update the available resources Na
rb  Na

rb �N
.j /�

rb and T a  T a � T .j /�;
6. j  j C 1 ;

else
if N.j /�

rb > Na
rb then

7. Drop the user ;
8. j  j C 1 ;

else
9. Recompute optimal resource requirements with available CRN resource
constraint T .j / � T a;
10. Sort the remaining users (including the j th user) again in the increasing
order of their optimal cost C .j /�;

end
end

end

Solution to the Optimization Problem

A higher number of users can be served if the users are allocated resources in the
increasing order of their demands. From (22) and (23), it is noted that the cost to
a user is directly proportional to the resource allocated. For each user, the optimal
resource requirement and corresponding optimal cost to the user are independently
computed (as would be seen later in this section). A user with lower cost is served
first, subject to resource availability. As noted later in section “Multiuser Operation”,
the users with stronger energy consumption constraint are allocated resources via
LCN as they cannot be supported by CRNs. Thus, if for a user the available LCN
RBs are less than the required RBs, the user would not be admitted in to the network.
On the other hand, if the available CRN resource is less than the required CRN
resource for a user, then optimal resource requirement for the user is recomputed
after updating the CRN resource constraint. The remaining users are again sorted
in the increasing order of their optimal cost and the allocation process continues.
The algorithm is presented in Algorithm 1, which provides an optimal solution as
it simultaneously achieves low cost to the users while maximizing the number of
users served.

Resource allocation optimization to single user: In steps 1 and 9 of Algorithm 1,
the optimal resource and cost to the individual users are required. To obtain this,
a cost minimization problem is solved for a single user. The optimization problem
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is formulated in (27), where superscript k (to indicate the kth user) is omitted for
brevity.

C � , C �lcCC �cr D minimize
Rlc;l ;�l ;Rcr;l ;ul ;
nl ;p

rtx
lc;l ;p

rtx
cr;l

LX
lD1

�
ClcTrb

wlc;l
.Rlc;lTrb �Hl/

(27)

CCcrTcr
wcr;l

J .�l /.Rcr;l .Tcr � �l / �Hl/



s.t. C1 � C5 from (26) (superscript k removed for brevity);

C6a W

LX
lD1

wlc;l
.Rlc;lTrb �Hl/

� Na
rb;

C7a W

LX
lD1

wcr;l
J .�l /.Rcr;l .Tcr � �l / �Hl/

�
T a

Tcr
;

C9 W.dl � ul /

�
prtxlc;l

�
1 � Pout;lc.Rlc;l /

nlC1

1 � Pout;lc.Rlc;l /


C 1 � prtxlc;l



C ul .1 � p
rtx
cr;l / � Pe;cr .�l ; Rcr;l /

1 � Pout;lc.Rlc;l /
nl

1 � Pout;lc.Rlc;l /

D wlc;l 8 l 2 1; 2; � � � ; L;

C10 Wul

�
prtxcr;l

�
1 � Pe;cr .�l ; Rcr;l /

nlC1

1 � Pe;cr .�l ; Rcr;l /


C 1 � prtxcr;l



C .dl � ul /.1 � p
rtx
lc;l / � Pout;lc.Rlc;l /

1 � Pe;cr .�l ; Rcr;l /
nl

1 � Pe;cr .�l ; Rcr;l /

D wcr;l 8 l 2 1; 2; � � � ; L:

N a
rb in C6a and T a in C7a are the available resources over LCN and CRN,

respectively. C9 and C10 are the constraints corresponding to the amount of l th
layer content transmitted over LCN (wlc;l ) and CRN (wcr;l ), respectively.

The factor J .�l / appearing in the energy (cf. (25)), cost (cf. (23)), and in the
CRN resource constraint C7a is nonconvex in �l . The terms Pout;lc.Rlc;l / and
Pe;cr .�l ; Rcr;l / in constraints C1, C9, and C10 are also nonconvex. Hence, the
overall optimization problem is nonconvex with nonconvex constraints. Therefore,
solution to (27) is NP hard. In the following, the problem is transformed to a
difference of convex (DC) optimization problem and solved using the convex-
concave procedure (CCP). Before proceeding further, the DC optimization problem
is briefly discussed along with some useful lemmas.
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DC optimization problem: A DC optimization problem can be written in the
following form:

minimize
x

f0.x/ � g0.x/

s.t. fi .x/ � gi .x/ � 0;8 i 2 1; 2; � � �M
(28)

where fi and gi are convex functions of vector x. The following two lemmas are
used to transform (27) to a DC optimization problem.

Lemma 1. A function of product of two convex functions f .x/ � g.x/, x 2 R is
convex if f .x/ and g.x/ are positive and both the functions are either increasing or
decreasing.

Proof. Let us express h.x/ D f .x/ � g.x/. Hessian h00xx of h.x/ is:

h00xx D f
00
xxg.x/C f .x/g

00
xx C 2f

0
xg
0
x:

Hessian of a convex function is positive. Thus, f 00xx and g00xx are > 0. As f .x/ and
g.x/ are positive, the first two terms in h00xx expression are positive. Given that both
the functions are either increasing or decreasing, their derivatives are of same sign
(either positive or negative). Thus, the last term is also positive. Consequently, h00xx
is positive, and hence h.x/ is convex.

Lemma 2. A function of product of two convex functions f .x/ � g.y/, .x; y/ 2
fR2jf .x/C g.y/ 	 0g can be written as a difference of two convex functions as:

f .x/ � g.y/ D
.f .x/C g.y//2

2
�

�
f .x/2

2
C
g.y/2

2


: (29)

Proof. Using binomial expansion of .f .x/Cg.y//2, the above expression for f .x/�
g.y/ is obtained. From Lemma 1, square of a convex function is convex. Thus,
f .x/2=2 and g.y/2=2 are convex. Consider h.x; y/ D .f .x/Cg.y//2. Hessian h00

of h.x; y/ is given as:

"
2f 00xx.f .x/C g.y//C 2.f

0
x /
2 2f 0xg

0
y

2f 0xg
0
y 2g00yy.f .x/C g.y//C 2.g

0
y/
2

#

Given that f .x/ and g.y/ are convex, diagonal terms in h00 are positive. Determinant
of h00 is 4f 00xxg

00
yy.f .x/ C g.y// C 4f 00xx.f .x/ C g.y//.g0y/

2 C 4g00yy.f .x/ C

g.y//.f 0x /
2. As .x; y/ 2 fR2jf .x/ C g.y/ 	 0g, determinant of h00 > 0. Hence,

.f .x/C g.y//2 is also convex.
These two lemmas are used to reformulate (27) to a DC optimization problem as

described below.
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Optimization problem reformulation into DC: The number of RBs over LCN
and number of slots over CRN used for the l th layer video transmission obtained
from (22) and (23), respectively, are nonconvex. Using epigraphs, these expressions
are transformed into constraints as follows:

wlc;l
.Rlc;lTrb �Hl/

� !l (30)

wcr;l
J .�l /.Rcr;l .Tcr � �l / �Hl/

� +l : (31)

By replacing the above expressions in (27) with !l and +l , (27), C2, C6a, and
C7a are transformed to linear functions of !l and +l . These newly introduced
constraints are converted to DC constraints as follows: Rewriting (30) as wlc;l �
!lRlc;lTrbC!lHl � 0. The term!lRlc;lTrb is nonconvex, which is converted to DC
by using Lemma 2. Similarly, (31) is rewritten using (4) as wcr;l �+l .pcrpmd .�l /C
.1 � pcr /.1 � pfa.�l ///.Rcr;l .Tcr � �l / � Hl/ � 0. The terms .1 � pcr /

.1 � pfa.�l //Rcr;l �l and +lpcrpmd .�l / in the above expression are nonconvex and
are converted to DC by Lemma 2.

The probability of transmission failure Pout;lc.R/ over a LCN RB and the
probability of transmission failure Pout;cr .R/ due to channel fading and path loss
over a slot in CRN from (1) and (5), respectively, are nonconvex. Similarly,

the expressions 1�Pout;lc .Rlc;l /
nlC1

1�Pout;lc .Rlc;l /
, 1�Pout;lc .Rlc;l /

nl

1�Pout;lc .Rlc;l /
, 1�Pe;cr .�l ;Rcr;l /

nl

1�Pe;cr .�l ;Rcr;l /
, 1�Pe;cr .�l ;Rcr;l /

nlC1

1�Pe;cr .�l ;Rcr;l /
,

Pout;lc.Rlc;l /
nl , and Pe;cr .�l ; Rcr;l /nl appearing in the constraints C1a, C9, and C10

are also nonconvex. These are linear approximated using the first order Taylor series.
For a function f .x/, its linear approximation is f .x�/C5fx.x�/0.x � x�/ around
a point x� . Once these are approximated, the original constraints are expressed in
DC using Lemmas 1 and 2.

Thus, the modified optimization problem constitutes a convex objective with DC
constraints. Below, the convex-concave procedure (CCP) [20] is used to solve the
DC optimization problem.

Solution to the DC optimization problem: In CCP, the DC functions fi .x/ �
gi .x/ are approximated to convex functions. Linear approximation of the negative
convex part, i.e., gi .x/, is used to convert the DC to convex function. First
order Taylor series is used to obtain the linear approximation. At a point xk , the
linear approximation of the DC function is given as fi .x/ � gi .x/ � fi .x/ �
gi .x�/�5gi .x�/0.x�x�/. Once the DC functions are convex approximated, convex
optimization is applied to obtain the solution. At each iteration, once the optimal
values are obtained, the approximation to the DC functions is improved to obtain a
better solution. Convergence of this algorithm has been provided in [21].

A feasible initial point is required as input to this algorithm, which may be
challenging given the number of variables involved. In [22], it was shown that the
need for an initial feasible point could be overcome by making use of slack variables
in the constraints and penalizing the violations. Naming this modified algorithm as



1466 S. Agarwal and S. De

Algorithm 2: Penalty convex-concave procedure
Initial point x0, �0 > 0, �max, ~, and ". � D 0

while j±� � ±��1j < " do
1. Form Ogj .xI x�/ , gj .x�/C5gj .x�/0.x� x�/ for j D 0; 1; � � � ;M .
2. Set the value of x�C1 to the solution of

±� Dminimize
x

f0.x/� Og0.x; x�/C ��

MX
jD1

�j

subject to fj .x/� Ogj .xI x�/ � �j ;8 j 2 1; 2; � � �M;

�j � 0; j D 1; 2; � � � ;M:

3. Update � : ��C1 D min.~��; �max/.
end

penalty CCP, Algorithm 2 describes the steps involved. In step 1, the DC constraints
are linear approximated around point x� . Slack variable vj is considered for each
constraint, � is the penalty factor added to the objective, and ~ is the multiplying
factor which increments the penalty factor in each iteration. �max is the upper limit
of � . In each iteration, an approximate convex optimization problem is solved in
step 2. The algorithm stops when the change in the objective function value is less
than a small constant ".

Complexity analysis and convex problem decomposition: In step 2 of the
Algorithm 2, a convex optimization problem is solved. For solving (27), a number
of variables are .20LC4/, where 7L are the required parameters (Rlc;l , �l ,Rcr;l , ul ,
nl , prtxlc;l , and prtxcr;l ), 4L are the additional introduced variables (wlc;l , wcr;l , !l , and
+l ), and 9LC4 are slack variables (vi) corresponding to each constraint. Solving this
convex problem involves high complexity. Therefore, the decomposition method is
employed to solve this convex problem.

Due to the specific structure of the problem, it is decomposed with each layer
forming a separate subproblem. The Lagrange function of the approximated convex
problem is decomposed intoL subproblems corresponding to each layer and 9LC4
subproblems corresponding to the slack variables. The subproblems corresponding
to each layer are nonlinear, while the subproblems corresponding to the slack
variables are linear. The problem is iteratively solved, where the subproblems are fed
with the Lagrange multipliers to obtain the optimal parameters. Using these optimal
values from each subproblem, the main problem computes the optimal Lagrange
multipliers using the subgradient method [23].

This decomposition results in a total of 10LC 4 subproblems with 15 variables
for the L subproblems corresponding to each layer and 1 variable for the 9L C 4
subproblems corresponding to each slack variable. Complexity for solving subprob-
lems corresponding toL layers is O.153/, and they can be solved in parallel. Closed
form expressions are obtained for solving the 9LC4 subproblems corresponding to
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each slack variable. Their computation complexity is negligible. The computation
of optimal Lagrange multipliers requires only a few arithmetic operations. Thus, the
decomposition method reduces the complexity significantly.

For CM-basic, the parameters in (27) are made layer independent. Thus,
decomposition method is not required in CM-basic. The solution to (27) for CM-
basic is obtained using the penalty CCP method as presented in Algorithm 2.
There are 22 variables, where 7 are the desired parameters, 4 are the additional
variables introduced, and 13 are the slack variables corresponding to the constraints.
Complexity of solving this problem is O.223/. Though its complexity is lower than
CM-optimal, as will be noted in section “Video Application-Specific Performance”,
the performance of CM-basic is inferior to CM-optimal.

Discussion: The optimization problem (27) provides optimal parameters for the
transmission of L-layer video content via the two networks. The user-provided
parameters (viz.,E.k/

th , Q.k/

th , andL.k/) change with the remaining battery level of the
device, which is on the order of minutes. While these computations are done on the
BS, which have high processing capabilities, the optimization problem computation
can be easily parallelized to meet the deadlines.

Results

Performance of the CM system is captured in two scenarios. The performance of
the CM network is compared against single network access (SNA) scheme, where
the users associate themselves to a single network either LCN (SNA-LCN) or CRN
(SNA-CRN).

General Performance

In this section, numerical results are presented to demonstrate the performance of
CM in the general scenario with heterogeneous user traffic demands. Frame duration
T is taken as 260 ms considering the case of video transmission of 30 fps with GOP
duration of 8 pictures. LTE network is considered as LCN with 5 MHz bandwidth
available. Slot duration in LTE is 0.5 ms with 50 RBs per slot. Data transmission
over each RB is 0.5 Kb. Over the CRN, 2 channels of bandwidth 7 MHz each are
considered with the data rate over each channel is 26.7 Mbps (as in IEEE 802.11af).
Slot duration is taken as 0.5 ms. SU channel sensing duration is taken such that the
probability of misdetection is bounded within 0.1. PU channel activity parameter is
taken as pcr D f0:3; 0:4g [24]. For demonstration purpose, consider cost per bit
transmission in LCN (Clc) and CRN (Ccr ) as 0.1 and 0.05, respectively. Fairness
constraint ˇ is taken to be 0.7, unless otherwise stated.

As stated earlier, for comparison purpose, SNA scheme is considered where the
users are allocated resources via a single network. Users associate themselves to
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a specific network based on their cost constraint 
. Low 
 users (say, 
 < 
th)
are low-paying users and hence they choose CRN, while the high 
 users choose
LCN. Depending upon the users in each network, the controller in each network
allocates resources such that their individual network utility is maximized. The
overall network utility is taken as the sum of the individual network utility of the
two networks. It is of interest to obtain the optimal threshold 
�th that maximizes the
network utility.

Comparative Performance of CM
A network of 60 users is considered where the percentage of RT users varied
as f10; 30; 50; 70; 90g% of the total users. Users are randomly deployed across
the cell. Each user uniformly chooses its dreq 2 Œ0:2; 1�Mbps and cost constraint

 2 .0:2; 1/. dmin for RT users is considered 40% of dreq. Constants c1, c2, c3, and
c4 are taken as 10, 1000, 25, and 15, respectively.

Figure 5 plots the user utility in CM and SNA along with their cost constraint

 for the network with 50% RT users. In SNA, via simulations maximum network
utility (sum of the network utility of the two networks) is obtained. Correspond-
ing to the maximum network utility is the optimal 
�th.SNA/. The users with

 < 
�th.SNA/ associate themselves to the CRN, while the others associate

c *
th
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Fig. 5 Users’ utility along with their cost constraint (
) and average utility observed by successful
users in different 
 regimes for the network with 50% RT users. ˇ = 0.7
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themselves with the LCN in SNA. Bar plot shows the average utility obtained by
the successful users (those users which have been provided service) in the two 

regimes, i.e., 
 < 
�th.SNA/ and 
 	 
�th.SNA/.

From the plot, it is observed that the utility for high 
 users is higher in CM as
compared to SNA. Users operating over SNA in this regime obtain their resources
via LCN only which is an expensive resource. In SNA, the users with moderate 

suffer as they can only be allocated a fraction of their required resource via LCN due
to their cost constraint. CM does better in QoS because of flexible shared resource
allocation.

In the low 
 regime (
 < 
�th.SNA/), all users are associated with CRN in SNA.
Because of intermittent PU activity in CRN, SNA in this regime offers a much
lower user utility compared to that in CM. Average utility per successful user is
comparable in both the cases. This is because, a higher number of users are blocked
in SNA. Similar conclusion can be drawn for network with different proportion of
RT users. Thus, CM offers a high QoS to the users at low cost (low to moderate

 users) along with high-paying users, while SNA can provide high QoS only to
high-paying LCN users.

Figure 6a shows the percentage of users blocked in CM and SNA for various
network instances. As the proportion of RT users increases in the network, a higher
number of users are blocked because it becomes difficult for the network to meet
the minimum rate requirements of all these RT users. The blocked users are mostly
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Fig. 6 (a) Number of users blocked and (b) network utility obtained. ˇ D 0:7. Values above the
bar shows the percentage gain in CM
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low-
 users (see Fig. 5), because these users seek most resource from CRN, which
is a scarce resource (due to high demand of CRN resources by other users and also
due to intermittent PU activity). In the CM system, a lower number of users get
blocked as compared to the SNA due to optimal allocation of resources to the users
via the two networks. It is noted that, in the chosen RT versus NRT user scenarios,
on average 10.8% less users are blocked in CM.

Network utility in CM and SNA scheme is shown in Fig. 6b. As expected, CM
performs better than the SNA in all cases as the resources are optimally and fairly
allocated to the users according to their cost constraints and required resources. It is
also observed that the gain increases with the proportion of RT users in the network
as high number of users get blocked in SNA for higher RT users proportion in the
network. Gain in network utility is seen to vary from 11% to 27%, with an average
gain of 19.6%.

Effect of Fairness Constraint
Finally, to observe the effect of fairness constraint ˇ, the network utility versus
ˇ is plotted in Fig. 7. Fairness constraint limits the controller to allocate the CRN
resources unevenly among users. A stringent fairness threshold pushes the controller
to allocate the CRN resources more evenly among users. This adversely affects the
low 
 users leading to low network utility, though at the cost of maintaining high
degree of fairness. Thus, the inclusion of fairness constraint in the optimization
problem ensures that the greedy users are not unduly benefited from the CRN by
having low-cost constraint.
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Fig. 7 Network utility as a function of fairness constraint, ˇ
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Video Application-Specific Performance

The user cost in video reception via CM is evaluated in this subsection. A single
cell scenario is considered with 1 Km cell radius. The CR-enabled BS is located at
the cell center. LCN RBs are of duration 0.5 ms with bandwidth of 5 MHz (LTE
in 900 MHz band is considered). CRN operation is considered over UHF band
(500 MHz) with PU channel bandwidth of 6 MHz. Slot duration is 10 ms (as in
IEEE 802.22). Channel idling probability is 0.7 [24]. Misdetection probability
threshold is set to 0.05 [8]. Transmission power over LCN and CRN is 24 and
20 dBm, respectively, while noise variance is 10�4 [25]. Path loss exponent is
3.76 [26].

CCR=CLC , � is the ratio of cost charged by CRN and LCN per unit time. In
this study, it is considered that the user is charged monetary cost 100 units per unit
time for operation over LCN, and � D 0:5 (50 units per unit time for PU spectrum
leasing). Device power consumption for reception is 1737 mW, while its tail power
consumption is 1325 mW [18]. Device energy consumption is a function of the
number of layers it intends to receive. In 3GPP, channel state feedback is provided
within 6 ms [27]. Hence, for each packet reception error, the receiver can inform
the BS almost within the next CRN slot. For this study, maximum retry limit nmax is
considered to be 5.

City and Mobile QCIF video sequences are encoded into SNR scalable bitstreams
with a base layer and 3 enhancement layers, with 30 frames per second (fps) and
with GOP of duration 16 frames having structure “IPPPPPPPPPPPPPPP.” For the
City sequence, base layer data rate is 71 Kbps, while the enhancement layers 2,
3, and 4 are encoded at rates 34, 110, and 236 Kbps, respectively. For the Mobile
sequence, base layer data rate is 162 Kbps, while the enhancement layers 2, 3,
and 4 are encoded at rates 203, 535, and 1497 Kbps, respectively. The encoding
is done using JSVM [28]. This data is suitably divided into packets with per-packet
overhead of 24 Bytes, as in IEEE 802.11.

The performance of the CM is compared with CM-basic, SNA-LCN, and SNA-
CRN. If the user is associated only with LCN (i.e., SNA-LCN), transmission
rate is optimized for its optimal performance. In SNA-CRN, where the user is
only associated with CRN, sensing duration and transmission rate adaptation are
performed to guarantee optimal performance. To explicitly demonstrate the benefit
of layer-dependent parameter adaptation in the CM (call it as optimized CM, or
CM-optimal), the comparative scheme, namely, basic CM (CM-basic), is con-
sidered. In CM-basic, transmission rate adaptation over the LCN and CRN,
sensing time adaptation, and number of retransmission and network selection
for retransmission are optimally chosen for all video packets without distin-
guishing their respective priority levels, to obtain low-cost transmission to the
users.
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Video Transmission to a Single CM User
A user located at a distance of 0.5 Km from the BS requests for City video sequence
with 4 layers. The minimum desirable video quality is 95%. In the following, the
single-user performance is presented in terms of device and network constraints and
user preference.

Effects of User Preference
Figure 8a, b present, respectively, the user cost and energy consumed versus energy
consumption threshold. Compared to SNA-LCN, SNA-CRN offers service at a
lower cost due to its opportunistic spectrum access. However, operation over CRN
requires a higher minimum energy E�th as opposed to E#

th in SNA-LCN (i.e.,
E�th 	 E#

th, as noted in Fig. 8b), because of the additional activity of the device
due to intermittent sensing and channel imperfections. CM-basic provides service
in all regimes as it exploits both CRN and LCN. For Eth > E�th, cost is same as
in SNA-CRN, because all content is transmitted via CRN. As the device energy
consumption constraint becomes more stringent (Eth < E#

th), the SNA-LCN and
CM-basic go into outage because energy consumption in SNA-LCN exceeds the
threshold. In contrast, less resource requirement in CM-optimal allows to serve a
user with even more stringent energy constraints. Though the energy consumption
in CM-optimal is higher than that in SNA-LCN, CM-optimal serves the user at a
lower cost due to concurrent transmissions via LCN and CRN. Overall, CM-optimal
outperforms CM-basic (hence SNA-LCN and SNA-CRN) by reducing the cost on
average by up to 44:1%.

Figure 9 presents the impact of video quality threshold Qth on user cost. Qth

is varied from 90% to 99%, with Eth D 680mJ. A higher Qth requires higher
resources, thereby increasing energy consumption and cost. With the considered
Eth, SNA-CRN can guarantee service only up to Qth � Q�th. In contrast, SNA-LCN
meets the user demand at a lower energy consumption, though at a higher cost. CM
performs better by using CRN at lower Qth for reduced cost and optimally dividing
the stream over LCN and CRN to meet higher Qth at a reduced cost. Compared to
SNA, CM-optimal provides on an average 42% cost reduction along with providing
service to the users with more stringent Eth and Qth requirements.

Effects of Network Parameters
Figure 10a shows the cost to the user in various schemes with the change in CRN
versus LCN cost ratio �. Observe that cost to the user increases with the increase
in � (�cr ). User cost in SNA-CRN surpasses SNA-LCN at � D ��. To achieve a
low-cost transmission, the CM-optimal delivers all the data via CRN for � < ��,
while the data is transmitted via LCN for � > ��.

The effect of PU activity parameter on user cost is plotted in Fig. 10b. PU channel
idling probability pcr is varied from 0.25 to 1. Lower idling probability induces the
use of higher number of CRN slots to transmit a video content, thus increasing
energy consumption and cost. For pcr < p�cr , the energy consumption constraint
is violated in SNA-CRN resulting in service outage. CM-optimal chooses the radio
access optimally to maintain low cost to the user at all times.
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Fig. 8 Variation in (a) user cost and (b) energy consumed, versus energy consumption threshold.
Qth D 95%. � D 0:5, pcr D 0:7, L D 4

Effects of User Device Battery Energy Constraint
As discussed in section “User Device Capability”, to aid continued reception, user’s
requested video quality and maximum energy consumption constraint has been
considered to be a function of its remaining battery level. For demonstration, let
us consider a mobile device with maximum energy consumption threshold and
requested number of video layers L, as shown in Fig. 11.
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Fig. 9 Variation in user cost versus video quality constraint. Eth D 680mJ, � D 0:5, pcr D 0:7,
L D 4

A lower remaining battery level induces lower video quality and Eth. Qth is
maintained at 95%. Figure 12a presents the user cost in video transmission in
the various schemes. SNA-CRN goes into outage for some Eth regimes, though
providing service at a lower cost. The gain in CM-optimal as compared to SNA
as well as CM-basic scheme is higher when L is higher. This is because the
advantage with layer-dependent parameter adaptation diminishes for lower number
of requested layers. Figure 12b presents the mean received video PSNR for
different battery levels of the user device. The PSNR increases with the increased
number of layers requested. As Qth is maintained at 95%, the PSNR remains
constant for a fixed number of layers requested. Thus, CM-optimal intelligently
distributes data via the two networks depending on the individual network cost and
availability, to ensure low cost to the user without affecting the video reception
quality.

Multiuser Operation

Let us consider a single cell scenario with 80 CM users uniformly randomly
distributed across the cell. Three network scenarios are considered. In the first,
all users request “City” video sequence, while in the second all users request
‘Mobile’ video sequence. In the third scenario, the users request one of the two video
sequences: “City” or “Mobile”, with equal probability. Remaining battery level of
user device is distributed uniformly between Œ0 100�%. Depending on the remaining
battery level, the user’s maximum energy consumption constraint and number of
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layers requested are obtained from the characteristics in Fig. 11. The minimum
video quality constraint is fixed to 95% for all users. Three random instances of
the network in each of the three scenarios are studied, and the average performance
is evaluated.

Figure 13 presents an example of resources requested/allocated via the two
networks for a random network instance in the third scenario. Optimal resources
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requested by the individual users are computed using (27). Following Algorithm 1,
the users are served in an increasing order of their cost or equivalently the
number of layers requested. The users meeting the resource availability criteria are
served (marked allocated in Fig. 13). If the CRN resources are insufficient, (27) is
recomputed to obtain the revised resource allocation. If a user’s revised resource
allocation is acceptable, the user is served (marked by arrow in Fig. 13). A user is
dropped if its resource requirement is not met. Overall, the users requesting lower
resources are served, while the users with higher demands are more likely to be
dropped.

Figure 14a, b present, respectively, the total network cost C �net (cf. (26)) and the
average number of users served in the three scenarios. The number of users served is
higher in scenario 1 as the data rate of the City video sequence is lower compared to
the Mobile video sequence. Total network cost in SNA schemes is seen to be higher
than (inferior to) the CM system because the users are optimally allocated resources
from the two networks simultaneously in CM. Further, the number of users served
in CM is higher compared to the other schemes. Figure 14c shows the average
PSNR of the users served. It is observed that the average PSNR in CM-optimal
is better than that in all the other schemes as higher number of users are served in
CM-optimal. Due to layer-dependent parameter optimization, CM-optimal outper-
forms SNA-LCN schemes by serving on average 48.2% more users with about 3%
higher PSNR on average.

To gain further insights, Fig. 15a, b present the average cost per user and
fraction of users served versus number of layers requested in the first scenario.
From Fig. 15a, it is observed that the average cost per user served is the lowest in
CM-optimal, which is due to its layer-dependent parameter optimization. Cost
reduction in CM-optimal is higher for higher number of requested layers. As the
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users are served in an increasing order of the number of layers requested, the users
requiring higher number of layers are more likely to be dropped (see Fig. 15b).
However, in CM system, where the data is optimally transmitted via the two
networks, the fraction of users served is higher. Similar trends are observed in the
other scenarios as well. Compared to SNA, CM system serves a higher number of
users with a higher average video reception quality and at a lower cost.



1478 S. Agarwal and S. De

0 20 40 60 80 100 120

Number of RB over LCN

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

N
um

be
r 

of
 s

lo
ts

 o
ve

r 
C

R
N

Served optimal
Served allocated
Unserved

Fig. 13 Requested and allocated resources to the users via the two networks for a network instance
in Scenario 3. Nu D 80, Qth D 95%, � D 0:5, and pcr D 0:7

1 2 3
Scenario

-8000

-6000

-4000

-2000

0

A
ve

ra
ge

 to
ta

l n
et

w
or

k
co

st
, C

ne
t*

1 2 3
Scenario

0

0.2

0.4

0.6

0.8

1

A
ve

ra
ge

 fr
ac

tio
n 

of
us

er
s 

se
rv

ed

1 2 3
Scenario

a b

c

30

32

34

36

38

40

A
ve

ra
ge

 P
S

N
R

 (
dB

)
pe

r 
us

er
 s

er
ve

d

SNA-LCN SNA-CRN CM-basic CM-optimal

Fig. 14 Average (a) total network cost, (b) fraction of users served, and (c) PSNR per user served
in the three scenarios. Nu D 80, Qth D 95%, � D 0:5, pcr D 0:7, and � D 100



44 Cognitive Multihoming System for Enhanced Cellular Experience 1479

Fig. 15 (a) Average cost per
user served and (d) average
fraction of users served for
users requesting different
number of layers in Scenario
1. Nu D 80, Qth D 95%,
� D 0:5, pcr D 0:7, and
� D 100
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Concluding Remarks

Summary and Discussion

In this chapter, a cognitive multihoming system concept has been introduced to
enhance the cellular network experience. Here, the user data is optimally split across
LCN and CRN before transmission to the multihomed users. The CM approach
aids in mitigating the spectrum scarcity problem of LCN, which CRN alone cannot
solve. Two test scenarios were considered. In the general scenario, compared to
the SNA approach, CM offers about 19% increase in average network utility and
about 11% increase in average number of users served. In the application-specific
scenario, where the users request for scalable video content, the optimized CM has
been shown to outperform the SNA schemes by reducing the cost up to 51% and
serving almost 55% more number of users.
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Challenges and Future Directions

CM involves aggregating LCN and CRN to provide high-quality service to the users.
CM can be easily realized in practice by utilizing the LTE-WiFi aggregation (LWA)
technique standardized by the 3GPP in Release-13. LWA offers seamless usage of
both LTE and WiFi networks to increase network performance. LWA can be used
for CM deployment by replacing the WiFi network component with the CRN.

However, regulations are required to carry out opportunistic transmissions over
unused licensed bands. A few countries, for example, the USA and some countries
in Europe have introduced regulations for exploiting unused TV spaces. Yet, no
regulation has been introduced for dynamic spectrum access in other licensed bands,
which is required from the government agencies before CRN techniques could be
commercially realized.

Furthermore, the BSs need additional capability of streaming the data stream
from the remote data server and splitting the stream optimally across LCN and
CRN for each user. This requires servers with high computation power at the BS
which can carry out the optimization in real time. One aspect for future works is to
study and develop novel real-time algorithms which can be implemented on low-
end off-the-shelf hardware platforms and require minimal changes in the existing
BS ecosystem.

The discussion in this chapter considers only the downlink communication via
CM. Analysis of CM system for uplink transmissions can be studied likewise. There
could be multiple cellular networks in a specific geographical region accessing the
same CR channels. Coexistence studies among multiple such networks are useful
from the point of performance and resource allocation via CM.
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Abstract

Standards, fundamental in many areas of technology, are particularly vital in
communications as they provide the foundations upon which radio devices,
network elements, and other essential parts and functionalities in the commu-
nication chain can talk to each other. Moreover, standards are of even further
accentuated importance in CR and spectrum sharing scenarios, as such scenarios
imply direct or indirect interaction involving a wider range of stakeholders,
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including regulators – implying different forms of standards (e.g., regulatory
conformance standards). Given such observations, this chapter addresses stan-
dardization in the context of CR and spectrum sharing, particularly aiming to
provide an opening and front matter to the more detailed coverage of some
particular standards that are addressed in later chapters of this section of the
book. In addition to providing this introductory material, this chapter addresses
the broader scope of a number of relevant standards that are not detailed in the
dedicated chapters. These include the TVWS regulatory conformance standard
ETSI EN 301 598, the IEEE DySPAN-SC and IEEE 1900 series standards on
various aspects of spectrum sharing and dynamic spectrum access, the IEEE
802.15.4m wireless personal area networks in TVWS standard, and the ECMA
392 TVWS MAC/PHY standard.

Introduction

Standards serve a number of purposes. On the one hand, they enable elements of
communication systems to be developed and operated by a number of different
manufacturers and operators, those elements still being able to communicate
with each other with given expectations on performance, capabilities, technical
characteristics, and overall outcome more generally. This has paved the way for the
creation of systems such as GSM, UMTS, and LTE, with end-users and operators
not being constrained to the use of mobile phones and network equipment created
by a single manufacturer, for example. Such attributes are fundamentally essential
to achieve sufficient economies of scale and market diversity to make mobile
communications economically viable and also to make mobile communications
acceptable from a policy perspective, e.g., not leading to a monopoly or dominance
by a single manufacturer.

On the other hand, standards allow for coexistence among different elements
or entities using spectrum or another common resource. In this context, there
might often be a requirement from an overarching policy entity such as a regulator
or regional/international regulatory coordinator (e.g., the CEPT, ITU) that certain
standards are adhered to for coexistence and other purposes. This is in order to
guarantee compatibility and performance in achieving coexistence, noting that the
correctness of coexistence among (and implemented by) the participating entities
becomes something of a legal requirement in such contexts.

Particularly in the context of spectrum sharing technologies, coexistence eti-
quette and associated functional requirements are basic impositions on the range
of systems sharing the spectrum, or on the “secondary” users if such sharing is
in a primary/secondary context. Standards are often required for key reasons such
as to ensure that (i) the decisions or actions on spectrum sharing are either made or
implemented correctly; (ii) the correct protocols for communication with a spectrum
sharing decision making entity are implemented; (iii) the correct parameters and/or
capabilities of spectrum sharing supporting functionalities and other capabilities
are implemented; (iv) compatible decisions on spectrum sharing, e.g., from an
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interference perspective, are made and implemented; and (v) the correct fail-safe
and/or hardware intervention functions are implemented, among many others.

A good example here is the requirement of the UK regulator Ofcom [1] that
white space devices imparted the status of “license exempt” for operation in TV
White Space (TVWS) in the UK correctly implement the ETSI EN 301 598 standard
[2]. Such a requirement equally applies to all European Union (EU) countries that
decide to implement TVWS technology, by virtue of ETSI EN 301 598 being
a “Harmonized European Standard.” This standard specifies aspects such as the
white space devices’ emission requirements, their communications with geolocation
databases and listings of geolocation databases, and their actions based on responses
from the geolocation databases, among many other aspects. The adherence to such
a standard is ensured at the certification stage of the creation of equipment, noting
that no other input to the devices can be required in the operational stage given their
status as “license exempt,” i.e., the devices must operate without any specific input
from the user or other entity, aside from communicating with a geolocation database.

In the following sections, we delve into detail on some of the specific standards
and standards coordinating entities in the context of spectrum sharing and white
spaces, cognitive radio (CR), and related areas of interest to this book. It is noted
again that there are dual intentions here: (i) to provide front matter to the detailed
coverage that is given on particular standards in later chapters, and (ii) to address
some interesting and related standards that are not covered in the later chapters.

ETSI EN 301 598 Harmonized European Standard

The ETSI EN 301 598 Harmonized European Standard [2] is absolutely central to
TVWS in the EU, as it defines the conformance requirements of white space devices
in order for them to be allowed to operate in the EU. In essence, it also captures key
aspects of the EU framework for TVWS, through the descriptions of the required
actions and characteristics of white space devices. In line with this, ETSI EN 301
598 specifies detailed conformance tests that white space devices must pass, each
test matching a characteristic or requirement as defined in a mirroring section of the
standard.

The aspects of white space devices’ characteristics and requirements defined in
this standard, hence associated conformance tests, include:

• Definitions of types white space devices and associated requirements: Type A
(fixed operation) and Type B (non-fixed operation), and their antenna types,
noting that Type A has the additional flexibility in terms of an external antenna
being allowed as opposed to only integral or dedicated antennas as for Type B.

• Transmission channel definitions and the need to specify transmission “nominal”
channel bandwidths (as per bonding, i.e., a multiple of 8 MHz) and the total
“nominal” bandwidth should the white space device use multiple such collections
of channels.

• RF power (EIRP) and PSD (EIRP) definitions and limit requirements.
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Table 1 ETSI white space device spectrum mask classes (“dB’s down” per 100 kHz compared
with power in intended 8 MHz channel) [2]

Adjacent channel distance
from intended channel n

Adjacent frequency leakage ratio (AFLR)

Class 1 Class 2 Class 3 Class 4 Class 5

n˙ 1 74 74 64 54 43

n˙ 2 79 74 74 64 53

n˙ 3 or more 84 74 84 74 64

• Unwanted emission requirements of the white space devices, including:
– Unwanted emissions outside of the TV band, specified as overall emitted

power per 100 kHz in various frequency ranges below 1 GHz, and per 1 MHz
above 1 GHz.

– Unwanted emissions inside the TV band, specified in terms of “dB’s down”
per 100 kHz compared with the intended 8 MHz channel, for the adjacent
channel, the next adjacent channel after that, and the next one again after that
for which all further out channels have the same limit. It is noted that ETSI
EN 301 598 specifies five different such mask classes, ranging from extremely
tough to extremely lenient. Table 1 details these classes.

• White space device reverse intermodulation requirements.
• Identification requirements of white space devices.
• Requirements regarding communication with a regulatory-provided listing of

valid geolocation databases.
• Communication of master white space devices characteristics, locations, heights,

identities, etc., with the geolocation databases.
– The correct implementation of the responses from the geolocation database

(i.e., allowed EIRPs/channels).
– Requirements on notification of the database of the chosen channel(s)/EIRP(s)

and the reception of an acknowledgement before being allowed to transmit.
• Similar requirements for the slave white space devices, via a master white space

device and association with the master white space device; definition of “generic”
and “specific” parameters, and associated procedures, supporting this process of
initial slave parameter exchange.

• Receiver spurious emission requirements.
• Geolocation capability requirements.
• Software, firmware, and related security requirements.

IEEE 802.22 Wireless Regional-Area Networks in TVWS

IEEE 802.22 is first completed IEEE standard specifically dedicated to the use of
white space access. The standard builds on IEEE developments for other contexts
of deployment, adapting them to the specific case of TVWS – a particular starting
point being the work on IEEE 802.16 (WiMAX) [3]. Through this, IEEE 802.22
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has aimed to provide a radio interface serving wireless regional area networks
(WRANs), covering (at least in terms of MAC capabilities) ranges of potentially
up to 100 km, compared with a few 10’s of km which the next-best coverage IEEE
specification set, WiMAX wireless metropolitan area networks (WMANs), might
achieve. In line with its intended coverage and characteristics through the use of
TVWS, and in comparison with the monkers “WiFi” and “WiMAX” of some other
prominent IEEE systems, 802.22 has been given the tag “WiFar” – most often
represented as “Wi-Far.”

The baseline IEEE 802.22 standard was approved for publication in 2011 and
is therefore denoted as IEEE Std 802.22TM-2011 [4]. IEEE 802.22 has further
worked on other standards within its scope, namely, 802.22.1 on “Enhanced
Interference Protection of the Licensed Devices” (approved for publication in 2010,
denoted as IEEE Std 802.22.1TM-2010 [5]), effectively specifying a beaconing
network to protect low-power licensed devices, and 802.22.2 “Recommended
Practice for Installation and Deployment of IEEE 802.22 Systems” (approved for
publication in 2012, denoted as IEEE Std 802.22.2TM-2012 [6]), which simply
gives recommendations on deployment of IEEE 802.22 networks, noting that
such an IEEE Recommended Practice standard is a form of informative content
and not binding by definition. IEEE 802.22 has also recently started working
on standard 802.22.3, “Standard for Spectrum Characterization and Occupancy
Sensing,” aiming to define a spectrum sensing system to add value to current 802.22
white space systems through more advanced spectrum sensing capabilities. Among
other benefits, this facilitates a better choice of which channel should be used
by an 802.22 system based on the channels’ characteristics, such as background
interference.

IEEE 802.22 has also worked on two amendments to IEEE Std 802.22TM-2011,
802.22a “Management and Control Plane Interfaces and Procedures and enhance-
ment to the Management Information Base (MIB),” and 802.22b “Enhancement for
Broadband Services and Monitoring Applications.” IEEE 802.22a was approved
for publication in 2014 (therefore denoted as IEEE Std 802.22aTM-2014 [7]), and
802.22b was very recently approved for publication at the end of 2015 (denoted as
IEEE Std 802.22bTM-2015). At the time of writing, in addition to IEEE 802.22.3,
IEEE 802.22 is further working on a revision of the baseline IEEE Std 802.22TM-
2011, aiming to bring it to other spectrum sharing bands and applications, as well
as a revision of IEEE Std 802.22.1TM-2010.

IEEE 802.22 Physical Layer

The PHY of 802.22 is heavily based on a variation of the WiMAX amendment
standard IEEE 802.16e. The 802.22 PHY use 2,048 OFDM subcarriers irrespective
of the utilized channel bandwidth, noting that 802.22 supports bandwidths of 6,
7 and 8 MHz, respectively, with transmission bandwidths of 5.625, 6.561, and
7.499 MHz. Out of these, 368 subcarriers are guard subcarriers, with the utilized
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subcarriers comprising 1,440 data subcarriers and 240 pilot subcarriers. The basic
unit of resource allocation is known as a sub-channel, defined as 24 data subcarriers
plus 4 pilot subcarriers.

IEEE 802.22 supports BPSK, QPSK, 16-QAM, and 64-QAM modulation.
Pertaining to various extraordinary modes of operation and preambles, 802.22 uses
BPSK in uncoded mode only for CDMA opportunistic mode on the uplink, which
is applicable in the USA, as well as QPSK with 1/2-rate coding and repetitions
2, 3, and 4. Repetition 4 is for superframe control header (SCH) transmission and
also the superframe preamble, as well as the coexistence beacon protocol (CBP)
packet preamble, repetition 3 is for the CBP transmission, and repetition 2 is for
frame control header (FCH) transmission as well as the frame preamble. For data
communication, more generally, 802.22 supports QPSK, 16-QAM, and 64-QAM
modulation, each with convolutional coding rates of 1/2, 2/3, 3/4, or 5/6. The highest
rate modulation and coding scheme, 64-QAM modulation with 5/6 coding, can
achieve a peak data rate of 22.69 Mbps for a spectral efficiency of 3.78 bps/Hz in
a 6 MHz channel assuming the entirety of that channel is used in the denominator
of the calculation (i.e., not just the transmission bandwidth). 802.22 also supports
three different optional advanced coding methods: duo-binary convolutional turbo
codes, shortened block turbo codes, and low-density parity check codes.

Interleaving is achieved using a turbo interleaver, applied to coded bits and to
carriers, the latter with different parameters.

Far more information on the 802.22 PHY can be obtained, e.g., from [8].

IEEE 802.22 MAC Layer

The 802.22 MAC is again very similar in form to that of IEEE 802.16 (WiMAX),
with additional functionality incorporated to cope with the protection requirements
of incumbent services in TVWS. This additional functionality includes geolocation
capability and interaction with geolocation databases; synchronicity in the super-
frame structure achieved by a common clock such as GPS, to allow for spectrum
sensing among other benefits; and spectrum sensing itself, among others. The MAC
is connection oriented and centralized in terms of resource allocation and QoS
control.

The 802.22 frame structure consists of superframes and frames. A superframe
is 160 ms long and contains 16 frames of 10 ms duration each. The first frame
in a superframe starts with the superframe preamble, the frame preamble, the
SCH, and then the FCH. Frames otherwise start with a frame preamble then FCH.
The SCH is a broadcast by base stations that can be seen as a type of beacon
and carries information that effectively “boots” consumer premises equipment
(end users) on to the cell/access, configuring them accordingly based on the
characteristics of that cell/access. It is sent with a very robust modulation and
coding, as described above, for this reason. The FCH includes information on
the downlink and uplink structuring in the frame. As well as the aforementioned
preamble, upfront information, and downlink and uplink traffic, the frame structure
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of 802.22 includes a third part dedicated to coexistence: termed the self-coexistence
window (SCW). This enables intercell communication, utilized for self-coexistence
and incumbent protection in CR systems, and is scheduled by the BS at the end of
some frames. The SCW extends over five symbols.

As would be expected for a centralized protocol serving CR principles, there are
a number of highly sophisticated aspects of its MAC layer design. These capabilities
include, among others:

• System-level coordination among cell resource usages.
• Time-sharing of resource usages among cells in the case of over overlapping

cells, if desired.
• An urgent messaging procedure to stop transmissions incorporated into the MAC

structure for coexistence emergencies (e.g., unexpected emergence/detection of
an incumbent spectrum user).

• Fully specified sensing support (not only coordinated quiet periods but also
messaging for sensing measurements, fully specified information sets, etc.).

• A highly configurable frame structure, e.g., based on downlink/uplink traffic
requirements.

Far more information on the 802.22 MAC can be obtained, e.g., from [8].

IEEE 802.22 Spectrum Manager

In line with the centralized nature of the IEEE 802.22 design, and noting the
complexity of spectrum coordination in such cases, 802.22 also includes a cen-
tralized “Spectrum Manager” entity. As well as efficient spectrum coordination
in the context of spectrum usage within the 802.22 deployment, the entity deals
with aspects of incumbent protection and adherence to regulatory policies. More
specifically, it is responsible for:

• Maintenance of spectrum availability information.
• Channel classification and selection.
• Association control.
• Regulatory policy enforcement.
• Channel management.
• Self-coexistence with other 802.22 systems.

The maintenance of spectrum availability information is achieved through
combining a range of information sets on incumbents, namely, from spectrum
sensing and geolocation databases. The channel classification and selection assigns
operational statuses of channels to MAC/PHY elements in the 802.22 network. A
number of classes are given to channels in these assignments, including operating
channels, backup channels, and candidates for backup channels, among others
[8]. Association control manages association between CPEs and BSs, granting
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association rights accordingly. The regulatory policy enforcement is achieved by
interfacing with a regulatory policy entity and instructing all necessary elements
in accordance with the response from that. For instance, such information might
include the required frequency of checking availability with a geolocation database.
Channel management is responsible for the assignment of the actual operational
channels to 802.22 network elements, including associated actions such as switching
to backup channels, e.g., if an incumbent is detected, perhaps even terminating
a cell if there are no appropriate channels, among other aspects. Self-coexistence
with other 802.22 networks combines the information from all CPEs of other
802.22 networks in the area and selects channels accordingly or switches to “self-
coexistence mode.” Self-coexistence mode is the special mode for time-sharing of
resources among cells/networks, anticipated to be rarely needed.

Again, far more information on the 802.22 Spectrum Manager, as well as
the detail of 802.22 in general, can be obtained, e.g., �Chap. 49, “ETSI-RRS
Reconfigurable Radio Systems Standards”.

IEEE 802.11af Wireless Local Area Networks in TVWS

IEEE 802.11af (approved for publication in 2013, therefore denoted as IEEE Std
802.11afTM-2013 [9]) is the amendment of the IEEE’s 802.11 wireless local area
networking (WLAN) specification to extend it to operability in TVWS.

IEEE 802.11af Physical Layer

The IEEE 802.11af PHY is heavily based on IEEE 802.11ac, simply downclocking
the OFDM-based “very high throughput” 40 MHz PHY mode of 802.11ac. 802.11af
supports modulation and coding schemes BPSK 1/2, QPSK 1/2 and 3/4, 16-QAM
1/2 and 3/4, 64-QAM 2/3, 3/4, and 5/6, and 256-QAM 3/4 and 5/6. The theoretical
maximum throughput in 6 and 8 MHz channels, respectively, for a short guard inter-
val implementation are 26.7 and 35.6 Mbps. Among other PHY aspects, 802.11af
supports convolutional coding and optional LDPC coding, channel aggregation is
optionally supported bonding up four channels in one or two contiguous blocks,
and up two four spatial multiplexing streams are optionally supported. If all these
characteristics are implemented together, the theoretical maximum throughput of
802.11af increases to 426.7 Mbps in 6 MHz channelization, and 568.8 Mbps in
8 MHz channelization. Regarding OFDM structure, 802.11af implements 108 data
subcarriers, 6 pilot subcarriers, and 3 null subcarriers per channel.

IEEE 802.11af MAC Layer

Being an amendment to the IEEE 802.11 standard, much of the MAC charac-
teristics and functionalities therein are maintained, as expected. However, there
are, by necessity or in order to improve optimality, some key differences and
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added functionalities of 802.11af compared with the baseline 802.11 and its other
amendments.

Some differences relate to self-coexistence. The 802.11af MAC layer defines
the optional concept of the registered location secure server (RLSS). If 802.11af
access points (APs) are placed in close proximity, the associated RLSS manages the
channel allocation among them. This represents a novel self-coexistence function in
order to better coordinate the channel usage in TVWS. However, the conventional
IEEE 802.11 self-coexistence mechanism of CSMA is also maintained.

An AP in 802.11af is a master device as per TVWS terminology, and a Station
(STA – i.e., the end user device, e.g., a WiFi-capable laptop) is a slave device.
However, despite the infrastructure-based hierarchy, 802.11af does not support
cellular operation in the sense that 802.22 does. This is in line with the conventional
802.11 wireless local area networks structure as a “nomadic” wireless network. In
contrast, 802.11af maintains its support for ad hoc modes of operation as in 802.11,
which are not supported by 802.22.

Clearly, in order to be compliant with TVWS rules, 802.11af must implement
communications with geolocation databases as well as all other such requirements
as specified by regulators. This is implemented by the 802.11af MAC. However,
802.11af does not specify the intricate solutions for sensing-based access, as are
specified in 802.22 (see section “IEEE 802.22 Wireless Regional-Area Networks in
TVWS”). Our assessment is that this in because 802.22 undertook a lot of its early
work at a time when the pending rules for TVWS in the USA were very different
from what they are now, being significantly based on sensing until late 2010. The
rules then changed almost in totality to being based on geolocation database-enabled
access, with sensing-based access only being allowed in the US case and only for
an extremely low transmission power of 50 mW in the 6 MHz channel, or �0.4 dBm
per 100 kHz PSD, neither of which can be violated. 802.11af was developed entirely
within the duration that the new rules applied. However, it is noted that TVWS
rules might still vary further internationally; hence, the flexibility that 802.22 has
in terms of aspects such as sensing support might have benefits, depending on the
implementation scenario.

More information on 802.11af, linked specifically to implementation and trialing
of it, can be found in �Chap. 49, “ETSI-RRS Reconfigurable Radio Systems
Standards”.

IEEE 802.15.4m Wireless Personal Area Networks in TVWS

IEEE 802.15.4m (approved for publication in 2014, therefore denoted as IEEE
Std 802.15.4mTM-2014 [11]) is the amendment to IEEE 802.15.4 for operation in
TVWS. IEEE 802.15 is the standards working group for wireless personal area
networks (WPANs), and IEEE 802.15.4 the standard for low-rate such WPANs
(LR-WPANs) under that scope. Examples of deployment purposes for such capa-
bilities include smart utility networking, wireless sensor networking, active radio-
frequency identification, and low-energy critical infrastructure monitoring, among
others.
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Like IEEE 802.11af, IEEE 802.15.4m doesn’t assume sensing capability up front
and therefore doesn’t explicitly define it or support capabilities to the extent that
IEEE 802.22 does (see section “IEEE 802.22 Wireless Regional-Area Networks in
TVWS”); however, 802.15.4m doesn’t rule out access being based on sensing either.
It is perfectly conceivable for a separate sensing capability to be deployed that will
allow such a system to operate in TVWS, e.g., with the much lower channel power
limit of 50 dBm as is permitted in such cases in US deployments. 802.15.4m does
specify all the geolocation database communications that are necessary in order to
allow white space access as the dominant method internationally.

IEEE 802.15.4 specifies two levels of device functionality: full-function devices
(FFDs) and reduced-function devices (RFDs). FFDs may serve as coordinators or
as simple nodes in the WPANs and can undertake functionalities such as relaying
messages in the coordinator role. RFDs are very basic devices, e.g., with very
constrained batteries and limited communication capability, and cannot act as
coordinators. There is also a higher-level concept of a PAN coordinator that com-
municates directly with the geolocation database and deals with synchronization of
the network. Based on such capabilities, 802.15.4m supports cluster-tree topologies
(i.e., interconnections of trees), and star topologies, and can also support mesh-based
topologies.

Regarding the PHY of 802.15.4m, keeping in mind that it is an amendment,
802.15.4 and its other amendments define a total of 12 different PHY alternatives.
Far more information on these can be obtained from [11, 12]. However, 802.15.4m
defines three new PHYs/variants for operation specifically in TVWS: a frequency-
shift keying based PHY, a wideband OFDM-based PHY, and a narrow-band
OFDM-based PHY. Regarding the MAC of 802.15.4m, interesting capabilities
such as “dynamic band switching” are defined, allowing 802.15.4 (as amended
by 802.15.4m, and other amendments) to switch back to other bands/modes where
TVWS is not available or perhaps not yet permitted under regulations. Power-saving
functionality is also defined, involving the scheduling of listening periods and sleep
modes in between.

More information on 802.15.4m can be found in [11, 12].

IEEE DySPAN-SC and IEEE 1900 Standards Working Groups

The IEEE Dynamic Spectrum Access Networks Standards Committee
(DySPAN-SC) [13] and associated IEEE 1900 working groups (see [14–20]) are
concerned with the standardization of aspects of DySPAN and related technologies
such as Dynamic Spectrum Access (DSA), CR, and TVWS, among others.
DySPAN-SC is responsible for the oversight and sponsoring the development of
standards in the IEEE 1900 working groups. Many of the standards that are worked
on and developed by IEEE 1900 working groups take an overarching viewpoint.
They often intend to be either broadly applicable to generic concepts among a
range of types of systems (e.g., the terms and definitions harmonization work of
IEEE 1900.1 [26], or the heterogeneous networks management scope of IEEE
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1900.4 [29], among other examples), or ultimately applicable to a wide range of
use cases (e.g., the white spaces radio interface standard of IEEE 1900.7, among
other examples; although it is noted that 1900.7 is still in the process of defining
amendment standards that will likely broaden the use cases it covers).

Such a direction has strong links to DySPAN-SC’s definition as based on a
particular class of technologies (DySPAN/DSA) and therefore standardizing the
different and broadly applicable aspects of those technologies. This is in contrast
to the IEEE 802 standards committee [21] and its working groups (IEEE 802.11
[22], IEEE 802.15 [23], IEEE 802.16 [24], IEEE 802.22 [25], etc.), which for
the most part concentrate on very specific use cases and scenarios for computer
communications, such as local area networking, personal area networking, and
metropolitan area networking, among others, and therefore define their standards
based on those use cases. Further, in defining the scope of IEEE DySPAN-SC
and its standards, it is recognized that flexibility is needed in order to serve
the capabilities and characteristics of a range of different systems. The broad,
often technology-agnostic nature of IEEE DySPAN-SC and some of its IEEE
1900 standards underlines the operational flexibility within which they aim to
flourish.

IEEE 1900 Working Groups

The IEEE 1900 working groups and their titles/topics are listed as follows:

• IEEE 1900.1: Definitions and Concepts for Dynamic Spectrum Access:
Terminology Relating to Emerging Wireless Networks, System Functionality,
and Spectrum Management [14].

• IEEE 1900.2: Recommended Practice for the Analysis of In-Band and Adjacent
Band Interference and Coexistence Between Radio Systems [15].

• IEEE 1900.3: Recommended Practice for Conformance Evaluation of Software-
Defined Radio (SDR) Software Modules (disbanded) [16].

• IEEE 1900.4: Architectural Building Blocks Enabling Network Device
Distributed Decision Making for Optimized Radio Resource Usage in
Heterogeneous Wireless Access Networks [17].

• IEEE 1900.5: Policy Language and Policy Architectures for Managing Cognitive
Radio for Dynamic Spectrum Access Applications [18].

• IEEE 1900.6: Spectrum Sensing Interfaces and Data Structures for Dynamic
Spectrum Access and other Advanced Radio Communication Systems [19].

• IEEE 1900.7: Radio Interface for White Space Dynamic Spectrum Access Radio
Systems Supporting Fixed and Mobile Operation [20].

Figure 1 depicts the relationships among the IEEE 1900 working groups, as well
as their statuses. In the following sections, we go into a bit more detail on these
groups, including their topics, purposes, and current or emerging standards.
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Fig. 1 IEEE DySPAN-SC and IEEE 1900 working groups and standards

IEEE 1900.1
IEEE 1900.1 aims to facilitate the development of DySPAN-related technologies
(including DSA, white spaces, CR, etc.) by clarifying the terminology and aspects
of how these technologies relate to each other, noting that many of the terms used
in the fields of DSA and the wide range of related technologies do not have precise
definitions or have multiple/unclear definitions. The baseline 1900.1 standard was
approved and published in 2008 (therefore denoted as IEEE Std 1900.1TM-2008
[26]), and an amendment covering new terms and definitions that have emerged
since the publication of the baseline standard in the scope of other IEEE 1900
working groups was approved in late 2012 and published in January 2013 (therefore
denoted as IEEE Std 1900.1aTM-2012 [27]). IEEE 1900.1 has since worked on
a revision of its published 2008 standard, also incorporating the text of the IEEE
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1900.1a-2012 amendment as is usual procedure. This work should complete the
end of 2017 at the latest.

The baseline IEEE 1900.1-2008 standard presents terms and definitions in the
following categories:

• Definitions of advanced radio system concepts.
• Definitions of radio system functional capabilities.
• Definitions of network technologies that support advanced radio system

technologies.
• Spectrum management definitions.
• Glossary of ancillary terminology.

Further, the IEEE 1900.1a-2012 amendment has added the category of definitions
of decision making and control concepts that support advanced radio system
technologies.

The annexes of the baseline standard, all of which are “informative” in nature,
cover additional aspects such as the consideration of the implications of DySPAN
and related technologies (e.g., for regulation), some detailed consideration of the
relationships between the technologies hence their hierarchical inheritance, and
observations on the purposes of the technologies and aspects of their architectures.
One example of the latter is a detailed study on the different forms of flexible
radio. There is also discussion on roadmapping for such technologies, among other
aspects.

The 1900.1 revision is reviewing the terms with regard to and changes in their use
in the community, new terms/definitions that are required or the deletion of terms,
structuring of the terms, and other aspects. It will also further consider upcoming
concepts and related terminology such as those stemming from the commercial
dynamic use of shared spectrum.

IEEE 1900.2
IEEE 1900.2 provides guidance, which is primarily technical in nature, on the
analysis of the potential for coexistence or interference between radio systems
operating in the same frequency band and between different frequency bands. In
essence, IEEE 1900.2 facilitates the realization – in a viable way – of a range of
spectrum coexistence technologies.

Regarding content of the IEEE 1900.2-2008 baseline standard, published in
2008 (denoted as IEEE Std 1900.2TM-2008 [28]), it includes a range of normative
content, such as the specification a key concepts such as “harmful interference”
and “measurement events,” among others, and the definition of scenarios for
interference assessment, interference assessment criteria and important variables,
and commentary on the analysis and modelling of interference.

IEEE 1900.2 has been dormant since 2008 with no additional work items
currently envisaged. IEEE 1900.2 will, however, be required to undergo the usual
IEEE process of periodic revisions or affirmations of IEEE standards. Revision or
affirmation of published IEEE standards is required to occur every 10 years at most.
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IEEE 1900.3
The IEEE 1900.3 standards work was initiated in May 2005, but the working group
was disbanded in late 2008 [16]. The intended purpose of the standard was to
provide guidance on how to ensure the conformance with relevant specifications
(e.g., security in particular) of software intended for deployment in a SDR terminal.

IEEE 1900.4
IEEE 1900.4, until relatively recent years, has been one of the most active of the
working groups under IEEE DySPAN-SC. It is currently, however, in hibernation
having completed its standards work, awaiting further revisions of those standards
if and when necessary and any further upcoming topics.

The baseline IEEE 1900.4 standard (denoted as IEEE Std 1900.4TM-2009 [29])
was published in February 2009. The purpose of this standard, and IEEE 1900.4 in
general, is to define management capabilities to improve overall composite capacity
and quality of service of wireless systems in multiple radio access technology
environments, through instantiation of an appropriate system architecture and
protocols to facilitate the optimization of radio resource usage. 1900.4 works on the
assumption of a three-level resource management hierarchy: The network or inter-
network level, then the radio access network (RAN) level under that, and finally the
terminal level. It is noted that IEEE 1900.4 facilitates a range of spectrum sharing
(and management thereof) technologies of interest to the community, although
particularly emphasizes those that are network driven as might be managed by a
mobile communications operator, for example, owning a range of spectrum bands
and with various radio access technologies available that can adapt to operate in the
different bands.

The two key entities of 1900.4 are the Network Reconfiguration Manager
(NRM) and Terminal Reconfiguration Manager (TRM). Other entities such as the
operator spectrum management (OSM) entity are assumed, although some are
not defined in detail – in the OSM example this is because it is taken to be
proprietary within the scope of the given network operator. The NRM resides at
the top of the management hierarchy, managing resources at the network or inter-
network level and producing instructions/constraints (directives, policies) for the
TRM accordingly, and also instructing RANs based on its decisions. The TRM
implements the instructions/constraints from the NRM and also manages resources
at the terminal level but sticking within the constraints conveyed by the NRM.
There are also processes of feedback from the TRM to the NRM, with associated
functionalities defined, and from RANs to the NRM.

IEEE 1900.4 has also published an amendment to the 1900.4-2009 standard,
in the form of 1900.4a (denoted as IEEE Std 1900.4aTM-2011 [30]), Architecture
and Interfaces for Dynamic Spectrum Access Networks in White Space Frequency
Bands, and has published an additional standard within the scope of 1900.4’s work,
1900.4.1 (denoted as IEEE Std 1900.4.1TM-2013 [31]), IEEE Standard for Interfaces
and Protocols Enabling Distributed Decision Making for Optimized Radio Resource
Usage in Heterogeneous Wireless Networks. The IEEE 1900.4a-2011 amendment
standard considers extensions to the spectrum management cases in 1900.4 to cover
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access to TVWS, with minimal constraints on the used radio interface (physical
and media access control layers), by defining additional components of the IEEE
1900.4 system. A key addition in 1900.4a is the White Space Manager (WSM)
entity, which provides regulatory context information to the networks or composite
systems that might be using TVWS. On the network-side, the Cognitive Base Station
Reconfiguration Manager (CBSRM) entity is also introduced, in order to enable the
control of the base stations white space access according to the regulatory rules and
flexibility that is allowed given context information, and a mirroring entity to control
the terminal side in white space is also introduced.

The IEEE 1900.4.1-2013 standard provides a description of the interfaces and
service access points defined in the baseline 1900.4-2009, enabling distributed deci-
sion making in heterogeneous wireless networks and obtaining context information
for this decision making. This standard delves into more detail on the information
exchanges between the 1900.4 elements and the associated state transitions of
those elements based on the information exchanges. It considers precise signaling
interactions for the purpose of implementing 1900.4 decisions, among other aspects.
Noting that the information model in 1900.4-2009 was abstract in the sense of
specifying only the high-level ASN.1 characteristics and requirements, 1900.4.1-
2013 delves down to the level of precise bit-level header structures.

IEEE 1900.5
IEEE 1900.5 defines a policy language (or a set of policy languages or dialects) to
specify interoperable, vendor-independent control of CR functionality and behavior
for DSA resources and services. The definition of such policies is an essential step
toward the facilitation of autonomous spectrum coexistence of devices and systems,
in primary-secondary access and in other contexts. The distinction is made between
policy reasoning and policy generation and validation, in that policy reasoning is
accomplished within a defined policy-based radio node and that policy generation
and validation is accomplished through a policy generation system prior to provision
of the policy to the policy-based radio node.

The baseline standard of IEEE 1900.5 (denoted as IEEE Std 1900.5TM-2011
[32]) was published in 2012, and at the time of writing, IEEE 1900.5 is working
toward the publication of two further standards within its scope: IEEE 1900.5.1
Draft Standard Policy Language for Dynamic Spectrum Access Systems and IEEE
1900.5.2 Standard Method for Modeling Spectrum Consumption. The latter is in the
final stages of approval and publication by the IEEE, whereas the former is still at a
relatively early stage in its work. 1900.5.2 specifies a generalized method to model
spectrum consumption of any use of spectrum and the associated computations
for arbitrating the compatibility among models. The methods of modeling are
chosen to support the development of tractable algorithms for determining the
compatibility between models and for performing various spectrum management
tasks that operate on a plurality of models. This work concentrates on the application
of the vision presented in [33, 34] where the Spectrum Consumption Modeling
Markup Language (SCMML) is used.
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IEEE 1900.5.1 work is toward defining a vendor-independent policy language
for managing the functionality and behavior of DySPAN based on the language
requirements defined in the IEEE 1900.5 standard. Reflecting the current status
and thinking at the time of writing, the standard will take into consideration
both the policy language requirements of IEEE 1900.5 and the results of the
Modeling Language for Mobility Work Group (MLM-WG) within the Wireless
Innovation Forum (SDRF v2) Committee on Advanced Wireless Networking and
Infrastructure [35].

IEEE 1900.6
IEEE 1900.6 defines the interfaces and data structures for communication between
spectrum sensors and their clients in dynamic spectrum access and other advanced
radio communication systems. This might be applicable for cooperative and/or
collaborative distributed sensing scenarios, as well as other scenarios where the
intelligence that makes spectrum access and other decisions, and spectrum sensors,
are at different physical locations – although it is noted that IEEE 1900.6 can also
serve cases where subsets of the various entities involved can reside at the same
physical location. The logical interfaces and supporting data structures in 1900.6
are defined abstractly, without constraining the sensing technology, client design,
or data link between sensors and their clients. Of course, the facilitation of sensing
technologies through standards such as IEEE 1900.6 assists many spectral sharing
techniques that utilize locally-obtained spectrum information.

The baseline standard of IEEE 1900.6 (denoted as IEEE Std 1900.6TM-2011
[36]), addressing its key purposes as mentioned above, was published in April
2011. This standard defines three basic elements: Spectrum sensors, the cognitive
engine, and the data archive. These, and the interfaces between them that IEEE
1900.6 addresses, are illustrated in Fig. 2. Among these elements, the relatively
simple spectrum sensors are assumed to merely obtain spectrum usage information

Cognitive Engine /
Data Archive

Spectrum Sensor n

Cognitive Engine

Spectrum Sensor 1 Spectrum Sensor 2

Interfaces 
covered by
IEEE 1900.6

CE - CE/DA

CE/DA - SS - S
CE/DA -SCE - S

Fig. 2 IEEE 1900.6 entities and considered interfaces
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such as the energy in a particular band at a given location, however, there is scope
given collaborative spectrum sensing scenarios for example, for some sensors to act
as cluster heads for other sensors and undertake limited processing of the sensed
information from those other sensors before forwarding the result (e.g., performing
a logical OR on sensed decisions to assess if there are any positive results among
the sensors). The cognitive engine is the intelligent element that uses the spectrum
sensing information, e.g., to make decisions on viable opportunities for spectrum
access. The data archive is a store of sensed information that might be utilized to
assist decisions, e.g., for learning capabilities based on past experience.

IEEE 1900.6 has also published an amendment (IEEE Std 1900.6aTM-2014 [37]),
on Procedures, Protocols, and Data Archive Enhanced Interfaces. This covers a
number of aspects of the precise nature of the procedure and protocols, including the
interaction with non-compliant systems, consideration of professional installations
in which sensors may not have location information (e.g., GPS) but may instead
have their location professionally verified, data-archive assisted sensing decisions
such as related to propagation maps that the data archive has access, support
for wideband sparse sensing implementation, and support for use of the 1900.6
subsystem for connectivity awareness, among many other additions.

At the time of writing, IEEE 1900.6 is working on a new amendment, IEEE
1900.6b, covering the application and extension of the standard to the case of
spectrum sensing systems being used to augment or otherwise assist spectrum
databases – geolocation databases in the context of TVWS being one example
thereof. Initial work on this amendment has aimed to satisfy use cases including the
application of spectrum sensing to spectrum databases in TVWS, the application to
Spectrum Access System and Environmental Sensing Capability capabilities such
as employed for the 3.5 GHz Citizens Broadband Radio Service in the USA, and the
use of such sensing information by self-organizing networks.

A further work item, at the time of writing recently completed, approved, and
published as a corrigendum, is a minor revision of the terms and definitions covered
in 1900.6 to harmonize with IEEE 1900.1 terms and definitions and the terms and
definitions in IEEE 1900/DySPAN-SC in general.

IEEE 1900.7
IEEE 1900.7 work is concerned with the definition a new radio interface
(PHY/MAC, and related aspects) for white space access. The aim is for this radio
interface to be generic, applicable to a range of use cases and spectrum bands.
However, in practice, 1900.7 has thus far considered TVWS as the most appealing
and key focus area, as TV bands are the only bands currently allowed from a
regulatory perspective for white space access.

The baseline standard of IEEE 1900.7 (denoted as IEEE Std 1900.7TM-2015)
has recently been completed and published at the time of writing. It has aimed to
address a wide range of use cases, from wireless sensor networking, to in-building
provisioning (e.g., wireless local area networking), to backhaul provisioning, and
to maritime coverage enhancement through white spaces, among many others. The
defined PHY, currently, is based on filter bank multicarrier (FBMC) technology,
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Table 2 IEEE 1900.7 modulation and coding schemes, and associated peak throughputs

Modulation Coding
Peak throughput in 2 MHz/
Mbps

Peak throughput in 8 MHz/
Mbps

BPSK 1/2 0.93 3.78

QPSK 1/2 1.86 7.56

QPSK 1/4 2.79 11.34

16-QAM 1/2 3.72 15.12

16-QAM 3/4 5.58 22.68

64-QAM 2/3 7.44 30.24

64-QAM 3/4 8.37 34.02

64-QAM 5/6 9.30 37.80

and the MAC is based on a variation on the 802.11 CSMA MAC, incorporating
an adaptive algorithm in the collision back-off mechanism to enhance fairness and
performance. The current published 1900.7 standard also assumes a master-slave
mode of operation, noting that such a mode is compatible with regulations for white
space as are out there currently.

The 1900.7 PHY assumes multiples of 2 MHz operation, in theory being able
to aggregate across channels (even with non-contiguous aggregation) through
transmission in subsets of 2 MHz as specified by a mask applied to the set of
2 MHz sub-channels. This fits well with regulatory approaches allowing aggregation
(see, e.g., [1, 2]), as well as potential future advancements such as being able
to filter out 2 MHz chunks, e.g., to avoid interference with wireless microphones.
Regarding modulation and coding, those schemes in Table 2 are defined. The peak
rates supported by these modulation and coding schemes are also given in Table 2.

At the time of writing, 1900.7 is considering the initiation of additional possible
amendments to its baseline standard, which will likely achieve the objective of
satisfying some of the use cases that it is more challenging for FBMC and CSMA
to realize: an example being wireless sensor networking. It therefore seems likely
that further options for the PHY/MAC will be formulated as part of such work,
should it progress, as well as other aspects such as the mode of operation which
could conceivably also be expanded. Of course, this would be done compatibly with
regulatory requirements.

ETSI Reconfigurable Radio Systems (RRS) Standards

The European Telecommunications Standards Institute (ETSI) has produced and is
producing a number of CR- and TVWS-related standards, as well as standards on
spectrum sharing technologies in general. ETSI standards on these topics are most
commonly developed under the ETSI Reconfigurable Radio Systems (ETSI-RRS)
technical committee [38], with the ETSI 301 598 standard, as covered earlier in
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section “ETSI EN 301 598 Harmonized European Standard,” being a clear exception
to this. At the time of writing, ETSI-RRS is divided into four working groups:

• RRS Working Group 1: “System Aspects”
• RRS Working Group 2: “Radio Equipment Architecture”
• RRS Working Group 3: “Functional Architecture and Cognitive Pilot Channel”
• RRS Working Group 4: “Public Safety”

Again at the time of writing, ETSI-RRS has thus far developed 20 standards
and technical reports, as follows. ETSI-RRS is currently very active in producing
additional standards.

• TR 102 967: Reconfigurable Radio Systems (RRS); Use cases for dynamic
equipment reconfiguration

• EN 303 387: Reconfigurable Radio Systems (RRS); Signalling Protocols and
information exchange for Coordinated use of TV White Spaces; Interface
between Cognitive Radio System (CRS) and Spectrum Coordinator (SC)

• EN 303 146-1: Reconfigurable Radio Systems (RRS); Mobile Device Informa-
tion Models and Protocols; Part 1: Multiradio Interface (MURI)

• EN 303 143: Reconfigurable Radio Systems (RRS); System architecture for
information exchange between different Geo-location Databases (GLDBs)
enabling the operation of White Space Devices (WSDs)

• EN 303 144: Reconfigurable Radio Systems (RRS); Enabling the operation of
Cognitive Radio System (CRS) dependent for their use of radio spectrum on
information obtained from Geo-location Databases (GLDBs); Parameters and
procedures for information exchange between different GLDBs

• EN 303 145: Reconfigurable Radio Systems (RRS); System Architecture and
High Level Procedures for Coordinated and Uncoordinated Use of TV White
Spaces

• TS 103 235: Reconfigurable Radio Systems (RRS); System architecture and high
level procedures for operation of Licensed Shared Access (LSA) in the 2300–
2400 MHz band

• EN 303 095: Reconfigurable Radio Systems (RRS); Radio Reconfiguration
related Architecture for Mobile Devices

• TS 103 146-2: Reconfigurable Radio Systems (RRS); Mobile Device Informa-
tion Models and Protocols; Part 2: Reconfigurable Radio Frequency Interface
(RRFI)

• TS 103 145: Reconfigurable Radio Systems (RRS); System Architecture and
High Level Procedures for Coordinated and Uncoordinated Use of TV White
Spaces

• TS 103 143: Reconfigurable Radio Systems (RRS); System architecture for infor-
mation exchange between different Geo-location Databases (GLDBs) enabling
the operation of White Space Devices (WSDs)

• EN 302 969: Reconfigurable Radio Systems (RRS); Radio Reconfiguration
related Requirements for Mobile Devices
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• TS 103 154: Reconfigurable Radio Systems (RRS); System requirements for
operation of Mobile Broadband Systems in the 2300–2400 MHz band under
Licensed Shared Access (LSA)

• TS 102 946: Reconfigurable Radio Systems (RRS); System requirements for
Operation in UHF TV Band White Spaces

• TS 103 146-1: Reconfigurable Radio Systems (RRS); Mobile Device Informa-
tion Models and Protocols; Part 1:Multiradio Interface (MURI)

• TR 102 947: Reconfigurable Radio Systems (RRS); Use Cases for building and
exploitation of Radio Environment Maps (REMs) for intra-operator scenarios

• TR 102 945: Reconfigurable Radio Systems (RRS); Definitions and abbrevia-
tions

• TR 103 067: Reconfigurable Radio Systems (RRS); Feasibility study on Radio
Frequency (RF) performance for Cognitive Radio Systems operating in UHF TV
band White Spaces

• TS 103 095: Reconfigurable Radio Systems (RRS); Radio Reconfiguration
related Architecture for Mobile Devices

• TR 102 970: Reconfigurable Radio Systems (RRS); Use Cases for spectrum and
network usage among Public Safety, Commercial and Military domains

A dedicated �Chap. 49, “ETSI-RRS Reconfigurable Radio Systems Standards”,
provides far more detail and background reasoning on this range of standards and
technical reports, so we don’t address them directly here.

ECMA-392

This standard originates from perhaps a lesser-known group: ECMA. This was the
European Computer Manufacturers Association (ECMA) until 1994, since then has
been internationalized and just maintained ECMA as a trademark. The ECMA-392
MAC and PHY for Operation in TV White Space standard was the first TVWS
standard to actually be completed, having been published in December 2009.

ECMA-392 specifies a MAC sub-layer and a PHY for personal/portable
cognitive wireless networks operating in TV bands. It also specifies a MUX sub-
layer for higher-layer protocols. It supports master-slave, peer-to-peer, or mesh
configurations and three types of devices: master devices, slave devices, and peer
devices. The master (or peer) coordinates dynamic frequency selection, transmit
power control, and channel measurements.

ECMA-392 names various incumbent protection mechanisms which may be used
to meet regulatory requirements; the mechanisms themselves are outside of the
scope of ECMA-392, and the geolocation database interaction is seen as a higher-
layer function and therefore not specified. However, the network structures defined
in ECMA-392 (e.g., the definition of master and slave devices) support current
regulatory approaches well, and the information structures defined (e.g., channel
availabilities) also assist.
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The primary application of ECMA-392 is intended to be in-home multimedia
distribution. To this end, the PHY is OFDM-based, comprising 128 subcarriers,
out of which 26 are guard subcarriers, 98 are data subcarriers, and 4 are pilot
subcarriers. These values stay the same whether the standard is transmitting
in the supported 6, 7, or 8 MHz channel widths, with the spacing between
sub-channels changing. Modulation schemes QPSK, 16-QAM, and 64-QAM are
supported and a range of convolutional coding rates dependent on the modulation,
varying from 1/2-rate to 5/6. The highest-rate modulation and coding option
(64-QAM, 5/6 coding) can achieve a throughput of 23.74 Mbps, and with 2 � 2
spatial multiplexing implemented (which is also supported), this can increase to
47.48 Mbps.

The MAC of ECMA-392 consists of superframes and 256 medium access
slots (MASs) within each superframe. The MASs are assigned to either a
beacon period, a data transfer period, or a contention signaling window. A
reservation-based signaling window can also be used, as can quiet periods similarly
to the case of IEEE 802.22 in section “IEEE 802.22 Wireless Regional-Area
Networks in TVWS.” Beacon periods are used to transmit beacons, e.g., on
used channels – the master and peer devices are therefore beaconing devices with
associated beacon slots in the beacon period. The defined signaling windows are
likewise used to convey important network management information, noting that
the reservation-based signaling window is not needed for peer-to-peer network
deployments.

The ECMA-392 standard is available freely online, at the time of writing, at [39].

Conclusion and Future Directions

In the context of communications, standards can be looked on as defining the
spoken language of how systems communicate with each other. In spectrum sharing
scenarios, they become even more essential, also defining the protocol for how the
spectrum is shared, in a way that is agreeable to those sharing the spectrum, or, in
the case of secondary spectrum access (e.g., TVWS), agreeable to the incumbent
user of the spectrum. In this context, such standards are not only implemented by
stakeholders such as manufacturers and operators, but may also be enforced (and
depending on the case in question, implemented) by a higher-level responsible entity
such as the regulator.

This section has provided some detail on a range of standards that have
been created for CR- and TVWS-related scenarios, mostly in the context of the
realization of CR and TVWS communication between devices, but also in one
case providing an example of a vital regulatory standard for TVWS operation
in Europe, namely, the ETSI EN 301 598 Harmonized European Standard. For
fundamental reasons, standards will continue to be absolutely essential to the
achievement of CR and white space communications networks, and spectrum
sharing in general.
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TV White Space is expected to make the radio resource utilization more flexible
by adopting spectrum sharing concept to TV band. IEEE 802.11af is the world-
first standard of PHY and MAC for operation of wireless LAN in the TV band. As
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radio regulations, such as spectrum mask and maximum transmission power, are
different depending on countries, it is not so simple to implement the standard.
Therefore, it is necessary for the standard to conduct investigation on imple-
mentation of the standard by prototyping according to the specific regulations,
measurements of performances in various use scenarios, and discussion on its
feasibility. This chapter covers from the IEEE 802.11af standard to its prototypes
and field experiments. It is believed that the chapter helps to understand not only
the specific standard but also the concept and practical experiences of TV White
Space operations. The prototyping was based on radio regulations of US FCC
and UK Ofcom. The field experiments introduced in the chapter were conducted
under the TV White Space Pilot organized by UK Ofcom. Measurements were
taken through the experiments in indoor and outdoor environments and analyzed
to show feasibility and features of the standard and potentials of TV White Space
utilization for IP communications. Note that this chapter includes several world-
first achievements on IEEE 802.11af related R&D.

Keywords
IEEE 802.11af � TV White Space � Interference � TV band � Wireless LAN �
PHY � MAC � Prototype � Radio propagation � Field trials

Introduction

IEEE 802.11af is an amendment standard that defines modifications to both the
802.11 physical layers (PHY) and the 802.11 medium access control (MAC) layer,
to meet the legal requirements for channel access and coexistence in the TV White
Space (TVWS). The standard enables Wi-Fi to operate TVWS. Traditional Wi-Fi
is operated in 2.4 and 5 GHz, and its transmission range is very limited, normally
within several tens meters. However, the expected range of the standard is larger
than several km because the operation band is mainly UHF band and the maximum
transmission power is 1 W.

The IEEE 802.11af is a combination standard by IEEE 802.11 families as shown
in Fig. 1 and the PHY has compatibility with IEEE 802.11ac on the basis of
OFDM. Table 1 shows main parameters of IEEE 802.11af. The IEEE802.11ac is
based on 40 MHz operation with 128 FFT. But the bandwidth of TV is 6 or 7 or
8 MHz per channel. The downclocking therefore is required. In the case of usage
in TV channel with 6 MHz channel spacing, the occupied bandwidth is 6 MHz �
128/144 = 5.33 MHz.

Figure 2 shows the fundamental network architecture based on IEEE 802.11af.
All stations (STAs) need to communicate with each other via access points (APs).
The APs need to have two new functions. The first is to protect primary users such
as TV broadcasting companies because the IEEE 802.11af-based APs and STAs
are secondary operation in the TVWS and should not interfere with the primary
users. The second is to protect other secondary users that use same communication
systems based on IEEE 802.11af.
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802.11af

802.11b

DSSS OFDM

802.11a/g

802.11ac

MIMO

802.11-2007

Primary service protec�on

802.11y

TVWS Data base access

802.11u/z

Technologies

Standards

802.11n

Fig. 1 Configuration of IEEE 802.11af standards

Table 1 Basic parameters of IEEE 802.11af

Parameters Specification

Frequency range 54–862 MHz

Multiple access CSMA

Payload modulation QPSK-OFDM, 16QAM-OFDM, 64QAM-OFDM,
256QAM-OFDM (Option)

FEC coding rate 1/2, 2/3, 3/4, 5/6

Number of FFT-points 128

Number of effective subcarriers 114

Based 802.11ac operational bandwidth 40 MHz

Nominal bandwidth 5.33 MHz (6/7 MHz), 7.11 MHz (8 MHz)

Downclocking factor from 802.11ac 40
MHz bandwidth

7.5 (6/7 MHz), 5.625 (8 MHz)

Maximum number of spatial stream (NSS) 4

Cyclic Prefix (CP) Modes 3.0/ 6 us (6/7 MHz), 2.25/ 4.5 us (8 MHz)

Maximum net throughput Mandatory 20.0 Mbps (6/7 MHz, 64 QAM, R = 5/6,
NSS = 1,CP = 3.0 us), Optional 426.7 Mbps
(24/28 MHz, Base 256 QAM, NSS = 4, R = 5/6,
CP = 3.0 us)

To protect the primary users, the APs must access to white space database
(WSDB) to get available spectrums in the TVWS. Moreover, the control to STAs
from AP is also operated to meet the regulatory requirement. There are two ways to
configure the system [1].
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White Space
Database(WSDB)

White Space
Database(WSDB)

Registered
Loca�on Secure
Server (RLMM)

Access Point
(AP)

Access Point
(AP)

Sta�ons (STAs)

Sta�ons (STAs)

Fig. 2 Basic parameters of IEEE 802.11af

The first is that APs directly talk to the database through the Internet connection
that they have. All the APs independently operate according to the available
spectrum information obtained from the WSDB. Therefore, this scenario lacks of
flexibility of utilizing the neighborhood information of the APs. Assuming APs are
located closely, the available spectrum information might be identical. However, the
spectrum is not efficiently utilized when the APs blindly choose the same channel
to operate.

The second is to deploy a registered location secure server (RLSS) in between
APs and WSDB in order to reduce the interference between secondary users’ use
of IEEE 802.11af. There are several benefits to use such a server. Firstly, the server
collects neighborhood information of APs and helps them to choose channels with
less collision with both primary and secondary users. Secondly, the APs may request
the WSDB through the RLSS to tune their transmission power based on the out-band
emissions of the APs.

This chapter is organized as follows. In section “Physical Layer”, the PHY layer
specification of IEEE 802.11af is introduced. Section “MAC Layer” describes the
specification of IEEE 802.11af MAC layer. The IEEE 802.11af prototype has been
developed and the detailed information is described in section “Prototypes,” and
finally the field trial results based on the developed prototype are introduced in
section “Field Trials.”

Physical Layer

This subsection introduces the overview of the physical layer (PHY) specification
of the IEEE 802.11af [2]. The PHY of the IEEE 802.11af is developed for the
WLAN operating on TVWS band. Table 2 shows the PHY layer parameters of the
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Table 2 IEEE 802.11af PHY layer parameters

Air interface OFDM

Channel bandwidth 6.0, 7.0, 8.0 (MHz) (Depend on regulation of each country)

Modulation BPSK, QPSK, 16QAM, 64QAM, 64QAM, 256QAMa

Channel coding Block convolutional coding (BCC), LDPC codinga

FFT size 128

Number of data subcarriers 108 (From �58 to �2 and from +2 to +58)

Number of pilot subcarriers 6.�53;�25; 11;C11;C25;C53/

Sampling frequency 6.0 (MHz) � 128/144 = 5.33 (MHz)

(For 6.0 MHz channel bandwidth)

7.0 (MHz) � 128/168 = 5.33 (MHz)

(For 7.0 MHz channel bandwidth)

8.0 (MHz) � 128/144 = 7.11 (MHz)

(For 8.0 MHz channel bandwidth)

Guard interval Long-GI: 1/4, Short-GIa: 1/8

Channel aggregationa 1, 2, 4 channels (Contiguous and Non-contiguous)

Spatial multiplexinga Up to 4 steams (users)
aindicates option.

IEEE 802.11af. The size of FFT to generate OFDM signal is 128. The PHY layer
configuration of the IEEE 802.11af is based on the downclocking PHY of the VHT
(Very High Throughput) 40 MHz mode of the IEEE 802.11ac [3]. To operate under
the law regulation of each country, several types of channel bandwidth (6.0, 7.0, and
8.0 MHz) are supported. Sampling frequencies are 6.0 MHz � 128/144 = 5.33 MHz,
7.0 MHz � 128/168 = 5.33 MHz, and 8.0 MHz � 128/144 = 7.11 MHz and in cases
of the channel bandwidth are 6, 7, and 8 MHz, respectively. Two type guard interval
(GI) modes are supported, i.e., Long-GI (mandatory mode) and Short-GI (option
mode). The GI length of the Long-GI mode and the Short-GI mode is 1/4 and 1/8
of the IFFT output, respectively. As an option, the IEEE 802.11af supports channel
aggregation mode up to four channels, and spatial multiplexing mode up to four
streams.

Table 3 shows the modulation and coding scheme (MCS) levels of the IEEE
802.11af. The values of the data rate in this table are with the case of 6.0 MHz
channel bandwidth mode using single-input single-output (SISO) transmission
mode. As the mandatory mode, BPSK, QPSK, 16QAM, and 64QAM are supported.
256QAM modulation scheme is an option mode. Block convolutional coding (BCC)
is adopted to the channel coding scheme as mandatory mode. LDPC coding is also
supported as an optional mode.

Figure 3 shows subcarrier allocation of the payload in case of the 6.0 MHz
channel bandwidth mode. The payload consists of 108 data subcarriers (subcarrier
index, from 58 to 2 and from +2 to +58), 6 pilot subcarriers (subcarrier index, 53,
25, 11, +11, +25, and +53), and 3 null subcarriers (subcarrier index, 1, 0, and +1).
The transmit spectrum of the IEEE 802.11af has 583 kHz effective guard band on
both side in the 6.0 MHz channel bandwidth case.
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Table 3 Modulation and coding schemes (MCS)

MCS index Modulation scheme Coding rate Data rate (Long-GI) Data rate (Long-GI)

0 BPSK 1/2 1.8 Mbps 2.0 Mbps

1 QPSK 1/2 3.6 Mbps 4.0 Mbps

2 QPSK 3/4 5.4 Mbps 6.0 Mbps

3 16QAM 1/2 7.2 Mbps 8.0 Mbps

4 16QAM 3/4 10.8 Mbps 12.0 Mbps

5 64QAM 2/3 14.4 Mbps 16.0 Mbps

6 64QAM 3/4 16.2 Mbps 18.0 Mbps

7 64QAM 5/6 18.0 Mbps 20.0 Mbps

8a 256QAM 3/4 21.6 Mbps 24.0 Mbps

9a 256QAM 5/6 24.0 Mbps 26.7 Mbps
aindicates option.

Fig. 3 OFDM subcarrier allocation of IEEE 802.11af TVHT_MODE_1 (Case of 6 MHz mode)

Figure 4 shows the frame configuration of the IEEE 802.11af consists of the
Legacy field, the TV High Throughput (TVHT) field, and the payload. The Legacy
field includes Legacy Short Training Field (L-STF), Legacy Long Training Field (L-
LTF), and Legacy Signal Field (L-SIG). By using the Legacy field, coarse and fine
synchronization and automatic gain control (AGC) are operated. The TVHT field
includes TVHT-SIGNAL-A (TVHT-SIG-A), TVHT-STF, TVHT-LTF, and TVHT-
SIGNAL-B (TVHT-SIG-B). In the TVHT-SIG-A, the required information for
demodulation such as the number of channel aggregation, the number of spatial
multiplexing, the type of guard interval (GI), and the type of channel coding scheme
are included. The number of subcarriers of the TVHT field and the payload is
larger than one of the Legacy fields except for TVHT-SIG-A. Therefore, the AGC
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Fig. 4 IEEE 802.11af PHY
frame format

Fig. 5 Channel aggregation pattern

is reoperated by using TVHT-STF. TVHT-LTF is used for the channel estimation
to demodulate the payload. Finally, the modulation and coding scheme (MCS)
level and the length of the payload for each spatial stream are included in the
TVHT-SIG-B.

Furthermore, a multichannel mode is supported as an option. The operating
channel can be aggregated up to four channels to increase transmission data rate
as shown in Fig. 5.
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MAC Layer

The FCC rules of unlicensed operation in TVWS took about 10 years. It started in
2002 with FCC releasing the TV Broadcast Notice of Inquiry. In 2008 and 2010,
the base rules were specified and updated based on the comments received from
both industry and regulation parties. The final rule was released in 2012. The FCC
rules of the secondary users in TVWS rely on geo-location database approach.
Protection of the primary users by sensing technologies remains in the final rules
and, however, changed from mandatory to optional. Ofcom is the independent
telecommunication regulator and competition authority for the communication
industries in the UK. In July 2009, Ofcom published its statement report on TVWS
usage. According to the report, accessing TV band database with geo-location
is the most important mechanism to protect primary users in short and medium
terms. The Ofcom final rules were published in 2012. Other countries are also
conducting feasibility study on TVWS. The European Conference of Postal and
Telecommunications Administrations (CEPT) created a working group to define
technical and operational requirements for the operation of cognitive radio systems
in the TVWS. In Singapore, the Info-communications Development Authority
(IDA) is very active for the promotion of the TVWS. The Ministry of Internal Affairs
and Communications (MIC) of Japan has established a discussion group to carry out
examination of the new frequency usage such as TVWS.

The challenges of enabling Wi-Fi systems in TVWS mainly come from regula-
tory requirements. In order to operate in TVWS, there are regulatory rules for the
protection of existing primary services. The operation of the Wi-Fi systems must not
jeopardize the operation of these existing primary services. Because traditional Wi-
Fi systems of 2.4 or 5 GHz bands are unlicensed based, the existing mechanisms are
not sufficient for primary user protections. In addition, the propagation characteris-
tics of VHF and UHF bands are quite different from that of 2.4 and 5 GHz bands.
The physical layer design of the existing Wi-Fi systems in 2.4 or 5 GHz cannot be
directly used in these new bands.

Regulators only permit certain types of device that fulfill the device requirements
to operate. Both FCC and Ofcom permit fixed type of device and portable type
of device. Fixed devices don’t have geo-location capability. Their antenna is
permanently mounted on a nonmoving platform by a professional installer or
responsible communication provider. On the other hand, portable device is those
that don’t have a permanently mounted antenna and may change their location upon
configurations. Both FCC and Ofcom have the concept of master and slave device
in their rules. FCC calls their master device as mode II portable device and slave
device as mode I device. Master device has geo-location capability and can talk to
the regulatory database for operation parameters, while slave device has to be under
control of a master device for operation. The major difference between FCC and
Ofcom regarding the device type is that Ofcom allows a fixed device as master or
slave device. FCC specified fixed device as a particular device group and doesn’t
put any master or slave role to fixed device. A Wi-Fi access point can be categorized
into a fixed or mode II portable device according to FCC rules and master fixed
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or portable device according to Ofcom rules. FCC and Ofcom also support sensing
type of devices.

The maximum allowable transmission power is also different. FCC specified
fixed maximum transmission power, while Ofcom allows flexibility of tunable
maximum transmission power according to the interference level. According to
the FCC rules, a fixed device can transmit up to 4 W Effective Isotropic Radiated
Power (EIRP) out of the protection contour of primary users. A portable device can
transmit up to 100 mW outside of the protection contour of the primary users on
co-channel and adjacent channel and reduces EIRP to 40 mW on adjacent channel
if being wanted to operate inside the protection contour. Ofcom allows device to
report their transmission parameters such as the spectrum mask to the database;
database feeds back the maximum allowable transmission power accordingly. There
are also strict rules specified for out-of-band emissions to protect primary users
on adjacent channels. For fixed device of FCC, the out-of-band emission on the
adjacent channel must be lower than �42.8 dBm on every 100 KHz and �52.8 dBm
for personal/portable device. Ofcom supports four classes of device with different
out-of-band emission requirement. The most relaxed requirement is on class 4
with �54 dBr on the adjacent channel from the 8 MHz TV channel.

Figure 4 presents the network architecture of an 802.11af system. Due to
the requirement of database access, the function of a Wi-Fi access point (AP)
is extended. More than providing Internet accesses to stations associated, AP is
enhanced as a control entity that queries database for available spectrum. There are
two typical usage scenarios. The first is that APs directly talk to the database through
the Internet. This type of operation meets the FCC ruling that requires mode II
portable device to directly talk to the database without a proxy. Assuming APs are
located closely, the available spectrum information might be identical. Therefore,
when APs blindly choose the same channel to operate, the spectrum is not efficiently
utilized. The second is to deploy a registered location secure server (RLSS) between
APs and database. RLSS is a proxy for the APs to talk to the database. The proxy
approach is supported by Ofcom. There are several benefits of using such server.
RLSS collects neighborhood information and helps APs to choose channels with
less collision. APs may also request the database through the RLSS to provide
tunable transmission power based on the out-of-band emission level.

Figure 5 presents the basic sequence to initiate communications of Wi-Fi devices
in TVWS. Before starting operation, APs ask database for the available spectrum
information. Both the identification and geo-location information is needed for the
database to provide available spectrum information. The identification information
indicates what and who the AP is, i.e., AP tells the database what type of device the
AP is and what the FCC ID and serial number are. The geo-location information
needs to be within the accuracy of 50 m. Once receiving the information, database
calculates the available spectrum for the AP to operate based on the interference
criteria of licensed operation and feeds back the available spectrum information to
the AP. The protocol for the above communication procedure is out of scope of
IEEE 802.11af. However, the format to convey the device identification and geo-
location information is defined, so that the APs from different manufactures can
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talk to the database using the same interface. There are standard groups working on
the protocols for database access, such as IETF PAWS.

According the FCC rules, every 60 s, a mode II device needs to confirm its geo-
location. If the mode II device finds its position has been changed 100 m (50 m in
Ofcom rules) from the place where the last database access took place, the mode
II device needs to contact the database again to obtain a new available spectrum.
A mobile AP is also a mode II device. The message exchange with the database
would be intensive if the mobile AP moves fast. FCC has enhanced the rules to
provide better supports on mobile operations. As shown in Fig. 6, mode II devices
are allowed to submit several locations before starting operation. The database may
respond with the spectrum that is available on the bounded area defined by the
locations queried, or the database may respond with the spectrum available on each
location and let the device to figure out the common part of available spectrum to
use. 802.11af defines interface to support the above two options. The AP submits its
current geo-location together with several anchor locations to the database. There is
a bounded area defined by the anchor locations and current location. If there is no
common spectrum in the bounded area, only the spectrum available on the current
location is responded. There is another option supported. Instead of sending multiple
locations, the AP may send only two locations, the current location and a second
location with an uncertainty value to define the bounded area. For example, an AP
may submit a location with uncertainty of 500 m in longitude and 400 m in latitude.
Eventually the bounded area will be a 400 � 500 m2 where the AP can move around
without contacting the database. The current location submitted together is for the
database to verify that the AP is capable of determining its geo-location within 50 m
as required by the rules (Fig. 7).

Fig. 6 Network architecture of 802.11af
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Fig. 7 Major MAC mechanisms specified in 802.11af

FCC rules state that a mode I device has to operate under the control of a mode II
device. It can utilize the same spectrum that is available on the mode II device that
is controlling it. There are three mechanisms defined in 802.11af to guarantee the
control relation between the AP and stations, enabling signal, channel availability
query (CAQ), and contact verification signal (CVS).

Enabling Signal
A mode I device is not allowed to release signal on the air unless receiving an
enabling signal from a mode II device. 802.11af implements this enabling signal
with the beacon frame. AP as a mode II device announces the existence with the
beacon. The beacon has to be sent in the TVWS bands. The stations intent to operate
in TVWS scan the channels in TVWS. Once a beacon operating as an enabling
signal is received, the station is allowed to release signal on TVWS band for initial
contact with the AP.

CAQ
A mode I device needs the available spectrum to operate. We have described the
procedure for an AP to obtain available spectrum from database. Before a station
performs CAQ procedure with an AP, we can assume the AP already obtained
the available spectrum from database. The CAQ procedure between a station and
an AP is for the station to submit its own identification to the AP; AP verifies
this identification with the database whether the station is an authorized mode I
device or not. Once the station is verified, AP responses to the station with the
available spectrum information. In order to meet the security requirements, the CAQ
procedure can only be performed, after secured association and authentication have
already been completed.
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CVS
In order to make sure the slave device is under control of a master device, FCC
specified a rule that a mode I device needs to receive a CVS every 60 s from the
mode II device that is controlling it. Beacon is not an option for CVS, because
beacon is non-securely broadcasted. Therefore, the CVS of 802.11af is defined as
a unicast frame that is sent to all the stations one at a time. The frame is protected
by the keys generated during the negotiation of secured association procedure. The
frame needs to activate its acknowledgment option to allow station to indicate the
receipt of the CVS.

There is another folder of requirement that also needs to be considered. Wi-Fi
systems are designed to operate in unlicensed band. Stations content for resource
before transmitting frames. This nature makes the successful story of Wi-Fi systems.
However, TVWS is different from other unlicensed bands. There is licensed user
coexisting in the same bands. The spectrum is not always available there to use.
Coordination and interference mitigation mechanisms are the key to efficiently
utilize the spectrum. Two important mechanisms that are developed for this purpose
in the 802.11af are channel schedule management (CSM) and network channel
control (NCC). Both mechanisms are related with the RLSS which serves the role
of a proxy to the database and also a local coordinator for spectrum allocation.

CSM
Licensed services such as DTV or wireless microphone have timely characteristics,
i.e., the service is not always occupying the channel. For example, a big sport event
may require hundreds of wireless microphones for only 1 h. Many DTV channels
stop at 2:00 am and restart 6:00 am in the morning. There are 4 h available in
between for the unlicensed operation to utilize. FCC has specified that a mode II
device obtains the channel schedule information up to 48 h and stores the schedule
information to operate in case database access lost. The implication of this rule is
to allow the available spectrum to be shared in time domain. The RLSS may further
divide the spectrum obtained from database and allocate the spectrum to different
Wi-Fi devices to improve spectrum efficiency. 802.11af developed the protocol
between AP and RLSS for secured information exchange. And the mechanism,
namely, CSM, is developed based on the protocol for the AP to negotiate with
RLSS for the available spectrum in time domain. An AP who is requesting the
CSM is called a CSM requesting station; the requesting station constructs a CSM
query to a CSM responding station asking for schedule information on the interested
channels. The responding station normally is the RLSS; it responds to the requesting
station with the time periods of available spectrum to operate. Because APs in the
neighborhood access the database through RLSS, RLSS understands the interested
channel that the APs want to operate. It can smartly allocate spectrum orthogonal in
time to different users to avoid interference. RLSS may also reject the request from
certain APs when spectrum availability is less in order to reduce the interference to
licensed operation. The responding station of a CSM can also be another AP. One
AP may obtain the available spectrum and schedule information via another AP.
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NCC
NCC is another mechanism developed to improve spectrum efficiency. Different
from CSM that handles spectrum in time domain, NCC handles the spectrum in
frequency domain. NCC follows the same architecture of requesting and responding
stations. Requesting station queries the responding station about the interested
channels to operate. When a mode II device obtained available spectrum information
from database, all the information is delivered in a form of TV channel across
the whole VHF and UHF bands, 6, 7, or 8 MHz depending on the regulatory
domain. However, with respect to a Wi-Fi device, it operates in a WLAN channel
plan. RLSS as the responding station once receiving the query from a requesting
station needs to map the WLAN channel into TV channel and check whether the
interested WLAN channels are available for operation. The other important feature
of NCC is to deliver the spectrum mask information. Spectrum mask is defined for
a device to reduce the out-of-band emissions so that the licensed operation on the
adjacent channel is not interfered. FCC and Ofcom have different approaches of
suppressing out-of-band emissions. FCC specified a very stringent rule as described
in previous section. The rule guarantees protections of licensed operation on the
adjacent channel with a price of increased cost of portable Wi-Fi devices. In order
to implement a filter to achieve such power suppression, both the size and cost of Wi-
Fi chip have to increase. As a consequence, this rule hampers portable Wi-Fi from
having a broad market. On the other hand, Ofcom is more flexible in dealing with
out-of-band emission. Rather than specifying a very stringent spectrum mask, the
rule allows device to provide its own spectrum mask to the database. Database gives
less transmission power to the AP, if the spectrum mask is not sharp. This approach
encourages AP that is capable of reducing out-of-band emission to transmit more
power and consequently obtain more opportunities for the spectrum.

Prototypes

Introduction

IEEE 802.11af-based system has attracted attentions for its superior propagation
characteristics in the UHF band enabling 100 m or longer-range communication. On
the other hand, leading regulators impose a rigorous spectrum mask limitation on
the TVWS (TV White Space) devices to avoid the interference with primary users
such as TV broadcasters and wireless microphones. In addition, TVWS (TV White
Space) communication systems are necessary to implement some specific functions
for acquiring and updating the TVWS availability. Accordingly, IEEE 802.11af-
based systems and devices should be developed or prototyped by taking into account
these regulations and requirements. In this section, regulations and requirements
imposed on the IEEE 802.11af-based systems and devices are briefly summarized
first. Then, IEEE 802.11af-based working systems prototyped by NICT (National
Institute of Communications Technology, Japan) are introduced.
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Requirements

Power and Emission Limits
For the TVWS utilization, each regulator has stated a similar but different policy by
reflecting each national circumstance. In the FCC regulations, TVWS devices are
classified into four types according to the operation mode as shown in Table 4 [4].
The power limit and the adjacent channel emission limit are individually defined for
each category and every limit is specified by an absolute power. Table 5 shows the
adjacent channel leakage power (ACLP) limits defined by the ETSI [5] that were
applied for the Ofcom TVWS pilot program in 2014. The ETSI basically accepts the
same power level as the FCC for the TVWS devices, while the TVWS devices are
categorized into five types according to the ACLP performance. Conversely, each
category has individual ACLP limit and every limit is specified by a relative value
to the transmission power, i.e., the adjacent channel leakage power ratio (ACLR).
Here, POOB which means leakage power in a 100 kHz bandwidth outside the using
channel can be calculated by

POOB .dBm=.100 kHz// � max fPIB .dBm=.8MHz//

� ACLR .dB/;�84 .dBm=.100 kHz//g;

where PIB is output power in an 8 MHz bandwidth of the using channel and ACLR
is defined in Table 5. The IDA in Singapore also defines the original regulations
by following the FCC and the ETSI regulations with regard to the power limit and
the adjacent channel emission limit [6]. IEEE 802.11af-based TVWS devices must
conform to these requirements in actual operations.

Table 4 Power and emission limit regulated by FCC [6]

Type of TV bands
device

Power limit
(6 MHz)

Power spectrum density
limit (100 kHz)

Adjacent channel emission
limit (100 kHz)

Fixed 30 dBm (1 W) 12.6 dBm �42.8 dBm

Sensing only 16 dBm
(40 mW)

�1.4 dBm �56.8 dBm

Personal/portable
(adjacent channel)

17 dBm
(50 mW)

�0.4 dBm �55.8 dBm

All other
personal/portable

20 dBm
(100 mW)

2.6 dBm �52.8 dBm

Table 5 ACLR for different device emission classes [7]

Where POOB falls within nth adjacent
DTT channel

ACLR (dB)
Class 1 Class 2 Class 3 Class 4 Class 5

n D ˙1 74 74 64 54 43

n D ˙2 79 74 74 64 53

n � C3, n � �3 84 74 84 74 64
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WSDB Access
Before starting the communication in the TVWS, TVWS devices need to know
whether they can transmit the power without any interference to/from primary
users and/or other TVWS devices. But, how can they know it? Regulators simply
offer two solutions. One is the sensing function recognizing whether the target TV
bands are empty or not by the TVWS device itself. The other one is the WSDB
access approach for acquiring the availability of the target TV bands. The former
requires an implementation of a highly sensing capability to sense a very weak
signal level of, for instance, �114 dBm/6 MHz and �107 dBm/100 kHz as defined
by the FCC [4]. However, high-performance sensing units are generally costly and
not small for implementation in practical consumer devices. The latter is a common
function defined by many regulators including the FCC and the Ofcom, because
this function only requires constant accessibility to the WSDB via the Internet,
while high-performance and expensive units are not necessary. As above, the IEEE
802.11af-based communication system was standardized on a more rational WSDB
approach basis.

Implementation

This section is a summary of IEEE 802.11af-based system and device prototypes
developed by NICT. Here, three types of prototype devices are described. The first
one is a low-power type prototype with superior spectrum emission characteristics.
The second one is a high-power type prototype enabling long-haul communication
with a maximum output power of +30 dBm. These two prototypes are costly and
consuming a lot of power due to the FPGA-based baseband (BB) circuits. The
last one is the compact card-type prototype incorporating the world’s first IEEE
802.11af-based BB IC. This prototype achieves dramatic downsizing, power saving,
and even cost saving and paves the way to the practical use of the IEEE 802.11af-
based communication system. This section describes a brief summary of each
device. For more detailed information, refer to each reference (Fig. 8).

System Architecture
The IEEE 802.11af-based prototype system shown in Fig. 9 consists of an access
point (AP), a station (STA), a WSDB, and a registered location secure server
(RLSS). In this system, the AP is operating as a master device and has to access the
WSDB via the Internet before starting the communication with the STA. In general,
the AP first informs the WSDB of some essential information such as geo-location,
antenna height, and device parameters, which are defined by the regulators, and then
the WSDB calculates and provides an available channel list with some additional
information to the AP. After the AP selects optimal channel(s) to use and starts
beacon transmission to its slave devices, i.e., STAs. The beacon also includes some
essential information such as permitted maximum output power, and thus, STAs
can set the optimal radio parameters. Eventually, STAs answer the AP, and then the
TVWS communication starts. The RLSS is an optional component in this system.
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Fig. 8 Multi-location operation of 802.11af

Fig. 9 IEEE 802.11af-based prototype system
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If some APs operate in the same area and frequency, they will interfere with each
other. To avoid the interference between secondary users, the RLSS allocates an
appropriate channel to each AP according to the information from the WSDB and
the geo-location information of the AP.

Low-Power Type Prototype Conforming to Both FCC and ETSI
Regulations
Figure 10 shows the low-power type prototype [4]. This prototype consists of a CPU
board, a BB board, a DAC/ADC board, an RF board, and an antenna. Table 6 shows
specifications of the prototype. To conform to the rigorous requirements of the FCC
and the ETSI, a three-stage heterodyne architecture is applied in the transmitter
for sharply suppressing the adjacent channel emissions, as shown in Fig. 11. The
spectrum emission of the prototype complies with the regulations defined by the
FCC and the ETSI with an output power of C3.5 dBm, as shown in Fig. 12.

Fig. 10 Low-power type
prototype

Table 6 Specification of the
low-power type prototype

Item Description

Supporting frequency range 470–710 MHz

Bandwidth 6 MHz

Maximum output power +10 dBm

Receiver dynamic range �88 to �35 dBm

Size 300 mm(W) � 210 mm(L) �
100 mm(H)

Weight 5 kg

Power supply AC 100–240 V

Current consumption <70 W
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Fig. 11 Transmitter block diagram of the low-power type prototype

Fig. 12 Spectrum emission characteristics of the low-power type prototype

High-Power Type Prototype Conforming to the ETSI Regulation
Figure 13 shows the high-power type prototype [5]. This prototype is based on
the abovementioned low-power type prototype, but direct conversion architecture is
applied in the RF circuits as shown in Fig. 14. Table 7 shows the RF specification
of the prototype. This prototype is capable of an output power of +30 dBm in
conformity to the ETSI regulations, while the supporting frequency range is limited
to 500–710 MHz due to the difficulty in a design of a wideband amplifier enabling
a high output power of more than +30 dBm in the entire TV band. Figure 15 shows
a typical spectrum emission with an output power of +27 dBm. The out-of-band
emissions are under the POOB limitation defined by the ETSI in the entire TV band.
By adjusting the output power to less than +20 dBm, spectrum emission conforms
to the FCC regulations.
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Fig. 13 High-power type
IEEE 802.11af-based
prototype
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Fig. 14 RF block diagram of high-power type IEEE 802.11af-based prototype

Table 7 Specification of the
high-power type prototype

Item Description

Supporting frequency range 500–710 MHz

Bandwidth 6 MHz

Frequency accuracy ˙2ppm

Output power +30 dBm

Tuning range of output power >40 dB

Receiver dynamic range �88 to �20 dBm

Compact Card-Type Prototype Incorporating Baseband IC
For practical use of the IEEE 802.11af-based technologies, there are still some
major difficulties in downsizing, power saving, low cost, easy installation, etc.
In the low-power and high-power prototype devices, the BB signal processing
circuits were designed and implemented by using an FPGA, and thus, practical
size and power consumption were difficult to achieve [7, 8]. To solve this problem,
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Fig. 16 World’s first IEEE 802.11af-based baseband IC

more sophisticated technologies driving downsizing, power saving, and even cost
saving are strongly required as well as conventional communication systems such
as Wi-Fi and mobile communication systems. An integration of the BB signal
processing circuits is one of the promising technologies that wipe out these
concerns.

NICT has developed the world’s first IEEE 802.11af-based BB IC with a 65-nm
mixed CMOS process, as shown in Fig. 16 [9, 10]. The BB circuits are based on
the previously developed prototype of the low-power device. By implementing this
prototype BB IC, NICT has also developed a compact card-type prototype in all-
in-one package including an antenna, as shown in Fig. 17, and has demonstrated
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Fig. 17 Card-type IEEE
802.11af-based prototype

Table 8 Specification of the
card-type prototype

Item Description

Supporting frequency range 470–710 MHz

Bandwidth 6 MHz

Maximum output power +20 dBm

Receiver dynamic range �86 to �35 dBm

Size 50 mm(W) � 170 mm(L) �
18.8 mm(T)

Weight 170 g

Power supply DC 5 V

Current consumption <5 W

the practicality of the prototype BB IC. The card-type prototype is equipped
with the USB interface enabling an easy connection to a host PC and a simple
control for operation. Table 8 shows specifications of the card-type prototype. By
comparing with the low-power type prototype, the card-type prototype achieves
1/40 downsizing, 1/30 weight saving, and 1/15 power saving with a maximum
output power of +20 dBm. With regard to the spectrum emissions, the output
power is capable of +20 dBm and +16 dBm for the rules regulated by the ETSI
and the FCC, respectively. Power consumption of the card-type prototype is
about 5 W, and thus, this prototype operates with a power supply from USB3.0
interface.

Registered Location Secure Server (RLSS)
RLSS is an IEEE 802.11af specific functional entity to avoid interference between
WSDs conforming to this standard. As IEEE 802.11af defines PHY and MAC; an
interface of RLSS is not the scope of the standard.

The specific mechanisms of RLSS is as follows:

— Query channel availability to geographical database(s) (GDB) for an area or a
geo-location

— Enable APs to form a network and maintain the network under the control of
GDB

— Retrieve the available white space channels and transmit power restrictions
— Schedule channel utilization such as start and end time of each WSD for each

available white space channel
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Fig. 18 Screenshot of RLSS management software

The use of RLSS in a particular regulatory domain depends on the specific
regulatory requirements. Each of the mechanisms is required, informative, or not
applicable according to regulatory requirements. Also, time requirement of each
mechanism may be daily, hourly, or minute responsiveness. Implementers of RLSS
need to carefully refer to the regulatory sources to be satisfied.

A screenshot of management GUI of a prototype RLSS under operation is
shown in Fig. 18, as an example of implementation. Locations of WSDs are
shown on a map, so that operators easily grasp overall TVWS operation around
a specific area. A list of supported channels, available channels, operating channels,
and neighboring channels is shown regarding a WSD specified on the map. The
supported channels are channels where the WSD is capable of operation. TV band
is quite wide for RF hardware implementation, and therefore the channels for
transmission and receiving may be limited on some WSDs. Available channels are
channels that a GDB informs to RLSS. Operating channels are channels on which
WSDs are operating at this point of time. Operating channels are single or multiple
as the PHY and MAC support the multiple TV channel utilization. Neighboring
channels indicate channels that are operated by other WSDs nearby within a certain
distance enough to be interfered. The neighboring channel is considered in channel
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assignment not to overlap with a channel(s) to be operated by other WSDs. Uplink
and downlink traffic can be monitored per WSD selected on the map.

Field Trials

To investigate IEEE 802.11af in terms of real field performances and environment-
specific issues; the National Institute of Information and Communications Technol-
ogy (NICT) of Japan conducted experiments in indoor and outdoor environments
under TV White Spaces Pilot organized by Ofcom of the UK.

The pilot required a license issued by Ofcom to operate TV White Space devices
(WSD), which are AP and STA in case of IEEE 802.11af system. The WSD needs
to access one of TVWS databases (WSDB) qualified by Ofcom for the pilot. NICT
obtained the licenses for WSD operation and qualification of WSDB operation.

This section explains environments and results in indoor and outdoor use cases.
The experiments were conducted jointly with King’s College of London (KCL) in
July 2014 [7, 8, 11–13].

Indoor Experiment

The indoor experiment was conducted in the second floor of the institute of
psychiatry building in the Denmark Hill Campus of KCL [7, 13]. The floor is
mainly composed of two corridors (X and Y) and two computer education rooms
(A and B) as shown in Fig. 19. Detailed information of the environment is listed in
Table 9. Four routes (A to D) are defined for separated measurements. The Routes
A and B are along Corridor X; Routes C and D are along Corridor Y. An AP is
fixed in between Routes A and B. STA moves along the routes measuring RSSI and
throughput. The throughput is measured using the “iperf” tool in UDP mode. The
MCS of AP and STA are set to 3. AP, and STA had omnidirectional whip antennas
with 2.2 dBi gain at 1.3 m height above the ground using RF cables with 1.0 dB
loss. Transmission power was set to 3.5 dBm; therefore, output ERIP was 4.7 dBm
as listed in Table 10.

Measured RSSI and throughput on each route are separately shown in the graphs
in Fig. 19. The deflection effect is observed near P5 on route C where RSSI is still
high regardless of non-line-of-sight (NLoS) from the AP, and therefore throughput
is kept as high as in P5 which is line-of-sight (LoS). This is estimated to be due to
the TV band which is lower than ordinary wireless LAN bands. Focusing on route
B, the throughput is partly deteriorated although RSSI is still high and the STA is
LoS from the AP. This is thought to be due to multipath fading. The reason why the
RSSI is high on route D is because the penetration loss inside the Room A is not high
because of less metal materials metal for walls or bookshelf. The measurements in
the indoor environment show that IEEE802.11af AP can cover wider area, that is,
not only LoS but also NLoS.
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Table 9 Details of indoor
experiment environment

Corridor X Length: 38.3 m, Width: 1.6 m

Corridor Y Length: 18.8 m, Width: 2.1 m

Room A Length: 14.2 m, Width: 5.5 m

Room B Length: 10.9 m, Width: 5.5 m

Ceiling Height: 2.4 m

Antenna Height: 1.3 m

Table 10 Device setup for
indoor experiment

Operation mode IEEE802.11af TVHT_MODE_I

MCS 3 (16QAM, 1/2 coding rate)

Transmission power 3.5 dBm (average)

Antenna gain 2.2 dBi (Omni directional)

RF cable loss 1.0 dB

Transmission ERIP 4.7 dBm

Outdoor Experiment

The outdoor experiment was conducted in the center of London, UK [8]. The
purpose of this experiment was to study feasibility of establishment of long-distance
link using IEEE 802.11af as a backhaul network. Two fixed sites were selected in
London, from campuses of King’s College London, Guy’s Campus, and Denmark
Hill Campus. Distance of the two sites is 3.7 km. A STA and an AP were installed
at Guy’s and Denmark Hill campuses, respectively. Heights of antenna were 65 and
37 m, respectively, in the same order. Three-element ring Yagi antennas with 7.6
dBi gain were used at the two locations. Directions of the antenna were carefully
tuned so to maximize the RSSI at each side. Transmission EIRP at both sides was
36 dBm. As shown in Fig. 20, the antenna was set up inside a glass window at the
Guy’s Campus, whereas it was open air at the Denmark Hill Campus. Throughput
of the link was measured using “iperf” again in UDP mode.

The measured throughput was 2.2 Mbps with MCS 0 where the RSSI
was �60 dBm. It was observed that higher throughput could not be obtained
with higher MCS than 0. The reason is considered that TV broadcasting signals
transmitted from Crystal Palace to London area is quite strong and Crystal Palace
is approximately on the same direction as from Guy’s Campus to Denmark Hill
Campus. This resulted in strong TV signal input to the RF circuit of the STA at the
Guy’s Campus. For this experiment, the STA and AP had just a broadband front-end
filter covering whole the TV band where such extremely strong TV signals were
beyond assumption. It is assumed that the signal input caused saturation of RF
circuit of the STA. Also, according to other measurements and analysis, penetration
loss of the window in front of the antenna at the Guy’s Campus is more than
10 dB, which further deteriorated the performance. However, establishment of a
long-distance wireless link over 3.7 km was anyway demonstrated based on IEEE
802.11af and feasibility of its functions and protocols was verified. The issue related
to the strong signal input needs to be addressed in product development phase.
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3.7 km

Denmark Hill
campus

Waterloo
London Bridge

The Thames River
Open air

Glass window

Guy’s campus

Antenna

Antenna

Fig. 20 Overview of outdoor experiment

Conclusion

Utilization of TV White Space is realized based on advanced spectrum sharing
concept. Its requirements are hard to protect; TV broadcastings and radio regulations
are various according to policies. IEEE 802.11af is one of the standards to enable
the TV White Space operation. Especially, since IEEE 802.11af is based on the
wireless LAN concept, prices of its products are expected to be reasonable and
deployment of its system would be less complicated compared with other TV White
Space systems. So far, various use scenarios are proposed to apply TV White Space,
backhaul link between islands, mountain area mobile communications, robots for
disaster recovery, and so on, taking advantage of good radio propagations in TV
band. This chapter is expected to contribute to the development of TV White Space
applications.
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Abstract

Cognitive radio holds an interesting promise for improved utilization of the radio
spectrum. However, there is a considerable degree of uncertainty regarding the
potential application of cognitive radio. One of the reasons for this uncertainty
is the need for changes in the regulatory regime to allow for more dynamic
forms of spectrum access. In addressing the necessary changes in regulations, the
regulator should be well aware of the perspective of the entrepreneur. Eventually
it is the entrepreneur who invests in CR technology and thereby realizes the goal
of improved utilization of the radio spectrum.
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This chapter addresses the relationship between the regulations and the CR
technology. Both the regulations and the CR technology will pose limitations
on the possible business cases. It further proposes a way forward to come to
a successful exploitation of CR technology in which the objectives of both the
entrepreneur and the regulator can be realized.

Keywords
Dynamic spectrum access � Regulations � Licensed shared access �
Geolocation database � White space � Spectrum pooling

Introduction

Cognitive radio (CR) is a promising innovative technology that can be used to
improve spectrum utilization. Especially the ability of cognitive radiotechnology
to provide access to spectrum that is already assigned to other user(s) or usage but
partly unused when considered on a time or geographical basis holds an interesting
promise. The concept of CR was proposed already more than 15 years ago by
Mitola. Trials with the commercial use of cognitive radio are ongoing since the
historic decision of the FCC in 2008 to allow CR technology in the TV broadcasting
bands. However, commercial use of cognitive radio is still very limited. The question
is what went wrong and how to proceed?

One of the main reasons for the limited practical and commercial use of CR
technology is uncertainty. An important aspect of this uncertainty is the regulatory
model. Although there are possibilities to use cognitive radio under the current radio
spectrum management regime, the current regulatory model is not conducive for
dynamic access of spectrum made possible by cognitive technology. Regulatory
provisions are needed to align the regulations with the new capabilities of CR
technology of flexible and more efficient utilization of the radio spectrum [1].

In drafting regulatory provisions, governments are facing a dilemma. The liber-
alization prevailing policy that suggests a technology-neutral assignment of radio
spectrum, while enabling the deployment of a specific technology, i.e., cognitive
radiotechnology, is of public interest to achieve more efficient utilization of the
radio spectrum. It appears that in this light, regulation to allow the deployment of a
specific type of CR technology in parts of the radio spectrum that would otherwise
be underutilized or not used at all is justified [11].

As CR encompasses a very versatile set of technologies, the subsequent challenge
governments are facing is the choice among some of the more fundamental features
of CR technology, such as the technology used to make a CR aware of its radio
environment and the band in which the CR is allowed to operate. Their choices will
need to be well informed as their choices play a pivotal role in the business models
of the entrepreneurs. The way governments allocate the use of radio spectrum to
particular radio communication services on the (inter)national level and assign the
rights to use the radio spectrum on the national level is determining the viability
of the business case for particular radio communication products and services.



47 Cognitive Radio: The Need to Align Regulations with Technology 1539

In this respect there is the issue of “the chicken and the egg”: certain types of radio
spectrum rights assignment facilitate certain types of usage, while certain types
of perceived usage will require a particular type of assignment. In other words,
entrepreneurs are reluctant to invest in new products and/or services based on CR
technology because of the degree of regulatory uncertainty, and regulators cannot
provide this certainty because it is uncertain if their choices will support a viable
business case.

This chapter proposes a way forward to deal with this dilemma by explaining
the relationship between the regulations and the CR technology. Choices on both
regulations and CR technology will greatly influence possible business cases for
the introduction of new products and/or services based on CR technology. It is
proposed to use an actor-centric approach to deal with this issue of alignment
between the technology and the regulatory provisions. After all, cognitive radio
is a technology to share spectrum among various users. The various users of the
spectrum, the industry that has to develop the equipment and the government that
has to provide the necessary regulations, will have to coordinate to make the right
decisions in order to come to a successful exploitation of CR. The actors involved
in this coordination will all have their own objectives and incentives.

This chapter is structured as follows. It starts with an explanation of the
regulatory provisions and its influence on possible business cases for CR. This is
followed by an explanation of the relationship between CR technology and possible
business cases. This exploration is used to introduce a framework to assess the
alignment between the regulations and the technology. This approach is illustrated
by an analysis of the so far best known intended use of CR technology: white space
access in the TV bands. Based on the results of this analysis, it is proposed to
explore use cases within a community of practice as the way forward for realizing
the necessary coordination between the actors involved to facilitate the successful
deployment of cognitive radio and to realize – at the same time – the goal of
improved utilization of the radio frequency spectrum. This proposal is also based
on experiences gained at the national level, in the Netherlands, with a community
of practice related to cognitive radio.

Spectrum Regulations of Dynamic Spectrum Access

In the current spectrum management model, radio spectrum is divided into fixed
and non-overlapping blocks, separated by so-called guard bands. These blocks are
assigned to different services and wireless technologies, while a lot of spectrum
usage is only local and limited in time. In an economic sense, there appears to be a
paradox whereby the rights to the radio spectrum are fully assigned, but a lot of radio
spectrum remains unused in practice when considered on a time or geographical
basis.

Cognitive radio, as a technology, is an enabling tool to realize increased
flexibility in access to the radio spectrum. The key feature of a cognitive radio is its
ability to recognize unused parts of radio spectrum that are assigned to conventional
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users and adapt its communication strategy to use these parts while minimizing the
interference that it causes to the conventional users. An important consequence is
that cognitive radio can be an enabling technology to facilitate a paradigm shift for
spectrum management from a regime based on static spectrum assignments to a
regime based on more dynamic forms of spectrum access [1, 13].

Scenarios for Dynamic Spectrum Access

There are different possibilities to exploit dynamic spectrum access. It can be used
to pool spectrum between a number of users or user groups or it can be used to
dynamically access white spaces. Spectrum pooling is the situation in which a
common “pool of spectrum” is shared among multiple users [10]. Access to the
pool may be restricted to specific users through the use of licenses or the pool may
be open to all under certain use restrictions. All users have the same rights to access
the spectrum. Therefore, this kind of sharing is also referred to as horizontal sharing.

This is in contrast to the other case in which white space users are only allowed
access to the radio spectrum as long as the primary users are not needing access.
The white space users are on a secondary level of usage of the spectrum. Therefore,
this type of sharing is also referred to as vertical sharing. This secondary usage may
also be restricted to specific (licensed) users or open to all.

This leads to four different scenarios for the implementation of dynamic spec-
trum access. The different scenarios are summarized in the following Table 1.

The way in which the regulatory regime allows access to spectrum will greatly
influence the business opportunities. This section gives an overview of the impact
of the regulatory regime on the business opportunities.

White Space Access
CR technology is proposed to improve radio spectrum utilization by using white
spaces within spectrum that is allocated but actually not used at a given time and
location. The question is whether there is enough capacity in these unused white
spaces that can be made available to support the underlying business case for
CR technology and if the business case is solid enough to recoup the necessary
investments in this new technology.

The ease of making unused spectrum available for cognitive use depends on the
characteristics of the incumbent user. It is easier to find a white space if conventional
user(s) and usage is relatively static than when conventional users are mobile and/or
their usage fluctuates.

Table 1 Four different regulatory scenarios for dynamic spectrum access

Horizontal sharing (spectrum pooling) Vertical sharing (white space access)

Licensed access Spectrum owners dynamically
share spectrum

Owners of the spectrum grant specific
cognitive radio’s access to their white
spaces

Unlicensed
access

All CR devices dynamically share
spectrum on an equal footing

cognitive radio’s dynamically access
white spaces from incumbent users
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Moreover, the fact that large parts of the radio spectrum are not utilized does not
imply that an attractive business case for the remaining unused parts exists. A simple
example can clarify this. A mobile operator will have more radio spectrum is use
than in rural areas. The fact that in rural areas mobile spectrum is underutilized does
not necessarily mean that there is a viable business case for these unused mobile
frequency channels, at least not for mobile communications. The business case for
the exploitation of these white spaces will have to be distinctively different from the
business case of the conventional user.

In the white space access regimes, the CR devices will always have to respect
the needs of the primary user. White space access is only possible as long as there
is no need for the spectrum by the primary user and no interference is created to the
primary user. This sets limitations to the business case for unlicensed white space
access with an unrestricted number of devices. There will never be a guarantee that
a CR device can have access to a white space and there is always the possibility
that a CR device has to cease its operation because a primary user wants access to
the spectrum. This makes this regulatory regime less suitable for time critical CR
applications.

White space access can be used to share bands between licensed users and
unlicensed short-range devices in bands that were difficult in the classic scenario.
A good example of this is the use of the 5 GHz band. In this case, RLANs uses CR
technology to sense its radio environment, i.e., to detect and avoid incumbent radar
systems.

Licensed owners of spectrum can also grant access to parts of their radio
spectrum that they do not need in a certain geographic area and/or for a certain
period of time to secondary devices on a non-exclusive (unlicensed) basis. These
devices can get access to this spectrum after an explicit request for permission to
the owner of the spectrum. The owner will need a mechanism to facilitate requests
from secondary devices for permission to use spectrum. Cellular operators can use
their existing infrastructure to handle these requests. For example, a mobile operator
can set aside a mobile channel for this purpose.

An incentive for licensees to open “its” white spaces might be to introduce
easements in spectrum licenses. In other words, if a spectrum owner is in possession
of radio spectrum that (s)he actually does not use, everybody is entitled to use this
spectrum in an opportunistic way as long as the transmissions of the rightful owner
are not subject to interference from this opportunistic spectrum access. This is an
incentive which might prevent market players from hoarding spectrum [2].

Licensing of white space devices provides the possibility to restrict access to the
white spaces to a specific user group. Since the secondary users are now known, this
provides the possibility for active coordination between the incumbent user and the
secondary (cognitive) user about the likelihood of interference and on guarantees
about access to spectrum. Restricted access may also increase the level of trust for
the incumbent user and may make them more willing to share their white spaces
with a known and trusted CR user.

This licensed form of white space access has become known as Licensed Shared
Access (LSA). LSA is a regulatory approach that focuses on facilitating a more
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efficient use of spectrum in frequency bands assigned to one or more incumbent
users by introducing additional licensed users on a shared basis allowing predictable
quality of service for all rights holders [17].

An example of a service that needs guaranteed access to spectrum but only in
a very local area and for a short period of time is public safety. Public safety
organizations have their own network for day-to-day operations. However, during
an emergency situation, they have a huge demand for communications on the spot
[15]. A public safety organization might make an agreement to alleviate their urgent
local needs with other frequency users. In the agreement sharing arrangements are
covered but the actual spectrum usage can be based on the local conditions and the
local use of the primary user.

A good opportunity to start this form of sharing is in bands of the military. The
military already have a long-standing practice of cooperation with public safety
organizations. This may raise the level of trust to a level that is high enough to start
an experiment.

Spectrum Pooling
In case spectrum is pooled between a number of users or user groups, CR technology
is used to dynamically share the spectrum resources. In a licensed regime, dynamic
access to spectrum is obtained through buying, leasing, or renting access rights
from the owners of the spectrum. This regime provides the possibility for active
coordination between the incumbent user and the cognitive user about the likelihood
of interference and on guarantees about access to spectrum. If the barriers to instant
trading are removed, the opportunity to buy and sell rights to access spectrum
can be based on the actual demand for spectrum. This creates the opportunity to
use dynamic spectrum access for higher valued service offerings, such as mobile
telephony, and for a spot market to be introduced. A spot market is a perfect means
to acquire or sell rights to spectrum access based on the actual demand at any given
moment in time.

A spot market can be used among operators to pool the spectrum in such a way
that the rights to spectrum access are based on the actual demand for spectrum
by their respective users. One of the suggested implementation scenarios is that
mobile operators use a part of their spectrum to provide the basic services to their
respective customers and pool the rest of their spectrum to facilitate temporarily
high demands for spectrum. However, cooperation between mobile operators that
are in direct competition to each other is not likely to happen [4].

This kind of sharing spectrum might be a more viable option for implementation
in border areas to ease the problem of border coordination. Nowadays the use of
spectrum in border areas is based on an equal split of the use of spectrum between
neighboring countries through the definition of preferential rights. However, there
is no relationship with the actual demand for spectrum at either side of the border.
A prerequisite is that the spectrum market is introduced at both sides of the border
or in a region, e.g., the European Union.

Pooling spectrum between different services that are not in direct competition to
each other might be a more promising approach. This can help to make licensed
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spectrum that is not fully used available to others users. In this case access to
spectrum is based on an negotiable acceptable level of interference, instead of the
worst case scenarios based on harmful interference that are used by regulators to
introduce a new service in an already used band. This may open bands for alternative
use which might otherwise be kept closed. The incumbent licensee may now have
an incentive to open its spectrum for other, secondary, users. The incumbent licensee
is in full control because it can earn money with unused spectrum, while the access
to its spectrum of the secondary user is on the incumbents own conditions.

A spectrum market can only function if information about the actual ownership
of the spectrum property rights is readily available to facilitate trading. The regulator
is ideally positioned to perform the task to keep a record of the ownership of these
rights. Inclusion of monitoring information about actual usage of spectrum can
further facilitate trading by giving more insights in the possibilities for secondary
usage.

A special case of licensed spectrum pooling is pooling whereby a single
operator who is the exclusive owner of the spectrum uses cognitive radiotechnology
to perform a flexible redistribution of resources among different radio access
technologies within its own licensed frequency bands to maximize the overall traffic
by an optimum use of spatial and temporal variations of the demand. This could be
used by mobile operators to realize a flexible spectrum allocation to the various radio
access technologies in use or to have an optimal distribution of spectrum between
the different hierarchical layers of the network, for example, to realize an optimal
allocation of spectrum to femto cells that takes account of the actual user demand
without affecting the macro network. A prime requisite for such a scenario is that
the license from the operator is flexible enough and technology neutral.

CR technology can also be used to pool spectrum between unlicensed appli-
cations. Knowledge of the radio environment is in this case used to realize a fair
distribution of access to spectrum between an undefined number of devices.

A very promising application for a true commons whereby unlicensed devices
dynamically pool their spectrum is in-house networking. An in-house network is an
ad hoc network by its very nature. No two in-house networks are exactly alike and
devices are turned on and off during the day, new devices are brought in, devices
leave the house, and the neighboring houses have the same ad hoc way of working.
The number of wireless devices in a household is rising while the users want to have
new equipment that is “plug and play.” A new device that is put into service should
be able to find its own possibilities to communicate within the in-house network.

A second example of ad hoc networking is the radio network between vehicles
as part of intelligent transportation systems (ITS). Restricting access to the pool for
certain applications with a polite cognitive protocol may alleviate the tragedy of the
commons. In that case, the number of devices outnumbers the available spectrum in
such amount that the spectrum is of no use to all. However, even if a polite cognitive
protocol is used and the band is restricted to a certain type of applications, the
amount of spectrum that is made available must be enough to cater for the intended
business case.
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Table 2 Impact of the regulatory regime for spectrum access on the business case for CR
applications

Horizontal sharing (Spectrum pooling) Vertical sharing (white space access)

Unlicensed
acces (spectrum
commons)

• Sharing between an undefined number of devices

Fair distribution of spectrum
access between the devices

No guarantees for spectrum
access, i.e., less suitable for
time critical applications

Licensed access • Restricted group of users
• Increased level of trust
• More certainty about access to spectrum
• Better suited for infrastructure based service offerings

CR user groups not in direct
competition with each other

Possibility for active
coordination. More
guarantees for spectrum
access

Impact Assessment of Spectrum Access on the Business Case

The regulatory regime has a huge impact on the business case for cognitive radio.
Each regulatory regime will facilitate a different kind of CR applications and/or
service offerings. A mixture of these regimes will be necessary to unlock the full
potential of CR technology in increased spectrum efficiency. The impact on the
business case of the regulatory regime under which the CR application will operate
is summarized in Table 2.

Especially the use of CR technology for a restricted group of users can help
to bring this technology further for two reasons. First, restricting access to a
controlled group may increase the level of trust between the users who share the
spectrum. Second, restricted access can provide certainty about access to spectrum
over a longer period of time needed to recover the investments to be made in CR
technology.

The Impact of Cognitive Radio Capabilities on the Business Case

The fundamental difference between a cognitive radio and a conventional radio
is that a cognitive radio uses information of the radio environment to select and
deploy the most appropriate communications profile, such as frequency band,
access technique, and modulation method. There are various techniques possible to
obtain information about the radio environment. Each of them will have different
implications for potential CR applications and the magnitude of the required
investments.
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Sensing

In its basic form a cognitive radio senses the radio environment to acquire
information on the local usage. The CR device relies thereby on its own judgment
of the local use of the spectrum to transmit over sections of the spectrum that are
considered free. No matter how good the sensing technology is, a system that only
relies on its own judgment to obtain information about spectrum usage might come
in a situation where it inadvertently is not able to detect usage of a radio channel.
This means that with a cognitive radio based on sensing alone, there is always
the possibility of interference to the conventional users of the band. To limit this
risk, restrictions on the output power of the CR devices will have to be set. As a
consequence, the CR can only be used for applications which use low power in
relation to the incumbent usage.

Sensing can be used without the need for coordination with the “outside world.”
Sensing can be used by stand-alone applications, whereby there is no need for
investments in the rollout of associated infrastructure. However, there is always
the possibility that the device is not able to detect a white space. Hence, dynamic
spectrum access based on sensing is expected to be restricted to low-end applications
involving low power devices.

Sensing is also of interest to military users. Since the radio only relies on its own
judgement, it makes it possible to communicate without making the whereabouts
and communication needs of the military radios known to others. This will make
their communications less vulnerable.

The probability of finding a white space that can be utilized depends on the
activities of the incumbent user(s), the range of frequencies which is sensed, and
the number of active white space devices. Sensing will have to take place over
a sufficiently large frequency range to support the capacity needed by the CR
application. Sensing becomes more challenging, and more expensive, when a wider
range of frequencies and/or a wider range of conventional user applications are to
be taken into account. At the current state of technology and field experience on
sensing, a case-by-case approach will be required which takes into consideration
the existing spectrum usage. Hence, for new CR regulations to be meaningfully
applied, i.e., before making available a band for white space devices, an assessment
should be made of the amount of white spaces that can be made available against the
capacity needed for the introduction of the application that uses these white spaces.

A possibility to ease the problem of the (un)reliability of sensing is to focus sens-
ing in a band that is not too wide in a completely unlicensed environment to create
a true commons for short-range devices. The regulator should pinpoint a band for
dynamic spectrum access in cooperation with industry. To reach economies of scale,
this band could be designated on a regional level, for example, on a European level.

An obvious example is the earlier mentioned in-house network. Sensing can be
used to realize that devices pool the spectrum available for in-house network in a
“plug and play” manner. A new device senses its environment and coordinates its
use within the local in-house network. A possible band to start is, e.g., the 60 GHz
band.



1546 P. Anker

Sensing can be made more reliable by cooperation between the sensing devices
[12]. Cooperation can improve the probability of detection and reduces the detection
time and thus increase the overall agility of the system. Drawbacks are the need for a
common signaling channel between the devices and the additional overhead needed
to exchange sensing information over this channel.

Especially the need for a signaling channel makes this coordinated approach
complex. The cognitive devices become part of a network. This makes this
coordinated approach especially feasible in applications where the CR device is
already part of a (local) network, e.g., in-house networks. Coordination is a less
attractive option for stand-alone CR applications.

Another possibility is to use sensing in a more controlled environment between
licensed users. This will give more control over the environment, because the users
are known. This type of sharing could be used to broaden the amount of accessible
spectrum for temporarily users who need a guaranteed quality of service. This
makes this type of sharing a perfect fit for, e.g., electronic news gathering and
other programme making and special events services. Electronic news gathering
only requires spectrum for short periods of time and for a restricted local area, but
it requires guaranteed access during the operation.

Geolocation Database

Since sensing is in its present form is not reliable enough, regulators around the
world have turned their focus from sensing toward a geolocation database. This
will require investments in a database and related infrastructure that need to be
recouped. Entrepreneurs will only invest in this infrastructure if there is long-term
assurance for access to spectrum and willingness to pay from customers. This shifts
the orientation from a device centric approach to a service centric approach. Such a
business case is better supported by a regulatory regime based on licensed access.

The database should contain the relevant information on the frequencies that can
be used at a certain location as well as the applicable restrictions. The database will
have to be kept up to date, which makes this option especially suitable in cases
where spectrum usage of the conventional user(s) does not change frequently, e.g.,
in a broadcasting band or a band for fixed satellite communications.

The restrictions for the CR application imposed by the use of a geolocation
database are twofold. First of all, the CR device needs to be (made) aware of its
geographical location. This information can be programmed in the device during the
installation of the CR device for fixed applications. Mobile CR devices will need a
means to acquire that information, for instance, by incorporating radio navigation
in the terminal. However, the use of radio navigation will be difficult for indoor
applications.

Secondly, the CR device will need to have access to this database on a regular
basis. Access to the database is easier to arrange if the CR device is already part of
a network than for stand-alone CR applications. The rate at which the CR devices
have to obtain updated information on the local radio environment depends on the
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rate at which the information on the incumbent user may change and on the degree
of mobility of the CR device.

The use of a geolocation database is proposed to enable mobile broadband
communications in the 2300–2400 MHz band. Licensed Shared Access based on
a geolocation database is the recognized approach in Europe for the introduction of
mobile communications in the band while maintaining the current incumbent use.
Among the incumbent users to protect are programme making and special events
(PMSE) applications (wireless video camera’s). Although the concept of LSA with
a geolocation database was originally developed for the introduction of mobile
communications in the band, it could also be used to enhance efficient use of the
band by the wireless camera’s themselves. In the latter case, the database is used to
electronically assign a license to a wireless camera, but only for the time duration
and the location it is actually needed.

Cognitive Pilot Channel

Coordination between CR devices can be realized through a so-called cognitive
pilot channel (CPC). A CPC is a dedicated carrier providing information about the
availability of spectrum and possibly usage restrictions to the CR devices in a certain
area. The CPC can be used to (1) give general –local– information on the availability
of white spaces in relation to the service to be protected or (2) to coordinate the use
of the spectrum resources by the CR devices competing for spectrum access or (3)
a combination of both [4, 5].

The first option requires that the CPC broadcasts information on channels that are
available and possibly the associated use restrictions, unless these restrictions are
already known beforehand by the CR device. The second option is more complex
because there is also a need for the network to know which channels are actually
used by the CR devices, and therefore there is a need for a feedback channel.

Implementation of a CPC will require a radio-infrastructure to support the CPC.
The CPC can be provided by a dedicated, autonomous network, but this will require
substantial investments. The necessary investments can be lowered if the CPC uses
a logical channel within an existing network, e.g., within a mobile network.

Because a CPC can provide real-time information, a CPC is highly suitable in
cases where spectrum usage of the user(s) with which the band has to be shared is
more dynamic. In this case, the network will need to have up-to-date information of
the spectrum usage of all user(s) at all times.

Impact Assessment of CR Technology on the Business Case

The means a CR uses to acquire information on the radio environment has a
significant impact on the business case for CR applications. An outline of the main
conclusions of the impact of the CR technology on the CR application, and thereby
on restrictions for a viable business case, is given in Table 3.
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Table 3 The impact of the CR technology on the CR application

Implication to potential CR
applications

Remarks

Sensing Low power in relation to the primary
user

There remains a potential for interference
to the conventional user.

Sensing over a relatively small band
sets limits to the data transfer capacity
available.

Wide band sensing increases the
capacity available, but is more
complex and expensive.

Can be used for stand-alone
applications

Geolocation
database

Can be used for applications which
need a higher power.

Only useful in bands with relatively static
conventional users

The location of the CR device needs
to be known.

Costs of database service will have to be
recovered

Application needs a connection to the
database on a regular basis

Cognitive
pilot
channel

Can be used for applications which
need a higher power.

Can also be used in case conventional use
varies

Need for a radio-infrastructure to
support the CPC.

Large-scale deployment more
expensive than a database

An apparent difference between sensing on the one hand and a geolocation
database or Cognitive Pilot Channel on the other hand is that the latter two will
require investments in infrastructure. This means that sensing can be used for
stand-alone applications, while the other options are better suited for the delivery
of services with an associated infrastructure rollout, i.e., sensing can be used in
a business case based on the sales of equipment, whereas the database and CPC
are better suited for a service provider-driven business case based on the sales
of a service. In that case, there will be a direct relationship between the service
provider and the customer. This relationship is necessary to recoup the investments
in infrastructure.

Of course, it is always possible to use a combination of techniques. Especially
a combination of database access and sensing seems promising. The database can
be used to protect existing services with which the band is shared, and sensing can
be used to assess whether the opportunity is really available or already in use by
another CR device.

Another possibility is the use of a local CPC (or so-called beacon) to reduce
some of the drawbacks of sensing, especially the complexity and associated costs
of sensing devices. A relatively complex master device can be used to process the
sensing results of a range of locally connected devices. The master device decides
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based on this information on what channel the connected devices may operate and
sends this information to these devices over a local beacon. This solution can only be
used if these devices form a local network. The relatively expensive master device
acts as an intelligent central node for the relatively cheap connected devices. A good
example is a local area network, whereby the router can serve as a master to provide
information to the wireless devices that are active in the network. This configuration
provides possibilities to open bands for additional use that were closed otherwise,
such as the earlier mentioned 5 GHz band.

Two Levels of Alignment

While alignment between new technologies, such as CR, and the associated regula-
tions is an important prerequisite, it is not enough to assure a successful introduction
of this new technology. There are numerous examples on the introduction of
new technologies where the necessary alignment between the technology and the
regulations was in place but the market for the provisioning of products and services
based on this new technology did not mature.

Our analysis of the underlying causes is that firms will only decide to invest in
new products and/or services if they can expect a future return. These investment
decisions are driven by three major considerations: (1) the prospective demand
and willingness to pay for new products and/or services, (2) the magnitude of the
investments required, and (3) the degree of risk or uncertainty involved.

The profile of the business case, in terms of depth of investment and the recovery
period required, will influence the ability to obtain the necessary (external) funding.
As such the business case is especially challenging for service provisioning that
requires a huge, up-front investment, e.g., an infrastructure rollout to provide mobile
telephony. In these cases, the right to exploit the radio spectrum or any other
infrastructure over a significant period of time and on an exclusive basis will
contribute to the willingness of firms to invest as it reduces the uncertainty, which
may make the business case more viable [11].

Although the regulator can’t do much about technological and market uncer-
tainties as such, the regulator plays a crucial role. The regulator should create a
regulatory environment in which these uncertainties are lowered to an acceptable
level for commercial applications to emerge. This environment should, among other
things, give clear directions on the expectations of CR technology [1].

However, in setting up institutional arrangements, governments will steer tech-
nology and possible business cases in a certain direction. Ostrom [14] showed that
the specificities of the entry and authority rules will favor certain types of usage
over other types of use. This is also true the other way around; certain types of
perceived usage will require particular entries and authority rules. Although Ostrom
made this observation in the investigation of common pool resources, the problems
associated to the provisioning of telecommunication services are quite similar as
shown by Künneke and Finger [9]. They argue that infrastructures (including energy,
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communication, transport, and postal services) can be perceived as common pool
resources providing essential services to society.

Hence, decisions made by governments on the market design and associated
regulations will have an influence on the viability of possible business cases. For
example, decisions made in spectrum policy on the amount of spectrum allocated,
whether the spectrum is made available on a license exempt basis or not, the number
of licenses issued, the rollout and other obligations attached to the licenses, and the
award mechanism for the licenses (e.g., an auction or a beauty contest), will all
influence the required investments and the possibilities to exploit a certain business
case. This is quite well demonstrated by mobile communications (GSM) which
could flourish under a strict licensing regime and Wi-Fi that could develop under
a license exempt regime.

Governments will need to be very well informed to make the right decision in
order to let the intended business case flourish. Lessons learned from the past seem
to suggest that a too “pushy” approach from governments may be counterproductive
and retard or stall technological development [8]. Governments will need to take
decisions that are not only in line with their own goal(s) but also make it possible
for entrepreneurs to realize their goals. After all, it is through the actions of the firms,
individually and collectively, that the governmental goals will be realized. This is
illustrated in Fig. 1 [3].

The government and the entrepreneurial firm have different objectives, in a
somewhat simplistic view of the world, since the liberalization governments have,
above all, an objective of economic efficient use of spectrum. This is accompanied

Technology

Firm n
Private objectives

Institutions

Coordination
• Firms
• Governmental
  organizations

Government
Public objectives

Service/product
delivery

Firm 2
Private objectives

Firm 1
Private objectives

Fig. 1 Two levels of alignment
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by societal objectives, such as universal service delivery, and in some cases also by
industry policy. Governments rely on a market design and associated regulations
to serve this mixture of economic and societal objectives. In the case of mobile
communications, radio spectrum policy is used to create a market for mobile
telephony. Specific auction rules may be used to allow new entrants and to influence
the number of players on the market. Specific obligations are attached to the licenses
to serve societal objectives, e.g., a coverage obligation.

Firms, on the other hand, have a completely different objective. They want
to invest in (new) technology to develop products and services with the aim to
maximize profit. The government and the firm are highly interdependent in the
realization of their objectives. The institutional arrangements that are set up will
have to provide certainty to entrepreneurial firms to invest in new technology and
the exploitation thereof. If, as a result of profit maximization considerations, firms
decide not to use the system as intended, the government fails in realizing its
governance objectives.

Use of the new technology in such a way that both the government and the
entrepreneurs can realize their objectives is what we call a “sweet spot.” A sweet
spot is only possible if the use of certain technology and the associated institutional
arrangements are aligned in such a way that both the intended business opportunity
and the public objectives can be realized [3].

Analyzing the Case of White Space Access in the Television
Broadcasting Band

Having established this actor-centric perspective, we will now apply this perspective
to a case of which its resolution lies in the future. It concerns one of the first
applications for CR that was put forward: the introduction of cognitive radiotech-
nology in the so-called white spaces in TV bands. The US Federal Communication
Commission (FCC) made these white spaces available for unlicensed broadband
Internet. Its intended use is, above all, to provide more affordable broadband
deployment in rural areas [6, 7].

In this case CR technology is intended to share the TV band with the legitimate
primary users, the TV broadcasting stations, and low power auxiliary service
stations (notably wireless microphones). Given the latter, it is understandable that
the FCC removed sensing from the original requirements and took alternative
measures to guarantee access to spectrum for wireless microphones and to prevent
wireless microphones from being subjected to interference from CR devices. First
of all, at the current state of technology, sensing is not sufficiently reliable. More
importantly, to prevent interference to the primary user, the output power of the
CR device should be low relative to the primary users (see section “Sensing”).
These primary users are not only TV broadcasting stations but also these low power
wireless microphones. Restriction of the output power of CR devices to a level that
is low compared to the wireless microphones would have been detrimental for the
business case of rural broadband access.
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In taking the perspective of the private actor, the first question to be asked is
as follows: Why is there no service provided at the moment? There certainly is no
scarcity of radio spectrum; the 2G/3G bands are underutilized in these rural areas.
The main reason appears to be that the costs to provide the service are too high in
relation to the willingness to pay for the provided service.

The second question to be asked is as follows: How will the business case for CR
improve the situation? For the business case to become viable, either the willingness
to pay for the CR enabled services has to become higher or the cost reduction needs
to be greater than the additional costs associated with the new (more capable and
sophisticated) cognitive technology. Combined they need to bridge the gap between
the provision of services based on the current technology and the current willingness
to pay.

Under the FCC white space ruling, rural broadband access is made more feasible
due to the fact that a lower frequency range is made available, which extends the
coverage area of a base station, compared to the existing alternatives to provide
the service. However, existing mobile networks operate at frequencies that are just
above the television band. This means that the gains of using a lower frequency are
very limited. (As the use of white spaces is considered to be free of charge, this
represents a benefit compared to the business case for existing 2G/3G deployments,
which may be subject to the recovery of a hefty auction fee. However, in serving the
rural areas, economists will consider the auction fee as sunk costs and will calculate
the business case on marginal costs.) Therefore, the business case for deployment
of a wide area network in rural areas based on white space access remains highly
questionable. It is much more likely that white space access will be used to provide
localized access to the Internet at specific backbone nodes. This is a business case
that is comparable to Wi-Fi hot space access, although over larger distances.

The next question is whether the capacity that can be supported by white space
access is high enough to support the demand from users. In areas where the required
demand for capacity is bigger, the coverage area of the base station may have to be
made smaller. This conflicts with the reasoning to make these lower frequencies
available. This means that the business case will be restricted to areas with a
population density below a certain limit. This limit will be lower if the demand
per customer is higher. It remains to be seen whether the assigned band will have
enough white space capacity available for the intended application – broadband
Internet access – to support a successful business case. Moreover, the already limited
capacity that is available for white space access is under pressure, because the FCC
decided in 2012 to auction off part of the TV band (the so-called 600 MHz band)
for use by public mobile operators, based on a preceding incentive auction for TV
licensees to give up their licenses. This limits the available white space capacity
even further.

The final question is if there are private actors that are willing to provide the
intended business case. When the FCC proposed to make use of a geolocation
database instead of relying on sensing, a shift was made from a device-oriented
business case toward a business case where there is a need to invest in infrastructure
to build the database and to provide access to this database. However, the FCC
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retained the institutional setting of unlicensed access to white spaces. Given the
fact that there is limited capacity available and there are no guarantees to spectrum
access in an unlicensed access regime will reduce incentives for private actors to
invest in the infrastructure. This would explain why the intended service providers
are relatively absent in the standardization activities and other discussions around
white space access in the UHF TV band and why the number of TV white space
devices deployed is still limited although the FCC has allowed access to TV
white space since February 2009 and a commercial service offering was made
possible after the FCC permitted white space database administration to provide
the necessary database services. In the Third Memorandum Opinion and Order of
2012, the FCC made some changes to the rules mainly to lower the cost for WISPs
to provide broadband access in rural areas. However, the white spaces do not seem
to attract WISPs to provide their service in rural areas. Moreover, in this institutional
setting ,it is also not very clear what the business model for commercial operation
of the database should be.

To conclude, the white space access regulations appear to be a technological fit
instead of a business case fit, driven by the regulator to realize a societal objective.
The FCC took a very careful step by step approach to implement regulations
that are aligned with the current state of technology. However, whether there is
alignment between the public objective of the FCC to provide broadband access
in rural areas with the objectives of the private actors remains to be seen. It is
highly questionable whether the intended social objective will materialize in a viable
business opportunity to provide wireless broadband access in rural areas and for the
exploitation of the associated database.. It would explain why the intended service
providers are relatively absent in the standardization activities and other discussions
around white space access in the TV band. Moreover, it may explain why there is, as
yet, no viable business model for the commercial operation of a database in support
of sharing the spectrum with wireless microphones.

Next Steps: Finding a Sweet Spot for Cognitive Radio

Although there are possibilities to use cognitive radio under the current radio
spectrum management regime, there is still no compelling business case. To assure
development and deployment of CR technologies, it is worthwhile to review
potential product-market combinations where CR functionality provides a “value
add” and determine whether these cases are attractive enough to be taken up by
the industry as first applications of CR, as first steps on the road toward broader
deployment of CR technologies.

The government can facilitate this process through the initiation of a platform
in which the equipment industry, the service providers, and the government itself
closely cooperate with the aim to find a sweet spot. This sweet spot serves as
a catalyst to both the private sector and the government, for the private sector
to develop products and services based on cognitive technology and for the
government to realize the ultimate goal of more efficient use of spectrum.
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The RSPG (Radio Spectrum Policy Group) has already recommended creat-
ing a platform to allow researchers, academia, manufacturers, operators, service
providers, and regulators to coordinate research activities. According to the RSPG,
this platform could build upon already existing platforms with comparable purposes,
notably COST-TERRA [16]. This notion of the RSPG on COST-TERRA is quite
relevant. The discussions within COST-TERRA were very fruitful, but were rather
academic in nature.

As the discussion within COST-TERRA were too academic, discussions will
benefit from a new extended platform that serves as a community of practice that
involves all stakeholders. In order to do so, participation should be widened in two
directions. Firstly, participation should be extended to service providers and users
of spectrum. This may strengthen the discussions on the incentives for primary
users and possible business cases for the primary and secondary users. Secondly,
participation should be widened to industry players to incorporate the ideas and
solutions in the development of new technology and technology standards.

In this platform, all participants should work together with the national spectrum
regulators to find and enable a sweet spot. A sweet spot needs a fit between a specific
CR technology, an initial business opportunity and an associated regulatory regime.
The regulators can enable this sweet spot on a European level by specifying the
necessary and specific regulatory regime in a European decision and/or European
recommendation.

This requires participation at the working level. Intended participation is largely
the same as those of the workshops that were organized by ERO, the national
spectrum regulators as organized within the ECC, in association with COST-
TERRA, and the industry actors as organized within ETSI.

There is already some experience with a community of practice related to
CR in the Netherlands (CRplatform.NL). This community of practice aims to
identify the uncertainties surrounding potential deployment areas of CR and through
discussion among stakeholders to find ways and means of addressing and reducing
these uncertainties, thereby facilitating the successful deployment of CR-based
products and services. This initiative evolved from the regular interaction between
representatives of the Ministry of Economic Affairs, responsible for radio spectrum
policy and the industry.

The platform organizes meetings and workshops and has a repository on the
Internet with information considered useful for the participants. The main focus
of the workshops is to explore potential application areas of cognitive radio, so-
called use cases. Some of the workshops are dedicated to the state of the art of the
technology and to the theoretical framing of sharing spectrum through cognitive
radiotechnology. Each workshop brought together potential users, industry, service
providers, policy makers, and regulators, as well as academic researchers.

The workshops on the use cases take the perspective of the user itself. The
use case is introduced by the case owner. A presentation is given of the use case
centered around the communication needs. The discussion that follows is centered
around solutions to these communication needs and the question whether the use of
cognitive radio has added value. The following application areas have been among
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the topics of a use case workshop during the first two years: container terminals
in the Rotterdam harbor; special events captured by broadcasting organizations;
public safety communications by the police force; high-intensity communications
at airports; and domotica. Moreover, manufacturers of cognitive radio and related
shared access products and technology have had an opportunity to present their
solutions, such as hybrid radio, professional wireless audio equipment, and high-
density Wi-Fi solutions.

In these explorations, one of the first questions to be asked is what are the gains
from the use of this new technology, and are these gains high enough to cover
the increased cost of the use of this technology compared to the alternatives? The
use cases as discussed suggest that cognitive radio functionality adds most value
in situations that are typically niche applications or are a small segment of the
overall market for wireless technologies. One of the reasons is the fact that cognitive
radiotechnology is basically a technology to (more efficiently) share the radio
spectrum. As cognitive radio provides additional functionality compared to current
radiotechnology, this will come at increased costs, at least initially. Situations of
high-intensity demand are expected to provide the highest willingness to pay by the
end users.

Each use case discussed so far addressed a specific market segment, or even a
market niche. Hence, potential market volumes are (relatively) low to moderate,
which impacts the viability of the cognitive radio business case. Nonetheless, the
use cases also show similarities, in particular if cognitive radio-based solutions
are considered as variants of a more generic cognitive radio-platform solution.
Especially the combined business case of the communication needs of the public
safety services in case of an emergency and the registration of this emergency and
other news gathering seems to be logical and promising. This became apparent
during the Use Case Workshop on Special Events, as during (ad hoc) events, the
needs of public safety and broadcasting converge at the same place and time. The
type of communication needs to show a strong parallel. Hence, pursuing solutions
for one group of actors (broadcasters) should best be done cognizant of the needs of
the other group of actors (public safety).

This example shows that finding a sweet spot for cognitive radio might be easier
if the solutions for one group are similar to the solutions for the other group, at least
on the platform level. This increases the addressable market and hence the viability
of the business case. The unresolved issue is the capacity issue. How much capacity
is available for cognitive radio use and is there enough capacity available to support
the (combined) business case?

The use cases further show that a viable business case for cognitive radio will
require economies of scale. This extends the need for coordination to the European
Union level, if not at the global level. Such coordination may still be left to be
organized by the industry actors. However, the use case experience suggests that
lacking a very compelling business case, the likelihood that industry actors will take
the lead is expected to be low. This ties in with the fact that discussions within the
community of practice confirmed the role of the regulator to facilitate this search
for a sweet spot [3].
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Conclusions and Recommendations

For successful introduction of cognitive radio, it is necessary but not enough to
align the specific CR technology with the regulatory environment that is chosen.
Next to it, the business opportunities that are enabled by specific choices should
serve the objectives of both the entrepreneur and the government. In other words,
the regulations and the technology should be carefully chosen such that both the
private objectives of the entrepreneur and the public objectives can be realized.

Exploring use cases can be a good instrument to bring all interested parties
together and to find and enable a “sweet spot” for the use of new technology in
an explorative modus. A sweet spot is enabled if the institutional arrangements and
the characteristics of the new technology are aligned in such a way that both the
intended business opportunity and the public objectives can be realized.

This exploration can take place in a community of practice. An initial exploration
of possible business cases revealed that the type of CR technology to be used and the
appropriate regulatory regime to support it depend on the specifics of the intended
business case and the specifics of the users with which the bands will be shared.
When a viable combination is found, the spectrum regulator should set up the
specific regulations to facilitate the CR deployment and thereby make an important
step toward a more efficient utilization of the radio spectrum.

It is recommended to introduce this community of practice for cognitive radio
on a European level. Such a community could make use of, and build upon, the
experiences of COST-TERRA. In order to encompass all interested stakeholders,
this platform should be broader than the COST-TERRA participation. It should
include representatives of service providers, user communities, industry players,
academia, and national regulators.
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Abstract

Spectrum sharing developments exploiting cognitive radio technology will
change the traditional spectrum management models, which calls for discussions
and decisions in the policy making domain. Efficient governance of natural
resources such as the radio spectrum requires actions in different policy making
levels ranging from national level all the way to the international level. This
chapter will introduce spectrum sharing related policy making activities in the
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global level presenting the actions taken at the International Telecommunication
Union Radiocommunication (ITU-R) sector. We will introduce the groups within
ITU-R and their related activities and introduce cognitive radio and spectrum
sharing related terminology developed at the ITU-R. Special emphasis is put to
the ITU-R studies on cognitive radio systems (CRS) with a set of capabilities
for obtaining knowledge, decision-making and adjustment, and learning, to
enhance the efficiency of spectrum use. We will introduce the CRS capabilities
and present scenarios and applications where vertical and horizontal spectrum
sharing using CRS capabilities could take place. Other sharing related activities
at the ITU-R are also presented including spectrum management, spectrum
monitoring and spectrum occupancy measurement studies, as well as more
general ongoing work on regulatory tools to enable spectrum sharing and CRS
from the point view of spectrum management. Finally, a future outlook is given
for spectrum sharing policy developments toward the fifth generation (5G)
networks.

Introduction

Research community has made extensive studies on cognitive radio techniques for
spectrum sharing to enable several radio systems to operate in the same frequency
band on a shared basis. In the early cognitive radio research studies, the focus was on
technical approaches to detect users with higher priority of spectrum access rights by
using spectrum sensing techniques [1] and to select operational channels according
to some optimization criteria such as interference minimization and throughput
maximization [2]. While the early studies on cognitive radio work were about new
spectrum management techniques, the link between the cognitive radio techniques
developed in the research domain and the actual spectrum management principles
adopted in the spectrum regulatory domain remained loose. Thus, the criteria for
the development of cognitive radio techniques in the research domain did not
thoroughly address the real requirements set for spectrum policy by the regulators
and the concerns of involved stakeholders in terms of, e.g., interference issues.

As the term “cognitive radio” very rapidly became commonly used in the
research domain in the beginning of the century with various definitions and
interpretations, there was a need for a global spectrum policy making body to give
guidance on the definition itself and the evolution of the entire cognitive radio topic.
While spectrum management and development of spectrum sharing methods and
models are a national matter, decided by the local regulatory authorities in the regu-
latory domain, there is a strong need for coordination between neighboring countries
and for harmonization to achieve economies of scale. Therefore, regional and
international levels need to develop and promote feasible solutions with potential for
widespread adoption. The United Nations based International Telecommunication
Union Radiocommunication (ITU-R) sector [3–5] plays the key role in spectrum
policy making as the truly global body where relevant stakeholders are represented
to take decisions on spectrum matters. ITU-R conducts studies on technical and
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spectrum management aspects and provides a global forum for discussions and
disseminating best practices [3–5].

Since the cognitive radio topics studied and developed in the research domain
introduced a novel way of spectrum sharing and coexistence using technical
advances to detect other spectrum users and to coordinate interference between
different wireless systems in a more dynamic way, there was a need to investigate at
the ITU-R whether changes are required in the traditional spectrum management
and allocation principles due to the introduction of the cognitive radio concept.
This process resulted in a number of studies conducted at the ITU-R and outputs
published in several ITU-R documents.

This chapter will discuss cognitive radio and the related spectrum sharing policy
activities at the global level by introducing the relevant activities at the ITU-R
and their link to the research domain. By starting with the basic requirements
for efficient governance models for natural resources, spectrum sharing related
governance principles are first discussed in a high level. Then, the different groups
at the ITU-R with activities on cognitive radio and spectrum sharing topics are
then summarized including their activities around spectrum sharing and especially
cognitive radio systems (CRS) as called by the ITU-R. Finally, a future outlook for
the spectrum sharing policy developments are given depicting directions for 5G.

Spectrum Sharing in Governance Framework

Management of the radio spectrum belongs to the broader framework of governance
of natural resources that have been extensively studied in many fields [6]. The
development of effective governance mechanisms is at the heart of managing the
precious resources. Efficient management of natural resources requires governance
models at different levels ranging from the local level all the way to the global
level [6]. Management of the radio spectrum is about defining bundles of property
rights over the radio spectrum, and spectrum sharing introduces new bundles of
rights that vary with the sharing model [7]. More specifically, the radio spectrum
can be seen as a common pool resource (CPR) that is characterized by difficulty
to exclude and high subtractability of use [7]. Difficulty to exclude refers to how
complicated it is to prevent others from using the same resource. Subtractability of
use indicates whether one person’s use of the resources diminishes someone else’s
ability to use the same resources which takes place in the case of the radio spectrum.
The guidelines from the management of CPR can provide useful insight into the
development of spectrum management and particularly spectrum sharing models.

General principles for robust governance of environmental resources introduce
several requirements including providing information, dealing with conflict, induc-
ing rule compliance, providing infrastructure, and being prepared for change [6].
Promising strategies to meet these requirements include dialogue among interested
parties; layered institutions including a mix of institutional types; and designs that
facilitate experimentation, learning, and change and rules that evolve [6]. Best
governance systems in fact are polycentric indicating that there are several points
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of decision-making control that may partially overlap in scope and hierarchy and
interact with each other in complex ways that evolve over time [7].

In terms of management of the radio spectrum and particularly introducing
dynamic spectrum sharing, efficient governance highlights the different levels of
governance for providing information, dealing with conflict, inducing rule compli-
ance, and providing infrastructure and readiness for change. Different radio systems
that want to use spectrum such as broadcasting, mobile communications, satellite,
and fixed and the specific systems within these services need to be coordinated
by mechanisms at various levels to manage the complicated interference scenarios.
Thus, spectrum policy discussion and spectrum sharing related activities take place
at several levels in the policy making. While the actual awarding of spectrum access
rights is done at the national level, spectrum sharing related developments exploiting
cognitive radio technologies need international-level activities. In the following, we
will focus on the global level for spectrum sharing by presenting spectrum sharing
developments within the spectrum governance framework at the international level.

Role of ITU-R

For spectrum sharing policy making at the global level, the ITU-R plays the
key role in the governance framework regarding the global harmonization on
spectrum matters. The role of ITU-R is “to ensure the rational, equitable, efficient
and economical use of the radio-frequency spectrum by all radiocommunication
services, including those using satellite orbits, and to carry out studies and approve
Recommendations on radiocommunication matters” [5]. The activities taken at
the ITU-R aim at providing an environment that enables the sustainable develop-
ment of radio communications. In practice, this means ensuring interference-free
operation of the different radio applications to guarantee quality and reliability
of services, harmonization of frequency usage, promotion of new technologies
while protecting existing users, and ensuring efficient spectrum utilization. One
particularly important part of the ITU-R work is to create conditions for harmonized
development and efficient operation of existing and new systems while taking
into account the different stakeholders’ often conflicting concerns. This becomes
a highly complicated task as the ITU-R brings together approximately 40 different
radio services that compete for the spectrum allocations. This results in a complex
environment for coordinating the various interference scenarios between different
services with different technical and operational characteristics.

As being the global body in spectrum policy making, the specific role of the ITU-
R is to maintain and extend international cooperation between different countries for
the improvement and rational use of telecommunications [3–5]. With this respect,
the detailed roles taken by the ITU-R as described in [3–5] are to:

• effect allocation of bands of the radio frequency spectrum, the allotment of radio
frequencies, and the registration of radio frequency assignments and of associated
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orbital positions in the geostationary satellite orbit in order to avoid harmful
interference between radio stations of different countries;

• coordinate efforts to eliminate harmful interference between radio stations of
different countries and to improve the use made of radio frequencies and of the
geostationary-satellite orbit for radiocommunication services.

• create the regulatory and technical basis for the development and effective
operation of satellite and terrestrial climate monitoring and data systems.

Avoidance of harmful interference is a key principle in the above roles of the
ITU-R, and there are several mechanisms to attain that goal. The global use and
management of the radio spectrum requires a high level of international cooperation,
and an important task of the ITU-R is thus to facilitate the intergovernmental
negotiations to develop legally binding agreements between different countries. To
ensure interference-free operations of the different radio systems, the key tool of
the ITU-R is the Radio Regulations (RR) that is the international treaty governing
the use of the radio frequency spectrum and satellite orbits. The RR is reviewed
and revised regularly through the World Radiocommunication Conferences (WRC)
arranged by the ITU-R [8] as shown in Fig. 1. The RR defines the recommended
allocations of frequency bands to the different radio services and their related
technical parameters and procedures for coordination. In preparation for WRCs,
the ITU-R conducts detailed studies in order to improve the international spectrum

Fig. 1 The ITU-R process
for revision of RR
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regulatory framework with respect to the evolution of existing, emerging, and future
applications, systems, and technologies. The WRC is organized to deal with topics
covered by different agenda items (AI), and the previous WRC specifies the AIs for
the next WRC. These AIs are assigned to different working parties (WP) or task
groups (TG) by study groups (SG) where the actual preparatory work is carried out.
WPs and TGs are responsible for technical studies for the AIs, such as sharing and
coexistence studies between different radiocommunication services when preparing
for new spectrum allocations. Detailed sharing considerations related to the specific
implementation of the bands are left to the regional and national regulatory bodies.
The results of the WRC preparatory studies from the various WPs and TGs are
provided to the Conference Preparatory Meeting (CPM) prior to the WRC in the
form of draft CPM text. The CPM then prepares a consolidated report on the ITU-R
preparatory studies and possible solutions to the WRC AIs.

In addition to maintaining and revising process of RR through the WRCs, ITU-R
promotes the development of radio systems and their new technologies to ensure the
efficient use of the radio spectrum by studying technical and spectrum management
related aspects in various SGs. The results of these studies are published in reports,
handbooks, and recommendations. Best practices of spectrum usage are collected
and disseminated in workshops, seminars, and publications. The current study
groups of the ITU-R are [4]:

• SG1: Spectrum management,
• SG3: Radiowave propagation,
• SG4: Satellite services,
• SG5: Terrestrial services,
• SG6: Broadcasting service,
• SG7: Science services.

The study groups are presented in more detail in [4]. The key tool for the orga-
nization of these studies at the ITU-R is the Radiocommunication Assembly (RA)
that is responsible for the structure, program, and approval of radiocommunication
studies. RAs are normally convened held every four years and often associated in
time and place with WRCs. The RAs determine the questions to be studied in detail
in the different study groups of the ITU-R, assign WRC conference preparatory
work and other questions to the study groups, and respond to other requests. RAs
also acts as the forum to approve and issue ITU-R recommendations and questions
developed by the study groups, to set the program for study groups, and to reshape
the study group structure.

The ITU-R has developed its terminology for the global governance of the radio
spectrum to fulfill policy making goals which can differ from the terminology
defined and used in the research domain. For example, the ITU-R terminology on
spectrum allocations in terms primary and secondary differs from those that were
commonly used in the wireless communications research literature on cognitive
radios. According to the ITU-R terminology used in the RR [8], “stations of
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secondary service shall not cause harmful interference to stations of primary
services to which frequencies are already assigned or to which frequencies may
be assigned at a later date.” In addition, they “cannot claim protection from harmful
interference from stations of a primary service to which frequencies are already
assigned or may be assigned at a later stage”. However, “stations of a secondary
service can claim protection from harmful interference from stations of the same or
other secondary service(s) to which frequencies may be assigned at a later date” [8].

Interference is defined in RR [8] as “the effect of unwanted energy due to one or
a combination of emissions, radiations, or inductions upon reception in a radiocom-
munication system, manifested by any performance degradation, misinterpretation,
or loss of information which could be extracted in the absence of such unwanted
energy”. Harmful interference is interference “which endangers the functioning of a
radionavigation service or of other safety services or seriously degrades, obstructs,
or repeatedly interrupts a radiocommunication service operating in accordance with
Radio Regulations” [8].

The dynamic spectrum sharing work in the form of cognitive radio technology
development originally initiated in the research domain has been vetted into the
ITU-R process of going through studies to become part of the global spectrum
regulatory framework. In fact several of the study groups within the ITU-R and
the key events (WRC and RA) have been involved in this process. In particular,
spectrum sharing using cognitive radio system (CRS) technologies has been studied
at the ITU-R in several groups from different perspectives. In the following, we
present these groups and their activities describing their activities around CRS and
dynamic spectrum sharing.

Overview of Dynamic Spectrum Sharing Related
Studies at ITU-R

Cognitive radio research has considered new innovative ways of accessing the radio
spectrum to improve the spectrum utilization efficiency. In the early cognitive radio
studies, the system models assumed that the wireless devices themselves could
decide on starting to transmit in a frequency channel based on observing the status
of the outside world [9]. More specifically, the devices could dynamically share
the spectrum by opportunistically accessing channels with the aid of spectrum
sensing techniques to protect incumbent primary users by avoiding occupied
channels. These approaches made the inherent assumption on the use of spectrum
sensing techniques as the mechanism for the protection of incumbent systems
from harmful interference. However, the link between what harmful interference
meant in the technical studies in the research domain and in the regulatory domain
was vague. Thus, early on for promoting real-life deployment of the cognitive
radio technology, there was the need to introduce the cognitive radio principles
developed in the research domain into the spectrum regulatory process in the
global level.
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As a concrete step, the ITU-R decided at its WRC in 2007 (WRC-07) to address
the topic of cognitive radio at the following WRC in 2012 (WRC-12). The agenda
item 1.19 of WRC-12 was to consider regulatory measures and their relevance,
in order to enable the introduction of software-defined radio and cognitive radio
systems, based on the results of ITU R studies, in accordance with Resolution 956
(WRC 07). WRC-07 adopted Resolution 956 [10] that invited the ITU-R to study the
need for regulatory measures for cognitive radio system (CRS) and software-defined
radio (SDR). The responsibility on the spectrum management related aspects of
CRS was assigned to SG1 and specifically its working party 1B (ITU-R WP1B),
while the technical studies on its use particularly in the land mobile service were to
be conducted in SG5 by its working party 5A (ITU-R WP5A).

Prior to WRC-07, the RA in 2007 (RA-07) issued Question ITU-R 241 [11]
on studies of cognitive radio systems in the mobile service. This question seek to
obtain answers to ITU definition of cognitive radio systems; closely related radio
technologies and their functionalities; key technical characteristics, requirements,
performance, and benefits; and potential applications of cognitive radio systems
and their impact on spectrum management, operational implications, and cognitive
capabilities that could facilitate coexistence. As the ITU-R Question 241 [11] was
specifically focused on the use of cognitive radio systems within the mobile service,
it was the topic of SG5 and particularly its working party ITU-R WP5A and ITU-R
WP5D regarding the land mobile service and IMT systems, respectively.

As a starting point for the preparations for WRC-12, the ITU-R WP1B defined
cognitive radio system (CRS) in 2009 in [12] as “A radio system employing
technology that allows the system to obtain knowledge of its operational and
geographical environment, established policies and its internal state; to dynamically
and autonomously adjust its operational parameters and protocols according to its
obtained knowledge in order to achieve predefined objectives; and to learn from
the results obtained.” [12] Technical studies used as a basis for the AI on CRS
were conducted in ITU-R WP5A and WP5D, and the results of these studies were
contained in reports [13] and [14], respectively. These reports included deployment
scenarios, capabilities, as well as potential challenges and benefits arising from the
cognitive technologies. These three ITU-R reports formed the basis for CPM text
for the AI on cognitive radio for WRC-12.

As a result, the WRC-12 concluded that the introduction of CRSs does not
require any changes to the RR and developed a WRC recommendation on the
deployment and use of CRSs [15]. In fact, it was clarified that a CRS is not
a radiocommunication service, but rather a system that employs technology that
in the future may be implemented in a wide range of applications in the land
mobile service. The WRC-12 concluded that any radio system implementing CRS
technology needs to operate in accordance with the RR and that the obligations on
the protection of stations of other administrations operating in accordance with the
RR still hold.

However, it was determined that further studies would be required to explore
the potential of cognitive radios. As a result, RA-12 developed Resolution
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ITU-R 58 [16] regarding further studies on the implementation and use of cognitive
radio systems which instructed the ITU-R to continue with the CRS studies. It
urged the ITU-R to study operational and technical requirements, characteristics,
performance, and possible benefits associated with the implementation and use
of CRS in relevant radiocommunication services and related frequency bands
and to give particular attention to enhancing coexistence and sharing among
radiocommunication services [16]. The need for the further studies on CRS
presented in ITU-R Resolution 58 [16] was further confirmed at the WRC in
the development of WRC recommendation [15] that recommended administrations
to actively participate in the studies. In fact, the resolution triggered a number of
studies that are described in more detail in this chapter. The resolution was further
updated in 2015.

To conclude, the studies on CRS at the ITU-R were based on responding to the
topics raised in ITU-Resolution 58 [16] and ITU-R Question 241 [11]. In the course
of work, ITU-R Resolution 58 [16] was updated in 2015 after its initial launch in
2012, and ITU-R Question 241 [11] was updated in 2012 and 2015 after its launch in
2007. The spectrum management related work is conducted in SG1 and particularly
ITU-R WP1B. While the scope of ITU-R Resolution 58 [16] was more generic
on the implementation and use of CRS in different radiocommunication services,
the focus of Question ITU-R 241 [11] was specific to the mobile service. In fact
the technical CRS related work within the ITU-R was mainly focused on the land
mobile service while applications to other radiocommunication services are also
possible. Thus, the technical work was mainly done in SG5. In particular, the ITU-
R WP5A developed two reports on CRS in the land mobile service [13, 17], and
ITU-R WP5D one report on CRS specific to IMT systems [14]. Moreover, other
ITU-R study groups started to address the topic of CRS from the perspective of
being impacted by CRS. For example, ITU-R WP5C studied the impact of CRS
on the fixed service and started to prepare a report on it. In SG6, ITU-R WP6A
started to study potential interference into broadcasting from CRS devices in the
470–790 MHz band and prepare a report on it but later ended the work.

The cognitive radio studies in the research domain were often motivated by
measurements on the spectrum occupancy in different frequency bands in different
countries [18]. The spectrum measurement and monitoring related activities within
the ITU-R are dealt within ITU-R WP1C. In fact there were ITU-R studies that
are directly related to the measurements conducted by the researchers providing
guidelines responding to two ITU-R questions [19, 20]. ITU-R Question 233
[19] was originally assigned in 2007 and updated in 2011 and extended in 2015
on the measurement of spectrum occupancy. ITU-R Question ITU-R 235 [20]
from 2011 and extended in 2015 dealt with spectrum monitoring evolution. It
specifically addresses monitoring from the administrations’ perspective regarding
new considerations for monitoring of radiocommunication systems based on new
technologies.

In the following sections, we will describe the studies related to CRSs in the
mobile service and other related spectrum management studies in more detail.



1568 M. Matinmikko and M. Mustonen

CRS in Land Mobile Service

The technical studies on CRS at the ITU-R have focused on the use of CRS
technology within the mobile service in response to ITU-R Question 241 [11].
This section reviews the work done at the ITU-R WP5A that resulted in two
published reports on CRS in the land mobile service [13, 17]. The first report
ITU-R Report M.2225 [13] was published in 2011, and it addressed a subset of the
questions of the first version of ITU-R Question 241 [11] and provided technical
features and capabilities, potential benefits, technical challenges, and deployment
scenarios for CRS. The second report ITU-R Report M.2330 [17] addressed the
updated questions in Question ITU-R 241 [11] from 2012 that asked the ITU-R
to study closely related radio technologies and their functionalities; key technical
characteristics, requirements, performance improvements, and/or other benefits;
potential applications of CRS and their impact on spectrum management; how
CRS promote efficient use of spectrum; operational implications (including privacy
and authentication); CRS cognitive capabilities and CRS technologies that could
facilitate sharing and coexistence between the mobile service and other services;
and factors to be considered for the introduction of CRS technologies in the land
mobile service.

As the starting point for the studies, ITU-R WP5A used the ITU-R definition
for CRS [12] that identified three key CRS capabilities: (1) obtaining knowledge,
(2) decision-making and adjustment, and (3) learning. These general capabilities
could be applied to different systems in different bands on a case-by-case basis,
and within these capabilities, there are several individual techniques. For example,
knowledge of spectrum availability for sharing could be obtained via control
channels, databases, or spectrum sensing techniques. Decision-making can take
centralized or distributed forms, and the parameter to be decided can include
frequency channels or power levels for operations among others.

The initial benefits of CRS to operators and end users were depicted in Report
ITU-R M.2225 [13]. They include improvements in the efficiency of spectrum use;
increased flexibility, self-correction, and fault tolerance; resilience in disaster or
emergency situation; improved power efficiency; and potential for new mobile com-
munication applications. The report [13] further identified four CRS deployment
scenarios:

1. Use of CRS technology to guide reconfiguration of connections between termi-
nals and multiple radio systems,

2. Use of CRS technology by an operator of a radiocommunication system to
improve the management of its assigned spectrum resource,

3. Use of CRS technology as an enabler of cooperative spectrum access,
4. Use of CRS technology as an enabler for opportunistic spectrum access in bands

shared with other systems and services.

The first two scenarios address an intra-system situation where an operator can
use CRS technology to obtain more efficient use of resources within its networks.
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The latter two are intersystem scenarios that involve spectrum sharing between
different operators and systems. In the third scenario, wireless systems collaborate
and exchange information about their spectrum use in order to avoid mutual
interference. In the fourth scenario, CRSs may access unused spectrum band on a
shared basis without causing harmful interference to other systems which resembles
the traditional cognitive radio use cases extensively considered in the research
domain. Scenarios are also discussed in [21, 22].

ITU-R WP5A continued the work in ITU-R Report M.2330 [17] that was
published in 2014 providing answers to the remaining topics of the updated ITU-
R Question 241 [11]. The report [17] introduced applications of CRS, details
of CRS capabilities and enabling technologies, high-level characteristics, high-
level technical and operational requirements, aspects related to CRS performance,
potential benefits, factors related to introduction of CRS, and migration issues.

CRS Applications

ITU-R Report M.2330 [17] specifically addressed spectrum sharing where two or
more radio systems operate in the same frequency band as well as coexistence where
two or more radio systems operate in adjacent frequency bands. Noting that CRSs
could share spectrum with other radio systems that are not necessarily CRSs, as well
as with other CRSs, the report introduced two general level spectrum sharing cases:

– Vertical spectrum sharing: The case where one or more radio systems with CRS
capabilities share the band of another radio system that does not necessarily
have CRS capabilities. The radio systems with CRS capabilities are only allowed
to utilize frequencies within the band as long as the other radio system is not
affected by harmful interference from the CRSs;

– Horizontal spectrum sharing: The case where multiple radio systems with CRS
capabilities are accessing the same shared spectrum band.

Figure 2 illustrates vertical and horizontal spectrum sharing cases where hori-
zontal spectrum sharing refers to systems operating with the same level of access
rights, while vertical spectrum sharing introduces sharing between systems with
different levels of spectrum access rights. Horizontal and vertical spectrum sharing
are not mutually existing, and both of them can be simultaneously present in various
forms in practical applications. Report ITU-R M.2330 [17] identified the following
benefits related to vertical and horizontal spectrum sharing:

– Interference minimization: The CRS capability of obtaining knowledge, for
example, using databases can give information on the current protection require-
ments thus allowing the radio systems to adapt their operations in accordance
within the given rules and policies.

– Efficient spectrum use: Additional spectrum can be made available by allowing
radio systems to share spectrum with other radio systems leading to increase
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Fig. 2 Horizontal and vertical spectrum sharing in the context of CRSs

efficiency of spectrum use which can lead to capacity enhancements for the
systems employing CRS technologies.

– Flexible operations: In sharing and coexistence situation, CRS system is flexible
and could operate over various system configurations, and information shared
between the involved CRS nodes would ensure that the relevant nodes have the
most accurate information of available spectrum in a timely manner.

The Report ITU-R M.2330 [17] introduced a collection of CRS applications
including existing, emerging, and potential applications. An existing application is
the radio local area network (RLAN) system operating in the 5250–5350 MHz and
5470–5725 MHz bands on a co-primary basis with radiolocation systems and radar
utilizing dynamic frequency selection (DFS) protocol to avoid harmful interference.
The RLAN is required to use DFS to ensure by sensing/detection techniques that
radiolocation systems are not operating in the same channels and vacate the channels
when they appear as described in [23].

An emerging application is the use of TV white space which according to [13]
refers to “A portion of spectrum in a band allocated to the broadcasting service and
used for television broadcasting that is identified by an administration as available
for wireless communication at a given time in a given geographical area on a non-
interfering and non-protected basis with regard to other services with a higher
priority on a national basis.” Some administrations are allowing license-exempt
devices to operate on a non-interfering basis in these TV white spaces with the
help of CRS capability of geolocation with database access.

Examples of potential CRS applications identified in [17] include cognitive
networks exploiting reconfigurable nodes, cognitive mesh networks, heterogeneous
system operation using CRS capabilities, intra-system inter-RAT handover, inter-
system handover, coordinated spectrum access in heterogeneous radio environment,
and vertical and horizontal spectrum sharing enabled by CRS technologies. Several
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examples of the last application are under study by several administrations to allow
additional users to access spectrum with existing incumbent usage with the help
of CRS to provide appropriate protection of other radio systems. These examples
include Licensed Shared Access (LSA) in Europe and Citizens Broadband Service
(CBRS) in the USA.

CRS Capabilities

Report ITU-R M.2330 [17] also elaborated the CRS capabilities identified in [12,13]
and provided detailed descriptions of the three key capabilities and their enabling
technologies which are depicted in Fig. 3. For obtaining knowledge of its operational
and geographical environment, established policies, and its internal state, the
CRS can listen to wireless control channels, use spectrum sensing techniques,
and/or access databases. Examples of wireless control channels include cognitive
control channel (CCC) and cognitive pilot channel (CPC). CCC aims at enhancing
coordination between the CRS devices by providing real-time communication
channel between distributed CRS nodes within a specific geographic area. CPC
is a pilot channel that broadcasts radio environment information to CRS devices.
Challenges of using wireless control channels for obtaining knowledge of the
operational environment include power consumption, synchronization between
nodes, contention resolution mechanisms, reliability of information, and strict
requirements for timeliness of the data.

Spectrum sensing is another enabling technique identified in [17] for obtaining
knowledge and has been widely studied in the cognitive radio research [1, 2, 9].
Spectrum sensing is the capability to detect other signals around the CRS node.
There are different sensing techniques with varying sensing capabilities, require-
ments for a priori information, and degrees of complexity. Moreover, the use of
sensing techniques can be with single or multiple devices and by CRS nodes
themselves or by dedicated listening devices or community sensor networks. There
are several challenges related to the use of spectrum sensing for obtaining knowl-
edge or the operational environment including hidden node problem, reliability of
sensing, implementation of particularly wideband sensing, power and processing
consumption, signaling cost, performance in realistic settings, and detection of
receive-only nodes. The report discussed that the implementation of opportunistic
spectrum access could not rely solely on spectrum sensing techniques but would
additionally require alternative methods.

The third technique for obtaining knowledge in [17] is the use of databases
often combined with geolocation capability where the CRS node knows its location.
CRS nodes can access a database that provides information about the locally
usable frequencies ensuring that incumbent services remain protected from harmful
interference. Databases can provide information of vacant frequency channels as
well as the rules related to the use of the channels in certain locations. Many of the
CRS applications introduced previously such as TV white space, LSA, and CBRS
have taken the database approach. The implementation can take various forms such
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as single open database, multiple open databases, proprietary close databases, or
clearinghouse that aggregates and host raw data from multiple providers. Definition
of open interfaces and protocols is important for allowing different types of CRS
nodes to access different databases. Challenges for the database approach with
geolocation include, e.g., timely update of data, availability of information about
the stations to be protected, and security and privacy aspects.

The CRS capability of decision-making and adjustment of operational param-
eters and protocols (see Fig. 3) discussed in Report ITU-R M.2330 [17] involves
the CRSs to take actions in link level and network level that take into account
underlying policies in the dynamic operational environment. The report identifies
centralized and distributed decision-making techniques and provides examples of
channel selection and cognitive network management for CRS in the land mobile
service. Centralized decision-making assumes a centralized entity for decision-
making that informs the CRS nodes about adaptations of operational parameters
such as spectrum resources. Distributed decision-making is based on localized
decisions of distributed CRS nodes which can involve coordination between nodes.
In the case of spectrum sharing, decision-making can involve the selection of
channels for operation. Moreover, for dynamic adjustment of reconfigurable nodes
in a network, cognitive network management functions are needed.

Finally, learning as a CRS capability can enable performance improvement by
allowing the CRS to use stored information of its own actions and other’s actions
and the results of the actions to help in the decision-making process. Learning can
make the operations of the CRS more efficient by, e.g., improving fault tolerance,

Fig. 3 CRS capabilities and enabling technologies
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learning traffic patterns in different frequency channels for channel selection, and
enhancing network management to adjust to different requirements.

CRS Characteristics, Requirements, and Performance Aspects

CRS introduces new high-level characteristics over conventional radio systems
including aspects related to flexible spectrum management in temporal, frequency,
and geographical domains to improve spectrum efficiency and dynamic coordi-
nation among radio systems to facilitate spectrum sharing and coexistence [17].
More accurate knowledge of the characteristics and operations of other systems
combined with dynamic interference management could help the CRSs to avoid
causing harmful interference and share the spectrum more efficiently in horizontal
and vertical spectrum sharing cases.

New requirements for CRSs over traditional radio systems arise from CRS
internal operations as well as from interactions with other systems operating in
the same channel or adjacent channel in spectrum sharing and coexistence cases,
respectively. Horizontal and vertical spectrum sharing and coexistence with other
systems set requirements on the CRSs requesting them to support specific technical
features and functionalities to avoid harmful interference to other radio systems with
same level or higher level of spectrum usage rights in dynamic conditions where the
spectrum use of the channels changes.

CRSs that introduce radio operations with dynamic availability of spectrum
call for new metrics to characterize the system internal performance, interference
considerations in spectrum sharing and coexistence between radio systems, and
overall spectrum usage efficiency. Initial benefits from [13] are expanded in [17]
specifically to vertical and horizontal spectrum sharing cases which were discussed
above. In addition, CRS can provide benefits for operators by introducing dynamic
spectrum reconfiguration, radio resource optimization, and dynamic device context
provision. Finally, introduction of CRS capabilities into the land mobile service
introduces migration aspects which were also discussed in [17] including inclusion
of information exchange between different systems to facilitate spectrum sharing.

CRS for IMT Systems

The International Mobile Telecommunications (IMT) systems, the ITU-R terminol-
ogy encompassing the mobile communication networks from 3G to upcoming 5G,
are addressed in ITU-R WP5D. While majority of the studies on cognitive radio
techniques at the ITU-R was focused on mobile communication systems in response
to ITU-R Question 241 [11] encompassing both IMT and non-IMT systems, the
IMT specific work on spectrum sharing and CRS remained limited. In fact in the
research domain, a lot of effort was put on developing cognitive radio techniques
for cellular systems where spectrum sharing was assumed between operators or
between cellular systems and other systems. However, the work at the ITU-R on
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CRS specific for IMT systems resulted in only one report ITU-R M.2242 developed
by the ITU-R WP5D in 2011 [14]. The report studied the impact of adding CRS
capabilities to existing IMT systems, and analyzed the benefits, challenges and
impacts of CRSs in IMT, particularly regarding the impact on the use of IMT
spectrum. The report emphasized that an IMT system employing CRS technology
should still meet the minimum requirements for IMT systems and that the existing
IMT systems should not suffer from harmful interference and quality-of-service
(QoS) degradation from the introduction of CRS technology.

The report [14] took a very cautious view on what CRS could mean for IMT
systems and only focused on single-operator scenarios where an operator would
use CRS technology to enhance its own performance as the exclusive owner of
the spectrum. The report preferred the operator centric intra-operator approach as
the scenario for IMT to benefit from some CRS capabilities. It is restricted to
improvement in the spectrum usage efficiency by accessing spectrum resources from
one IMT system for other IMT systems inside the domain of a single operator. The
report [14] identified the following scenarios for CRS in IMT systems:

1. Update of a network for optimized radio resource usage,
2. Upgrade of an existing radio interface or a network with a new radio interface,
3. In-band coverage/capacity improvement by relays,
4. Self-configuration and self-optimization of femtocells,
5. Multimode coexistence and simultaneous transmission.

The intra-operator scenarios involved cases where an operator who is the
exclusive owner of the spectrum may use cognitive radio features to better manage
its heterogeneous radio access networks. CRS scenarios for IMT are also discussed
in [24].

The report identified benefits from CRS in IMT in the intra-operator case and
in terms of overall spectrum efficiency and capacity improvement, radio resources
utilization flexibility, and interference mitigation. The report concluded that the
introduction of CRS in IMT systems in intra-operator case is the preferred scenario
which did not include vertical or horizontal spectrum sharing. Even in that case,
a concern is to ensure that existing radio systems do not suffer from harmful
interference or QoS degradation from CRS technology, which shows the caution
of the operators about the topic.

There has been a lot of work at the ITU-R on sharing and compatibility studies
between IMT systems and other radiocommunication systems for the potential
use of IMT systems in the bands currently used by other services. These studies
take into account the characteristics of the IMT systems and the other systems to
identify the potential interferences between the systems. They typically identify
for protection criteria in terms of, e.g., separation distance, transmission power
limit, interference mitigation techniques, and feasibility of sharing. These studies
typically characterize the static situations without the use of CRS capabilities and
dynamic spectrum sharing as such. To some extent, they have taken into account the
use of interference mitigation techniques which has seen to reduce the protection
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distances. In fact the CRS capabilities could help in the sharing studies to relax the
conditions and improve opportunities for sharing and coexistence between different
radio systems.

The most recent IMT developments are now focusing on the fifth generation (5G)
of mobile communication systems denoted as IMT-2020 at the ITU-R. The IMT the
work at the ITU-R is specifically addressing the preparations for WRC-19 AI 1.13
about the possible new spectrum allocations for IMT systems in the frequency range
between 24 and 86 GHz.

Spectrum Management Related Studies at ITU-R

While the technical studies on CRS were conducted in SG5 of the ITU-R, spectrum
management related aspects of CRS belong to SG1. The CRS related spectrum
measurement studies and new spectrum management principles studied at SG1 are
reviewed next.

Spectrum Measurements and Occupancy Studies

Many of the cognitive radio studies in the research domain were motivated by
spectrum measurement studies conducted by research people where the spectrum
occupancies of different frequency bands were analyzed as summarized in [18].
In fact a number of spectrum measurement campaigns were conducted around the
world to quantify the percentage of time that the received signal levels exceed some
threshold giving an indication of the channel occupancies. The main findings from
the research studies indicated very low levels of spectrum occupancy in many bands
which gave motivation for the studies to introduce dynamic spectrum sharing in
bands with low occupancy levels. While these measurements were mainly done
by the research community, spectrum measurement and monitoring had been a
standard tool in the spectrum regulatory domain for a long time. However, the basic
guidelines developed in the regulatory domain were not applied to a large extent in
the research domain.

At the same time, as the CRS studies were conducted at the ITU-R, there were
studies about the measurement of spectrum occupancy and spectrum monitoring
that took place in SG1. In fact, studies addressed two ITU-R questions, ITU-
R Question 233 [19] about measurement of spectrum occupancy and ITU-R
Question ITU-R 235 [20] on spectrum monitoring evolution. ITU-R Question
233 [19] originated from RA-07 and was updated in 2011 and expanded in 2015.
It called for identifying techniques to perform frequency channel and frequency
band occupancy measurements including processing and presentation methods. It
also seek to define the term “occupancy” for frequency channel and frequency
band measurements and define and apply threshold levels in practical situations.
Question ITU-R 235 [20] initiated in 2011 was extended in 2015 and focused on
spectrum monitoring evolution with the advent of new technologies. It looked for
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new considerations for monitoring of radiocommunication systems including new
approaches in terms of organization, procedures, and equipment to monitor systems
based on future radiocommunication technologies. It is particularly concerned
with the administrations’ positions and seeks for the needs for administrations
in order to implement the new approaches to monitor systems based on future
radiocommunication technologies.

The studies have resulted in several reports and recommendations published
by the ITU-R [25–28]. Recommendation ITU-R SM.2039 [25] on spectrum
monitoring evolution published in 2013 provides answers to Question ITU-R
235 [20] and recommends new technologies to be used in spectrum monitoring
evolution to extend monitoring coverage including detection of weak signals, co-
frequency signal separation, and multimode location based on a combination of
techniques. Report ITU-R SM.2355 [26] published in 2015 highlights the role of
spectrum monitoring as an important tool in the management of radio spectrum
by providing monitoring data, including spectrum occupancy and characteristic of
signal, such as field strength, bandwidth, modulation type, location of emitter, etc.
The report addresses the challenges of future spectrum monitoring systems that
should have the capability for monitoring new radiocommunication technologies
and systems including those with CRS capabilities, such as detection of weak signal,
co-frequency signal separation, and multimode location based on digital signal
processing and network. The report also provides examples of advanced monitoring
techniques.

Recommendation ITU-R SM.1880 [27] on spectrum occupancy measurement
and evaluation originally published in 2011 and revised in 2015 specifies the
measurement procedures and techniques in response to Question ITU-R 233 [19].
It recommends the use of Report ITU-R SM.2256 [28] and ITU-R Handbook on
spectrum monitoring [29] to be used as guidance and equipment that should fulfill
the requirements set in those documents. Report ITU-R SM.2256 [28] on spectrum
occupancy measurement and evaluation was published in 2012 and further updated
in 2016. The report provides a comprehensive description of spectrum occupancy
measurement terminology and methodology and acts as the guideline for conducting
spectrum occupancy measurements. The report includes relevant terminology,
measurement parameters, measurement procedure, calculation of occupancy, pre-
sentation of results, as well as interpretation and use of results. Finally, the ITU-R
Handbook on spectrum monitoring [29] whose latest edition is from 2011 contains
ITU-R guidelines for monitoring.

New Spectrum Management Principles

In ITU-R, the nontechnical spectrum management related issues are handled in
the WP 1B “Spectrum management methodologies and economic strategies” of
SG1. The WP1B considers, for example, spectrum management fundamentals,
methodologies, as well as both national and international regulatory frameworks.
The studies performed in this WP are done in a technology and service neutral
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manner. After completing of the preparatory work for WRC-12 on CRS, the WP1B
is currently working on two reports regarding more dynamic spectrum use. Similarly
to prior studies on the CRS, the first report is being developed in response to ITU-
R Resolution 58 [16]. This current working document toward a preliminary draft
new (PDN) report on spectrum management challenges [30] is addressing spectrum
management principles and spectrum engineering techniques for the dynamic access
to spectrum by radio system employing CRS capabilities. Whereas the previous
CRS reports were service specific and concentrated on the technical aspects of
CRS developed in ITU-R WP5A and ITU-R WP5D, the focus of this report is to
study general framework and highlight some challenges related to CRS techniques
including the means to ensure the protection of incumbent services sharing the same
band or operating in the adjacent bands.

The second working document toward a PDN report on innovative regulatory
tools [31] is being developed within the framework of an ITU-R Question 208-
1/1 [32] “Alternative methods of national spectrum management.” This report aims
to provide a collection of regulatory mechanisms which may be implemented on
a national basis that have been experimented and are recognized as best practices
in terms of spectrum management solutions by administrations. Currently, the draft
report includes the European LSA approach and an approach to share spectrum
between multiple mobile operators.

Conclusions and Future Outlook

At the international level, the ITU-R has developed general guidelines for dynamic
spectrum sharing using the CRS technology. These guidelines form the ground for
spectrum sharing in the global scale. The main conclusions of the CRS work for
WRC-12 was that the introduction of CRS does not require any changes to the RR
and that a system employing CRS technology needs to operate in accordance with
the RR.

As defined by the ITU-R, the CRS is a set of capabilities for obtaining
knowledge, decision-making and adjustment, and learning, which can be applied
to different radiocommunication services. The CRS work within the ITU-R mainly
focused on the land mobile service while applications to other radiocommunication
services are also seen possible. The ITU-R introduced vertical and horizontal
spectrum sharing applications where the distinction comes from the different levels
of spectrum usage rights between the wireless systems operating in the same
spectrum band.

In fact the ITU-R guidelines for CRS have been there for a few years now. ITU-R
studies on CRS capabilities expanded the considerations from pure spectrum sens-
ing techniques to wireless control channels and databases. In the research domain,
the interest in pure cognitive radio technology has shifted to the development
of specific spectrum sharing models that exploit CRS capabilities. At the same
time, these sharing models have been introduced at the ITU-R level to exchange
information about new spectrum management approaches. The role of the ITU-R
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continues to be the global forum for gathering and disseminating best practices,
providing place for discussions by all stakeholders, and conducting studies of
technical and spectrum management aspects.

The development of fifth generation (5G) networks is a major ongoing effort in
research, industry, and regulatory domains regarding future mobile communication
systems. While the prior work carried out in the scope of CRS specific to the
IMT systems at the ITU-R remained limited and focused only on intra-operator
scenarios, spectrum sharing will have a more prominent role in 5G. In the future,
spectrum sharing will find new application areas in the development and deployment
of 5G networks. 5G networks are envisaged to be deployed in a wide variety of
frequency bands ranging from the existing bands with mobile allocation toward
higher frequency range between 24 and 86 GHz studied for WRC-19. In the
context of 5G, spectrum sharing in vertical and horizontal dimensions will play
an increasingly important role to allow efficient utilization of the spectrum for
the different stakeholders. Operations in these higher frequencies will call for new
models and techniques for both horizontal and vertical spectrum sharing to allow
local deployments and to protect possible incumbents, respectively.
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Abstract

The evolution of classical, static Radio Systems toward Reconfigurable Radio
Systems is a clear trend in the industry for several reasons – first, the lack
of spectral resources forces manufacturer to exploit novel technological trends
in order to meet 5G-related promises in terms of quality of service, latency,
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reliability, etc. Second, the fast evolution and heterogeneous nature of the radio
environment combined with an ever-increasing computation power in mobile
devices call for new ways of ensuring that the diverse environment is exploited
in the best possible way; software reconfigurability is the key to dynamically
adapt any target device to the specific needs of its owner through installation
of tailored and targeted software components. All this flexibility, however, is
useless without access to real-time, reliable context information which feeds
decision-making entities in the network and in the mobile device or implemented
in a distributed way such that the network and mobile devices participate in the
decision-making process. The European Commission has recognized this trend
in an early stage and acted correspondingly. ETSI received EC Mandate M/512
“Standardisation Mandate to CEN, CENELEC and ETSI for Reconfigurable
Radio Systems” which has led to the development of the Licensed Shared Access
Spectrum Sharing solution in ETSI’s Technical Committee Reconfigurable Radio
Systems (TC RRS). Furthermore, the new Radio Equipment Directive creates a
clear framework for Software Reconfigurable Radio Equipment in Europe. This
section details the respective technical solutions and trends as they are currently
being developed in ETSI standards.

Keywords
Cognitive radio systems � ETSI � Reconfigurable radio systems � Software
reconfiguration � Spectrum sharing

Introduction

Within the European Telecommunications Standards Institute (ETSI), the Reconfig-
urable Radio Systems (RRS) Technical Committee (TC) is focusing on standardiza-
tion activities in all relevant areas of Reconfigurable Radio Systems encompassing
system solutions related to software-defined radio (SDR) and cognitive radio (CR).
TC RRS is therefore the center of competence within ETSI for cognitive radio
and Reconfigurable Radio Systems standards development. Still, TC RRS sees its
activities to be horizontal across ETSI and thus interacts with other TCs as required
in order to ensure the proliferation of RRS and CR technology.

This section summarizes available standards and ETSI activities in the space of
RRS and CR technology. The key focus is in particular on:

• Reconfigurable Radio Systems and cognitive radio on a political, regulation, and
standards level;

• Spectrum sharing, in particular Licensed Shared Access (LSA) and TV White
Space (TVWS) access, as an enabler for future 5G capacity;

• Software reconfigurability of radio equipment, including mobile terminals as
well as network equipment, in order to enable a dynamic adaptation to an ever-
changing heterogeneous system environment.
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Reconfigurable Radio Systems and Cognitive Radio on a Political,
Regulation, and Standards Level

On a political and regulation level, a number of steps have been undertaken in order
to accelerate the adoption of RRS and related technology in the European market. In
the sequel, the following specific steps will be further outlined and commented:

• Through the publication of a novel Radio Equipment Directive [6], the European
Commission has created an official framework for RRS and related technology.
The conditions for granting access to the single European market are clearly
defined and outlined.

• In EC M/512 Standardisation Mandate To CEN, CENELEC and ETSI For
Reconfigurable Radio Systems [41], the European Commission has furthermore
addressed all European Standards Organizations (ESOs), i.e., CEN, CENELEC,
and ETSI, to develop Reconfigurable Radio Systems-related standards. In partic-
ular ETSI has answered to this request and has developed a series of standards in
the field.

• The European Conference of Postal and Telecommunications Administrations
(CEPT) has furthermore developed a regulation framework where required –
this was in particular the case for Licensed Shared Access (LSA) and TV
White Space (TVWS)-based spectrum sharing technology for which a number
of recommendations and decisions were developed.

• The UK regulator, OFCOM UK, has taken the initiative within Europe to drive
the adoption of TVWS technology [39, 48].

• The US Federal Communications Commission (FCC) has furthermore issued a
series of rulings related to the usage of so-called TV White Space (TVWS) bands
and related requirements, including the usage of TVWS databases [42].

As stated above, the European Commission has revised the Radio and Telecommu-
nication Terminal Equipment (R&TTE) Directive [5] for the first time since 1999.
It was replaced by the novel Radio Equipment Directive [6] which specifically
includes provisions to enable the introduction of RRS technology onto the single
European market. Note in particular articles (3)(3)(i) and 4 which address require-
ments related to software reconfiguration:

Article 3: Essential requirements
. . .
3. Radio equipment within certain categories or classes shall be so con-

structed that it complies with the following essential requirements:
. . .
(i) radio equipment supports certain features in order to ensure that

software can only be loaded into the radio equipment where the compliance of
the combination of the radio equipment and software has been demonstrated
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Article 4: Provision of information on the compliance of combinations
of radio equipment and software

1. Manufacturers of radio equipment and of software allowing radio equip-
ment to be used as intended shall provide the Member States and the Commis-
sion with information on the compliance of intended combinations of radio
equipment and software with the essential requirements set out in Article 3.
Such information shall result from a conformity assessment carried out in
accordance with Article 17, and shall be given in the form of a statement of
compliance which includes the elements set out in Annex VI. Depending on
the specific combinations of radio equipment and software, the information
shall precisely identify the radio equipment and the software which have been
assessed, and it shall be continuously updated.

. . .

The upper text gives legal clarity on the requirements to be met in order to
introduce corresponding equipment into the single European market. To have it
finally implemented, however, so-called delegated act and implementing act need to
be triggered. The European Commission is currently working on these requirements
which will finally activate the corresponding articles. As it will be outlined in
the sequel, ETSI has developed a number of European norms which provide a
technical, security, and regulation solution for software reconfiguration [11,15–18].
ETSI furthermore analyzed key software reconfiguration use cases from a feasibility
and regulation perspective in ETSI TR 102 967 [22]. The latter document in
particular outlines how the requirements of the Radio Equipment Directive [6] may
translate into technical solutions. Finally, ETSI has considered security channels
and introduces a corresponding security framework in [21, 22, 33].

Concerning EC Mandate M/512 [41], ETSI and CEPT interacted closely in
order to develop/ensure consistency between the available regulation framework
and ETSI standards in the field of TWS and LSA technology in particular. CEPT
has developed a number of recommendations and decisions [4, 7, 38] enabling the
usage of LSA in the 2300–2400 MHz band in Europe. ETSI, on the other hand, has
developed in its Technical Committee (TC) Reconfigurable Radio Systems (RRS)
the required standards [30–32] based on an initial System Reference document
(SRdoc) related to LSA [26], which is the official way for ETSI to inform CEPT
about the intended definition and deployment of new radio technologies. Note that
ETSI is in close contact with 3GPP – a split of responsibilities has been agreed with
3GPP defining the technology required within the 3GPP network; a corresponding
has started in 3GPP [1].

In terms of TVWS technology, CEPT has issued a number of reports [3, 37, 47].
ETSI has considered the problem from various angles. In order to enable an imme-
diate deployment of related systems, typically under the applicable UK framework
[39, 48], a so-called harmonised standard [9] was issued which comprises all
technical requirements to be met in order to introduce corresponding products to the
single European market. Further, ETSI considered a possible evolution, in particular
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in terms of spectrum access coordination among secondary devices themselves
(in order to increase quality-of-service (QoS) levels for secondary devices by
reducing mutual interference) and by introducing advanced solutions for database
management and inter-database coordination [12–14, 19, 21, 23, 28].

Spectrum Sharing

Spectrum sharing technology will be one of the key ingredients for future 5G
systems. It is indeed expected that 5G systems will require between 1000� and
10,000� the capacity of legacy 4G systems. As illustrated in Fig. 1, major analysts
expect a growth by a factor of 6�–10� by 2019 – and the full-fledged 5G rollout
will only begin in 2020! Over the lifetime of the 5G system, massive capacity
requirements are thus obvious and lead to expected factors up to 10,000� as
mentioned above.

In this context, it is fair to ask the question which main enabler will be available
to achieve the capacity objectives. In the opinion of the author of this section, there
are four key vectors which are mutually exclusive (at least to some extend) as
illustrated in Fig. 2: spectrum sharing, higher frequencies, spectrum efficiency, and
densification. Very roughly speaking, it will be required to achieve a 10� capacity
for each of those vectors in order to achieve the 10,000� target.
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Fig. 2 Key enablers for 5G capacity growth
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Note that the FCC has already acted and made approx. 11 GHz of spectrum
available in the mmWave bands [36]. Previously, approx. 1.2 GHz were available
for licensed and unlicensed commercial services taken together, so this corresponds
to the 10� expectations for the corresponding “higher frequencies” vector in Fig. 2.
Similar decisions are expected for Europe.

The “densification” vector is addressed in the current trend to move toward small
cells in frequency ranges such as 3.5–6 GHz. The “spectrum efficiency” vector
should not be understood as a required capacity increase in terms of Shannon
capacity of a single link but rather as a requirement to work toward a better
integration of heterogeneous radio systems, reduce signaling overhead, etc.

The “spectrum sharing” vector is orthogonal to the “higher frequencies” vector
in some sense, since spectrum sharing can be applied independently to classical
frequency bands below 6 GHz as well as to higher mmWave bands. The importance
of spectrum sharing will furthermore depend on the availability of robust and
reliable solutions of mmWave communication in commercial user equipment. It
is currently unclear whether such solutions will be available in a reasonable time
frame and at a reasonable cost for all user scenarios. In particular, medium to high
mobility scenarios are an obvious challenge. If this “source of capacity” will not
be available in some scenarios, the importance of spectrum sharing technology will
grow even beyond the current level of critical need for it.

Currently, the following spectrum sharing technologies are considered to be
candidates for future 5G systems:

• TV White Space usage
– The technology has been extensively investigated, and a database-based

usage approach was defined in the USA [42] and Europe [9]. OFCOM
UK has implemented the corresponding regulation framework, while other
European countries are currently hesitant. The commercial success of TVWS
technology for wireless broadband applications is still limited. In the opinion
of the author of this section, the main reasons lie in (i) the unclear business
model (there is no interaction between spectrum owners and secondary users),
(ii) the lack of QoS guarantees for secondary users, and (iii) the lack of
certainty that TVWS spectrum will be available in the future for a given
geographic area. The adoption rate may increase with the proliferation of
5G where a strong need for additional spectral resources may arise. The
corresponding ETSI solutions are detailed in the sequel.

• Licensed Shared Access (LSA) and Spectrum Access System (SAS)
– Following the experience from TVWS-based spectrum sharing technology,

regulation administrations have further evolved the concept with the objective
to address the shortcomings addressed above. This has finally led to the
creation of the Licensed Shared Access (LSA) technologies in Europe and
Spectrum Access System (SAS) in the USA. In the sequel, both technologies
are briefly introduced, and then a more detailed description is given on ETSI’s
work focusing on LSA. SAS-related activities are mainly done in the Wireless
Innovation Forum [49].
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– Licensed Shared Access (LSA)
The main use case for LSA technology relates to the extension of cellular
capacity below 6 GHz in Europe. LSA specifically enables a 3GPP LTE
network to be operated on licensed shared basis in the 2.3–2.4 GHz frequency
band, which corresponds to 3GPP LTE band 40. It is expected that LTE
mobile network operators (MNOs) will engage in a multiyear sharing contract
with incumbents such as military stakeholders, professional video camera
services, and others. Sharing contracts are typically 10 years or more in
length. This long-term certainty is a key requirement for justifying large-scale
investments into cellular network infrastructure. Still, the incumbent (tier-1)
user is prioritized over the licensee (tier-2), i.e., the concerned MNO (or other
LSA licensee) is required to vacate the LSA band for the given geographic
area, the given frequency range, and the given period of time for which the
incumbent is requiring access to the resource.
Typically, the LSA band is combined with LTE operation in dedicated licensed
spectrum through suitable carrier aggregation mechanisms. Because legacy
LTE systems in Europe are mainly employing frequency division duplex
(FDD) technology, the 3GPP Release-12 FDD/TDD carrier aggregation
feature is required for a suitable combination of existing deployments with
LTE LSA modes. The basic principle is illustrated in Fig. 3.

– Spectrum Access System (SAS)
The main use case for SAS technology is similar to the LSA case above
but currently defined for usage in the US market – as illustrated by Fig. 4.
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Fig. 3 The Licensed Shared Access (LSA) system approach
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A so-called Citizens Broadband Radio Service (CBRS) network, such as a
3GPP LTE network, is operated on licensed shared basis in the 3.55–3.7 GHz
frequency band, i.e., 3GPP LTE TDD bands 42 and 43. A major difference to
LSA consists in the fact that licensed shared spectrum slots are only available
in parts of the entire SAS band (up to 70 MHz) for so-called Priority Access
License (PAL) tier-2 users. The remaining part of the spectrum and unused
portions of the PAL spectrum (“use-it-or-share-it” rule) are available to a new
user class called General Authorized Access (GAA) tier-3 users. This tier-3
class does not exist in the LSA system definition. GAA users may typically
operate systems which have originally been defined for industrial, scientific,
and medical (ISM) radio bands, such as LTE License-Assisted Access (LAA)-
type systems or similar, including modifications in order to be adapted to the
SAS requirements imposed by the FCC [43] (employing a “license-by-rule”
framework).

– Comparison of Licensed Shared Access (LSA) vs Spectrum Access System
(SAS)
It should be noted that both systems – LSA and SAS – are currently defined
for usage in a specific frequency band. The basic operational principles of
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Provide capacity extension to carriers on co -
primary basis (quasi-licensed)

LSA SAS

Enable new business cases, e.g. local businesses
owning spectrum in a small geographic area

Enable license-by-rule usage of spectrum, e.g. for
cellular off-loading

Fig. 5 Comparison of the Licensed Shared Access and Spectrum Access System (SAS)
approaches

those systems, however, are frequency agnostic and can be applied to other
bands. NRAs will be able to utilize the technologies as a new tool in the
frequency management toolbox in order to allocate suitable bandwidth to
wireless broadband systems.
A high-level overview on the difference is given in Fig. 5.
The LSA system is based on two tiers: incumbents and LSA licensees which
each gets exclusive access right to the spectrum while they are using it.
Furthermore, the incumbent populates a database indicating when the LSA
licensee can access the spectrum in a given geographic area, a given frequency
band, and a given period of time. The 3.5 GHz spectrum has three tiers with
a tier-3 component to it (requiring communication capabilities with the SAS
entities for interference mitigation, etc.) which closely relates to unlicensed
operation and does not exist in the LSA system. However the most notable
difference is the fact that the federal SAS incumbents (in particular the
DoD) will not populate any databases giving usage information and it has
to be entirely determined by sensing. It puts accurate and reliable sensing
technologies in the forefront unlike LSA, where sensing could be used to
improve network performance but is not essential for accessing the band.
The interference mitigation problem is also enhanced in the 3.5 GHz system
for two reasons. First, the size of a census tract (i.e., the minimum geographic
area which can be auctioned/used independently for each 10 MHz band) is
based on population and not area. As a result, in densely populated urban
areas, these census tracts could be as small as a few blocks and greatly
increases the coordination needed for interference mitigation along each of
these boundaries. Second, the GAA users need to be actively managed to
prevent interference to the PAL users, something that is not needed in LSA.
Finally, SAS expects to make the system attractive to new stakeholder and
user groups who can acquire spectrum over a single census tract only, e.g.,
for providing access to a local business or similar. LSA, on the other hand,
is rather designed for providing additional spectral resources to major MNOs
over a large geographic area, such as an entire country.
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Fig. 6 Mid-/long-range
wireless access, no mobility

Communication in (TV)
White Space Frequency

Bands

TV White Space

TV White Space Use Cases
A cognitive radio vision has been published by ETSI in ETSI TR 102 802 [20],
and a number of active working items are currently dealing with (TV) White Space-
related standardization. In this chapter, selected key use cases and scenarios are
presented as they have been derived by ETSI TR 102 907 [21] – the below presented
selection among available use cases was done with a focus on opportunistic sharing
applications.

Use Case: Mid-/Long-Range Wireless Access over (TV) White Space Frequency
Bands
A base station is providing Internet access to the end users by utilizing (TV) White
Space frequency bands over ranges comparable to today’s cellular systems, e.g., in
the range of 0–10 km.

This use case is considered in further detail in the following scenarios:

• Mid-/long range, no mobility

In this scenario, a base station is providing wireless access toward fixed devices,
e.g., a nonmobile home base station/access point. The geo-location of both the base
station and from the fixed device is well known (Fig. 6).

• Mid-/long range, low mobility

In this scenario, a base station is providing wireless access toward mobile devices
where the users have low mobility, e.g., they are staying at their location or are
moving at walking speed. In that respect, the mobility of the user does not lead to
invalid sensing results for primary users retrieved for the current location. The geo-
location of the base station is well known. The geo-location of the mobile device
must be determined during operation, e.g., via GPS, GLONASS, Galileo or BeiDou
system, or cellular positioning systems.
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• Mid-/long range, high mobility

In this scenario, a base station is providing wireless access toward mobile devices,
and the concerned mobile devices may move at high speed, e.g., because a user is
in a car or a train. In that respect, sensing results for primary users retrieved for
the current location may get invalid quickly due to the mobility of the user. Thus,
this use case leads to challenging constraints for the detection of primary users, and
it needs to be evaluated if high mobility can be suitably supported in (TV) White
Spaces at all.

Use Case: Short-Range Wireless Access Over (TV) White Space Frequency
Bands
An access point or a base station is providing Internet access to the end users via
short-range wireless communication (e.g., in the range of 0–50 m) by utilizing (TV)
White Space frequency bands.

This use case is considered in further detail in the following scenarios:

• Networks without coexistence management

In this scenario one or more independent networks access (TV) White Space
frequency bands. The access points require knowledge on the incumbent users of the
spectrum (e.g., via (TV) White Space incumbent geo-location databases, sensing,
etc.). However, in this first scenario, the different networks are uncoordinated, and
thus they have no knowledge on other secondary networks and other users operating
in the (TV) White Space bands.

• Networks with distributed coexistence management

In this scenario multiple networks access (TV) White Space frequency bands. The
different networks are independent, and different network operators provide the
backbone connectivity. Such a scenario can be envisaged, e.g., in an apartment
building, where residents independently acquire their own local area access points
operating in (TV) White Space frequency bands. Typically, the concerned access
points can be operated and maintained by the residents themselves or the Internet
service providers.

In order to work properly, effective coexistence mechanisms are required for
(TV) White Space frequency access (Fig. 7).

• Networks with centralized coexistence management

In this case a (TV) White Space operator operates the (TV) White Space networks in
the proximity in coordinated manner. Examples of this kind of usage can be small-
scale corporate networks, networks for academic institutions, etc. (Fig. 8).
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• Hybrid of networks with distributed and centralized coexistence manage-
ment

This scenario combines the above two scenarios, i.e., in the same geographic area,
there are centralized coexistence management and distributed coexistence manage-
ment applied. Such setup typically occurs in combinations of public and private
places, like campus areas and shopping malls, where, e.g., the “official” local area
networks, operating under centralized coexistence management, are complemented
by independent access points set up independently by some individuals.

The overall coexistence management in this scenario is distributed, due to the
existence of the independent networks (Fig. 9).

Use Case: Sporadic Use of (TV) White Space Frequency Bands
In this use case, (TV) White Space resources are only available sporadically for
secondary users, such as multimode user terminals being able to operate, among

Fig. 9 Use case scenario of internet access by hybrid of networks with distributed and centralized
coexistence managements on (TV) White Space frequency bands
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➊, ➋, ➌ indicate decreasing throughput levels, QoS, etc.)

other systems, cellular systems in licensed and unlicensed spectrum. The supported
unlicensed spectrum is assumed to include (TV) White Spaces, i.e., the 470–
790 MHz range in Europe/Region 1 (Fig. 10).

TVWS Medium Access Control Standards: A Coordinated and an
Uncoordinated Approach
First-generation TVWS systems will focus on the protection of incumbent system,
since this is a key regulation requirement. For an efficient usage of the technology,
however, it is important to consider the resource sharing among multiple TVWS
systems themselves. Otherwise, a chaotic and uncontrolled access to the resource
will make the system hard to handle – in particular in dense environments. For this
purpose, [29] introduce a system architecture and corresponding procedures for
coordinated and uncoordinated use of TVWS.

The proposed approach builds on three entities as introduced in [29]: the
cognitive radio system (CRS), the spectrum coordinator (SC), and the geo-location
database (GLDB)) as shown in Fig. 11. The use of SC is specific to coordinated
approach (Fig. 11).

The cognitive radio system (CRS) consists of a TVWS device (WSD) or network
of WSDs (i.e., a master WSD and some slave WSDs). The CRS uses available
TVWS resources which are identified with the help of geo-location database
(GLDB), and/or the CRS uses available TVWS resources by exploiting the GLDB
and with additional knowledge of spectrum usage by its neighbor CRSs by the
spectrum coordinator (SC).

The operation of a GLDB is mandated or authorized by a regulatory authority
and that provides a WSD in a CRS with location-specific information on the
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Fig. 11 Overview of TVWS
system GLDB CRS-1

SC

Other
SC

CRS-2

available frequencies and associated maximum EIRP values. The concerned WSD
is permitted to use the service which allows for protection of the incumbent service.

The SC is coordinating spectrum usage of CRSs. For this purpose, information
is requested from GLDB and is communicated to CRSs, as well as supplemental
spectrum usage data from different CRSs using its service. Different SCs are capable
of communicating with each other.

Coordinated Usage of TVWS
In this section, it is outlined how several (distinct) CRSs can be coordinated among
themselves in order to ensure access to required amount of spectrum and protection
from harmful interference for secondary systems.

Spectrum Coordination
A SC uses spectrum coordination to serve CRSs such that they can operate in
available spectrum resources of TVWS without causing harmful interference to each
other and having a predictable access to the spectrum resources. The SC coordinates
the management of radio resources among a set of CRSs that are potentially inter-
fering with each other (coexistence) and allows for channel assignment requested by
a CRS that requests guaranteed access to full capacity of a channel and with priority
over other CRSs (priority-based channel assignment). The priority-based channel
assignment is managed by the SC based on some minimum protection requirements
requested by the CRS, which includes minimum bandwidth, minimum SINR (or
maximum allowable interference), and some guaranteed minimum availability time.
There are two basic approaches on how to implement priority access: (i) In the
first approach, the SC translates these requirements into protection criteria, which
are used by the GLDB to ensure that the priority-based channel assignment is
maintained in the presence of other WSDs not using the SC; (ii) In the second
approach, the SC stores the spectrum usage of the priority access, and the GLDB
checks with the SC before providing available channels to other CRSs not using
SC. From the perspective of the CRSs, coexistence and priority-based channel
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assignments are provided as a set of two available SC services: the information
service (for coexistence only) and the management service (for both coexistence
and priority-based channel assignment). Each SC provides at least an information
service or a management service for CRSs or provides both services.

Information Service
CRSs can be subscribed to an information service. In this case, a SC provides
information about selected operational parameters (e.g., the operational parameters
of other CRS in the available spectrum resources). In the information service, a
SC does not make decision on the operational parameters to be used by those
CRSs, but rather, all decisions are made by the CRS itself. However, the SC may
process information about the current usage of spectrum to provide it to the CRS in
order to support the CRS decision-making processes (such as ranking the potential
operational parameters according to the resulting expected performance).

Management Service
For CRSs that are subscribed to the management service, a SC provides the opera-
tional parameters to be used by a CRS based on its requests and, if requested, certain
QoS and usage time requirements. A CRS will not make any decision for its opera-
tional parameters (e.g., channel and transmit power) that are determined by the SC.

High-Level Operation Sequence
An overview of coordinated usage of TVWS is shown in Fig. 12. A CRS consists
of a master WSD and one or more slave WSDs. The master WSD sends device
parameters to a GLDB via the SC. The SC typically acts as relay and can also
store the device parameters of the master WSD. The SC, during the process,
maintains additional data about spectrum usage of the different CRSs using its
service. This additional data contains information on the current state of spectrum
usage, including spectrum measurement data from WSDs, and usage maps or areas
of occupancy of the different CRSs. It also contains information related to the Radio
Access Technology of each CRS that facilitates coexistence. A GLDB receives

GLDB SC
Master

WSD

Slave
WSD1

Slave
WSD2

CRS

Fig. 12 Overview of coordinated usage of TVWS system
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information from the master WSD about the characteristics of that WSD in order
to generate operational parameters for that WSD. The GLDB provides operational
parameters to the master WSD via the SC. During this process, the SC determines
the operational parameters using the information obtained from the GLDB as well
as the additional data about spectrum usage provided by the different CRSs and
sends these operational parameters to the master WSD in response to the request for
TVWS access. The operational parameters determined by the SC will not violate the
protection criteria of the incumbent and are therefore compliant with the information
obtained from the GLDB. The master WSD then sends the selected channel usage
parameter to the GLDB via the SC. The SC will also update its additional spectrum
usage data based on information sent by the WSD. At any time in the process of
assigning channels to the CRSs, the SC could reconfigure the channel usage of
the CRSs to ensure an efficient use of spectrum, such as reducing fragmentation
in the available spectrum. The GLDB can either access SC or use channel usage
parameters sent by the SC to ensure that WSDs can operate in the presence of other
WSDs not using the SC (Fig. 12).

Uncoordinated Usage of TVWS
While the upper approach introduces coordination among CRSs, the uncoordinated
usage of TVWS spectrum ensures a protection of the incumbents without provid-
ing specific protection for interference between the secondary users themselves
(Fig. 13).

An overview of uncoordinated usage of TVWS is shown in Fig. 13. A CRS
consists of a master WSD and one or more slave WSDs. The master WSD
communicates with a GLDB to obtain its operational parameters in TVWS. A
GLDB receives information from a WSD about the characteristics of that WSD in
order to generate operational parameter for that WSD. A GLDB maintains a record
of the actual usage of the TVWS. This information could be used to enable offending
WSDs to be readily identified if interference to incumbent users were to occur and
to allow the GLDB to know the extent to which available TVWS are being used.

GLDB Master
WSD

Slave
WSD1

Slave
WSD2

CRS

Fig. 13 Overview of uncoordinated usage of TVWS system
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Licensed Shared Access (LSA)

In the sequel, a detailed overview on ETSI’s solution for LSA is given.

System Design
The LSA system will address the needs of the following stakeholders:

• Incumbent user(s), i.e., primary users who may sublicense spectrum to LSA
licensees under certain conditions;

• LSA licensee(s) operating a wireless system under a sharing agreement, typically
a MNO providing 3GPP LTE services;

• NRA(s), which will monitor spectrum sharing activities.

Note that the upper guidelines imply a substantial change over legacy spectrum
sharing technology, overcoming in particular the insufficiencies of the TVWS
communication system approach. The LSA scheme provides a clear business case
in which a long-term rental relationship between incumbents and LSA licensees
leads to a defined money flow with LSA licensees obtaining guaranteed quality-
of-service (QoS) conditions in a given geographic area, frequency band, and time
period. TVWS neither offer such a clear business model for all stakeholders nor a
guaranteed level of QoS, which may at least partly explain the technology’s lack of
commercial success. Further, the LSA approach is supported by major stakeholders,
which is a key advantage for LSA in gaining marketplace acceptance.

In Europe, the 2.3–2.4 GHz band has been identified for an initial deployment of
LSA [26]. This band corresponds to LTE TDD band 40 and is used in other regions
as dedicated licensed LTE spectrum. ETSI’s Reconfigurable Radio Systems (RRS)
Technical Committee has developed corresponding system requirements [30] and
system architecture [31] documents, defining the key building blocks and interfaces
related to the upper framework.

The LSA repository (LR) is an entity providing database and other functionalities
as it will be detailed below. In the European LSA context, the LSA repository plays a
key role because relevant information related to spectrum occupancy is provided by
the incumbent(s) to the database. The US model follows a different strategy for users
entering (coastal) protection zones: all such information needs to be derived by an
ESC and must comply with strict confidentiality requirements, as detailed further
on in this in paper. The LSA controller features processing and decision-making
capabilities building on the data elements provided by the LSA srepository. The
LSA controller will interact with an MNO’s (or other LSA licensee’s) operations,
administration, and management (OA&M) framework in order to indicate spectrum
availability and request short-term vacating of the spectrum and other functions as
illustrated in Fig. 14.

In accordance to the definitions in [31], the LSA repository and LSA controller
components are illustrated by Fig. 15:
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Fig. 14 LSA architecture
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Fig. 15 Mapping of high-level functions and function groups to logical elements

The high-level functions introduced in Fig. 15 are derived from the ETSI
requirement document [30], and they are further detailed below:

• The information entry function enables the entry and storage of information
which is required for the operation of the LSA system and is comprised of the
following:

(i) Information on the sharing of framework between incumbent(s) and LSA
licensee(s) indicating mutually agreed sharing conditions for the concerned
band(s);

(ii) LSA licensee information such as its identity;
(iii) Information on the incumbents’ LSA spectrum resource usage and protec-

tion requirements.
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• The information processing function supports the derivation of LSA spectrum
resource availability information for each licensee, to be provided to the infor-
mation exchange function for forwarding to the respective Information Mapping
function of the LSA licensee. This function uses data provided through the
information entry function. It also includes support for multiple incumbents
and multiple LSA licensees, scheduled and on-demand modes of operation, and
logging of processing information.

• The information mapping function receives LSA spectrum resource availability
information, confirms reception, and initiates respective operations in the MFCN.
Furthermore, it provides acknowledgments to the information exchange function
(for forwarding to the information processing function) when changes in the
MFCN are processed.

• The reporting function is responsible for creating and providing reports regarding
the LSA system operation to administration/NRA, incumbent(s), and/or LSA
licensee(s) on an on-demand or scheduled basis.

• The LSA information exchange function supports communication mechanisms,
internal to the LSA system, to exchange LSA spectrum resource availability
information, and related acknowledgment information.

• The system support function group is comprised of the following elements:

(i) Security support function for support of authentication and authorization as
well as services to support integrity and confidentiality of data;

(ii) Robustness and reliability function for support of mechanisms to maintain
robustness and reliability against failures and malicious attacks;

(iii) Fault management function for support of failure detection in the LSA sys-
tem, subsequent generation and delivery of respective failure notification(s)
to LSA licensee(s) and incumbent(s), and initiation of respective operations
in the LSA system.

• The system management function group includes:

(i) Operation, administration, and maintenance tasks in the LSA system,
(ii) Identity management (comprising user identity and authentication manage-

ment and user authorization profiles)
(iii) System management is separate for LR and LC since these logical entities

belong to different operation domains.

It is expected that the upper system approach is able to satisfy the needs of all
stakeholders, including incumbents, LSA licensees, NRAs, and others such that:

(i) The incumbent(s) will be able to monetize spectrum which is underused in a
given geographic area, a given frequency band, and a given time;

(ii) The LSA licensee will be able to access additional spectrum enjoying guaran-
teed QoS conditions and

(iii) The NRAs ensure the best possible usage of already allocated spectrum.



49 ETSI-RRS Reconfigurable Radio Systems Standards 1601

Standards and Regulation Framework
LSA and SAS-related standard (system definitions) activities are currently ongoing
in the ETSI Reconfigurable Radio Systems (RRS) Technical Committee with a
focus on LSA, in the Wireless Innovation Forum (WInnForum) with a focus on
SAS, and in 3GPP targeting a global solution.

Thus far, the ETSI work has mainly produced documents [26, 30], and [31]
and currently finalizes stage-3 interface definitions in [32] which are outside of the
3GPP system, such as the definition of the LSA1 Interface as illustrated in Fig. 14.

3GPP is discussing the integration and linkage of the LSA and SAS components
into the 3GPP architecture. Document [40] proposes one possible option on how to
include both sides under a common umbrella as it is illustrated in Fig. 16. As defined
in [2], the corresponding entities provide the following functionalities:

• A network manager (NM) provides a package of end-user functions with the
responsibility for the management of a network, mainly as supported by the
EM(s), but it may also involve direct access to the network elements. All
communication with the network is based on open and well-standardized inter-
faces supporting management of multi-vendor and multi-technology network
elements;

• A domain manager (DM) provides element management functions and domain
management functions for a subnetwork. Interworking domain managers provide
multi-vendor and multi-technology network management functions;

• An element manager (EM) provides a package of end-user functions for man-
agement of a set of closely related types of network elements. These functions

NM NM

EM

DM

EM

DM

EM

DM

EM
NENE NENENE

2 2 2 2

4

LCLR
LSA1

X X

Fig. 16 Integration and linkage of LSA components to 3GPP SA5 architecture
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can be divided into two main categories: element management functions and
subnetwork management functions;

• A network element (NE) corresponds to a discrete telecommunications entity,
which can be managed over a specific interface, e.g., the RNC.

The WInnForum leverages its long-term relationship with the US Department
of Defense (DoD) in order to define a SAS system approach compatible with the
needs of the US incumbents, which include in particular naval shipborne radar and
satellite services. Protection of satellite services is a key aspect of the FCC’s second
further notice of proposed rulemaking [43].

From a regulatory perspective, the European CEPT organization has acted
following investigations and a corresponding mandate by the European Commission
[35, 44, 45]. CEPT has produced a number of reports, recommendations, and
decisions [4, 7, 38] and has finally closed the corresponding working groups. From
a CEPT perspective, the work is complete, and the actual usage of the LSA band
in Europe now depends on NRAs to enable the usage of spectrum sharing in the
national territories.

Protection of Incumbents and Neighboring Licensees
The current usage of the 2.3–2.4 GHz LSA band varies over the European Countries.
While professional video camera services represent the main incumbents for some
countries, others have allocated the spectrum also to (military) aircraft telemetry
services, amateur radio, police wireless communication, and others. Detailed
information for each country is available in the ECO Frequency Information System
[8]. Based on information where corresponding incumbent systems are operated and
which level of protection they require, the maximum LSA output power levels can
be derived as shown in Fig. 17, which illustrates France as an example. Note that
in this example, major parts of the country are available without major restrictions,
including the capital of France: Paris.

Traditionally, incumbent systems are protected by so-called exclusion zones
which prohibit the usage of interfering equipment within a given zone. In order
to ensure a sufficient level of protection, corresponding zones are typically defined
for a geographic area of substantial size, since the interfering system can operate
without restrictions starting from the boundaries of the exclusion zone. In order
to maximize the geographic area in which the operation of LSA is possible, the
standards committee ETSI RRS has identified further zone types to reduce the
constraints on the LSA system [30]:

• LSA exclusion zone: geographical area within which LSA licensees are not
allowed to have active radio transmitters. Note: An exclusion zone is normally
applicable for a defined frequency range and time period.

• LSA restriction zone: geographical area within which LSA licensees are
allowed to operate radio transmitters, under certain restrictive conditions (e.g.,
maximum EIRP limits and/or constraints on antenna parameters). Note: A
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Fig. 17 LSA spectrum availability in France [46]

restriction zone is normally applicable for a defined frequency range and time
period.

• LSA protection zone: geographical area within which incumbent receivers will
not be subject to harmful interference caused by LSA licensees’ transmissions.
Note: A protection zone is defined using specific measurement quantities and
thresholds (e.g., a mean field strength that does not exceed a defined value
in dBV/m/MHz at a defined receiver antenna height above ground level). A
protection zone is normally applicable for a defined frequency range and time
period.

Concerning requirements on protection of neighboring (LSA) systems operated by
distinct MNOs (or other LSA licensees), mainly cross-border issues need to be
considered for an efficient operation close to national country borders. Note that
complex interference mitigation between distinct licensees is not required for LSA
across small geographic areas – it is assumed that an LSA license is allocated
to an MNO (or other LSA licensee) across an entire country or at least for a
large geographic area (with the inherent limitations for exclusion, restriction, and
protection zones). This is in contrast to the FCC SAS concept, where interference
mitigation is required between neighboring Census Tracts which may be of small
geographic size in particular in densely populated areas. Intra-MNO (or other intra-
licensee) interference mitigation, on the other hand, may be employed as it is
detailed in the next section.
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Intra-MNO-System Interference Mitigation Through LSA
Future 5G network deployments will provide increased energy efficiency and
spatial utilization of the licensed spectrum, but such a diverse and heterogeneous
cell deployment will create some important technical challenges that need to
be overcome first. One of the critical aspects in such high dense heterogeneous
networks is a rich and uncoordinated inter-cell interference within the system of a
given MNO (or other LSA licensee). LSA is expected to provide a new tool in order
to address at least some of the interference cases.

While LSA spectrum can straightforwardly be used as additional spectrum for
voice and data communication, the available LSA spectrum can be also exploited for
inter-cell interference coordination. As LSA provides additional spectral resources
over a given geographic area, for a given time interval, and a given frequency band,
depending on interference levels and the need for interference mitigation, a trade-
off can be made between LSA resources assigned for voice and data and LSA
resources assigned for inter-cell interference coordination. Introducing collaborative
spectrum sensing and more flexibility in spectrum sharing, the licensed users can
dynamically access and share spectrum without causing interference to primary
users. By intelligently allocating LSA spectrum to center and cell-edge cells in a
network, interference can be reduced significantly, and implementation of complex
and high-cost interference mitigation techniques in the user equipment receiver
chain can be avoided.

Challenges and Next Steps
The regulatory circumstances related to LSA have been developed by CEPT, and
the corresponding work is complete. The standards work is in an advanced stage in
ETSI’s RRS Technical Committee, while 3GPP’s activities have only recently been
initiated for Release 13. The technology is likely to further evolve in 3GPP Release
14 and beyond. A commercial availability, however, can be envisaged before the
standards work is finally achieved. Thus, the main challenge relates to the possibility
for the NRAs to finally enable the usage of the target 2.3–2.4 GHz band and possibly
other bands in the future. Corresponding trials are ongoing in France and Italy, and
additional countries are expected to follow. Once LSA has been proven to operate
efficiently, it is expected that NRAs will open the 2.3–2.4 GHz band for licensed
shared cellular usage under the LSA framework and to start identifying additional
target bands. It is expected that LSA will become a key tool in the regulation toolbox
in order to provide spectrum resources for 5G systems and beyond in order to meet
the target 1000� to 10,000� capacity requirements.

Software Reconfigurability

ETSI TC RRS has developed a set of six European norms detailing a software
reconfiguration framework for mobile device reconfigurability [10, 11, 15–18]:

• [10] Introduces the related system requirements;
• [11] Defines the system architecture;
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• [15] Details the Multiradio Interface (MURI) which introduces in particular
functions to (un)install radio applications packages (RAPs), to select suitable
operational modes (e.g., simultaneous operation of multiple RATs), to access to
the data pipes of the active RATs, and to access to radio parameter measurements.

• [16] Introduces Reconfigurable Radio Frequency Interface (RRFI), which com-
plements existing Radio Interfaces, such as DigRF and others. It enables RAPs to
access radio parameters and introduces the concept of Radio Protection Classes.
These protection classes allow a (third party) software developer to choose
a trade-off between the level of the mobile device “openness” to developers
(e.g., access to Application Programming Interfaces (APIs)) and the required
recertification complexity (and thus cost) of the platform.

• [17] Finally defines the Radio Programming Interface (RPI). The key novel
concept consists of the Radio Virtual Machine (RVM) which is an abstract
machine capable of executing Configcodes independent of the available hardware
on the target platform. Its particularity is that it does not require a middleware for
execution and thus lead to a far more efficient device reconfigurability compared
to state-of-the-art approaches.

This set of European norms is complemented by a study on use cases for dynamic
equipment reconfiguration [22]. This study introduces the following five basic use
cases:

(1) OEM establishing initial conformity of reconfigurable equipment platform.
(2) DoC/StoC (Declaration of Conformity/Statement of Conformity) verification of

reconfigurable equipment
(3) OEM upgrade of reconfigurable equipment (individual or en masse).
(4) Third-party upgrade of reconfigurable equipment (individual or en masse).
(5) Configuration enforcement of reconfigurable equipment.

Finally, security solutions are outlined in [24, 25, 27, 34].

Reconfiguration Capabilities: Mobile Device Reconfiguration Classes

As it is expected that the reconfiguration capabilities of a mobile device will evolve
over time, mobile device reconfiguration classes (MDRC) are introduced. As shown
in Fig. 18, seven different classes of reconfigurable MD are introduced (MDRC-0
corresponds to a non-reconfigurable device).

A reconfigurable MD belongs to a defined class according to the reconfiguration
capabilities, which are determined by the type of resource requirements and the
form of the Radio Application Package. Reconfigurable MD classes are defined as
follows (see also Fig. 2):

• MDRC-0: No MD reconfiguration is possible; MDRC-0 represents legacy radio
implementations and does not allow for MD reconfiguration (except for bug
fixing and release updates through firmware updates) or exploitation of cognitive



1606 M. Mueck
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(fixed hardware)
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Platform-
independent source
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Fig. 18 Definition of MDRCs according to reconfiguration capabilities [10]

radio (CR) features. MDRC-0 represents legacy radio implementations and does
not allow for MD reconfiguration.

• MDRC-1: Radio applications use different fixed resources; in this scenario,
at least some of the radios are implemented with non-software-defined radio
(SDR) technology, e.g., with dedicated Application-Specific Integrated Circuits
(ASICs), and are resource-wise independent of each other. Simple CR function-
ality may be supported through radio parameter management to the extent which
the radio implementations allow.
MDRC-1 implements multiple radio applications with fixed resources allocation
and no resource sharing.

• MDRC-2: Radio applications use predefined static resources; MDRC-2 imple-
ments multiple radio applications, but no dynamic resource management is
available. The radio applications for MDRC-2 come from a single Radio
Application Package which is normally provided by a reconfigurable MD vendor
or SDR chipset manufacturer. In this scenario, we assume that software radio
components in the Radio Application Package are provided in platform-specific
executable code.

• MDRC-3: Radio applications have static resource requirements; for MDRC-3,
a resource budget is defined for each radio application. This budget contains
a static resource measure that represents the worst-case resource usage of the
application, generated at radio application compile time. If an application is
being started, the resource manager installed in a reconfigurable MD of MDRC-3
checks its resource budget and the sum of all resource budgets of already running
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applications and admits the new application only if the resources can still be
guaranteed for all running applications. In this scenario, we assume that software
radio components in the Radio Application Package are provided in platform-
specific executable code.

• MDRC-4: Radio applications have dynamic resource requirements; this scenario
assumes a similar resource manager in a reconfigurable MD as for MDRC-3,
but in addition, radio applications have now varying resource demands based on
their current type of activity. Applications have separate operational states for
different types of activity, and a resource budget is assigned to each operational
state. In this scenario, we assume that software radio components in the Radio
Application Package are provided in platform-specific executable code.

• MDRC-5: Radio applications use predefined static resources, on-device compi-
lation of software radio components. This class corresponds to MDRC-2 with
the difference that all or part of the software radio components are provided
in the Radio Application Package as platform-independent source code or
platform-independent intermediate representation (IR), which is compiled on the
reconfigurable MD itself. It particularly means that the reconfigurable MD should
include a proper compiler in order to convert the source code or IR of the software
radio components into an executable code that runs on a given modem chip of
a reconfigurable MD. It is assumed that the methods of radio programming and
the tools to support this category have become sufficiently standardized so that
third-party vendors may create radio applications and activate them to different
platforms with relative ease. The formal description of the resource management
is the same as for MDRC-2.

• MDRC-6: Radio applications have static resource requirements, on-device
compilation of software radio components. This class corresponds to
MDRC-3 with the difference that all or part of the software radio components
are provided in the Radio Application Package as platform-independent source
code or platform-independent IR, which is compiled on the reconfigurable MD
itself. As in the case of MDRC-5, it particularly means that the reconfigurable
MD should include a proper compiler in order to convert the source code or IR
of the software radio components into an executable code that runs on a given
modem chip of a reconfigurable MD. As in the case of MDRC-5, it is assumed
that the methods of radio programming and the tools to support this category
have become sufficiently standardized so that third-party vendors may create
radio applications and activate them to different platforms with relative ease. The
formal description of the resource management is the same as for MDRC-3.

• MDRC-7: Radio applications have dynamic resource requirements, on-
device compilation of software radio components. This class corresponds to
MDRC-4 with the difference that all or part of the software radio components
are provided in the Radio Application Package as platform-independent source
code or platform-independent IR, which is compiled on the reconfigurable MD
itself. As in the case of MDRC-5 or MDRC-6, it particularly means that the
reconfigurable MD should include a proper compiler in order to convert the
source code or IR of the software radio components into an executable code that
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Table 1 Summary of MDRCs

Multi-radio
system

Resource share
(among Radio
applications)

Resource
manager

Multitasking Resource
measurement

Resource
allocation

MDRC-0 No No No no Design time Design time

MDRC-1 Yes No No no Design time Design time

MDRC-2
MDRC-5

Yes Noa Yesb Yesc Design time Design time

Design
time/install
time

Design
time/install
time

MDRC-3
MDRC-6

Yes yes Yes yes
Design time

Run time
Design
time/install
time

MDRC-4
MDRC-7

Yes yes Yes yes
Design-time

Run time
Design
time/install
time

aResource share can exist among Radio Access Technologies (RATs) in a given Radio Application.
bThis is for a fixed resource allocation only. Resource management and resource allocation among
RATs (in a single RA) are predetermined in a static manner by Radio Application provider.
cMultitasking in this case is for multiple RATs within a single radio application.

runs on a given modem chip of a reconfigurable MD. As in the case of MDRC-5
or MDRC-6, it is assumed that the methods of radio programming and the tools
to support this category have become sufficiently standardized so that third-party
vendors may create radio applications and activate them to different platforms
with relative ease. The formal description of the resource management is the
same as for MDRC-4.

The definition of MDRCs described above can be summarized as shown in Table 1.
Note that radio conformance tests are mandatory for MDRC-1 to MDRC-7 in

order to ensure that the joint operation of (dynamically) reconfigured base bands
and RF front ends is in compliance with the relevant conformance requirements
before the device is introduced into the market.

The Basic Technical Approach for Software Reconfiguration

The ETSI RRS approach for software reconfiguration introduces a complex tool
set enabling an end-to-end ecosystem for software reconfiguration taking technical,
security, and certification solutions into account. This section explains how a subset
of the entire framework can be used to introduce a simple software reconfiguration
framework offering the basic functionalities independent of the underlying target
hardware platform (Fig. 19).
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Fig. 20 Interconnection between CSL and RCF using MURI for reconfigurable MD [15]

A basic implementation of the framework may comprise the communication
services layer (CSL) and the Multiradio Interface (MURI) to be complemented by
the minimum set of required functions in the Radio Control Framework.

As shown in Fig. 20, MURI supports three kinds of services:

• Administrative Services: These services are used by some device configuration
application, i.e., administrator which is included in the CSL, to (un)install a new
unified radio application (URA) into the reconfigurable MD and create/delete
an instance of the URA. Installation and loading may take place both at
device start-up time to set up the network connection and during run time,
whenever reconfiguration of available URAs is needed. MURI does not make
any assumption on how and when the mobile device will detect the need of the
reconfiguration.

• Access Control Services: These services are used by the MPM to maintain the
user policies and preferences related to the usage of different RATs and to make a
selection between them. Modeling of such preferences and selection algorithms
is not in the scope of the present document; however, the MURI specification
covers the information exchange of RAT selection decisions between CSL and
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RCF. The preferences themselves may originate either locally from applications
or end-user settings as well as in a distributed manner from network operator or
from a cognitive radio management framework.

• Data Flow Services: These services are used by the networking stack of the
reconfigurable MD, such as the TCP/IP stack. Therefore data flow services
represent the set of (logical) link layer services, which are provided in a uniform
manner regardless of which URAs are active.

With these basic features, it is possible to:

• Enable the installation and activation of a unified radio application;
• Parameterize the configuration, e.g., select a number of RATs to be operated

simultaneously;
• Access to data flow services
• Perform the deactivation and uninstallation of a Unified Radio Application

Regulation Considerations

With the development of a unified radio application, the radio behavior of the target
devices typically changes, and the conformity to the application regulation must be
(re)validated. In Europe, annex VII of the Radio Equipment Directive [6] introduce
a useful tool in order to update the applicable Declaration of Conformity of a
radio equipment. In this context, Radio Virtual Machine (protection) classes are
introduced in order to find a trade-off between (re)certification effort and base-band
code development flexibility [10].

At one extreme of RVM class, a high-level RVM class corresponds to full
reconfigurability of the low-level parameters of an RVM and accordingly neces-
sitates a relatively more extensive certification testing process after the RVM has
been reconfigured. At the other extreme of RVM class, a low-level RVM class
corresponds to a limited reconfigurability of the low-level parameters of an RVM.
As the reconfigurability of the low-level parameters of this particular class of RVM
is limited, a relatively less extensive certification testing process is necessitated after
the RVM has been reconfigured. Moreover, an RVM can have different RVM classes
associated with different components of the RVM that relates to the reconfigurability
of the low-level parameters of the respective components of the RVM.

Reconfiguration of an RVM of the highest-level RVM class may necessitate
that the overall certification testing process focuses on the certification of each
reconfigured software components of the RVM. In such a situation, each respective
reconfigured software component may need to be separately certified before one or
more sets of reconfigured software components are certified together. For example, a
reconfigured RVM software component “A” (e.g., Wi-Fi) may need to be separately
certified from a reconfigured and certified RVM software component “B” (e.g.,
LTE). The certification process may then be such that the joint operation of
separately certified reconfigured RVM software components “A” and “B” may then
take place jointly.
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At the other extreme of RVM classes, the lowest-level RVM class corresponds
to a restricted reconfigurability of the low-level parameters of an RVM. For such
a restricted level of reconfigurability, a developer of radio applications would only
have limited access to the low-level parameters of an RVM. For example, the lowest-
level RVM class would permit a radio application developer to have access to only
the low-level parameters of the receive chain of an RVM. Accordingly, the lowest-
level of RVM class would not need to utilize a corresponding detailed and thorough
certification testing process because, for example, a radio platform operating a
malfunctioning reconfigured RVM would not interfere with other radio platforms.
Thus, level of certification testing for the lowest RVM class would be less extensive
certification testing process than that used for the highest RVM class.

One or more medium- or intermediate-level RVM classes may also be established
between the two extreme RVM classes that correspond to intermediate levels of
reconfigurability of the low-level parameters of an RVM. An intermediate-level
RVM class, for example, would allow more flexibility for reconfiguring low-level
parameters of an RVM than the lowest-level RVM class but would not permit the
degree of reconfigurability that would be associated with the highest-level RVM
class. Depending on the level of reconfigurability to the low-level parameters of
an RVM, an intermediate-level RVM class may necessitate a certification testing
process for a compiled reconfigured RVM and underlying hardware that is more
extensive than that corresponding to the lowest-level RVM class but less extensive
than that corresponding to the highest-level RVM class. For example, a certification
based on the intermediate-level RVM software component might be obtained by
contacting an authorized notified body and providing only a serial number for the
RVM software component and an identification of the target device type on which
the compiled reconfigured RVM would operate. In another example, there could
be no requirement for a joint certification based on an RVM software component
for a simultaneous operation with other RVM software components. That is, a
certificate based on an RVM software component “A” (e.g., Wi-Fi) and a separate
certificate based on another RVM software component “B” (e.g., LTE) would allow
for a simultaneous operation of reconfigured components “A” (e.g., Wi-Fi) and “B”
(e.g., LTE).

Another exemplary situation that may necessitate a relatively less extensive
certification testing process would be a Radio Application developer that only
reconfigures non-transmission-related low-level parameters, for example, low-level
parameters relating to a data interleaver and/or a channel coder in the trans-
mit/receive (TX/RX) chain of an RVM that otherwise has been defined to be of the
highest-level RVM class. As nothing related to the spectral shaping of a transmitted
signal is reconfigured by the reconfiguration of the data interleaver and/or channel
coder, a relatively less extensive certification testing process could be used. Another
exemplary situation that may necessitate a less extensive certification testing
process would be a reconfiguration that involves changes targeting predefined
frequency bands and/or bandwidths. In still other exemplary situations, there may
be reconfigurations for which a certification testing process may not be necessary.
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The Radio Virtual Machine

The Radio Virtual Machine usage is defined in [18]. It introduces highly efficient
software reconfigurability without requiring the usage of a (inefficient) middleware
while still enabling code portability.

It is typically up to the manufacture to decide which components of a target
platform may be made available to a (third party) software developer. In the past,
it has proven difficult to fully open up a highly complex hardware environment,
so at least in a first time it may be preferable to enable such third parties to
replace one or multiple of selected components by novel software components.
Figure 21 illustrates the replacement of an abstract component B through a novel
implementation by (third party) software developers.

The Radio Virtual Machine (RVM) is an abstract machine which is capable of
executing Configcodes, and it is independent of the hardware. The implementation
of a RVM is target radio computer specific, and it has access to the back-end
compiler (on the platform itself or externally) for just-in-time (JIT) or ahead-of-
time (AOT) compilation of Configcodes.

The RVM executes a particular algorithm presented as a data flowchart. In other
words, the RVM is the result of replacing all operators and tokens in the particular
data flowchart with abstract processing elements (APEs) and data objects (DOs),
respectively. Each APE executes computations marked by the replaced operator
identifier. These computations are taken from the Radio Library.

Figure 21 illustrates a conceptual view of RVM processing. This process requires
APE, DO, and Radio Library, of which the definitions are as follows:

• APE abstracts a computational resource corresponding to the operation in a
particular data flow chart;

BLACK BOX

A C D E
Transmission

The novel „Black Box SFB“ is replacing the  
original (hardwired) component

Novel inputs/outputs are visible to the
developer of 3rd party so�ware 

Novel 
component

Novel component replaces the original 
(hardwired) component through accessing 

the „black box“ interfaces. 

Fig. 21 Example replacement of a component through interfacing with novel SFB provided by a
(third party) software provider [18]
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• DO abstracts a memory resource. In other words, DO is an abstracted memory
for storing data used during the procedure of radio processing;

• Reference/Native Radio Library includes normative definitions/native imple-
mentation of all Standard Functional Blocks (SFBs) for front-end/back-end
compilation. Note that the computations included in the Radio Library are
represented in terms of normative definitions or native implementations of SFBs
depending upon whether the Radio Library is used for front-end or back-end
compilation, respectively.

Note: User-defined function blocks (UDFBs) will be created through combination of
SFBs and represented as a data flowchart to be executed in the RVM. Alternatively,
a UDFB is implemented as a stand-alone module/function which can be mapped
(i) into one APE (i.e., this UDFB can be considered atomic) or (ii) into an
eRVM/RVM (i.e., not atomic). UDFBs are not in general included into the Radio
Library, but they are part of the Radio Application Package.

The RVM begins to work immediately after some DO initialization. All APEs
execute computations asynchronously and concurrently. An individual APE exe-
cutes the allocated operator if all the corresponding input DOs are full. APEs access
DOs with operations “read,” “read-erase,” or “write.” After reading input data from
DOs, the APE executes the allocated operator, and, if output DOs are empty, then the
APE writes processed data. Any full output DO blocks the corresponding writing
operation. The RVM executes computations until reaching the state when all APEs
become inactive. In this state, there are not enough full DOs, which can activate the

RVM program

APE Pool Radio Library

Data Object Pool

Abstract
resources

Operation basis

FIR iFFT

cor

read

write

read

write

read

read

write

Initialized data
object

FFT APE

data object

Functionality

Resources

Fig. 22 Conceptual diagram of radio virtual machine processing [18]
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inactive operators. The result of computations is full DOs, which cannot activate the
inactive operators.

Note: An output DO can become an input DO for a subsequent operator. Then,
this input DO can activate the subsequent operator. Furthermore, the state or
operation of a given APE is independent on the state of other APEs, i.e., each APE
is atomic (Fig. 22).

In the sequel, the elementary RVM (eRVM) approach is described. An eRVM
consists of components of basic operations, program memory, control unit (CU),
abstract switch fabric (ASF), as well as APEs and DOs, of which the definitions are
as follows. eRVM does not contain another eRVM or RVM.

Basic operations include operators either provided (i) from Radio Library as
SFBs and/or (ii) from UDFB set as UDFBs, each of which is mapped onto one
single APE.

Note: Since UDFBs might be implemented as a stand-alone module/function
which can be mapped into one APE, in this case, basic operations include operators
provided by UDFB set as well as by Radio Library as SFBs. Note that those UDFBs
are atomic.

Note: For a RVM, the SFB or UDFB can be mapped onto an APE or RVM or
eRVM. In the eRVM case, the mapping to RVM or eRVM is not possible since it is
the lowest level of hierarchy. Furthermore, from an execution perspective, there is
no difference between SFBs and UDFBs.

The program memory is provided with Configcodes which determine the eRVM
configuration.

The CU generates initialization and setup instructions for APEs, DOs, and ASF
based on decoding Configcodes stored in the program memory.

The ASF connects APEs and DOs in accordance with CU signals. One DO can
be connected with multiple APEs. One APE can be connected with multiple DOs.
DO from other eRVMs can be connected with ASF through external data ports.

Figure 21 illustrates a block diagram of eRVM. Basic Operations in eRVM
consist of operations provided by the Radio Library and/or UDFB set.

Note: A target platform may or may not provide accelerators for some/all SFBs
and/or UDFBs. Furthermore, three cases can be considered: (i) RAP includes only
SFBs, (ii) RAP includes only UDFBs, and (iii) RAP includes SFBs and UDFBs.
Finally, and independent of the upper note, basic operations may include (i) SFBs
only, (ii) UDFBs only, or (iii) SFBs and UDFBs (Fig. 23).

Conclusion

In future 5G communication systems, the usage of hardware and spectrum resources
will be dramatically different from previous generations. ETSI RRS deliverables
will help to provide an efficient spectrum sharing framework based on Licensed
Shared Access technology, which will lead to an overall higher spectrum usage
efficiency and thus better QoS for the single end user. Software Reconfigurability
solutions will allow chipset manufacturers to develop generic solutions which
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can then be tailored to a multitude of vertical applications, including medical,
automotive, industrial, mass market commercial, etc. ETSI RRS has developed an
entire reconfiguration ecosystem which provides solutions for technical, security,
and conformity needs. The underlying solution is different from existing state-of-
the-art software reconfiguration approaches in the sense that (i) the manufacturer can
choose any appropriate level of “openness” of the underlying platform (allowing
for the replacement of an entire RAT or only specific components) and (ii) the
Radio Virtual Machine approach ensures a highly efficient approach that allows
code portability without requiring the usage of an (inefficient) middleware.
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Abstract

While the importance of harmonization on spectrum matters in the global scale
is well known and the national regulatory authorities possess the power to
govern the spectrum use within their territory, the regional level regulatory
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activities are important to bridge the gap between these two levels. This chapter
introduces the spectrum management framework and spectrum sharing initiatives
in the regional level in Europe. The roles of major European regulation and
standardization authorities are outlined as well as the cooperation framework
between these entities. Additionally, the activities promoting spectrum sharing in
Europe is discussed. These European spectrum sharing policy developments have
addressed the introduction of additional users in a spectrum band considering
both individual usage rights and general authorization by developing specifically
licensed shared access and TV white space sharing concepts. These sharing
concept are introduced on general level as well as on the basis of introducing
the underlying regional regulatory and standardization activities that have led to
harmonized overall framework, leaving national administrations the freedom to
decide on details of the implementation of the concept.

Introduction

The current spectrum regulatory framework consists of three levels: the interna-
tional, regional, and national level. The role of the ITU-R at international level has
been discussed in �Chap. 48, “Spectrum Sharing Policy at Global Level” as the
global forum for spectrum harmonization. The purpose of regional regulation is
to harmonize ITU-R spectrum allocations at the regional level. This is especially
critical in Europe with small countries with multiple borders and limited national
markets. Harmonization in the regional level brings industry confidence on the
continuity of spectrum availability, QoS guarantees, and scale of the solutions
developed for spectrum management and spectrum sharing to guarantee return of
investment and helps the regulators in coordination of spectrum between different
radiocommunication services.

The use of mobile data has increased rapidly in the last few years as the increased
amount of smartphones, tablets, and other devices has changed the usage patterns
of users [1]. Meanwhile, regulatory authorities are struggling to find solutions
to guarantee spectrum resources required to support this trend, as the regulatory
process for traditional spectrum allocation is becoming too time-consuming and
complex. In addition, finding harmonized spectrum for exclusive mobile use is
getting increasingly difficult due to existing usage. This has motivated regulatory
authorities to consider new concepts and tools to allow more flexibility in spectrum
management and enable spectrum sharing.

There are several forums influencing spectrum management and particularly the
spectrum sharing policy in Europe including the European Commission (EC), the
Electronic Communications Committee (ECC) of European Conference of Postal
and Telecommunications Administrations (CEPT), and the European Telecommu-
nications Standards Institute (ETSI). These bodies have established close collab-
oration framework to promote new technology and services in order to guarantee
compatibility of solutions leading to maximal benefit for the society. The European
spectrum management framework and spectrum sharing-related activities have also
been discussed previously in [2, 3] and [4].



50 Spectrum Sharing Policy in Europe 1623

The rest of this chapter is organized as follows. First, the European spectrum
regulatory framework is introduced including the introduction of the relevant forums
and description of the cooperation framework between them. Second, European
activities to promote shared use of spectrum are introduced. Third, activities to
develop the licensed shared access (LSA) concept are reviewed followed by sharing
initiatives in the ultrahigh frequency (UHF) band. The chapter considers only
sharing concepts that are based on individual licensing, leaving out the activities
based on general authorization. Finally, conclusions are drawn.

European Regulatory Framework for Spectrum Management

European regional regulatory authorities regarding spectrum issues are the Euro-
pean Commission (EC) and the Electronic Communications Committee (ECC) of
European Conference of Postal and Telecommunications Administrations (CEPT).
The European Telecommunications Standards Institute (ETSI) is the European
standardization organization. In the following sections, the roles of each of these
entities as well as the means of cooperation between them are discussed.

The European Commission

The member states (MSs) of the European Union (EU) manage the radio spectrum
at the national level in line with the EU level legislation. The MSs need to
implement the EU level decisions and supply information on the status of national
implementations such as on frequency allocations when requested by the EC. Thus,
the EU level decisions on spectrum matters shape the spectrum sharing policy in
the MSs. The EC is divided into directorate-generals (DGs). The DGs dealing with
spectrum related issues are Communications Networks, Content and Technology
(CNECT) and Mobility and Transport (MOVE). DG CNECT is the main DG dealing
with mobile communications. It considers aspects such as digitization, regulatory
environment for electronic communications, future internet, cyber security, digital
privacy, and digital trust policy [5]. The aim of the DG MOVE is to promote
efficient, safe, secure, and environmentally friendly mobility and to create the
conditions for a competitive industry. Regarding mobile communications, for
example, intelligent transport systems and plain and train-related communication
issues fall under jurisdiction of DG MOVE.

The Radio Spectrum Policy Group (RSPG) is a high-level advisory group
consisting of senior representatives of the MSs and the official representative of
the EC. These include representatives from both the regulatory authorities and the
ministries having responsibility for radio spectrum-related matters in each MS. The
RSPG assists the EC in the development of radio spectrum policy by giving advice
on radio spectrum policy issues, coordination of policy approaches, and harmonized
conditions, where appropriate, with regard to the availability and efficient use of
radio spectrum necessary for the establishment and functioning of the internal
market [6]. This is illustrated in Fig. 1. The RSPG can also be requested by the
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Fig. 1 Roles of different groups of the European Commission and cooperation

European Parliament and/or the Council to issue an opinion or produce a report on
specific radio spectrum policy issues relating to electronic communications [7]. The
RSPG consults all relevant stakeholders on a variety of technological, market, and
regulatory developments relating to the use of radio spectrum. These include both
commercial and noncommercial radio spectrum users as well as any other interested
party. The Radio Spectrum Committee (RSC) assists EC on the development of
technical implementing decisions to ensure harmonized conditions across Europe
for the use of radio spectrum. The RSC is composed of MS representatives and is
chaired by the EC [8]. EC discusses its proposals with national administrations
before implementation in order to ensure that any measure is optimized to the
various national situations.

Body of European Regulators for Electronic Communications (BEREC) was
established by the European Parliament in 2009 to promote competition, contribute
to the development of the internal market, and promote the interests of EU citizens.
BEREC has recognized the radio spectrum to be essential to the development of the
market and of innovative products and services and supports the study of innovative
sharing mechanisms as means to optimize spectral efficiency.

ECC of CEPT

The CEPT is a recognized regional organization representing 48 European national
regulatory administrations in the field of posts and telecommunications. Thus, it
spans over a wider area than the EC. The goal of Electronic Communications Com-
mittee (ECC) of CEPT is to develop common policies and nonbinding regulations
in electronic communications and related applications in order to harmonize the use
of the radio spectrum across Europe [9]. European proposals developed in ECC
represent European interests in the ITU and other international organizations.
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The ECC undertakes compatibility studies and establishes conditions and param-
eters for sharing between different spectrum users. Results of ECC studies are
reported to public in the form of ECC Decisions, ECC Recommendations, ECC
Reports, and CEPT Reports. ECC Decisions are measures to harmonize the use of
spectrum and numbering across the CEPT membership. ECC Recommendations
describe measures that national administrations are encouraged to apply. ECC
Reports support ECC Recommendations and ECC Decisions by describing results
of studies conducted by the ECC. CEPT Reports describe technical studies carried
out by in response to mandates from the EC. Results of ECC studies are based on
consensus between the member countries.

ETSI

ETSI is officially recognized European Standards Organization which produces
standards for information and communication technologies (ICT), including fixed,
mobile, radio, converged, broadcast, and internet technologies [10]. ETSI is
an independent, nonprofit association; members include national administrations,
companies, and international organizations. ETSI produces and maintains technical
standards and other deliverables. In accordance to the EC standardization mandate
M/536 [11], ETSI develops their part of harmonized standards for radio equipment
under the Radio Equipment Directive (RED) [12]. This Directive covers products,
including unlicensed devices, which use spectrum. Applying harmonized standards
enable manufacturers and service providers to sell, deploy, and put into service
the radio equipment within the whole EU. Additionally, ETSI develops technical
reports, so-called system reference documents, SRdocs, which provide technical,
legal, and economic background on new radio systems under standardization.

Cooperation Framework

The relationship between the EC, ECC, and ETSI is illustrated in Fig. 2 [13].
Partnership between these three aims to facilitate the delivery of technologies and
services for the benefit of society. EC may issue study mandates to ECC of CEPT

Fig. 2 Cooperation between
European regulatory and
standardization entities
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for the development of technical implementing measures to ensure harmonized
conditions for the use of radio spectrum. These mandates specify the task to be
undertaken and the timeframe in which they should be achieved. ECC of CEPT
communicates technical implementation measures to the EC in the form of CEPT
Reports.

The EC submits standardization mandates to ETSI, which responses to these
mandates via harmonized standards. Those CEPT Reports that are adopted as EC
Decisions by the EC become mandatory for all MSs of the EU [13]. The cooperation
agreement between ECC of CEPT and ETSI, so-called memorandum of under-
standing (MoU), ensures, for example, that deliverables from these parties do not
contradict each other and the results from sharing studies are mutually acceptable
and implemented consistently by both parties. A MoU has been established also
between the CEPT and the EC to support activities on harmonization of radio
spectrum.

Promoting Shared Use of Spectrum in Europe

Meeting the growing demand for wireless connectivity with traditional spectrum
regulation based on exclusive usage or license-exempt usage is becoming increas-
ingly difficult in the absence of vacant spectrum. In addition, making existing bands
available for new type of usage is often expensive, involves delays, and runs the
occasional risk of having to “switch off” existing users. Advances in technologies,
for example, cognitive radio technology, make it possible for different types of
wireless systems with different technologies to operate in the same frequency band.
To make shared use of spectrum reality, there is a need to promote such new
technologies and make shared use of spectrum easier in the regional level in Europe.
Common European framework is needed to achieve economies of scale.

As the early steps to promote shared use of spectrum in 2008, the ECC published
a CEPT report that identified white space as a part of the spectrum, which is
available for a radiocommunication application (service, system) at a given time
in a given geographical area on a non-interfering/non-protected basis with regard to
primary services and other services with a higher priority on a national basis [14].
The report discussed cognitive techniques for white space applications in ultrahigh
frequency (UHF) band including spectrum sensing, geolocation, and local beacons.

Further to promote shared use of spectrum, the EC has published a report on
cognitive radio technologies in 2010 [15]. The purpose of the report was to clarify
the concepts and the terminology used as well as to provide an overview of various
enabling technologies for cognitive radio, for example, sensing, databases, cognitive
pilot channels, and learning. It also provided an overview on various experiences
with precognitive technologies and considered regulatory frameworks. Based on
their study, the RSPG concluded that more efforts are needed to study the subject to
provide adequate confidence on all stakeholders [15]. In 2011 RSPG together with
Body of European Regulators for Electronic Communications (BEREC) published
a report on infrastructure and spectrum sharing in mobile networks. The report
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defined spectrum sharing as the simultaneous usage of a specific radio frequency
band in a specific geographical area by a number of independent entities, leveraged
through mechanisms other than traditional multiple- and random-access techniques.
The report specifically denoted spectrum sharing to consist of common exploitation
of frequencies among several operators [16].

As a continuation the EC published a communication to promote shared use
of spectrum and highlighted the importance of identifying beneficial sharing
opportunities in both licensed and license-exempt frequency bands [12]. These
approaches could be based on national administrations granting shared spectrum
access rights. The main drivers and enablers identified by the EC for spectrum
sharing in Europe were (1) wireless broadband, (2) wireless-connected society, and
(3) research and innovative technologies. The main benefits identified by the EC
were cost savings for mobile network operators, affordable Internet connectivity,
and infrastructure sharing possibilities as well as increased innovation potential
arising from lowered spectrum access barrier. The greatest challenges were con-
sidered to arise from interference management, incentivizing and safeguarding all
stakeholders and capacity of license-exempt bands.

In relation to the mission of the EC to set up annual and multiannual work
programs for the European Union in the various economic fields, regarding spectrum
management, the EC proposed in 2012 the Radio Spectrum Policy Program (RSPP)
[17]. Core mission of the RSPP is to facilitate a strategy toward a digital agenda for
Europe leading to a common digital market, part of which should be the efficient
use of the spectrum by introducing more reliable approaches to share the resources.
In this regard, the RSPP highlights considerations, for example, on the following
topics:

• Innovative types of authorization
• CRS as a means to facilitate spectrum sharing based on geolocation
• A spectrum inventory to benefit spectrum sharing opportunities
• Harmonized standards for efficient use of spectrum and spectrum sharing

These considerations lead to decisions related to:

• The identification and sharing of best practices on authorization conditions and
procedures

• Establishing a spectrum inventory, which could help to identify the bands suitable
for reallocation and spectrum sharing

• The exploration of new ways of spectrum sharing

Regarding the spectrum inventory, the RSPG proposed a three-phased spectrum
review process [18]. In the first phase, the demand for spectrum is assessed
by collecting and analyzing information on the current and future demands for
spectrum using, for example, trends in technology development, surveys, and
forecasts of demand in relevant markets. In the second phase, the supply of spectrum
is quantified based on the information about the actual use of the frequency bands.
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In the third phase, the demand and supply of spectrum is analyzed to determine
whether current allocations are adequate to meet the future demand and, if not,
identify technically suitable bands to meet the increased demand.

Regarding the spectrum sharing, the EC has identified two dynamic sharing
approaches that relate spectrum availability into time and geographical area:

• Collective use of spectrum (CUS): “Collective Use of Spectrum allows an
unlimited number of independent users and/or devices to access spectrum in the
same range of designated CUS frequencies at the same time and in a particular
geographic area under a well-defined set of conditions” [19].

• Licensed shared access (LSA): “A regulatory approach aiming to facilitate the
introduction of radio communication systems operated by a limited number of
licensees under an individual licensing regime in a frequency band already
assigned or expected to be assigned to one or more incumbent users. Under the
LSA framework, the additional users are allowed to use the spectrum (or part
of the spectrum) in accordance with sharing rules included in their rights of use
of spectrum, thereby allowing all the authorized users, including incumbents, to
provide a certain QoS” [20].

CUS concept is based on general authorization without any control on the
number of users sharing the band [19]. A device is allowed to use spectrum that
it finds unused through its capabilities. This type of usage is generally considered
irreversible, and it may make the band unusable for other applications due the
potential interference. Interference may be mitigated with power limits, duty cycle
limits, or coordination between users. Alternatively, introduction on the higher-
frequency ranges could be considered. Without any control mechanism, QoS offered
for users depends on the amount of other traffic.

In the LSA concept, an incumbent user is able to share the spectrum assigned
to it with one or several new users (so-called LSA licensees) in accordance with
a set of conditions negotiated between the primary user and the LSA licensee
and implemented under the direction of the NRA [19]. Since the incumbent user
continues the use of spectrum while enabling the use of the same spectrum by other
users, the efficiency of spectrum use is improved. The LSA concept allows the LSA
licensee a faster access to a spectrum band in comparison to a lengthy repurposing
process. Both the incumbent user and the LSA licensee are guaranteed protection
from harmful interference and predictable QoS. A reliable sharing agreement and a
database (or another system for updating the conditions of spectrum access) were
considered as critical items for success of LSA by the RSPG. In its opinion on
June 2013, the RSPG stated that [21] “To meet the growing demand for spectrum
the industry and administrations are under pressure to introduce new technologies
and regulatory mechanisms to optimise the use of the limited frequency resources.
In this context, the promotion of the shared use of radio spectrum resources is a
valuable means to offer additional spectrum access to broadband communications,
for licence exempt but also licensed usage, which is a new paradigm referred to as
Licensed Shared Access.”
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The development on the LSA concept has been continued by CEPT and ETSI
as well as by Administrations in terms of live experimentation as will be discussed
in the following section. It could be concluded that the EC values and supports the
development of new concepts, related technologies, and authorization conditions for
sharing the scarce spectrum resources in future. In the Digital Single Market (DSM)
initiative of the EC [22], one of the key actions as announced by the EC is to present
an ambitious overhaul of EU telecoms rules. This includes more effective spectrum
coordination and common EU-wide criteria for spectrum assignment at national
level, creating incentives for investment in high-speed broadband; ensuring a level
playing field for all market players, traditional and new; and creating an effective
institutional framework [23].

There are new activities in the development of next-generation mobile com-
munication networks known as 5G. These efforts are specifically addressing new
spectrum for the mobile service in preparation for WRC-19 in the frequency
range between 24 and 86 GHz. In these discussions, spectrum sharing will play
an increasingly important role. The 5G Action plan for Europe published by the
EC in 2016 states that the potential for spectrum sharing, including under license-
exempt use, should be maximized as it generally supports innovation and market
entry [24]. RSPG published an early opinion on spectrum aspects for 5G in 2016
providing a strategic roadmap toward 5G for Europe [25]. As a specific point,
the RSPG was requested to identify and analyze spectrum-related challenges, such
as spectrum sharing, usage, and license conditions, which will be addressed in
a subsequent detailed opinion. A communication from the EC in 2016 toward a
gigabit society promotes shared use of spectrum, either on the basis of general
authorization or individual rights of use, as it can enable more efficient and intensive
exploitation of spectrum especially in the new millimeter spectrum bands foreseen
for 5G communications [26]. CEPT roadmap for 5G published in 2016 urges to
investigate new sharing opportunities and challenges that new technologies (e.g.,
MIMO) can bring [27].

Licensed Shared Access

The development of the LSA concept was initiated by industry with their concept
of providing mobile industry means to access spectrum that was occupied by other
services. Based on this initiative, the LSA at its current form was introduced by the
EC as a general concept to facilitate controlled sharing between any two systems
in such way that predictable QoS is provided [19]. Thus, the entrant user, so-called
LSA licensee, may present any industry field. The incumbent user will maintain
higher spectrum usage rights and is allowed to reclaim spectrum when needed.
This will increase the efficiency of spectrum use considerably, especially when
considering sporadic or spatially restricted incumbent usage.

In LSA, access to the shared band is based on licensing regime and a sharing
framework. Depending on the national approach and incumbent usage, the LSA
license may be limited in time or geographical area. The sharing framework defines
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the set of conditions for shared access, and it is negotiated between the incumbent
user, the LSA licensee, and the NRA. The conditions should be defined in reasonable
accuracy to provide enough predictability toward the future access to spectrum for
the LSA licensee, to invest in equipment and network.

The first use case of LSA considered in the standardization and regulation
in Europe has been the application to the 2.3–2.4 GHz band to enable mobile
operations on the band [28–31], and [32]. This band has been allocated to mobile
service and identified for international mobile telecommunications (IMT) by the
WRC-2007 of the ITU-R on a globally harmonized manner. However, due to the
incumbent usage on the band, it is not available for mobile use on an exclusive basis
globally or even in all European countries. The incumbent use on the band includes
Programme Making and Special Events (PMSE), wireless cameras, telemetry, fixed
service, unmanned aircraft systems, and amateur service depending on the country
[28]. The amateur service, however, is on the secondary basis and therefore has
no protection from LSA usage. Tools for LSA need to be flexible enough to
function regardless of the difference characteristics of the incumbent usage. Task
of the European regulatory and standardization activities is to develop harmonized
solutions for LSA in order to create a European internal market. The activities of
ECC of CEPT and ETSI on LSA are explained below and summarized in Fig. 3.

The first report from ECC of CEPT on LSA was aimed at providing a description
of the general LSA framework that could be applied to enable sharing between any
two services in accordance to the definition of RSPG [33]. Studies were made on
the compatibility of the LSA framework with the current regulatory framework on
the use of spectrum, current spectrum management, and management of frequency
authorizations. Additionally, some general guidelines were given on the applica-
bility criteria of LSA when applied to the mobile communications. Regarding the
application of the LSA concept to the 2.3–2.4 GHz band, the work was initiated by
the EC by sending a study mandate to CEPT on harmonized conditions for mobile
use on the band [34]. As a response, ECC of CEPT developed guidelines for the
application of LSA into this band and communicated them to EC in the form of two
CEPT Reports. In the first report, technological and regulatory options for sharing
between mobile broadband and the relevant incumbent services were identified [28].
The report included an overview of different incumbent services on the band in the
European countries as well as options for sharing for these services. In the second
report, focus was on the technical sharing solutions between the mobile broadband
and PMSE, which is the most common incumbent usage on the band [29]. The
report included a step-by-step approach for the implementation of an LSA sharing
framework. The following steps were identified: determining the extent and type of
incumbent use, calculating the protection criteria for the incumbent, and identifying
operational conditions for sharing, such as implications on the mobile network.

The use case considered for LSA in ETSI RRS is bandwidth expansion to an
existing MNO [30]. In practice this means additional bandwidth to an MNO that
is already operating LTE in a licensed band in that given area. This can be used
either for macro- or small cell deployment. The first system reference document
from ETSI provided an overview of the LSA concept, including aspects such
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Fig. 3 Activities on LSA in ECC of CEPT and ETSI RRS

as operational features, performance requirements, and high-level functions [30].
At this point, it was outlined that the LSA architecture would be based on two
functional units on top of the existing cellular network: LSA controller (LC) and
LSA repository (LR). This is illustrated in Fig. 4 [30]. In this initial report, the
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Fig. 4 An example architecture for LSA according to ETSI RRS

Fig. 5 Requirements for the LSA system defined by ETSI RRS

LR was defined as a database that contains information on the incumbent spectrum
usage and LC as a control unit that uses this information together with additional
information on, e.g., access rules to compute the spectrum availability information.
This initial definition was then complemented in the second report which provided a
full list of functional and performance requirements for the LSA system, consisting
of LC and LR, that would enable mobile broadband access to the band [31]. These
requirements were categorized as shown in Fig. 5. Functional requirements relate
to the general system operations, to the protection of the incumbent user, to the
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process of granting the rights of use of LSA spectrum resource to the LSA licensee,
and to security. Performance requirements relate to the timescales required by the
LSA system for delivering spectrum usage information. Third report defined high-
level functions and mapped them into the two logical elements, LC and LR [32]. It
also defined high-level procedures, messaging, and information exchange between
these elements. The last report defined the application protocol LC and LR, and the
content of the LSA spectrum resource availability information (LSRAI) conveyed
by this protocol [35].

One of the major benefits of the LSA is that it requires no changes to internal
procedures or air interfaces of the mobile network or to the user equipment.
Therefore, there is no need to change the mobile network internal procedures or
protocols defined by the 3rd Generation Partnership Project (3GPP) standardization.
This reduces the time required for implementation considerably. The fact that LSA
can be implemented using additional logical units on top of the cellular architecture
also means that the MNO can continue using the existing equipment regardless of
whether it needs to implement LSA or not. However, on an architecture level, 3GPP
is working on defining a harmonized LSA solution supported by the 3GPP network
management architecture and internal interfaces [36].

Sharing Concepts Targeted for the UHF Band

For several decades the ultrahigh frequency (UHF) band has been used for broad-
casting linear over-the-air TV services in Europe, but the broadcasting sector
received pressure particularly from the mobile communication sector to give up
parts of its traditional UHF broadcasting spectrum to be used by the mobile service.
As a consequence, almost half of the original UHF broadcasting band (470–
862 MHz) has been or is being cleared from broadcasting service and repurposed
for mobile use in Europe (694–862 MHz). In addition, there are spectrum sharing
initiatives specifically addressing the UHF band which are discussed next.

TV WS

The CEPT defines a white space (WS) as a part of the spectrum, which is available
for a radiocommunication application (service, system) at a given time in a given
geographical area on a non-interfering/non-protected basis with regard to primary
services and other services with a higher priority on a national basis [14]. The
European regulatory activities on TV WSs were initiated in ECC of CEPT within
Working Group (WG) Spectrum Engineering (SE) in May 2009. A dedicated Project
Team (PT) SE43 “White Spaces-cognitive radio systems” began its work by defining
technical and operational requirements for the possible operation of cognitive radio
systems in the white space of the frequency band 470–790 MHz. Terms of reference
to SE43 was to (1) define technical and operational requirements for the operation
of cognitive radio systems in the white spaces of the UHF broadcasting band
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(470–790 MHz) to ensure the protection of incumbent radio services/systems and
investigate the consequential amount of spectrum potentially available as white
space; (2) provide, if required, technical assistance on further issues related to white
spaces and cognitive radio systems that ECC may identify in the future; and (3) liaise
directly with relevant groups within ECC and ETSI as necessary [37].

The first report from SE43 addressed technical and operational requirements for
the possible operation of cognitive radio systems in the white spaces needed to
ensure the protection of the incumbent radio services [38]. The report identified a
range of possible deployment scenarios as well as set up some key working assump-
tions and protection criteria to be used in sharing studies for different incumbent
services existing on the band. In the second report, additional technical investiga-
tions to facilitate development of the regulation for white space devices (WSDs)
were performed [39]. The report described the protection of incumbents, digital
terrestrial television (DTT) broadcasting and PMSE wireless microphones, protec-
tion of services on the bands adjacent to UHF TV band, and the classification and
technical characteristics of WSDs. It also included measurement campaigns which
detailed DTT and PMSE protection ratios tests with example WSD technologies.
The third report described the use of information in a centralized manner from a
geolocation database to guarantee the protection of the incumbent services [40]. The
report provided detailed framework proposal based on new modeling techniques
and a range of measurement campaigns as well assessed the appropriateness of the
geolocation technique for protecting incumbent services coexisting and adjacent
bands. The report also provided more detailed guidance on general principles and
basic requirements for WSDs operating under the geolocation database.

The work of SE43 was later on complemented by the work of ECC WG
Frequency Management (FM) PT 53 group [41]. In this group, a report was devel-
oped for describing overall framework for TV WSD using geolocation databases
and for providing guidance for national implementation [42]. Additionally, the
report described options for database policy and provision. Annex 2 of the report
contained a high-level description of an example of national implementation of
TVWS framework and calculation of operational parameters from Ofcom UK.

The standardization for TVWS has been performed in ETSI RRS. ETSI has
carried out extensive standardization efforts for operation in TV white spaces
by defining and publishing technical specifications for use cases [43], system
architecture and high-level procedures [44], and system architecture for information
exchange between different geolocation databases [45]. The European standard for
TV white space devices was published in [46]. Harmonized standard covering the
essential requirements of article 3.2 of the Radio and Telecommunication Terminal
Equipment (R&TTE) Directive [47], which includes WSD radio frequency (RF)
requirements to prevent harmful interference to DTT incumbents by setting specific
limits for the radiated power in the assigned and adjacent channels of the WSD. In
addition, ETSI has published an European standard on parameters and procedures
for information exchange between different geolocation databases (GLDBs) in [48]
and signaling protocols and information exchange for coordinated use of TV White
Spaces in [49].
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Flexible Use of UHF Band

The flexible use of UHF band has been under active discussion in the last few
years as the media convergence has inspired a lot of investigations on the broadcast
broadband converge and its impact on spectrum and network [50]. In Europe, the
high-level group (HLG), comprised of nineteen executive-level representatives from
the mobile and broadcasting sectors, was convened by the EC in 2013 to deliver
strategic advice to the EC for developing a European strategy on the future use of
the UHF band. The results of the 6-month long debate in the group were reported
by one of the group members [51]. In parallel, the regulatory group ECC of CEPT
TG6 “long-term vision UHF” prepared a report, long-term vision for the UHF
broadcasting band, identifying and analyzing possible scenarios for the development
of the UHF band in the long term [52].

RSPG of the EC issued a draft opinion on the future use of the UHF band
470–790 MHz supporting the provisioning of wireless broadband services in the
700 MHz band [53]. In the opinion, RSPG recommended that the frequency band
470–694 MHz will remain available for broadcasting in the future. However, it
also encouraged flexibility for countries to use the band for wireless broadband in
downlink. In line with the RSPG view, the EC published a draft decision to allow
mobile downlink use on the band [54]. This would allow member states of the EU
to introduce mobile use on the band on a national basis in accordance to the current
regulatory boundary conditions, without causing interference or claiming protection
from broadcasting in the neighboring countries. In practice the availability of
the spectrum would vary within country. The shared use with broadcasting and
variable availability of the spectrum may motivate the implementation and further
development of spectrum sharing concepts such as LSA.

Conclusion and Future Directions

The regional-level regulatory activities on spectrum matters aim to bridge the gap
between the international harmonization and governance of spectrum by national
administrations. Regional harmonization plays a critical role especially in Europe
with small national markets for countries. The purpose of the harmonization at
the regional level is to provide industry confidence and visibility to the future
opportunities as well as to guarantee economies of scale for the sharing solutions
to guarantee return of investment. It also aids European administrations to manage
spectrum in their country in an efficient manner as well as to coordinate between
the neighboring countries.

In the last few years, extensive efforts have been taken at the European level
to develop new spectrum sharing concepts that introduce additional users in a
frequency band on a shared basis while protecting the incumbent users. This has
led to considerations on concepts targeted for specific bands (e.g., UHF band) as
well as development of more general sharing frameworks such as LSA. In addition
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to currently considered use case of mobile broadband, LSA has potential not only
for mobile as currently considered but also to enable sharing between any two radio
systems.

Importance of spectrum sharing will significantly grow in the development of
5G systems that will operate in a wide range of frequency bands. In particular, the
operation in higher-frequency bands will require sharing with incumbents as well as
between 5G networks where the development of European level harmonization will
be important. Spectrum sharing becomes more relevant to all future use cases for
5G, and it is therefore essential to understand how to develop the frameworks within
which different technologies and services can coexist in the same frequency band.
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Abstract

The regulation of spectrum in the United States is managed by two independent
agencies: the National Telecommunications and Information Administration,
who is responsible for spectrum used by US government agencies such as
the Department of Defense and the National Weather Service, and the Federal
Communications Commission, who is responsible for all nonfederal spectrum.
Both agencies are mandated by law to maximize the efficient use of spectrum,
and toward that end, both agencies are working to share underutilized spectrum to
the greatest extent possible. This chapter will explore various initiatives by these
two agencies to achieve this objective, both independently and in cooperation.

Introduction

Regulation of spectrum sharing in the United States is oftentimes more complex
than in other countries because spectrum is managed by multiple regulatory
agencies (see Fig. 1) [1]. Through the Communication Act of 1934, the US Congress
established the Federal Communications Commission (the FCC or “Commission”)
as an independent body with broad powers to regulate both wireline and wireless
communications for nonfederal use including commercial, private, and state and
local government use. Through the same act, Congress reserved for the President
of the United States the authority to assign operating frequencies for federal
government use. In 1978, the President issued an executive order effectively
delegating these powers to the newly established National Telecommunications and
Information Administration (NTIA) operating within the Department of Commerce
and led by the Assistant Secretary of Commerce for Communications and Infor-
mation. Congress later codified the functions defined in this order in the National
Telecommunications and Information Administration Organization Act, making the
delegation permanent.

The regulation of spectrum is managed differently by the FCC and NTIA.
Regulations from the FCC are largely created through a rulemaking process [2]. For
each new rule, a docket is opened to act as an electronic file for all the rulemaking
documents issued. Once a docket is opened, a notice of public rulemaking (NPRM)
can be released, defining the need for and the text of the proposed rule to allow for
public comment. Comments and reply comments (comments about the comments)
are reviewed, and the Commission can then choose to leave the docket open, issue
a further notice of proposed rulemaking with an amended proposal, or issue a
final rule, or Order. The Commission may also release a notice of inquiry or other
public notice in support of the rulemaking process. The FCC’s rules and regulations
are in Title 47 of the Code of Federal Regulations (CFR), which are published
and maintained by the Government Printing Office. Parties disagreeing with the
final rules may issue a petition for reconsideration or seek court review of the
decision. The FCC is supported in this rulemaking process through a Technological
Advisory Council (TAC), which is comprised of leading experts and is chartered to
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help the Commission keep abreast of current innovations and understand relevant
technologies [3].

Spectrum management at NTIA follows a different model. Policies and proce-
dures for assigning federal spectrum within the United States are established by
NTIA’s Office of Spectrum Management (OSM) [4]. To help facilitate this task,
OSM chairs the Interdepartmental Radio Advisory Committee (IRAC) consisting of
representatives from 19 federal government agencies who advise the NTIA on poli-
cies and regulations for the use of federal spectrum [5]. OSM coordinates with the
IRAC to set policy for the assignment of spectrum, the results of which are published
in the NTIA “Manual of Regulations and Procedures for Federal Radio Frequency
Management,” also known as the “Red Book” [6]. In addition to the IRAC, OSM
receives support in this area from the Commerce Spectrum Management Advisory
Committee (CSMAC), comprised of government and industry experts chartered to
advise NTIA on spectrum management policy [7].

The Communications Act of 1934 does not allocate exclusive use of specific
bands for federal and nonfederal use, so all allocations stem from coordination
and agreement between the FCC and NTIA. To help in this process, the FCC
appoints a representative to act as a liaison between the IRAC and the Commission.
Through this coordination, 54.2% of spectrum below 3.1 GHz in the United States is
already shared, with 31.7% and 14.1% allocated, respectively, to the private sector
and government on an exclusive basis [8]. Until recently, most sharing has been
through static allocations; however, this is changing, and new regulations are being
looked at for federal and nonfederal use to utilize more dynamic sharing to improve
efficiency to free spectrum for new applications. The remainder of this chapter will
explore existing and emerging regulations related to these new dynamic spectrum
sharing regulations, with a focus on the technical details of the defined policies
and rules.

Managing Spectrum Sharing Among Federal Users

Frequency sharing is assumed for federal users, and the Red Book specifically states:

Sharing of frequencies is necessary for the fullest utilization of the radio spectrum. This
may entail the acceptance of some interference but does not contemplate requiring the
acceptance of harmful interference.

With that in mind, Chapter 8 of the Redbook defines the specific procedures
followed for the coordination and assignment of frequencies [9]. In summary:

• Each federal agency evaluates telecommunications needs on a mission-by-
mission basis. As a part of this evaluation, agencies perform technical studies,
select potential frequencies for each mission, and coordinate with other agencies
as necessary, with a requirement to neither cause harmful interference to nor
receive harmful interference from other authorized users, as outlined in Red Book
Chapter 10 [10].
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• Once this evaluation is complete, the agency files an application with the NTIA
Office of Spectrum Management for consideration of the Frequency Assignment
Subcommittee (FAS) of the IRAC. Preparation of these applications is outlined
in Chapter 9 of the Redbook [11] and includes requirements for technical
data on transmit and receive equipment, geolocation information, application
descriptions, and other usage information. Applications can request a regular or
permanent assignment, a temporary assignment, a trial assignment, or a group
assignment.

• The FAS considers applications and takes action within the established policy
guidelines. Principles followed by the FAS in frequency assignment include fre-
quency sharing, planned frequency utilization, and the justification for frequency
assignments.

Frequency assignments are made with a specific geographic location, a specific
service area, and performance requirements levied against stations in a close
geographic proximity. If multiple assignments are made in the same area, Priority
Access is generally given to the assignment made first. Other frequency assignment
regulations defined in the Red Book take into account the type of service and band of
operation. Under these rules, OSM processes between 8000 and 10,000 assignment
actions each month while maintaining a database of over 400,000 assignment
entries [12]. On 11 April 2014, the NTIA published a new online resource detailing
these assignments and use [13].

One important item to note: the sharing of spectrum between federal and non-
federal users discussed later in this chapter is facilitated through this same process.
The FCC, through their IRAC liaison, files frequency assignment applications for
nonfederal use of shared bands and in cases where operation in nonfederal bands
may impact federal spectrum use. Processing of the application then follows the
standard course.

Early Regulations Supporting Nonfederal Spectrum Sharing

A key element of the Act of 1934, as amended, directs the Commission to “generally
encourage the larger and more effective use of radio in the public interest” and
to seek to promote “efficient and intensive use of the radio spectrum” [14]. In
2000, the FCC began looking at new models to achieve these objectives with
a move toward higher levels of spectrum sharing for nonfederal users through
two early rulemakings: one on software-defined radio and the other on secondary
markets. In 2002, the Commission took these actions a step further in forming
the Spectrum Policy Task Force. This task force was made up of senior staff and
chartered to “provide specific recommendations to the Commission for ways in
which to evolve the current “command and control” approach to spectrum policy
into a more integrated, market-oriented approach that provides greater regulatory
certainty, while minimizing regulatory intervention” and “assist the Commission in
addressing ubiquitous spectrum issues, including, interference protection, spectral
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efficiency, effective public safety communications, and implications of international
spectrum policies” [15]. Through this task force, a host of other proceedings
advanced spectrum sharing, including an early proceeding on smart radio systems.
This section will explore these early regulations.

FCC Rulemaking on Software-Defined Radio (Docket 00-47)

In March of 2000, the FCC issued a notice of inquiry seeking comment on a variety
of issues related to software-defined radios (SDR) [16]. A key element of this notice
was an exploration of several spectrum sharing scenarios that could be enabled by
SDR, allowing a lessee to reconfigure a radio to meet with the requirements of
a specific band manager at a specific moment in time. Twenty-four parties filed
comment on this NOI, and in December of 2000, the FCC followed with a Notice
of Proposed Rulemaking. The NPRM proposed a regulatory definition of SDR
and rules for SDR equipment authorization. Through the NPRM, the Commission
recognized the potential for SDR to increase spectrum efficiency, but concluded
that no additional rules were required at that time with respect to this capability.
The Commission later went on to issue a Report and Order, building on the 14
comments and 8 reply comments to modify the proposed SDR definition and to
finalize voluntary authorization requirements (Table 1).

Table 1 Timeline for early regulations

2000 2001 2002 2003 2004 2005

Early
regulations
Report and
Order on SDR

Notice of
inquiry on
SDR

NPRM on
employing
cognitive
radio
technologies

Report and
Order on
cognitive
radio
technologies

NPRM on
eliminating
barriers to the
development
of secondary
markets

Report and
Order and
further
NPRM on
eliminating
barriers to
the
development
of secondary
markets

Second
Report and
Order and
further
NPRM on
eliminating
barriers to
the
development
of secondary
markets

Spectrum
policy
task force
formed



51 Novel Regulatory Solutions for Cognitive Radio and Spectrum: : : 1645

Elimination of Barriers to the Development of Secondary Markets
(Docket 00-230)

In November of 2000, the FCC issued a Notice of Proposed Rulemaking on
“Promoting the Efficient Use of Spectrum through Elimination of Barriers to the
Development of Secondary Markets” [17]. Through this NPRM, the Commission
recognized that spectrum may be being used inefficiently, especially in rural areas,
and, given the increased demand for spectrum, sought ways to encourage license
holders to lease underutilized spectrum on a temporary basis. Concurrent with
this NPRM, the Commission also issued a policy statement outlining its long-term
principles for encouraging the development of such secondary markets.

A key issue that the NPRM tried to address was clearly defining who was
responsible should harmful interference occur under the defined scenarios. In
addressing this issue, the NPRM introduced the concept of a “band manager,”
which is a class of licensee specifically authorized to lease unused spectrum. The
NPRM also proposed a database approach for band managers to utilize in managing
secondary users, concluding that “the private sector is better suited both to determine
what types of information parties might demand, and to develop and maintain
information on the licensed spectrum that might be available for use by third
parties.”

Thirty seven parties commented on this NPRM and 21 filed reply comments.
Based on these comments, in 2003 the FCC issued a Report and Order and Further
Notice of Proposed Rulemaking. The Order established two options for use in
secondary markets:

• A spectrum license holder may enter into an agreement with an entity wishing to
lease spectrum without Commission interaction. In doing so, the licensee must
maintain legal responsibility for the leased spectrum. The licensee acts as the
“spectrum manager” in this option and may lease any or all of their licensed
spectrum in any geographic area for any length of time they wish. Technical and
interference-related rules associated with the license still apply, and the licensee
is liable for any violations.

• A streamlined process for a licensee to transfer control to an entity wishing to
lease the spectrum. Referred to as de facto transfer leasing, the lease can apply to
any amount of spectrum in any geographic area and for any period of time. All
the original service rules and policies apply; however for the period of the lease,
the leasing entity is the responsible party and is liable for any violation.

In addition, the Commission issued a second NPRM seeking comment on issues
fundamental to the development of secondary markets. Questions contained in this
NPRM included what additional steps the Commission needed to take, whether
there would need to be a clearing house mechanism to provide real-time information
for “opportunistic” devices, and what role the Commissions should take, if any, in
regulating such a clearing house.
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The Commission received five petitions for reconsideration on the order, along
with 21 comments and 10 reply comments on the NPRM. In July of 2004, the Com-
mission responded with a Second Report and Order, Order on Reconsideration, and
Second Further Notice of Proposed Rulemaking (NPRM). In summary, the order:

• Adopted immediate approval procedures for certain categories of de facto
transfer leasing agreements and streamlined the procedures for establishing a
short term de facto lease

• Clarified policies related to “smart” or “opportunistic” use technologies, includ-
ing reinforcing that the rules allow for dynamic forms of spectrum leasing and
that licensees and those entities that are leasing their spectrum may share use of
the same spectrum on a nonexclusive basis for the term of the lease

• Established a new type of secondary market that facilitates the development of a
private commons in licensed spectrum, allowing groups of licensees or lessee to
make spectrum available to a group of users that do not use the licenses or lessees
network infrastructure

The second further NPRM sought comment on ways in which new technologies
could make opportunistic use of licensed spectrum, including types of uses of
opportunistic spectrum and examples of private commons and ways to improve the
private commons model. Only three comments were received, and so in April 2007,
the Commission issued a third Report and Order that reaffirmed the existing Report
and Order without change.

FCC Rulemaking on “Smart Radio” Systems (Docket 03-108)

In May of 2003, the FCC Office of Engineering and Technology (OET) hosted a
workshop exploring the use of cognitive radiotechnologies to enable more efficient
use of spectrum [18]. In December 2003, the FCC followed up on this workshop
by launching a Notice of Public Rulemaking on “Facilitating Opportunities for
Flexible, Efficient, and Reliable Spectrum Use Employing Cognitive Radio Tech-
nologies.” Through this NPRM, the Commission sought comment on all issues
related to cognitive radio technology, with a specific focus on:

(1) Allowing unlicensed devices to operate in higher power levels in rural areas
(2) Allowing unlicensed devices to operate at higher power levels in bands with

limited spectrum use
(3) Enabling spectrum leasing, including:

a. The ability of cognitive radio to support/enable for interruptible spectrum
leasing, allowing a lessor to take back spectrum from a lessee,

b. Applicability of interruptible spectrum leasing models to allow secondary
commercial use of public safety spectrum

(4) Dynamically coordinating spectrum sharing, allowing ad hoc sharing of
licensed spectrum
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(5) Facilitating interoperability between communications systems, especially first
responder public safety communications systems

(6) Forming ad hoc or mesh networks with the ability to self-heal

The NPRM also sought comment on proposed rule changes allowing automated
frequency selection for unlicensed devices, allowing manufacturers to build devices
that can operate worldwide when unlicensed frequency bands are not harmonized.

Through the associated Order, Docket 00-47 was closed, with the further
evolution of the regulation of SDR now falling under a combined SDR/CR docket.
The NPRM also revisited equipment authorization for SDRs, noting that in the
2 years since the rules were passed, no manufacturers had filed applications to
certify an SDR, even though many of the devices certified by the FCC met the
Commission’s broad definition of SDR. With this in mind, the NPRM sought
comment on whether it should become mandatory for manufacturers to declare
certain types of equipment as SDR, rules on the types of security features that
SDR must incorporate, and the approval process for SDR contained within modular
transmitters.

The Commission received 56 comments and 14 reply comments to this NPRM
and based on this issued a Report and Order in March 2005. The report covered a
wide range of cognitive radio topics, recognizing that both software-defined radio
and cognitive radio will continue to evolve over time. The report also described the
technical requirements for interruptible spectrum leasing as follows:

(1) The licensee must have positive control as to when the lessee can access the
spectrum.

(2) The licensee must have positive control to terminate the use of the spectrum by
the lessee so it can revert back to the licensee’s use.

(3) Reversion must occur immediately upon action by the licensee unless that
licensee has made specific provisions for a slower reversion time.

(4) The equipment used by the licensee and the lessee must perform access and
reversion functions with an extremely high degree of reliability.

(5) The equipment used by the licensee and the lessee must incorporate security
features to prevent inadvertent misuse of, and to thwart malicious misuse of, the
licensee’s spectrum

The Commission did not adopt any particular technical model in this area, stating
that this was best left to the licensee to be satisfied that the technical mechanism
implemented meets with their requirements for reclaiming leased spectrum.

Through the associated Order, the Commission broadened the definition of
software-defined radio to include changes in software that could make a transmitter
noncompliant with Commission emission rules. They also changed the equipment
authorization rules to require that equipment in which the software controlling
the radio-frequency operating parameters is expected to be modified by a party
other than the manufacturer must be certified as an SDR. Certification as an SDR
remains optional for equipment that is not expected to be modified by a third
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party. In addition, the Order allowed certification of unlicensed transmitters that
are capable of operating outside of US unlicensed frequency bands, provided that
they incorporate automatic frequency selection mechanisms to ensure they operate
only on allowed frequencies inside the United States.

Results from Early Regulations for Nonfederal Spectrum Sharing

The market success of these early proceedings, in and of themselves, has been
limited. A search of the FCC’s license database shows that there are only 92
active leases [19]. Although the exact reason for this low number is unknown, if
one believes the published studies showing that commercial spectrum is largely
underutilized (e.g., [20,21]), it must be assumed that the business case for spectrum
leasing does not surpass the business case for not leasing. One can speculate that
this is because holding unused spectrum versus leasing creates a barrier to entry for
potentially competing services. Likewise, while a review of the licensing database
showed that there was significant early activity in licensing software-defined radios,
that activity declined following the publication of the revised rules. Industry
continued to advance SDR technology, however, and the Wireless Innovation Forum
now estimates that roughly 95% of defense, public safety, and cellular infrastructure
radios are now software defined [22]. All this said, even though these proceedings,
taken individually, have not been considered business successes, the proceedings
provided significant data to the Commission and provided an important basis for
future proceedings.

Early Regulation to Facilitate Spectrum Sharing Between Federal
and Nonfederal Users

Building on these earlier rulings, the FCC began initiating proceedings in 2004 to
enable spectrum sharing between federal and nonfederal users. Two rulings are of
significant interest: the 5 GHz U-NII ruling and the 3650 to 3700 MHz band ruling.
Regulations from these proceedings are addressed below (Table 2).

FCC 5 GHz U-NII Rulemaking (Docket 03-122)

Prior to 2002, Unlicensed National Information Infrastructure (U-NII) devices were
permitted to operate in the United States over a total of 300 megahertz of spectrum
spread across the 5 GHz band [23]. The majority of U-NII devices operating in this
band supported the IEEE 802.11a standard, and in January of 2002, the Wireless
Ethernet Compatibility Alliance (WECA, now the Wi-Fi Alliance) petitioned for
rulemaking to provide an additional 255 MHz of spectrum for use by these types of
devices in the 5470 to 5725 MHz band. In response to this petition, 17 comments
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and 10 reply comments were filed, and upon reviewing these comments, the FCC
issued a Notice of Public Rulemaking in May of 2003.

In the NPRM, the FCC agreed with WECA that current allocation was insuf-
ficient for growth. However, the 5350 to 5650 band was currently allocated to
radiolocation and used by the US Department of Defense (DoD) for a number of
radar systems, including systems used for national security. The DoD was concerned
that U-NII devices would cause interference to its radar systems and therefore
asked that if this petition were granted, its radiolocation services be upgraded from
secondary to primary status in this band.

In addition, NTIA working with the FCC, NASA, and the DoD reached the
following agreement on International Telecommunications Union World Radio-
communications Conference 2003 (WRC-03) Agenda Item 15 to establish an
international recommendation that:

(1) Radiolocation service in the 5350 to 5650 MHz band be upgraded to primary
status

(2) An allocation be added in the 5305 to 5460 MHz band for Space Research
Services (SRS) and in the 5460 to 5560 for SRS and the Earth Exploration
Satellite Service (EESS)

(3) A mobile allocation be added to the 5150 to 5350 MHz and 5470 to 5725 MHz
bands

(4) U-NII or HiperLAN users in the 5250 to 5350 MHz and 5470 to 5725 MHz
bands be required to employ dynamic frequency selection (DFS) using a listen-
before-transmit mechanism with the following detection thresholds: �64 dBm
for devices that operate with an Effective Isotropic Radiated Power (EIRP) of
between 200 mW and 1 W and �62 dBm for devices that operate with an EIRP
of less than 200 mW.

Based on this agreement, through the NPRM the Commission sought com-
ment on proposals to upgrade affected federal government radiolocation service
to primary status; to upgrade the affected nonfederal government radiolocation
services, primarily used for weather radar, to co-primary status; to add primary
federal Government and secondary nonfederal government allocations for SRS and
EESS; and to allow U-NII devices to operate as per the WECA petition on a
noninterference basis.

Technical requirements for unlicensed operation proposed in the NPRM were as
follows:

• 1 watt EIRP peak
• Devices operating in the 5250 to 5350 MHz and 5470 to 5725 MHz bands employ

DFS to monitor spectrum and determine if radar signals are present (listen before
talk) with detection thresholds as per the WRC-03 agreement. In addition, the
Commission sought comment on:
– A proposed correction factor for devices with under 1 MHz BW
– The minimum number of radar pulses and observation time for reliable

detection
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– A proposal that devices operating under control of a central controller or
master not be required to have DFS, proposing that only the master be required
to have DFS capability

– As U-NII devices in the 5250 to 5350 MHz band currently operate without
DFS capability, the Commission proposed establishing a transition period

The Commission also sought comment on a proposal to require devices operating
in the 5470 to 5725 MHz band employ Transmit Power Control (TPC) to further
protect EESS and SRS operations. The Commission’s proposal was that the power
level be reduced by 6 dB when triggered and requested comment on a suitable
trigger. The Commission also requested comment on whether TPC should be
required for devices that operate at less than 500 mW EIRP. Finally, the Commission
requested comments on test procedures necessary to ensure compliance with the
DFS and TPC requirements.

Twenty-nine comments and 12 reply comments were filed in response to this
NPRM, and the Commission quickly followed up to issue a Report and Order
in November of 2003. Through this Order, the Commission established rules to
make the 255 MHz requested by the WECA available in the 5470 to 5725 MHz
band for Unlicensed National Information Infrastructure (U-NII) devices. As a part
of this ruling, the FCC upgraded federal and nonfederal radiolocation services to
primary status as proposed and added primary federal and secondary nonfederal
government allocations for SRS and EESS. The Commission declined to adopt a
specific mobile allocation and instead chose to treat devices equally as unlicensed
intentional radiators, allowing to operate on a noninterfering basis.

On the technical side, the Report and Order adopted the power requirements and
DFS requirements as proposed. The order exempted remote devices under control
of a central controller from the DFS requirement, but did not exempt controller or
master devices. The Order required Transmit Power Control for devices operating
at power levels of greater than 500 mW. In doing so, the Commission declined to
provide a triggering mechanism but rather asked that applicants seeking equipment
authorization for U-NII devices provide a statement in the certification application
explaining how they comply. Finally, the Order provided an interim test procedure
to allow immediate certification.

This Order was followed in June of 2006 with a Memorandum Opinion and Order
clarifying the rules for TPC and providing a revised test procedure for determining
DFS compliance. Then, in 2013, the Commission issued a new NPRM (Docket
13-49) proposing an additional 100 MHz bandwidth in the 5 GHz band for U-NII
devices [24]. This was followed by an Order in April of 2014 allocating this new
bandwidth as a part of the regulations.

FCC 3650 MHz Rulemaking (Docket 04-151)

The Omnibus Budget Reconciliation Act passed by the US Congress in 1993
required the US Secretary of Commerce to identify at least 200 MHz of spectrum
allocated for use by the federal government agencies to be transferred to the private
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sector [25]. NTIA released a final report on reallocation in 1995, identifying the
3650 MHz band for transfer on the condition that government radiolocation stations
in two locations continue to operate in that band and that spectrum in the adjacent
3600 to 3650 MHz band continue to be used for high-power radar. In 1998, the
Commission issued an NPRM (Docket 98-237) proposing to allocate the 3650 band
for nongovernment fixed service on a primary basis. In 2000, the FCC issued an
associated Report and Order that allocated the 3650 MHz band to fixed and mobile
terrestrial services on a co-primary basis but to protect grandfathered fixed satellite
service (FSS) earth stations and radiolocation operations operating on a primary
basis. This order limited mobile service allocation to base station use only and
established that new FSS earth stations were only allowed to operate in the band
on a secondary basis. The Commission received four petitions for reconsideration,
requesting that FSS be returned to full allocation and deleting the fixed service
and mobile service allocations. Concurrent with the issue of 3650 MHz allocation
Report and Order, the Commission issued a 3650 Service Rules Second NPRM.
In response to this NPRM, the FCC received 17 comments and 7 reply comments.
Comments submitted on behalf of telecommunications providers serving rural areas
and Internet service providers who provide wireless internet to their customers were
interested in licensed terrestrial services. FSS providers submitted comments that
licensed fixed and mobile services would cause interference.

Later, in December 2002, the Commission issued an Unlicensed Spectrum Notice
of Inquiry (Docket 02-380). This inquiry sought to assess the feasibility of releasing
additional spectrum for unlicensed use below 900 MHz (TV bands) and in the 3 GHz
band. The inquiry specifically sought comment on whether unlicensed devices could
operate in these bands at higher power levels than was previously allowed and asked
whether licensed and unlicensed devices should be allowed to operate in unused
portions of the spectrum on a noninterfering basis.

A number of commenters supported the ideas proposed by the Commission;
however, numerous comments were also received from those incumbent licensed
users in these bands with mixed opinions on whether such operation would
cause interference, especially when operating in band adjacent to those supporting
licensed operation (adjacent band interference).

With this as background, in April of 2004, the FCC issued a Notice of Public
Rulemaking. Through this NPRM, the Commission deferred comment on petitions
for reconsideration defined above and instead sought comment on whether new FSS
stations could operate in band on a co-primary basis using smart/cognitive radio
technologies. The Commission also sought comment on a proposal to delete fixed
service and mobile service allocations in favor of unlicensed operation and sought
comment on proposed fixed and non-fixed unlicensed operation as follows:

• Fixed operation
– Primary use will be to provide wireless broadband connectivity by wireless

Internet service providers (WISPs) in rural areas
– A certified professional installer would be required to ensure fixed unlicensed

devices operate in a manner that will avoid causing interference with FSS
earth stations
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– Maximum allowed EIRP of 25 watts, with comment sought on the proposed
use of sectorized or scanning spot beam antennas

– Fixed devices would be prohibited from operating within protection zones
defined as 180 km within +/�15 degrees of the FSS antenna main-beam
azimuth and 25 km otherwise

• Non-fixed operation
– Maximum allowed EIRP of 1 W
– DFS like listen before talk function required, with power to be adjusted based

on detected FSS receiver signal strength.
– Device prohibited from transmitting if detects an uplink signal greater than
�76 dBm in a 1 MHz bandwidth.

– Device must lower EIRP to 500 mW if FSS signal strength of between �79
and �82 dBm is detected

– Device must lower EIRP to 250 mW if FSS signal strength of �76 and
�79 dBm is detected

The NPRM also proposed to prohibit operation by unlicensed devices within 8 km
of the US/Mexico border and proposed to require all unlicensed devices to broadcast
identification information at regular intervals. Through the NPRM, the Commission
also sought comment on the use of geolocation or a dedicated FSS beacon signal to
protect incumbents and sought comment on options for licensed use or combinations
of licensed and unlicensed use.

The Commission received responses to this NPRM from over 100 parties. In
March of 2005, they followed up with a Report and Order and Memorandum
Opinion and Order. Through this Order, the FCC maintained the existing FSS and
fixed service allocations established in the 2000 Order and removed the base station-
only restriction on the mobile service allocations. The Order established that the
fixed service and mobile service access would be through nonexclusive nationwide
licensing in lieu of the unlicensed scheme discussed in the NPRM. The Order also
allowed new FSS earth stations but limited them to secondary status.

The Order required that licensees cooperate to avoid generating harmful inter-
ference and to facilitate this required that they register their fixed and base stations
in a common database. The Order further required a contention-based protocol to
manage interference in the shared spectrum, but did not specify the protocol, and
left this to industry standards bodies. Fixed station power was limited to 25 W EIRP
in any 25 MHz band, and mobile station power was limited to 1 W EIRP over the
same bandwidth.

In response to this Order, the Commission received eight petitions for recon-
sideration, with 160 oppositions, replies, or comments to those petitions. After
consideration, in June of 2007, the FCC issued another Memorandum Opinion
and Order reaffirming the nonexclusive licensing and retaining the requirement for
contention-based protocols but clarified that the rules allow for the certification of
a variety of different protocols and contention avoidance mechanisms [26]. This
included unrestricted protocols such as listen before talk or restricted protocols
which can only prevent interference from other devices utilizing the same protocol.
To avoid contention between these types of devices, the Order limited devices using
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restricted protocols to the lower 25 MHz of the band. No other reconsideration of
power levels or other petition items occurred.

Results from Early Regulations to Facilitate Spectrum Sharing
Between Federal and Nonfederal Users

Through these proceedings, the Commission made over 400 MHz of spectrum
available for shared use, and from a business perspective, the proceedings can be
considered a success. The U-NII band is broadly used to support the millions of
wireless local area network and broadband access devices. There are currently 78
protected sites in the 3650 rulemaking, and a search of the FCC license database
shows that there are 2608 active licenses operating in that band [27]. The success of
these can be attributed to the amount of available spectrum and the ease in meeting
the license requirements.

Unlicensed Operation in the TV Broadcast Bands (Docket 04-186)

As part of the Docket 02-380 Notice of Inquiry, the FCC also asked questions
concerning the unlicensed use of unused spectrum below 900 MHz [28]. Comments
received from wireless technology suppliers and wireless Internet service providers
generally support the concept; however, television broadcasters expressed concerns
that the technology to determine if a television station is active in a specific location
and the ability to quickly change frequency is unproven. Based on these comments,
in May of 2004, the FCC issued a Notice of Public Rulemaking with a stated goal
to enable wireless Internet service providers to offer expanded services by allowing
unlicensed operation in the broadcast television spectrum at locations where that
spectrum is not being used. The hope was that such operation would also provide
synergy between WISPs and traditional broadcast operations to offer broadcasters
the opportunity to provide additional services.

Initial Regulations for TV Band Operations

The approach taken by the FCC through the NPRM was to ensure no harmful
interference to authorized users of spectrum by requiring that “smart radio”
technology be used to identify unused TV channels in a specific geographic area.
Two types of operation were proposed by the FCC:

(1) Personal/portable devices. Personal/portable devices were envisioned by the
FCC to be used as Wi-Fi-like cards in home computers and for in-home
local area networks. For these types of devices, the Commission proposed
that interference could be prevented through the use of a control signal sent
by TV transmitters in the vertical blanking interval of a standard TV signal.
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Transmission of this control signal was voluntary, and parties could receive
compensation for transmitting. The control signal would be current on a
24 h cycle.
For personal/portable devices, a TV channel would only be considered vacant
if no portion of the service area of an authorized station assigned to use that
channel was within the service area of the station transmitting the control signal.

(2) Fixed access devices. Fixed access devices were envisioned by the FCC to be
used for commercial service. The Commission proposed that for these devices,
interference would be prevented through the use of geolocation information.
The location of the device would be set with 10 m accuracy using a GPS
or certified professional installer to establish and set the location. Once the
location was set, the device would access a database, provide its location, and
retrieve information to calculate what channels are available in its area. Once a
frequency of operation was selected by a device, the Commission proposed that
the device register with a separate database indicating its operating frequency
and location.

The Commission received numerous comments and reply comments to this
NPRM. WISPs, manufacturers of unlicensed TV band devices (TVBDs), and
potential users of TVBDs all expressed support for the proposals. Broadcasters
and other licensed incumbents expressed strong concerns as to whether unlicensed
devices could in fact operate without causing interference. Several comments were
also received from several parties who felt that the operations of TVBDs should be
licensed.

Upon reviewing these comments, the Commission issued a First Report and
Order and Further Notice of Proposed Rulemaking in October of 2006. Through
this Order, the Commission concluded that allowing low-power devices to operate
in the TV band in frequencies that are not used could have significant benefits
for the public by enabling the development of new wireless devices, systems, and
services. The Commission also reiterated its belief that properly regulated devices
could operate in the TV bands without causing interference; however based on
comments received, the Commission concluded that it needed more data to set those
regulations, including in the area of spectrum sensing.

Sensing Versus Geolocation Databases

The original NPRM made no specific proposals on spectrum sensing to detect active
TV signals, but sought comment on spectrum sensing technologies, including levels
that must be detected and ways of dealing with the hidden node problem that occurs
when the TV signal is blocked from the sensing device but not from a TV receiver
in range of the unlicensed wireless transmitter. The Commission noted that in the
comments to this NPRM, no party provided sufficient technical information on the
use of spectrum sensing for rules to be established. As such, in the further NPRM,
the Commission reiterated that technical rules are necessary if sensing devices are
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to be used to ensure that such devices adequately sense incumbents and sought
comment on the following proposal for sensing TV band signals, modified from
the radar signal sensing rules adopted for the 5 GHz U-NII band:

• Detection threshold of �116 dBm (based on work of 802.22) as well as factors
that may affect this threshold such as number of false positives and antenna
height, addressing the hidden node problem through technologies such as
distributed sensing or sensing in combination with geolocation information.

• Devices will sense before occupying a channel and then periodically recheck the
channel, with a proposed recheck period of every 10 s, with sensing only required
in the adjacent channels during recheck

The Commission also raised a number of questions on which it sought comment
such as whether the sensing bandwidth should be regulated and whether antenna
gain should be limited to 0 dBi as proposed by 802.22

In response to requirement for data to set regulations established in the Report
and Order, FCC Office of Engineering and Technology invited submittal of proto-
type devices for initial testing in December of 2006. Two prototype devices were
provided for testing, which focused on “detect and avoid” or “listen before talk”
strategies using spectrum sensing. The test results from this initial testing were
released in July of 2007, concluding that:

. . . sample prototype White Space Devices submitted to the Commission for initial evalua-
tion do not consistently sense or detect TV broadcast or wireless microphone signals. Our
tests also found that the transmitter in the prototype device is capable of causing interference
to TV broadcasting and wireless microphones.

In August of 2007, OET held a meeting with interested parties to review the
test results and define a way forward. Based on the outcome of this meeting,
the Commission announced a second phase of testing beginning in January of
2008 following a revised test procedure. In July of 2008, the Commission also
initiated filed trials of TV White Space devices. Results of the Phase II Testing
were published in October 2008, with conclusions summarized as follows:

(1) All devices were able to reliably detect a clean DTV signal on a single channel;
however, results varied in a noisy real-world environment.

(2) Signals in adjacent channels degraded detection capability in channel
(3) All devices were able to detect wireless microphones when no other signals

were present. TV signals in adjacent channels degraded performance in detect-
ing wireless microphones to the point that it was no longer reliable.

(4) In most cases, devices correctly reported occupied channels in field tests, but
there were some errors and high false alarm rates

(5) The use of a geolocation database in combination with sensing was 100%
reliable in detecting DTV

(6) Wireless microphone field tests failed in that false alarms eliminated all bands
or when sensitivity was adjusted indicating channels were available when in fact
they were not.

(7) Under certain conditions, direct pickup was possible
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Based on these results, in November of 2008, the Commission issued a Second
Report and Order and Memorandum Opinion and Order. Through this Order,
the Commission continued to allow for both fixed and personal/portable devices;
however, they modified the original proposed rules to require that devices, except
personal/portable devices operating in client mode, access a geolocation database
over the Internet. The rules also required that all devices employ spectrum sensing
as a further means of minimizing potential interference, but the database will be
the controlling mechanism as test results showed that more developmental work
was needed before spectrum sensing can be the principal means of identifying
unoccupied channels. The rules also established that fixed devices were prohibited
from operating in adjacent channels; fixed devices must register with the database to
provide FCC ID, location, and responsible party info and that wireless microphones
could be registered in the database for protection. Through this order, the Com-
mission eliminated the control signal option for determining available channels but
agreed to revisit if economics or other circumstances make it more favorable. No
regulation was established for coexistence of TVBDs.

The Commission received 17 petitions for reconsideration in response to this
First Memorandum and Order and following review and analysis issued a Second
Memorandum Opinion and Order in September of 2010. Among changes to the
rules made by the Commission in addressing the petitions was the elimination of
the requirement that TVBDs support sensing and allowed database-only solutions.
In doing so, the Commission stated that they continue to believe that sensing will
evolve, that sensing has promise, and left open the possibility of sensing-only
devices. The Commission also allowed sensing to be used on a voluntary basis
(Table 3).

Table 3 Timeline for TV White Space regulations

2004 2005 2006 2007 2008 2009 2010 2011 2012

TV White
Space

NPRM on
unli-
censed
operation
in TV
bands

First
Report
and Order
and
further
NPRM on
unli-
censed
operation
in TV
bands
Initial
prototype
devices
invited for
testing

Phase I
test results
released

Phase II
testing
Phase II
test results
released
Second
Report
and Order
and First
Memoran-
dum
Opinion
and Order
on unli-
censed
operation
in TV
bands

Second
Memo-
randum
Opinion
and Order
on unli-
censed
operation
in TV
bands

Third
Memo-
randum
Opinion
and Order
on unli-
censed
operation
in TV
bands
Incentive
auctions
ordered
by
Congress
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Other Technical Rules and Other Requirements

The rules established by the FCC through these proceedings allowed for operation
of TVBDs in all channels except:

• Channels 4
• Channel 37, which was being used for radio astronomy
• Channels 52 to 69, which were being reallocated in the digital TV transition

Operation was allowed in channels 14 to 20 but must avoid interference with
PLMRS/CMRS and offshore radio telephone service. For all devices, out-of-band
emissions in the first adjacent channel are limited to a level of 55 dB below the
power in the channel they occupy and measured in a 100 kHz bandwidth.

Technical criteria for determining when a TV channel would be considered
vacant were established through the use of protected contours defining service areas
based on service types (digital TV, low-power TV, etc.) with defined propagation
curves. The rules established desired to undesired signal protection ratios based
again on service type, channel separation (co-channel or adjacent channel), and
propagation curves. The rules required that calculations would be made to determine
if operation within a specific location would create an undesired signal strength from
the unlicensed device within the service area that is too high.

Other technical requirements established for fixed and personal portable devices
are summarized as follows:

• Fixed devices
– Maximum transmit power of 1 W, with 4 W maximum EIRP. For antennas

with gains above 6 dBi, the transmit power must be reduced so that EIRP does
not exceed 4 W

– Power spectral density limits on conducted output power of 16.7 mW
(12.2 dBm) when measured in a 100 kHz bandwidth

– Should use Transmit Power Control to limit maximum power where possible
– Allowed to communicate with other fixed devices and personal portable

devices
– Must incorporate geolocation capability or have location set by professional

installer
– Must transmit identifying information, following a standard to be established

by the industry
– Restricted fixed devices from operating in locations where the ground HAAT

is greater than 250 m. The Commission established that HAAT would be
calculated by the database provider.

• Personal portable devices
– 100 mW maximum EIRP, except when operating adjacent to a TV station or

licensed station within the protected coverage area, in which case limited
to 40 mW. Power should typically be adjusted to less than the maximum
permitted power when possible
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– Power spectral density limits on conducted output power of 1.67 mW
(2.2 dBm) for personal/portable devices and 0.7 mW (�1.8 dBm) for personal
portable in adjacent channels when measured in a 100 kHz bandwidth

– Two modes
� Mode I – client that is controlled by a fixed device or a personal portable

device operating in mode II
� Mode II – determines available channels from internal geoloca-

tion/database access. Can act as a master to a mode I device in a master
client link

– Both modes must establish location each time they are activated and must
reverify their location each time they detect they have moved. Mode II devices
must not transmit if location is unknown

The order also established a fixed adjacent channel emission limit of 72.8 dB
below the maximum power limit for each type of device.

The Order established that all fixed devices and mode II personal portable devices
are allowed to operate in master mode. Each network would have at least one master,
and a master is allowed to transmit without receiving an enabling signal from any
other device. A personal portable device communicating with a fixed master is
required to use channels and frequencies as directed by the fixed device. If a fixed
device does not have direct connection to the Internet, and has not initialized and
registered with the database system, then it can communicate to another TVBD that
does have a connection and is registered over a channel that device is using. That
link must then be used to register with the database and receive a list of channels
for use. Mode I devices must either receive a current list of available channels from
a mode II or fixed device once per minute or must contact the mode II or fixed
device once per minute to reverify/reestablish channel availability. Finally, a mode
I personal portable device that does not have geolocation capability can listen for
and then communicate with a mode II or fixed device over a channel that device has
already used. The mode II device must then immediately obtain a list of channels.

The Order also established that the database system for fixed stations and mode
II personal portable devices would be managed by database administrators selected
by OET. The database requirements established are summarized as follows:

• Databases will be privately owned and operated service, with database service
providers allowed to charge fees for registration of fixed devices and to provide
available channels to all devices

• More than one entity may be authorized to operate as a TV band database
provider, with final decision based on expressions of interest

• Database providers must share registration information with each other and with
the Commission

• Fixed and mode II TVBDs must re-sync with the database at least once per day
and, after a 1-day grace period, must stop transmitting

• Database administrators are not required to resolve claims of interference by
TVBDs
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• Services must be made available by database providers to all TVBDs on a
nondiscriminatory basis

• TVBDs shall only be capable of contacting databases operated by administrators
designated by the Commission, the database must not provide channel informa-
tion to uncertified TVBDs, and communication between TVBDs and database
be secure. The Commission did not require specific technologies to meet these
requirements.

• All database information required by the Commission be publicly available. In
doing so, the Commission stated that public disclosure was not required and that
data not required by the Commission does not have to be disclosed by a database
administrator

• Information on TV stations in Canada and Mexico border areas be included in
the database

The rules also established that two channels between 14 and 51 would be
reserved in all markets nationwide for wireless microphones and disallowed
unlicensed wireless microphone and other low-power auxiliary devices operating
without a license to be registered in the database, stating that these devices will
not be afforded protection from interference from TV band devices on channels
were TV band devices are allowed to operate. Established that operators of licensed
low-power auxiliary stations including wireless microphone may register their site
directly with one of the designated database administrators. Established that entities
operating or otherwise responsible for the audio systems of major events where
large numbers of wireless microphones will be used may request a registration of
the event.

Finally, rules established that the FCC would be the certifying authority for
TVBDs and databases and establish a proof of performance standard to allow
certification of sensing-only devices that demonstrate the capability to detect
protected services with a high level of accuracy.

In compliance with these orders, the FCC OET began accepting applications
for White Space database administrators. To date, ten organizations have been
designated as database administrators, and four have databases that have been
approved for operation:

Organization Status

Google Designated Database Administrator, Database Approved

Keybridge Global Designated Database Administrator, Database Approved

Spectrum Bridge Designated Database Administrator, Database Approved

iconectiv Designated Database Administrator, Database Approved

Comsearch Designated Database Administrator, Database Approval Pending

LS Telecom Designated Database Administrator, Database Approval Pending

Microsoft Designated Database Administrator, Database Approval Pending

Airity Designated Database Administrator

Frequency Finder Designated Database Administrator

Neustar Designated Database Administrator
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The Commission has also published a compliance guide for TV band devices and
a guide for database administrators.

Standards for Unlicensed Operation in TV Bands

Standard development in support of TV band device regulations has been somewhat
scattered. Pre-standard development for database to device communications began
in the Wireless Innovation Forum. At the same time, the White Space database
administrators formed a closed group to do pre-standard development of a database-
to-database interoperability specification. Both of these efforts fed into the Protocol
to Access White Space Database (PAWS) Effort of the Internet Engineering Task
Force (IETF) [29].

Results from Unlicensed Operation in TV Bands

The potential success of this proceeding is still unknown. While there have been
some initial trials and early deployments across the United States, there has not
been a large commercial investment in this band to date. The reason for this is
likely tied to the regulatory uncertainty surrounding the TV band spectrum. In
February 2012, Congress directed the FCC to hold a reverse auction, or incentive
auction, which freed up broadcast spectrum for use by cellular operators “by
encouraging <broadcasters> to voluntarily relinquish spectrum usage rights in
exchange for a share of the proceeds from an auction of new licenses to use
the repurposed spectrum” [30]. If successful, these incentive auctions, which are
currently scheduled for 2015, will necessarily reduce the amount of White Space
that is available in the TV broadcast bands. The uncertainty in the amount of White
Space spectrum that will be available following these auctions has effectively frozen
the market by delaying investment.

The impact of these regulations outside of the United States, however, has been
more positive. In 2014, Ofcom, the UK regulator, launched a White Space pilot
program that eventually led to the TVWS regulations in the United Kingdom. These
regulations specifically referenced the European Telecommunications Standards
Institute (ETSI) harmonized requirement standard, which mirrors the technical
requirements outlined in the US regulatory proceeding in many areas, including
defining multiple device types and master-slave operation. Canada, Singapore, and
a host of other countries also followed suit implementing TVWS test beds and field
trials, which often have resulted in follow-up regulatory actions. As a result of this
activity, Markets and Markets anticipates that:

The global TV white space spectrum market . . . is expected to reach USD 53.1 Million
(approximately) by 2022, at a CAGR of 74.30% during the forecast period. [31]

Without the United States leading the way in the development of TV White Space
regulations, it is reasonable to conclude that many of these efforts would have been,
at the very least, delayed.
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Citizens Broadband Radio Service (Docket 12-354)

In June of 2010, the President of the United States issued an executive memorandum
on “Unleashing the Wireless Broadband Revolution” [32, 33]. This memorandum
recognized that “America’s future competitiveness and global technology leadership
depend, in part, upon the availability of additional spectrum” and that “We can also
unlock the value of otherwise underutilized spectrum and open new avenues for
spectrum users to derive value through the development of advanced, situation-
aware spectrum sharing technologies.” Through this memorandum, the President
directed the Secretary of Commerce, working through the NTIA, to collaborate with
the FCC and other federal agencies to make 500 MHz of federal spectrum available
for nonfederal use within a 10 year time frame. In support of this initiative, NTIA
undertook a fast-track review of the 1675 to 1710 MHz band, 1755 to 1780 MHz
band, 3500 to 3650 MHz band, 4200 to 4220 MHz band, and 4380 to 4400 MHz
band to determine the near-term viability of nonfederal broadband access within the
10 year time frame [34]. Through this study, NTIA identified the 1675 to 1710 MHz
bands and the 3550 to 3650 MHz bands as early candidates for commercial use.
They also identified several additional bands that may be viable but required further
study. In response to this report, in March of 2011, the FCC issued a Notice of
Inquiry under Docket 10-123 seeking comment on the proposed bands, noting that
the 3550 to 3650 MHz band was already shared for WiMAX as federal operations
were geographically limited [35]. In November of 2010, the FCC also issued a
Notice of Inquiry on Dynamic Spectrum Access Technologies (Docket 10-237),
as a means of building a record on current state of dynamic spectrum sharing
technologies [36].

In the meantime, the President’s Council of Advisors on Science and Technology
(PCAST) was preparing a report on “Realizing the Full Potential of Government-
Held Spectrum to Spur Economic Growth” [37]. This report, published in 2012,
had a number of key findings related to the 500 MHz Initiative, the first of which
was that “clearing and reallocating Federal spectrum is not a sustainable basis for
spectrum policy.” The report cited as an example the March 2012 report by NTIA
entitled “An Assessment of the Viability of Accommodating Wireless Broadband in
the 1755 to 1850 MHz Band” [38]. The report indicates that this band is currently
used for fixed point-to-point microwave systems, military tactical radio relay, air
combat training systems, precision-guided munitions, tracking and telemetry, video
surveillance, and UAVs. Moving these systems to other spectrum to allow dedicated
use by nonfederal users is estimated to cost approximately $18 billion over 10 years.
The PCAST reports that the last successful auction of 90 MHz in 2006 yielded only
13.7 billion in revenue, bringing into question the business case for clearing the
1755 MHz band.

The PCAST report offered an alternative view instead, recommending a federal
spectrum architecture where “the norm for spectrum use should be sharing, not
exclusivity.” The report urged the President to issue a new memorandum directing
the Secretary of Commerce to find 1000 MHz for sharing, building on a number of
elements including the following:
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(1) Spectrum should not be fragmented for use, but allocated in as large of
frequency bands as possible. These bands should not be allocated for the use
of specific technologies, but rather be technology neutral allowing the greatest
possible flexibility in use.

(2) Spectrum should be managed via a Spectrum Access System (SAS), similar to
the White Space database but with additional features and capabilities

(3) Access to shared spectrum should take a three-tier approach:
a. Protected nonexclusive use by primary users.
b. Protected, nonexclusive access for certain priority secondary users so long as

they do not interfere with primary users.
c. General authorized access for all other devices. Such access is not protected

and must not interfere with primary users or priority secondary users.
(4) Spectrum management should include not only transmission characteristics

but also receiver characteristics, recognizing that receiver performance will
increasingly impact the ability of spectrum to be shared as poor receiver design
will increase the likelihood that the receiver will receive harmful interference
from adjacent channel or co-channel transmitters.

Building on this report and in support of the President’s initiative, the FCC opened
a new docket (12-354) and issued a Notice of Proposed Rulemaking in January
2013 proposing the creation of a Citizens Broadband Radio Service (CBRS) in the
3550 to 3650 MHz band. The Commission positioned this spectrum as an innovation
band, allowing the exploration of new spectrum sharing paradigms and providing
low barriers to entry to emerging small cell technologies.

Evolution of the CBRS Regulations

In the initial Notice of Proposed Rulemaking, the Commission proposed a three-
tier access model as per the PCAST report, with the Priority Access tier limited to
critical users under the defined model. Through the Notice, the Commission sought
comment as follows:

• Design of the Spectrum Access System. Building from the TV White Space
proceedings, the Commission sought comment on whether the government, a
commercial entity, or a public private partnership should manage the SAS and,
if a commercial entity was used, whether the Commission should select a single
database administrator or allow multiple administrators. The Commission also
sought comment on the requirements for registration with the database and
on a number of security issues including the management of classified and
unclassified data, cross-domain access, and techniques to manage sensitive but
unclassified federal information. Finally, the Commission sought comment on
whether data within the database be available for public inspection.

• CBRS devices. The Commission sought comment on the proposal that all CBRS
devices include geolocation technology, on power levels for Priority Access
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and GAA devices for fixed base station and mobile station operation, and
whether lower power should be allowed near or within an exclusion zone versus
outside of an exclusion zone. The Commission also sought comment on HAAT
and minimum/maximum emission bandwidth and allowances for out-of-band
emissions.

• Geographic area exclusion. The Commission sought comment on the geographic
exclusion area defined in the NTIA fast-track report based on high-power
WiMAX models.

• Other related items. The Commission also sought comment on a whole host of
other items, including equipment authorization, receiver protection, spectrum
sensing, and indoor use-only models. The Commission also sought comment
on whether the proposal should be extended to the 3.65 to 3.70 GHz band
and alternative two-tier schemes based on the European Authorized Shared
Access/Licensed Shared Access models. Public notice seeking comment on
licensing models and technical requirements.

In a follow-up to this NPRM, the FCC Wireless Telecommunications Bureau and
Office of Engineering Technology hosted a workshop on the proposed SAS in
January of 2014. In parallel with this activity and based on a review of the record
from the NPRM, the Commission issued a Public Notice soliciting further comment
on alternative licensing proposals inspired by suggestions made by the commenters
to the original NPRM. Through this Public Notice, the Commission sought to
explore whether Priority Access should be made open to a broader class of users,
including commercial users, allowing some level of assured access beyond the
critical access users defined in the NPRM. Expanding on this, the Commission
sought comment on licensing Priority Access by auction, to include proposed
licensing term as well as the geographic, temporal, and frequency dimensions
associated with such licenses. The Notice also sought comment on a defined
floor proposed for GAA spectrum availability, allowing GAA access to unused
Priority Access bandwidth, managed by the SAS, to maximize dynamic use of
unutilized spectrum, and a proposal to allocate a portion of the Priority Access
bandwidth for the critical users defined in original NPRM. Through the Notice,
the Commission sought comment on technical implementation issues, including
limiting the maximum power to 24 dBm with maximum antenna gain of 6 dBi for a
composite 30 dBm EIRP, and how to facilitate coexistence. Finally, the Commission
sought comment on whether the formation of one or more stakeholder groups, as
defined under Docket 13-101, should be encouraged to study receiver standards.

The Commission received extensive comments on both the NPRM and the
Public Notice and, based on an analysis of these comments and the outputs from
the workshops held, issued a Further Notice of Proposed Rulemaking in April of
2014. Through this new NPRM, the Commission proposed to increase the band for
consideration to include the 3650 to 3700 MHz band, and confirmed the three-tier
licensing model across, but established open eligibility for Priority Access as per
the Public Notice.
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Since Priority Access will no longer be limited to critical users under the defined
model, the Commission proposed accommodating these users by setting aside
20 MHz of GAA spectrum with protection similar to Priority Access users inside
the confines of their facility, such as a hospital. This effectively created a fourth tier
referred to as Contained Access Users.

The Notice proposed to allow users at the PA or GAA tiers to select whether
to provide access under common carrier or non-common carrier basis and sought
comment on whether a SAS could effectively coordinate to allow GAA users to
provide common carrier services. The Notice also proposed that there would be no
fixed channel assignments. Instead, the SAS will manage assignments within each
geographic area and can reassign channels from time to time as required, indicating
that SAS providers are free to agree upon a convention for reassignment, but such
convention will not be in the rules. The NPRM also proposed that GAA devices can
use PAL spectrum that is not used at a given location and time, again with the SAS
to coordinate.

In April of 2015, the FCC issued a Report and Order amending the Commission’s
rules with regard to the 3550 to 3650 MHz band (Docket 12-354). The Report
and Order is established in Part 96 of the regulations and largely aligned with the
rules outlined in the related Notice of Proposed Rulemaking and Further Notice of
Proposed Rulemaking. In conjunction with the Report and Order, the Commission
also released a Second Further Notice of Proposed Rulemaking, the Commission.
In the FNPRM, the Commission explored three questions:

(1) Defining the use of PAL frequencies. The Report and Order allowed GAA
use of PAL spectrum when not in active use by a Priority Access licensee.
The FCC proposed an engineering, economic, and hybrid definition of what
constitutes “not in active use” and proposed and sought comment on the
proposed definitions.

(2) Implementing Secondary Markets in Priority Access Licenses. The Commission
sought comment on changes required in the rules to facilitate the establishment
of a secondary market for PALs, including allowing partitioning and disaggre-
gation of PALs in terms of frequency and location.

(3) Optimizing protections for FSS. The Commission sought comment on proposals
for both in-band and out-of-band protection of FSS. For in-band protection, five
topics were presented:
a. Calculation methodology
b. Propagation modeling
c. Interference protection criteria (IPC)
d. Avoiding policy concerns related to aggregate IPC
e. End user devices
In terms of out-of-band protections for C-Band FSS Earth Stations, the
Commission sought comment on whether the proposed in-band IPC was
sufficient to address out-of-band protection or if other criteria should be
applied.
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In October 2015, the FCC released a Public Notice seeking comment on a
proposed two-prong approach for determining a grandfathered wireless protection
zone:

(1) Protection is provided for unregistered customer premise equipment (CPE) by
establishing a protection radius of 4.4 km around each base station.

(2) Protection is provided for registered CPEs by establishing a protection sector
determined by the azimuth and beamwidth of the registered base station antenna
and a radius determined by the location of the furthest CPE (normally not more
than 18 km).

In May 2016, the Commission released an Order on Reconsideration and Second
Report and Order addressing the eight petitions for reconsideration received for the
First Report and Order and the second Further Notice of Proposed Rulemaking.
Through this Order, the Commission addressed the eight petitions for reconsid-
eration received on the First Report and Order covering areas that included PAL
License Terms and Renewability, PAL Auctions, SAS and CBSD Response Time,
CBSD Power Limits, Out-of-Band Emission and Adjacent Channel Emission Lim-
its, Emission Power Measurements and Testing Methodology, Device Geolocation,
PAL Protection Criteria, and FSS Protection. In addition the Second Report and
Order addressed the three issues raised in the second Further Notice of Proposed
Rule Making. In August of 2016, the Commission extended these rules further in
defining the methodology for determining the Grandfathered Wireless Protection
Zones in the 3650 to 3700 MHz band based on the inputs received from the October
2015 Public Notice (Table 4).

Table 4 Timeline for CBRS regulations

2013 2014 2015 2016

CBRS Notice of Public
Rulemaking

Further Notice of
Proposed Rulemaking

Report and Order
and Second
Further Notice of
Proposed
Rulemaking

Order on
Reconsideration and
Second Report and
Order

3.5 GHz Workshop Public Notice on
Protection of
Grandfathered
3650 to 3700 MHz
Licensees

Methodology Adopted
on Protection of
Grandfathered 3650 to
3700 MHz Band
Licensees

Public Notice on
3.5 GHz Licensing
Framework

First Wave
Applications for
SAS
Administrators
and ESC
Operators

Conditional Approval
of SAS Administrators
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Technical Rules and Other Requirements

The rules in Part 97 define a three-tier structure as follows:

• Tier 1: Incumbents. This tier includes:
– Military shipborne radars on 17 ships with current-generation radar, about

75% of which are homeported in Norfolk, VA; San Diego, CA; and Seattle,
WA

– Military ground-based radars with occasional in-band operations in 3650–
3700 MHz at three sites: St. Inigoes, MD; Pensacola, FL; and Pascagoula,
MS, and below 3500 MHz radar operations at isolated military bases spread
around the United States.

– Receive-only fixed satellite service (FSS) earth stations operating in band
in 35 sites around the United States (mostly coastal sites, limited to inter-
continental international satellites) and in the adjacent band 3700 to 4200
(thousands of sites around the United States).

– Wireless broadband services (Part 90 services) operating in the 3650 to
3700 MHz band. In extending the regulations to include the 3650 to 3700
band, the Commission “grandfathered” existing license holders in this band
for 5 years.

• Tier 2: Priority Access License (PAL). PALs are licensed by auction for a 3 year
term, with license areas defined by the approximately 74,000 census tracts in the
United States, each supporting a population of approximately 4000 people. Each
PAL license will define a single 10 MHz channel in a single census tract, and
each census tract will have from zero to seven PALs. PALs will be limited to the
lower 3550 to 3650 MHz portion of the band. Anticipated use cases for PALs
include:
– Capacity/offload networks for established wireless service providers
– QoS-managed enterprise networks
– Utility networks
– Backhaul
– Wireless broadband service (after 5-year sunset on Part 90 3650–3700 MHz

operations)
• Tier 3: General authorized access (GAA). GAA licenses allow the use of ANY

frequency in any location in the 3550 to 3700 MHz band not being used at a
given time by a higher tier licensee. The definition of unused is yet to be defined
beyond the explicit statement that must not interfere with incumbents and PALs.
GAA licensees are afforded no interference protection. GAA is licensed by rule,
with no a priori bandwidth limit or license area. The regulations require that
a minimum of 80 MHz and a maximum of 150 MHz be reserved for GAA in
each census tract, subject to incumbent activity. Anticipated use cases for GAA
include (Fig. 2):
– Personal & small business hot spots
– Campus hot spots
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– PAL offload during periods of incumbent activity interrupting PAL spectrum
– Unprotected capacity/offload for established wireless providers
– Wireless broadband services
– Backhaul

Access to spectrum in Tiers 2 and 3 is facilitated through the use of Citizens
Broadband Radio Service Devices (CBSDs) acting as fixed base station/access
points for end user devices (EUDs). CBSDs can only operate under the authority
and management of a centralized Spectrum Access System (SAS), which manages
interference to incumbents by Tiers 2 and 3, interference among Tier 2 devices,
and interference from Tier 3 into Tier 2 (see Fig. 3). To support this function, each
CBSD wishing a spectrum grant must register with a SAS and provide its location

Incumbent Federal Radiolocation
(Occasional activity, primarily in coastal areas)

Incumbent FSS Receive Only Earth Stations

Priority Access License
(Up to seven 10 MHz channels 10

General Authorized Access
(At least 80 MHz, subject to incumbent activity)

Incumbent Wireless
Broadband Service

3550 3600 3650 3700

Fig. 2 3.5 GHz Band Overview

Fig. 3 SAS functional architecture [39]
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and other information [40]. The SAS then determines and provides to the CBSD
the permissible channels or frequencies and the maximum permissible transmission
power level available at its location. Aggregate interference to protected users from
all CBSDs is calculated by each SAS, and SAS share information as required to
resolve conflicting uses of the band while maintaining, as much as possible, a stable
radio-frequency environment.

Within Part 96, CBSDs are broken into two categories: Category A and Category
B. Category A devices are envisioned primarily for indoor use as access points, fem-
tocells, etc. Category A devices are limited to 30 dBm Effective Isotropic Radiated
Power (EIRP), and if used outdoors, Category A devices are limited to 6 m height
above average terrain (HAAT). Conversely, Category B devices are only allowed
to operate outdoors with a 47 dBm maximum EIRP. Category B devices must be
professionally installed and allow for both point-to-point and point-to-multipoint
operation. The location of both Category A and Category B devices is required by
the regulations to be accurate to C=�50 m horizontal and C=�3 m vertical, and
CBSDs are required to report to the SAS within 60 s if their location changes.

End user devices in the CBRS system communicate exclusively with CBSDs:
peer-to-peer communication is prohibited. The EIRP for end user devices is limited
to 23 dBm.

Incumbent Protection

Protection for incumbent radar under Part 96 is initially provided through exclusion
zones which effectively define keep out areas for CBSDs. The regulations also
allow, however, the use of an environmental sensing capability (ESC) in lieu of
exclusion zones to monitor for incumbent radar activity in coastal areas and near
inland military bases. When incumbent activity is detected, and ESC communicates
that information to a SAS, and the SAS or SASs will reconfigure local devices
within 300 s to avoid interfering with incumbent radars, current incumbent radar
will impact at most two channels in one area, and while the specific area of impact
is to be determined, these radars operate infrequently, and so the use of a ESC will
significantly improve access to spectrum over the defined exclusion zones.

Protection for PAL holders under Part 96 is established through the use of
PAL Protection Areas (PPAs). The PPA defines a protection contour surrounding
the CBSDs associated with a PAL holder that are in use in a specific location.
A PPA may cross census track boundaries and therefore may be associated with
multiple Priority Access licenses. PPAs are determined by a default protection
contour based on a signal strength of �96 dBm/10 MHz around each CBSD or
alternatively are self-reported by the PAL holder so long as they do not exceed
the default contour. Areas outside the PPA are available for GAA use so long as
the aggregate interference generated by CBSDs does not exceed �80 dBm/10 MHz
within or at the PPA boundary.

Protection of legacy fixed satellite service providers was defined separately in the
Report and Order for in-band and out-of-band services. For fixed satellite services
operating in the 3550 to 3700 MHz band, the SAS shall ensure that the aggregate
passband power spectral density at the location of the FSS earth station operating
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in the 3600 to 3700 produced by emissions of co-channel CBSDs within 150 km
operating in the Citizens Band Radio Service do not exceed a median RMS value
of �129 dBm/MHz. In addition, the aggregate RF power at the location of the
FSS earth station operating in the 3600 to 3700 produced by emissions of ALL
CBSDs within 40 km operating in the Citizens Band Radio Service do not exceed a
median RMS value of �60 dBm. Similarly, the SAS shall ensure that the aggregate
passband power spectral density at the location of the FSS earth station operating
in the adjacent 3700 to 4200 MHz band by emissions of CBSDs within 40 km
operating in the Citizens Band Radio Service do not exceed a median RMS value of
�129 dBm/MHz. The aggregate RF power at the location of the FSS earth station
operating in the 3700 to 4100 MHz band produced by emissions of ALL CBSDs
within 40 km operating in the Citizens Band Radio Service does not exceed a median
RMS value of �60 dBm.

This level of protection is only afforded to those FSS earth stations that are
registered annually, and such registration must provide detailed information on
technical and operational characteristics, including antenna characteristics. If any
information changes, the FSS operator has an obligation to update the SAS with the
new information. CBSDs may operate within areas that may cause interference to
FSS earth stations, in excess of the levels described so long as the licensee of the FSS
earth station and the authorized user of the CBSD mutually agree on such operation
and the terms of any such agreement are provided to an SAS Administrator that
agrees to enforce them. In addition, the SAS must be capable of receiving and
responding to complaints of interference from FSS operators.

In terms of protection for grandfathered broadband wireless service providers,
protection is provided through use of a protection zone established in one of two
ways:

• For sectors encompassing unregistered customer premises equipment (CPE), a
5.3 km radius sector from each registered base station based on the azimuth and
beamwidth registered for that base station;

• For sectors encompassing registered CPE, a sector centered on each base station
with the registered azimuth and beamwidth covering all registered subscriber
stations within that sector.

The Commission established that aggregate power of co-channel CBSDs must
be no greater than �80 dBm/10 MHz at any point inside these protection zones.

Standard Development

In its Report and Order establishing rules for the Citizens Broadband Radio
Service (“CBRS”) in the 3550 MHz band, the Commission observed that “a multi-
stakeholder group focused on the complex technical issues raised by this proceeding
could provide us with a wealth of valuable insights and useful information.”
In response to this need, in January of 2015, the Wireless Innovation Forum
stood up a Spectrum Sharing Committee (SSC) to serve as a common industry
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and government standard body to support the development and advancement of
spectrum sharing technologies based on the three-tier architecture proposed for the
3.55 GHz rulemaking activities [41]. This Committee is intended to facilitate the
interpretation and implementation of FCC rulemaking to a level that allows industry
and government parties to collaborate on implementation of a common, efficient,
well-functioning ecosystem around this technology.

The participants of this Committee include:

• Developers and operators of SAS, wireless equipment and devices, and sensor
systems

• Operators and service providers interested in deploying in the spectrum
• Suppliers of systems and components operating on this spectrum
• Representatives of incumbent users including DoD/DISA, satellite operators, and

utilities
• General users of spectrum outside of main providers
• Policy makers, academics, and researchers
• Representatives from other standard groups where interfaces or joint work is

desired or necessary

These participants are organized into five work groups that work collaboratively
to develop the reports, recommendations, and standards necessary to establish a
commercial CBRS ecosystem (Fig. 4).

In the Report and Order, the Commission proposed a number of areas where a
multistakeholder group would take action in supporting the band. The SSC Steering
Group has reviewed these “callouts” and assigned them to the committee work
groups as follows (Table 5):

Thus far, the Wireless Innovation Forum Spectrum Sharing Committee balloted,
approved, and released three technical reports in support of this mandate:

• Technical reports
– WINNF-15-P-0051-V1.0.0 Interim SAS to SAS Protocol Technical Report-A
– WINNF-15-P-0023-V1.0.0 Interim SAS to CBSD Protocol Technical

Report-A
– WINNF-15-P-0060-V1.0.0 SSC WG4 Certification Process
– WINNF-15-P-0047-V1.0.0 SAS Functional Architecture
– WINNF-15-P-0062-V1.0.0 Interim SAS to CBSD Protocol Technical

Report B
– WINNF-16-P-0063-V1.0.0 Interim SAS to SAS Protocol Technical Report B
– WINNF-16-P-0089-V1.0.0 CBRS Threat Model

• Recommendations
– WINNF-15-R-0200-V1.0.0 WInnForum Comments on 3650 Protection

Contours
– WINNF-15-R-0092-V1.0.0 Emission Measurement Ex Parte
– WINNF-15-R-0058/0059-V1.0.0 Reply Comments on the Second FNPRM
– WINNF-15-R-0045-V1.0.0 WInnForum Comments on the Report and Order
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• Specifications and standards
– WINNF-15-S-0112-V1.0.0 CBRS Operational and Functional Requirements
– WINNF-15-S-0065 CBRS Communications Security Technical Specification
– WINNF-15-S-0071-V1.0.0 CBRS Operational Security
– WINNF-16-S-0016-V1.0.0 SAS to CBSD Technical Specification
– WINNF-16-S-0096-V1.0.0 SAS to SAS Technical Specification

Table 5 SSC work group assignments for Report and Order multistakeholder group callouts

Paragraph Callout Work Group

59 We acknowledge that SAS Administrators, potential licensees, and
other industry stakeholders will need to develop various
implementation details to facilitate development of the Citizens

WG1

Broadband Radio Service. As described elsewhere in this Report and
Order, we believe that many of these issues can be addressed during
the SAS Approval Process and through the efforts of a
multistakeholder group

195 We recognize that ensuring compliance with this limit at the boundary
is likely challenging on a real-time basis and there are legitimate
questions relative to how to develop appropriate predictive models.
We also recognize that the use of an aggregate metric could be
challenging in a multi-user environment. We encourage any
multistakeholder group formed to address technical issues raised by
this proceeding to consider how this limit should be applied

WG1

214 For example, it might be possible that instead of the bright-line
urban/rural distinction implemented in these initial rules, industry
stakeholders (perhaps working through a multistakeholder forum)
could agree on a “congestion metric” and associated methodology for
SASs to reduce CBSD power levels in high-demand areas. We intend
to continue an informal dialog with stakeholders on this topic and
welcome the submission of additional technical analysis or reports of
technological developments that can inform us going forward

WG1

222 Given the importance of accurate reporting by professional installers,
we strongly encourage the SAS and user community, through
multistakeholder fora or industry associations, to develop programs
for accrediting professional installers who receive training in the
relevant Part 96 rules and associated technical best practices

WG4 in
partnership
with another
organization
TBD

234 We encourage multistakeholder groups to consider the issues raised by
the registration rules described in this section, including acceptable
contact intervals between CBSDs and SASs, and to suggest
appropriate operational parameters.

WG1

237 We encourage industry to develop detailed metrics regarding issues
like received signal strength, packet error rate, and technology specific
parameters of signal and interference metrics. These metrics could be
developed by an industry multistakeholder group. Such guidance
could be incorporated in the SAS Approval process described in
section IIIH)(3)(b) or incorporated independently by authorized SAS
Administrators, subject to Commission review

WG3

(continued)
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Table 5 (continued)

Paragraph Callout Work Group

240 We encourage the industry to develop best practices for end-to-end
security that can be validated in the equipment and SAS certification
processes

WG2

268 We also require SAS Administrators to implement protocols to
respond to directions from the President of the United States or
another designated federal entity to manually discontinue operations
of its associated CBSDs in a given area pursuant to 47 U.S.C. §606.
SAS Administrators must also implement protocols to manually
discontinue operations of their associated CBSDs in response to
enforcement actions taken by the Commission

WG3

289 We agree with Federated Wireless, Google, Motorola Solutions, SIA,
the Wireless Innovation Forum, and others, that a multistakeholder
process could provide insight into the technical factors and
interference limits between coexisting services in the 3.5 GHz Band

WG1

319 We continue to believe that a “light touch” regulatory approach is
appropriate for this band and that the rules should include only the
high-level requirements necessary to ensure the effective development
and operation of fully functional SASs. We agree with commenters
that support collaborative, industry-wide efforts to create standards
and best practices governing SAS operations. The Commission will
assist these efforts through the SAS Administrator approval process,
as set forth in III(H)(3)(b). We also believe that an active
multistakeholder group could help develop industry consensus around
the best methods of meeting the SAS requirements

All

346 We require potential SAS Administrators to develop and demonstrate
that their systems include robust communications and information
security features during the SAS Approval process.745 CBSDs shall
demonstrate compliant security features during the equipment
authorization process. These security protocols will be subject to the
Commission’s review and approval, with input from NTIA and DoD.
We anticipate that given the immense value of industry-wide
interoperability, groups – such as the types of multistakeholder groups
discussed in section III(K) – will develop security models that SAS
Administrators may consider, subject to Commission review

WG2

438 We seek comment on what propagation model(s) are best suited for
SAS-based protections of FSS. We solicit measurement results that
validate model parameters for combined short range and long range
propagation scenarios, involving indoor and outdoor propagation
channels. What model(s) are the most accurate in accounting for
urban clutter and other environmental factors such as rain attenuation,
ducting, etc., and most suitable for modeling statistical variations to
support analysis – including possible Monte-Carlo analysis – of many
potential interfering sources? In order to generate the same exclusion
distances between CBSDs and any individual FSS earth stations in
3650–3700 MHz, we expect each SAS to enforce the same minimum
separation distance and we tentatively conclude that each SAS must
use the same propagation model. We seek comment and objective
analysis from anyone who believes otherwise

WG1

(continued)
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Table 5 (continued)

Paragraph Callout Work Group

440 We also invite comment as to whether we can establish a default earth
station protection area based on an assumed minimum earth station
receiving system gain-to-temperature ratio (G/T) and minimum
antenna elevation angle, and what the assumed values of the G/T and
elevation angle should be. CBSD operation outside of such a default
protection area would be assumed not to cause interference to earth
stations receiving in the 3700–4200 MHz band. Such a default
protection area would be adjusted by the SAS to accommodate the
actual operating characteristics of earth stations that are registered in
order to achieve additional protection

WG1

SAS Administrators and ESC Operators (Docket 15-319)

In December of 2015, the FCC opened a new docket allowing “First Wave”
applications for SAS administrators and ESC operators [42]. Seven organizations
applied to be SAS administrators and six applied to be ESC operators:

SAS administrator applicants ESC operator applicants

Amdoc

Comsearch Comsearch

CTIA CTIA

Federated Wireless Federated Wireless

Google Google

Keybridge Global iPosi

Sony Keybridge Global

In December of 2016, the Commission conditionally approved all seven SAS
administrator applicants, based upon a review of the proposals submitted and
subsequent amendments.

Current Status and Future Plans

The next step in the evolution of the CBRS band is the certification of SAS for
commercial use, followed by certification of ESC and CBSD products. Such testing
is expected to occur in the first half of 2017, with commercial deployments expected
later that same year. In anticipation of this, the CBRS ecosystem has undertaken a
number of activities:

• 3GPP has approved “Band 48” for LTE operation in the CBRS
• Google and Federated Wireless have both announced trials involving multiple

operators and equipment manufacturers in the United States [43].
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• Google and Federated Wireless have validated the SAS to SAS interface protocol
standard through an interoperability demonstration [44].

While not conclusive, this level of activity indicates significant interest by the
industry in the success of this new band.

Many of the SAS administrators are also seeking to extend elements of the
CBRS framework to other bands. Google, for example, has publicly announced
support for Part 96 rules in 5G [45], and the University of Oulu has led an effort
to field trial CBRS as a part of the Finnish Spectrum Sharing Trial [46]. Keybridge
Global has signed a contract with more immediate impact. In November of 2013,
the US DoD and the Broadcasting Industry agreed to relocate DoD operations in
the 1755 to 1780 MHz spectrum to the 2025 to 2110 MHz band, currently used
by broadcasters for remote news gathering operations [47]. Doing so allows the
1755 to 1780 MHz band to be paired with the 2155 to 2180 MHz band as a part
of the AWS-3 auction. DoD use of the 2025 to 2110 spectrum would be on a co-
primary shared basis with nonfederal users. Nonfederal operation will have priority
over DoD operations in this band, with the fixed and mobile military stations
operating in the band incorporating frequency agile technology to ensure they shall
not cause harmful interference to nonfederal users. In October 2016, Keybridge
Global signed a contract to become the SAS administrator for the 2025 to 2110 MHz
band [48].

Conclusion

Through the regulatory activities highlighted in this chapter, the FCC working in
cooperation with NTIA have made hundreds of megahertz of spectrum available
for sharing at various different levels. The results of these activities to date have
been mixed. Spectrum sharing regulations appear to be successful when the amount
of available spectrum is relatively well known, and the mechanism for obtaining
a license is relatively straightforward. Where the regulations are less successful
from a business perspective, the hurdles to success are generally not technical.
Instead, regulatory uncertainty has limited investment, or a failure to overcome
business disincentives to share has limited the actual availability of spectrum.
Open proceedings in the 500 MHz initiative and in other initiatives ongoing in
this area indicate that the FCC and NTIA are learning from these proceedings in
their efforts to better facilitate the effective use of spectrum in serving the public
interest.
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Abstract

More than half (58%) of the spectrum in the UK is shared between different
classes of users. Typically, this has been enabled by authorizing individual
applications to use specific frequencies at specific locations on a first-come-first-
served basis.

But technological developments, the focus of this book, have presented Ofcom
with promising opportunities to share spectrum more effectively. Ofcom has
taken advantage of these technologies within the UHF band (470–790 MHz) in
the context of the digitization of terrestrial television. More recently, Ofcom has
focused on establishing a systematic way of enabling spectrum sharing in general
and has taken preliminary steps in exploring how to share the 3.8–4.2 GHz band.

Keywords
TV White Space � Spectrum sharing � Cognitive radio � Ofcom �
470–790 MHz � 3.8–4.2 GHz � Tiered spectrum access

Introduction

Spectrum Regulation in the UK

Ofcom was established in late 2003 in anticipation of convergence in communi-
cations. It has a mandate to regulate (among other things) telecommunications,
broadcasting, and radio spectrum in the UK.

Its work regarding radio spectrum is driven by two pieces of legislation, the
Communications Act 2003 [1] and the Wireless Telegraphy Act 2006 [2]. Broadly
speaking, the former sets out the high-level objectives that Ofcom must work to, and
the latter provides Ofcom with the authority to authorize access to radio spectrum
in the service of those objectives, as well as further guidance. European law is
embedded in both Acts. In particular, through its regulation of spectrum, Ofcom
must always apply objective, transparent, nondiscriminatory, and proportionate
regulatory principles.

Section 3 of the Communications Act provides that Ofcom’s principal duty is to
further the interests of citizens in relation to communication matters and to further
the interests of consumers in relevant markets, where appropriate, by promoting
competition.

In carrying out these functions, section 3(2) provides that Ofcom is required,
among other things, to secure the optimal use for wireless telegraphy of the
electromagnetic spectrum and the availability throughout the UK of a wide range
of electronic communication services.

It follows that when considering spectrum policy in the UK, Ofcom always keeps
in mind its requirement to “secure the optimal use for wireless telegraphy of the
electromagnetic spectrum.” This provokes Ofcom to consider cognitive radio and/or
spectrum sharing if it is thought that it would make the use of the spectrum more
“optimal.”
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The Wireless Telegraphy Act 2006 confers on Ofcom the authority to fulfill
its statutory duties by authorizing access to spectrum. It also imposes a number
of further obligations regarding how it carries out these duties. Specifically,
section 3(2) requires Ofcom to have regard to (among other things) the desirability
of promoting the efficient management and use of the spectrum, the economic
and other benefits that may arise from the use of wireless telegraphy, and the
development of innovative services and competition in the provision of electronic
communications services. When taking into account the desirability of those things,
Ofcom must have regard to the extent to which the spectrum is available for use and
to the demand, both current and future, for use of the spectrum.

Clearly, making a judgment on what use of spectrum would comprise a given
frequency’s “optimal” use for wireless telegraphy (any form of wireless com-
munication) is a difficult task. This is only partially mitigated against by the
guidance articulated through additional duties set out in the Wireless Telegraphy
Act, especially when there could be a tension between these objectives.

For example, taking into account the desirability of the development of inno-
vative services means that for a given part of the spectrum, Ofcom should look
to encourage technical innovation, including cognitive radio and spectrum sharing.
At the same time, a given policy that would enable spectrum sharing might not be
thought by some to deliver, for example, the greatest economic benefits from the use
of (a hypothetical) part of the spectrum.

Altogether, the duty to secure the optimal use of radio spectrum, and to also have
regard to the desirability of developing innovative technologies when authorizing
access to spectrum, means that the preconditions are in place to allow Ofcom to
enable cognitive radio and spectrum sharing.

Sharing Within the UK Legal Framework

The Wireless Telegraphy Act empowers Ofcom to authorize transmissions under
two circumstances:

• A licensee has obtained a Wireless Telegraphy Act license and transmits accord-
ing to the conditions specified in the license. These conditions will typically be
(where possible) technology neutral and could be focused on avoiding undue
interference into adjacent channels. For example, a mobile network operator
(MNO) may have a WT Act license that gives it permission to transmit within a
certain assignment within a given band. The MNO may have obtained the license
through an auction mechanism, and transmissions will have to follow certain
parameters referred to in the license, alternatively.

• A stakeholder is exempted from requiring a license in order to transmit under
certain circumstances and in certain spectrum bands that have been defined by
Ofcom. Section 8(5) of the WT Act sets down a series of conditions that have to
be met for Ofcom to establish such rules, including that license-exempt use may
not cause undue interference to wireless telegraphy (as additionally set down in
WT Act Section 55).
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The use of spectrum to receive signals is exempted from licensing under the
Wireless Telegraphy Apparatus (Receivers) (Exemption) Regulations 1989 [3].
Ofcom does not “protect” receivers from undue interference. Nonetheless, some
of its policies have a similar effect in that they allow a stakeholder to benefit from
“benchmark spectrum quality,” which may be defined as a particular interference
level at a given site. When doing so, Ofcom sometimes makes grants of Recognised
Spectrum Access available to stakeholders. These grants allow Ofcom to take a
certain usage into account when regulating spectrum access, even though Ofcom
does not directly license its transmission. For example, the transmitter may be a
“Crown” user (the UK Government) or could be a naturally occurring phenomenon
in outer space that radio astronomers wish to be able to receive in the UK.

This framework enables spectrum sharing because license-exemption and WT
Act licenses only authorize transmissions and in principle do not comprise “exclu-
sive” use of a given spectrum band. This means that there is no legal barrier
preventing another stakeholder from using spectrum (for transmitting and/or receiv-
ing) that is already assigned to another stakeholder through a WT Act license.

One way of achieving spectrum access could be for the new entrant to enter
into a commercial arrangement with the licensee (e.g., leasing), if permitted under
the terms of the relevant license. Alternatively, the new entrant could obtain a WT
Act license where it would be up to Ofcom to decide whether or not to allow such
spectrum sharing by issuing such a new license.

In an international context, in particular in the Radio Regulations [4], spectrum
managers typically discuss a hierarchy of spectrum rights based on the concept
of primary and secondary users of spectrum. According to this understanding, the
primary user can transmit and receive without undue interference. This means that
the secondary user must not cause undue interference to primary services and cannot
claim protection from undue interference from the primary service, even if a specific
deployment of a primary service was established after the secondary service. In
some frequency bands, particularly those designated for industrial, scientific, and
medical applications (ISM bands), all spectrum users are secondary and cannot
claim protection against each other regarding undue interference.

In this context, cognitive radio and spectrum sharing could depend on secondary
spectrum access, where a secondary user can “borrow” spectrum already assigned
to another (often primary) user.

In the UK context, however, because of the legal framework described above,
Ofcom is not able to issue licenses that provide explicitly “primary” or “secondary”
spectrum access rights; rather, any distinction between primary and secondary
users may only exist when they are embedded in the conditions set down within
authorizations or the processes that Ofcom itself undertakes when authorizing
spectrum access.

In some bands, Ofcom authorizes spectrum access on a site-by-site or area-
defined basis where a hierarchy is established on the basis of when an authorization
has been issued. In these bands, sometimes referred to as “Ofcom Managed Bands,”
Ofcom issues WT Act licenses, or grants of Recognised Spectrum Access on a
first-come-first-served basis subject to Ofcom coordination and Ofcom technical



52 Novel Regulatory Solutions for Cognitive Radio and Spectrum Sharing in the UK 1683

frequency assignment criteria. The conditions in each new WT Act license will
be designed to avoid interference to already-existing users. For example, a fixed
link license might be issued with quite detailed technical specifications that Ofcom
has found to be necessary to protect nearby satellite Earth stations with a grant of
Recognised Spectrum Access for a given band. Altogether, these bands comprise
around half of the radio spectrum in the UK [5].

Seeing as spectrum sharing is already so widespread in the UK, it is more
appropriate to discuss innovative forms of spectrum sharing, potentially enabled
by cognitive radio, as “enhanced spectrum sharing.”

In sum, in pursuing its general duties, Ofcom has sought to enable the develop-
ment of cognitive radio and spectrum sharing, working with the authorization tools
at its disposal. Secondary spectrum access, which might enable cognitive radio and
spectrum sharing, can only exist in the UK when embedded in the conditions of
access authorizations or through Ofcom’s internal processes. Ofcom can enable new
entrants to access spectrum even though there may already be a licensee because
Ofcom does not in principle issue “exclusive” licenses.

The rest of this chapter considers two examples of this, one where spectrum
sharing is now authorized on a license-exempt basis (or in some cases WT Act
licenses) and one where Ofcom’s policy is still in development.

TV White Space

Introduction

Terrestrial broadcasting has traditionally been a cornerstone of economic and
cultural activity in the UK, and it has long been a policy objective to ensure near-
universal access to the service. The 470–790 MHz band has been used to achieve this
because it is considered to comprise the “sweet spot” where high-capacity signals
can be transmitted over a very wide area.

Partly because the infrastructure predates the concept of “spectrum scarcity”
(and market-based spectrum fees), the network is based on high-power high-tower
transmitters that require relatively few sites to provide universal coverage. The
disadvantage of this is that interference can only be prevented by using different
frequencies in different areas for the same multiplexes.

This legacy requirement for geographical separation of broadcasting transmitters
(as shown in an early illustration made by Ofcom given in Fig. 1) [6] means that in
most places, most of this spectrum is theoretically available for alternative use. The
presence of unused UHF spectrum at a given location is referred to as interleaved
spectrum or TV White Space.

Programme Making and Special Events (PMSE) applications already use TV
White Spaces (TVWS), where Ofcom issues licenses to PMSE users that provide a
degree of protection against undue interference from a third party, such as another
PMSE user. PMSE licenses are only issued to frequencies that are not issued to DTT
at a particular location or where its use will not cause undue interference to DTT
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Fig. 1 Geographical
separation of broadcasting
transmitters (Source: Ofcom
(2012) TV White Space: a
consultation on white space
device requirements.
Available online at https://
www.ofcom.org.uk/__data/
assets/pdf_file/0022/40477/
condoc.pdf)

(such as in an indoor environment). These licenses can be conceived of as operating
on a second tier to DTT as practically speaking a license would not be issued to
PMSE where undue interference would be caused to the primary tier (DTT).

Ofcom has now established a framework whereby a new class of radios, known
as white space devices (WSDs), can also access these TV White Spaces on a license-
exempt basis or on an interim basis through a WT Act license. Effectively this
establishes a third tier for where use is permitted as long as it does not cause undue
interference to any licensed user.

It should be noted that the concept of a first, second, and third tier does not
correspond to primary and secondary spectrum access, which as described in the
introduction does not exist in Ofcom’s authorizations.

The Scale of the Opportunity

Digital terrestrial television (DTT) is based upon six national multiplexes, each
of which carries eight to 13 channels. Three of these (used for public service
broadcasting) provide coverage to around 98.5% of the UK population, while
the other three provide coverage to 90% of the population. There are also local
multiplexes in some areas. Additionally, there are interim multiplexes that can
operate until 2020, or beyond albeit with diminished rights, and are intended to
promote the adoption of more advanced digital terrestrial television technology
(DVB-T2).

Each multiplex uses a single 8 MHz block of spectrum, meaning that only a
fraction of the 320 MHz allocated to the broadcasting service is required in any
particular location in the UK for the reception of DTT.

It is worth noting that this conception of TV White Space is different than the one
used in the USA. In the UK, the “white spaces” refer to the channels that are not in

https://www.ofcom.org.uk/__data/assets/pdf_file/0022/40477/condoc.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0022/40477/condoc.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0022/40477/condoc.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0022/40477/condoc.pdf
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use at a particular place taking into account any nearby viewer antenna locations and
the relevant transmitters, whereas in the USA white space refers to the geographical
areas between TV coverage areas that are not used in a particular channel. The
difference in conception is a function of the fact that the DTT offering in the UK is
almost universal, whereas in the USA there are some areas with relatively little DTT
usage, as well Ofcom’s policy to only protect DTT antennas that are actually in use.

Notwithstanding the more limited conception of TVWS in the UK, spectrum is
still abundantly available.

In preparation for the TVWS Framework Statement [7], Ofcom calculated the
availability of spectrum for different types of devices operating at different power
levels at different locations.

It found that if one assumes a geographically fixed WSD transmitting at 23 dBm
within a strict emissions class at a height of 10 m (e.g., as part of a municipal Wi-Fi
network), then there would be 14 channels (112 MHz) available at 85% of locations
in London. The graph below demonstrates how the availability of spectrum would
differ according to power limit and number of locations (Fig. 2).

Fig. 2 Availability of TV White Space in central London (Source: Ofcom (2015) Implementing
TV White Spaces. Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0034/
68668/tvws-statement.pdf)

https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
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Fig. 3 Availability of TV White Space in Glasgow (Source: Ofcom (2015) Implementing TV
White Spaces. Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/
tvws-statement.pdf)

However, the London case is favorable for TVWS availability because it is
dominated by a single high-tower high-power transmitter (Crystal Palace). In other
areas, there is a significant overlap between the different transmitters, resulting in
less TVWS available. For example, in Glasgow there would be no channels available
under the circumstances described above. Instead, power would have to be reduced
to 13 dBm, and even then only 9 channels (72 MHz) would be available, as shown
below (Fig. 3).

In general, the opportunity to use this spectrum more intensively has long
been perceived and exploited by services auxiliary to broadcasting, now known as
Programme Making and Special Events (PMSE) applications. These devices, such
as wireless microphones and in ear monitors, typically use 200 kHz channels at
low power. Additionally, other applications such as audio links and video links use
different bandwidths and are planned on the basis of an 8 MHz channel, although
the user can often plan many devices in one channel. PMSE users currently obtain
time- and location-specific licenses to access TV White Spaces from Ofcom or can
alternatively obtain from Ofcom a license for Channel 38 (606–614 MHz), which is
uncoordinated and typically used for news-gathering.

https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
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PMSE equipment is typically used in venues such as theaters, studios, or
churches on a regular basis. Peak demand comes from special events such Formula
One or music festivals.

Permitting Cognitive Radio in Principle

Terrestrial broadcasting’s digitization in the last decades both enhanced the capabil-
ities of the platform and allowed Ofcom to reuse parts of the spectrum for mobile,
eventually comprising the 800 MHz mobile band. It also prompted Ofcom to review
its policy toward the band as part of its Digital Dividend Review [8].

As discussed in the introduction, Ofcom’s principal duty is to secure the optimal
use of spectrum. A prevalent interpretation of this is that it should seek to ensure that
the radio spectrum is being used as intensively as possible. Ofcom’s additional duty
to consider future requirements also requires Ofcom to monitor the opportunities
presented by new technologies.

These duties indicated to Ofcom when it was undertaking its Digital Dividend
Review that it should consider allowing cognitive radios to use this band.

One could argue that the most effective way to promote innovation would have
been to set spectrum aside for cognitive radios operating on a license-exempt
basis, thus creating a “sandpit” for innovation. In the absence of spectrum licenses,
this would have required devices to find their own technical solutions to undue
interference arising from the use of radios by third parties. This approach has been
praised for fostering technologies such as Wi-Fi and Bluetooth in the 2.4 GHz band.
However, there are plenty of other sandpits across the radio spectrum, and Ofcom
felt that the loss of benefits (the opportunity cost) arising from not allowing licensed
services (in this case DTT, PMSE, or Mobile) to use these bands were seen to be
greater than the potential benefits of allowing only licence-exempt users access to a
portion of the band.

Bearing in mind the large amount of spectrum available within TV White Spaces,
as explained above, there remained ample opportunities for cognitive radio to access
spectrum without reserving spectrum. Doing so would allow the spectrum to be used
more “optimally,” as it would otherwise probably be unused.

It therefore decided in 2008 to allow the interleaved parts of the band to be
used by cognitive devices on a license-exempt basis, providing Ofcom was satisfied
that licensed users of the band (DTT and PMSE) would be protected from undue
interference.

Authorizing Access to Spectrum

Typically under license exemption, the regulator shifts the responsibility to protect a
user from undue interference from the regulator to the user itself. To do this, a device
needs to know whether or not its transmissions will be able to be received by the
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intended receiver using information about the interference environment. This could
be done through the use of beacons, sensing technology, or geolocation databases.

Beacons could theoretically use the same sites used for DTT multiplexes to
transmit information about available spectrum within the reception area of a given
transmitter. If a WSD could not receive signals from a beacon, then the WSD would
not be permitted to transmit within TV White Spaces at all. A principle advantage of
this approach is that it would be effective in preventing the emergence of scenarios
where a WSD would cause undue interference to another spectrum user.

However, the infrastructure necessary for this was deemed to be expensive to
construct and maintain, and it was not clear who would be responsible for creating
standards for this technology and who would maintain it. Additionally, it was also
anticipated at the time that this approach would be inherently too conservative as the
beacons would need to transmit at a lower power than that of the multiplexes so that
the beacon signal could not be received outside of the geographic area where DTT
transmission was intended to be received. The consequence of this is that WSDs
would not be able to receive the signal from the beacon, even though it may be safe
to transmit. This would not result in the optimal use of spectrum.

Sensing, where a device itself would detect whether or not spectrum was
available to use would be much less conservative. An added advantage would
be that no infrastructure would need to be constructed. However, sensing also
generated challenges. For example, a White Space Device (WSD) might not be able
to detect a weak signal in a given channel from a distant transmitter and may begin
transmissions that would cause interference to a nearby DTT receiver.

Additionally, a reliance on sensing would create the hidden node problem,
whereby the transmitter path remains blocked but the interference path remains
open. The image below, created by Ofcom as part of a policy statement it made on
the subject [9], demonstrates how this might occur in the context of WSDs. Here,
it is imagined that a cognitive WSD may not be able to detect a DTT transmission
because of an obstacle so would start to use a given frequency. However, these
transmissions would cause undue interference to a DTT receiver that is reliant on
the frequency for its DTT reception (Fig. 4).

Seeing as Ofcom had sought to be satisfied that there was a low probability of
undue interference to the licensed users of the band from the license-exempt device,
this was not seen as a viable solution for the time being.

Alternatively, a WSD may be able to obtain information about the spectrum
environment at its particular geolocation from a database that can compute this
information based on its knowledge of DTT transmitters, PMSE licenses, and (in
some cases) other WSD deployments. The use of geolocation was judged to be able
to provide a good balance between optimizing the use of spectrum (allowing as
much WSD use of the spectrum as possible), while satisfying Ofcom that undue
interference to licensed users would be unlikely [10]. An additional advantage of
this approach is that it allows Ofcom to retain control on WSDs’ access to spectrum.
For example, if interference were to be found to be occurring at a particular location
due to changes in the performance of a DTT transmitter, then the databases could
be updated to take account of this.
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Path 1 :
signal from DTT
transmitter goes
direct to house aerial

Path 2 :
signal to mobile
cognitive device
blocked by tall
building

Path 3 :
signal from mobile cognitive
device to house aerial

Path 1 :
signal from DTT
transmitter goes
direct to house aerial

Path 2 :
signal to mobile
cognitive device
blocked by tall
building

Fig. 4 The hidden-terminal issue (Source: Ofcom (2009) Digital dividend: cognitive access.
Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0023/40838/statement.pdf)

Seeing as WSDs in the UK depend on geolocation databases, it is not strictly
accurate to describe the devices as cognitive radios. As explained later, the cognition
required for an effective deployment of dynamic spectrum access is undertaken by
the geolocation database.

Geolocation databases could theoretically have been provided by Ofcom itself,
or by a third party on its behalf. However, in order to keep costs to a minimum,
and to allow the development of white space services to develop without regulatory
constraints, it was felt that geolocation databases should be provided by third
parties according to their own business models. In this scenario, white space service
providers negotiate with geolocation database providers on a commercial basis for
use of the database.

A disadvantage of allowing third parties to operate geolocation databases is that
Ofcom needed to create an overall framework that would ensure that databases
would work correctly (as it would not have direct control).

An additional problem is that the UK’s legal framework concerning spectrum
does not currently allow for such geolocation databases to be registered through
Ofcom. To overcome this problem, Ofcom has entered into contractual arrange-
ments with geolocation providers. In the interests of simplicity and clarity, it is
proposed as part of the Digital Economy Bill 2016/17 that geolocation databases
may be registered by Ofcom. At the time of writing, this bill is being considered in
the UK Parliament and may become an Act in the future.

https://www.ofcom.org.uk/__data/assets/pdf_file/0023/40838/statement.pdf
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The Database Approach

An overview of the database approach to TV White Space in the UK is given in the
diagram below. This was created by Ofcom as part of its Implementing TV White
Spaces statement in 2015 [11] (Fig. 5).

The database approach establishes two types of WSDs:

• Master WSDs. These devices are able to communicate with a White Space
Database (WSDB) without using TV White Space spectrum. They provide
information about their own characteristics and the characteristics of their slave
WSDs to the database. These characteristics are known as device parameters.

• Slave WSDs. These devices must be under the control of a master WSD and are
not allowed to communicate with a WSDB directly.

Before communicating with a WSDB, the master WSD must regularly interro-
gate a machine-readable page on Ofcom’s website to find out which WSDBs are
registered with Ofcom. Once it has obtained a list of WSDBs, the master WSD
sends information about its device parameters to its chosen WSDB, including device
parameters concerning slave WSDs.

The WSDB then performs calculations using the device parameters and provides
the master WSD with information on which frequencies can be used by the master
WSD and slave WSD and at what power level. These are referred to as operational
parameters.

The master WSD chooses which frequencies to use at what power and informs
the WSDB of its channel usage parameters (the lower- and upper-frequency

Ofcom list of databases DTT coverage database PMSE usage database

Geolocation
database (3rd party)

4

3

2

Master

6

5

Slave

1

Fig. 5 Overview of TV White Spaces framework (Source: Ofcom (2015) Implementing TV
White Spaces. Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/
tvws-statement.pdf)

https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
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boundaries within which the WSD will transmit and the maximum in-block EIRP
spectral density).

Ofcom has chosen to adopt a more complex form of TV White Space access than
other countries (notably the USA) so as to allow for the optimal use of spectrum.
For example:

• The operating parameters generated by WSDBs will vary the power levels
permitted by WSDs based on the specific location of WSDs. Conversely, in
the USA a WSD may either operate at full power or not at all, depending on
whether or not transmission in a certain frequency and place risks causing undue
interference to a licensed user. The UK approach means it is possible for a WSD
to transmit at a greater proximity to licensed receivers, as long as the power levels
are appropriately moderated. This is designed to take into account the fact that
the UK’s DTT network is near-universal, resulting in a different conception of
TV White Space, as explained above;

• Specific operating parameters are generated by databases in order to allow
high-performing WSDs to transmit at a higher power in some cases (although
never higher than 36 dBm/8 MHz). More information about specific operating
parameters in provided below.

Specific Operating Parameters

Once a connection is established between the master and slave WSDs, the master
WSD may update the WSDB with device parameters concerning a specific slave
WSD.

These parameters include:

– Device category (master or slave)
– Device type (fixed or non-fixed)
– Geolocation and geolocation uncertainty
– A unique identifier
– Device emission class (nonmandatory)
– Technology identifier (nonmandatory)
– Spectral mask improvement and reverse intermodulation attenuation improve-

ment (nonmandatory)

This will allow the WSDB to generate specific operational parameters for the slave
WSD. These are likely to be much less restrictive for the WSD. For example, the
WSDB will initially assume that the slave could be in any 100 � 100 m pixel within
a given radius of the master WSD and will generate generic operational parameters
that take into account the powers in the most restrictive pixel within that area for
each channel. Once a more specific location is known, then fewer pixels will be
taken into account, and it is likely that higher powers will be permissible.
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Additionally, generic operational parameters assume that the performance of
WSDs is the minimum permitted under the ETSI standard (EN 301 598) [12],
which is known as Class 5. WSDs conforming to higher classes have lower
out of block emissions, meaning that its transmissions have a lower impact
on adjacent channels. The effect of this is that when the WSDB calculates
the permitted power levels across the available channels, there is likely to be
greater availability and, at higher power, for better performing WSDs. These
can only be taken advantage of if specific operational parameters have been
obtained.

The master WSD will always need to inform the WSDB of the channel usage
parameters of each WSD under its control, regardless of whether it is using generic
operating parameters or specific operating parameters.

Data Used by the Geolocation Databases

In line with equipment used for TVWS access in the USA, the maximum power
level of any WSD is 36 dBm. In many cases, the permissible power level will
be lower than this, depending on the result of calculations undertaken by the
database.

The algorithms have been defined by Ofcom, and database operators have had to
demonstrate that they are able to carry these out before they are qualified by Ofcom.

When calculating the operating parameters that master WSDs (Master OPs) must
use when communicating with their slave WSDs, the databases use four datasets
provided by Ofcom. This is shown in the diagram below, which was created by
Ofcom as part of its Implementing TV White Spaces statement:

(1) PMSE data. Ofcom provides information on licensed PMSE use, which must
be used by WSDBs according to algorithms designed to ensure adequate
separation in frequency between WSDs and PMSE devices for a given location.

(2) Location agnostic data. Ofcom provides general power limits applicable to
WSDs operating in channels 34–41 in order to protect PMSE use of Channel 38
from undue interference & users in adjacent bands & international users. WSDs
cannot operate in channel 38.

(3) DTT coexistence data. Ofcom provides for WSDBs information about the
permissible power level for a WSD in each 100 � 100 m pixel in the UK taking
into account the need to ensure a low probability of undue interference.
These calculations are based on the DTT planning model (UKPM), which has
information on the predicted wanted signal level, taking into account receiver
characteristics and interference from other DTT transmitters, at each 100 �
100 m pixel in the UK for each channel. Ofcom then adds statistics about the
potential additional interference caused by a WSD, taking into account factors
such as how far away the WSD would be from the nearest DTT receiver in terms
of geography and frequency.
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These calculations take into account both in-band emissions and out-of-band
emissions from the WSD.
This calculation is repeated for each channel and for each pixel in the relevant
area.
These calculations are complex and many (although not all) of the assumptions
adopted are designed to be conservative.
These calculations are based on the assumption that households receive only
intended DTT transmissions (i.e., that the aerial is pointing the right way).
In line with Ofcom’s general policy, indoor aerials are not protected from
interference from WSDs. Nevertheless, Ofcom believes that if the risk of
interference to an outdoor aerial is low, then the risk to the indoor aerial is
likely to be low too, as long as the WSD is located outside the building because
the path loss generated by the building is likely to have a similar effect on both
DTT and WSD signals.
The DTT coexistence data also takes into account the UK’s international
obligations concerning protecting DTT reception in neighboring countries.

(4) Unscheduled adjustments data. These are revised power limits that may need
to be introduced into a particular geographic area on an ad hoc basis (Fig. 6).

Fig. 6 Framework for authorising the use of TVWS including the interactions between WSDs
and white space databases (WSDBs) (Source: Ofcom (2015) Implementing TV White Spaces.
Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.
pdf)

https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0034/68668/tvws-statement.pdf
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Interference Management Tools

Ofcom has also established several safeguards against undue interference:

– White Space Information Platform. This is a single interface where Ofcom
can request information about active WSDs from all WSDBs simultaneously
through a single API. During the pilot, Ofcom had relied on a White Space
Devices Information System based on multiple WSDB interfaces, but this was
demonstrated to be impracticable in the event of an interference case.

– Requirements to cease transmissions. WSDs must re-query a database for their
operational parameters at least every 15 min. Should a device be suspected of
causing interference Ofcom are able to instruct a database to cease providing
selected master devices with operational parameters. This instruction must
be relayed to the selected master devices at the next re-query following the
instruction. Ofcom recognize that such a “cease transmission” instruction is
a fairly blunt instrument insofar as it has the potential to impact an entire
network of master and its slave nodes (which are dependent on the master for
their operational parameters). Partly for this reason Ofcom has developed other
interference management options that they are able to apply using the WSIP.

– Adjustments to the maximum power at which WSDs can operate. Contrary
to its original intentions, Ofcom retains control over the calculations concerning
DTT reception. This gives Ofcom the ability to revise the results it gives taking
into account new evidence it may receive where, for example, the UKPM may
be found to be inaccurate regarding the signal levels delivered to particular 100
� 100 m pixels.

– Requirements to cease providing WSDB services. WSDBs are subject to a
process of qualification, which includes testing whether or not a database is
capable of implementing Ofcom’s coexistence framework. Ofcom retains the
ability to instruct WSDBs to stop providing certain services, potentially for a
specific timeframe. Ultimately, Ofcom may remove a WSDB from the list of
qualifying WSDBs on its website if there are found to be repeated breaches.

The License-Exempt Approach

Most mass market devices using radio spectrum do so on a license-exempt basis
as this approach minimizes the costs related to intrusive regulation. However,
Ofcom has been careful in implementing its TVWS framework to only allow
devices to be available on a license-exempt basis if they can demonstrate automatic
geolocation.

It was found during Ofcom’s pilot of TV White Space spectrum access
that none of the WSDs being trialed were able to demonstrate an automatic
geolocation capability. To get around this problem, researchers typically
manually configured the devices so that they could report their geolocation to a
WSDB.
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Manual configuration was permitted during the pilot as the researchers were
operating under nonoperational licenses (previously known as test and development
Licenses). However, allowing this approach to continue indefinitely would introduce
conditions where undue interference could theoretically be caused.

For example, it is possible to imagine a scenario where a master WSD inaccu-
rately reports that its slave WSD is at a suburban location and receives permission
to transmit on several channels that are to be used in theaters at that time. If the
slave WSD were in front of a theater and started to transmit, then there would be
a high risk of undue interference to PMSE devices used in that production. Clearly
this would not comprise the optimal use of this spectrum.

To address this problem, equipment adhering to the relevant ETSI standard
(EN 301 598) specifies that the device must be able to geolocate automatically
(i.e., it cannot be manually configured).

Under EU law, radio transmissions can only be performed by devices adhering
to the Radio Equipment Directive [13]. The simplest way for manufacturers to
achieve this is to self-declare that their device complies with the specifications cited
in a European Telecommunications Standards Institute (ETSI) standard. It is also
possible to obtain type approval from a notified body.

Under the TVWS framework, which has been operational since the end of 2015,
license exemption is only permitted for devices that comply with the ETSI standard.

However, recognizing that it may be some years before devices adhering to
the ETSI specifications become mass produced, Ofcom has set up a transitional
arrangement whereby manually configurable WSDs may operate under a standard
Ofcom license (under the terms of the Wireless Telegraphy Act) [14]. These licenses
cover an unlimited number of manually configured WSDs, but the licensees must
keep comprehensive and accurate installation records and make them available to
Ofcom through a web tool.

Ofcom hopes this can allow benefits to be generated to UK citizens and
consumers through the use of WSDs in the interim period before devices adhering
to the ETSI standard are easily available.

Ofcom issued a statutory instrument [15] in December 2015 authorizing license-
exempt use of TVWS by cognitive radios, providing they comply with the ETSI
standard.

The Spectrum Sharing Framework and the 3.8–4.2 GHz Band

The Spectrum Sharing Framework

Ofcom’s Spectrum Management Strategy [16] published in 2013 observed that the
demand for spectrum was continuing to grow rapidly. In the past, Ofcom would
typically address this by creating conditions where the spectrum can be used by
the entity that values it the most. This could include clearing users out of a given
spectrum band, meaning that often alternative solutions would need to be identified
for those users, and then auctioning the spectrum to the highest bidder. This complex
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process typically takes years and is often delayed further due to litigation regarding
one or more of the many difficult policy decisions required in this process.

Bearing in mind improvements in the efficient use of spectrum over the last
decades, the Strategy acknowledged that fewer and fewer spectrum bands are
left where current users can be “cleared” so that new entities can start using the
spectrum. Notwithstanding the fact that the same document found that 58% of the
spectrum was shared (Ofcom Managed and license-exempt bands), Ofcom found
that there should be more spectrum sharing in order to address growing demands.

This insight demanded Ofcom allow for new thinking to flow through its
decision-making process. To enable this, Ofcom published a series of documents
culminating in a framework for spectrum sharing [17].

A Framework for Spectrum Sharing

The framework for spectrum sharing establishes a systematic approach that Ofcom
takes when it appears that an opportunity for spectrum sharing could arise or
when it appears that spectrum sharing could be a solution for future spectrum
demand.

This could take place, for example, when stakeholders’ demand for spectrum
cannot be met through existing authorization products. Alternatively, Ofcom may
become aware of new developments, for example, advances in technology, that
could comprise a tool or enabler for spectrum sharing. These circumstances are
illustrated in Fig. 7, which was provided as part of Ofcom’s statement on its
framework for spectrum sharing

Under these circumstances, Ofcom would arrive at potential sharing proposals
by considering the relevant high-level characteristics of use, barriers, tools and
enablers. These concepts are defined below.

High-level characteristics of use allow Ofcom to make sure it is asking the right
questions when it is analyzing potential, or current, users of spectrum. Ofcom has
identified eight of these and has set out the thinking that would be employed when
defining a given application’s characteristics of use:

• Time and duration. What are the temporal requirements of the service – is
it always-on, a set time, or unpredictable? Does the service require spectrum
for long-term use or temporarily? What are the temporal requirements of the
individual transmissions? What duty cycle do these use?

• Geography and coverage. Will the service cover the whole UK or be restricted
to certain areas? Will it be ground based; will it be used outdoors or indoors? Is
the location predictable – is the service in a fixed location or mobile? If it has
control over end users, does the user know where its end users are?

• Quality of service. What type of reliability does the service require – guaranteed
availability vs. best effort? What level of interference is acceptable? Is the service
critical, e.g., used for critical national infrastructure?
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Stakeholder demand New tool or enabler

Stakeholder
considers existing

access options

Existing options
suitable

No suitable
existing option

If so, we apply the sharing framework

• available licences
• trading/leasing
• licence-exempt

spectrum

Does the evidence support further work?

Fig. 7 Use of the spectrum sharing framework (Source: Ofcom (2016) A framework for spec-
trum sharing. Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0028/68239/
statement.pdf)

• High-level technical characteristics. EIRP (power), typical transmitter height
and location (i.e., urban, rural, on hills, etc.) and antenna characteristics (beam
widths directionality), typical receiver sensitivity (minimum receivable signal),
and receiver locations and antenna characteristics.

• Capacity requirement. How much capacity is needed for each device and for
the whole service? Is this a core capacity requirement or for additional capacity,
e.g., for occasional overflow?

• Density of use. What is the approximate number of devices in use, i.e., whether
a mass market consumer use or a limited number of terminals?

• Evolution of characteristics over the life of an authorization. How will each
of these characteristics evolve over the term of the authorizations involved? What
is the best way of approaching the uncertainty over longer timeframes? What is
the payback period on the investment?

• Harmonization required [for potential new applications]. How essential are
the benefits from international harmonization? What extent of economies of scale
is necessary (e.g., one or several world regions or just UK specific)? What is
essential to securing sufficient harmonization?

Having established the relevant characteristics of use, Ofcom then identifies the
barriers and tools and enablers that flow from this analysis. According to the
framework, tools and enablers are introduced to address the barriers. These aspects
relate to information, the market, technology, and authorization conditions.

https://www.ofcom.org.uk/__data/assets/pdf_file/0028/68239/statement.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0028/68239/statement.pdf
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How these concepts relate to each other is shown in the following table:

Barrier Tool/Enabler

Information Lack of information
prevents identification of
opportunities

Provision of information about
spectrum assignment and use

Market Transaction costs, concerns
about impact on spectrum
value, uncertainty about
constraints on future use

Spectrum trading and leasing,
spectrum pricing, auctions and
awards (such as the DECT guard
band concurrent license awards)

Authorization conditions Terms of authorization can
limit flexible use; Ofcom’s
commitment to sharing and
regulatory timescales

Information requirements, tiered
authorization approach;

Technology Coexistence adds
complexity and cost

Protocols for accessing shared
spectrum (such as CSMA used in
Wi-Fi), geolocation database
technologies, sensing, automatic
reporting of interference, frequency
and band agile equipment

These barriers and tools and enablers are anticipated to change over time. For
example, as Ofcom found during its work in TVWS, it is not clear that sensing can
currently be considered to be an effective tool for sharing, but this may change as
technologies evolve with time. After analyzing the appropriate tools and enablers,
Ofcom may be in a position to make proposals related to spectrum sharing

Ofcom decided to use the proposed sharing approach identified in the framework
for the first time on the 3.8–4.2 GHz band. These insights fed in to a Call for Input
(CFI), which was published in April 2016 [18]

Opportunities for Innovation at 3.8–4.2 GHz

Ofcom’s policy development regarding TVWS was in part driven by the insight
that the UHF band comprises a “sweet spot” where large amounts of data can
be transmitted over relatively large distances. Technological advances, and more
investment in infrastructure, have arguably extended this “sweet spot” into higher
frequencies.

The 3.8–4.2 GHz band is one of the “Ofcom Managed Bands” that comprise
around half of radio frequencies in the UK.

The entire band is currently shared by the fixed and fixed-satellite services, while
an 84 MHz block (3925–4009 MHz) of it is also used by UK Broadband. Ofcom
authorizes point-to-point fixed links on a first-come-first-services basis, subject to
Ofcom coordination and Ofcom technical frequency assignment criteria. These links
are coordinated by Ofcom so that there is no undue interference caused to the
assignments to the fixed-satellite service that are taken into account on Ofcom’s
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Fixed Satellite Service
400 MHz

3800 – 4200 MHz

UK Broadband
84 MHz

3925 - 4009 MHz

Fixed Links
75 MHz

3800 – 3875 MHz

Fixed Links
270 MHz

3925 – 4195 MHz

Fig. 8 The 3.8–4.2 GHz band (Source: Ofcom (2016) 3.8–4.2 GHz band: opportunities for
innovation. Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-
GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf)

planning tool. A stakeholder is taken into account when it has a permanent Earth
station license or grant of Recognised Spectrum Access that includes reception
of space-to-Earth transmissions in the 3.8–4.2 GHz band at a particular satellite
Earth station. UK Broadband has a nationwide spectrum access license, but its
deployments also have to be coordinated through Ofcom so as to avoid interference
with the other services. The frequency allocations of this band are shown in Fig. 8,
which Ofcom created as part of its Call for Input to demonstrate how the band is
used.

Much like the UHF bands, there appears to be scope to enhance the current
sharing of the band. For the UHF bands, this is because at most locations there
are many unused frequencies. This is also the case for the 3.8–4.2 GHz band, but
additionally for much of the band, the spectrum is only being used in a few dozen
locations at most.

For example, while the band is available for space-to-Earth transmissions
anywhere in the UK, in reality its use is confined to 28 sites with satellite Earth
stations (not including links operated by foreign governments). Further, these
satellite Earth stations tend to be clustered in relatively small portions of the UK.
Aside from a handful of important facilities such as Goonhilly in Cornwall and the
Meteorological Office at Exeter, the use of the band is focused on Aberdeen and
the home counties. Fixed links also tend to be concentrated geographically. All of
the locations of these applications are shown in Fig. 9 (not taking into account UK
Broadband’s use of the 3925–4009 MHz range), which was created by Ofcom as
part of its April 2016 Call for Input.

Further, each satellite Earth station will have several assignments authorized to it
by Ofcom related to discrete blocks of spectrum and orbital positions. This means
that not all of the spectrum will be used at each satellite Earth station. Similarly, each
fixed link uses a 2� 30 MHz block of spectrum, meaning that of the 65 fixed links in
this band, only a few of these would be used in any particular part of the spectrum.

The way that their duplex channel plan is arranged (2 � 270 MHz within the
3.6–4.2 GHz band) additionally allows for a 50 MHz gap (3875–3925 MHz) where
use is confined to the satellite Earth stations.

https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
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Fig. 9 Current users of the 3.8–4.2 GHz band (Source: Ofcom (2016) 3.8–4.2 GHz band: oppor-
tunities for innovation. Available online at https://www.ofcom.org.uk/__data/assets/pdf_file/0031/
79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf)

https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
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Characteristics of Use

To take the language of the Framework, the scale of the opportunity for sharing
in this band derives from the current users’ characteristics of use. The following
table compares these high-level characteristics of use for major users in the UHF
and 3.8–4.2 GHz band. WSDs are not included in this table as their use cases are
varied.

470–790 MHz 3.8–4.2 GHz
Digital
terrestrial
television

Audio Programme
Making and
Special Events

Fixed links Satellite Earth
stations

Time Continuous Variable Continuous

Geography/Coverage Near-
universal
coverage
required

Concentrated
around a few
locations at any
given time, apart
from channel 38,
which could be
needed anywhere

Concentrated
around specific
locations

Concentrated in
certain regions

Quality of service High levels of availability High levels of availability

Capacity requirement High Low for individual
devices, but many
devices may be
required

Variable

Density of use Millions of
TV
receivers at
UK
premises

Many hundreds of
thousands

Several dozen in
the UK

Dozens in the UK

Evolution of these
criteria

Stable for
the medium
to long term

Stable for the
medium to long
term. Growth in
demand could be
partly mitigated
against by new
band availability

Some change
possible in
medium term for
some channels
due to mobile
data strategy at
3.6–3.8 GHz
[20]

Stable, although
some change
possible in
medium term due
to mobile data
strategy at
3.6–3.8 GHz band

One can observe that a major difference between these bands is that the use
of the UHF band is much more “dynamic,” because PMSE assignments change
on a regular basis whereas current users of the 3.8–4.2 GHz band operate on
indefinite licenses and have usage requirements that do not change substantially
year by year. This makes sharing by time difficult, but also means that sharing
may not be dependent on complex technologies, as is required for the Citizen
Broadband Radio Service [19] in the USA at 3550–3700 MHz. It should be noted
that, as explained earlier, even in geographic areas containing current users there are
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typically frequencies that are not being used due to the channeling arrangements in
this band.

It is also clear that there are fewer current users of the 3.8–4.2 GHz band than
in the UHF band and that the usage tends to be concentrated in fewer areas than
in those bands. As set out in the section above, this indicates that a more optimal
use of this spectrum could involve finding a way of allowing spectrum access for
additional applications in more areas of the UK, seeing as in many areas of the UK
there is no current use of the spectrum.

As explained in the section above, it is the geography and coverage, density of
use, and (relatively little) evolution of these characteristics of use that make the 3.8–
4.2 GHz band a good opportunity for innovation in terms of securing a more optimal
use of the spectrum.

Barriers and Enablers

Bearing in mind the high-level characteristics of use defined above, one could
identify the following as potential barriers/enablers:

• Information. An absence of accurate information concerning current use of
the band would prevent stakeholders from sharing this band as they would not
understand its users’ characteristics of use. However, in this case, Ofcom makes
available high-level information on all fixed link deployments and the majority
of satellite Earth stations (excluding those operated by foreign governments) on
the Wireless Telegraphy Register.

• Market. In principle, some stakeholders have an incentive to prevent sharing, for
example, from uncertainty about constraints on future use. In this case, regarding
fixed links and satellite Earth stations, it is not clear that any market mechanism
could enable sharing, seeing as the authorizations refer to specific applications
at specific locations (i.e., they are not technology neutral), and are assumed to
be required at all times. Spectrum assigned to UK Broadband (3925–4009 MHz)
could in principle be shared through spectrum leasing (which is permitted under
its licence for this band), and it is possible that fees could produce incentives for
this outcome.

• Technology. Ofcom manages authorizations in this band because the coexistence
challenges arising from the wide diversity of relevant equipment (i.e., highly
sensitive receivers used in satellite Earth stations and high-power fixed link
transmitters) are significant. Any technological innovation that can ensure that
Ofcom does not need to directly coordinate spectrum authorizations in this band
would need to be sophisticated enough to take into account the fact that satellite
Earth stations operate on a receive-only basis in this band. For this reason,
sensing or the use of protocols for accessing shared spectrum is not likely to
be appropriate.

• Authorisation. Arguably, a significant barrier to enhanced sharing of the
3.8–4.2 GHz band is the absence of appropriate regulatory tools. For example, a



52 Novel Regulatory Solutions for Cognitive Radio and Spectrum Sharing in the UK 1703

new user wishing to deploy a local fixed wireless access service could not use
this band as a fixed link license would only allow transmissions under certain
circumstances, and licenses for satellite Earth stations would not authorize any
sort of transmissions within this band. The exception to this is UK Broadband
(in the 3925–4009 MHz band only), which is able to use this band but only if
Ofcom is satisfied that other users of the band will not suffer undue interference
from a particular deployment.

A Potential Tool: The Tiered Approach

One could argue that one of the barriers to enhanced sharing in this band is the lack
of an authorization mechanism for additional users.

A potential enabler to overcome this could be to introduce new licensing products
that would support an overall tiered access model for spectrum access.

Ofcom imagined one scenario how this might be enabled in the future. A map
generated by Ofcom to demonstrate this scenario is shown in Fig. 10, which shows
how a given range of spectrum might be authorized across the UK.

Fig. 10 A potential tiered
approach to the 3.8–4.2 GHz
band (Source: Ofcom (2016)
3.8–4.2 GHz band:
opportunities for innovation.
Available online at https://
www.ofcom.org.uk/__data/
assets/pdf_file/0031/79564/3.
8-GHz-to-4.2-GHz-band-
Opportunities-for-Innovation.
pdf)

1

Tier 1

Tier 2 and Tier 3

Tier 3

https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
https://www.ofcom.org.uk/__data/assets/pdf_file/0031/79564/3.8-GHz-to-4.2-GHz-band-Opportunities-for-Innovation.pdf
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The scenario speculated on how much of the spectrum (the 316 MHz not assigned
to UK Broadband) could be used more effectively.

In the imagined scenario, “Tier 1” would comprise the current point-to-point
terrestrial links licenses, permanent Earth station licenses, and grants of Recognised
Spectrum Access that are made available by Ofcom on a first-come-first-served
basis. The majority of stakeholders responding to the Call for Input expressed the
view that any changes in this band should allow for the continued further availability
of these products.

Additionally, Ofcom could issue regional licenses for spectrum access as part
of a “Tier 2.” As an example, these could comprise a 10 MHz block for a local
mobile service provided in areas where mobile network operators have not built a
network. These licenses could be issued for areas at a large distance away from Tier
1 deployments, in order to minimize the risk of interference.

Ofcom did not consider the authorization mechanism for such a tier; nor did it
consider how geographic areas would be defined (e.g., by Ofcom dividing up the
country or by specific requests from stakeholders).

The third tier could comprise “opportunistic” spectrum access, which would be
akin to a “secondary” service. While holders of Tier 2 license products could be
granted some form of certainty of spectrum access (arising from the way Ofcom
could issue authorizations), users in this layer would have no such guarantees. As
with TVWS, the successful operation of this layer might require some mechanism
by which users in other tiers could be sure that they would not suffer undue
interference from Tier 3 users. As a preliminary suggestion, Ofcom raised the
possibility of using databases as a means of giving such assurances. Databases
have the advantage of being a proven and demonstrated concept during the TVWS
pilot.

In the UHF band, the only incumbent user of the spectrum whose deployments
frequently change is PMSE. In the 3.8–4.2 GHz band, current use (Tier 1) is
assumed to be static seeing as current authorization products in this band are
indefinite. Some potential future use of the band (Tier 2) is assumed to be relatively
static, although the Call for Input did not include any discussion of whether or not
Tier 2 licenses would be time limited.

Opportunistic spectrum users, however, are often assumed to have dynamic
characteristics of use, so the deployment of databases could also ensure that there
is minimal undue interference caused between these users, notwithstanding the
fact that they would all operate on a “secondary” basis. An additional potential
advantage of databases is that they could also in principle allow opportunistic
spectrum users to access spectrum assigned to a Tier 2 users, if information about
Tier 2 use was also included in the database. As discussed at the beginning of this
chapter, the WT Act licenses granted by Ofcom allow Ofcom to authorize additional
use in the band. However, the extent to which a database might control users has not
been discussed in the Call for Input.

Responses to the Call for Input were in general supportive of Ofcom’s analysis
and overall intentions. Many respondents advocated two-tier sharing where, for
example, current licensees would share with mobile, which may correspond to the
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form of Licensed Shared Access envisaged in some European countries for the 3.6–
3.8 GHz band.

In August 2016 Ofcom published an update. In general, Ofcom confirmed its
interest in enhanced sharing for (nonspecific) authorizations that, according to
Ofcom’s preliminary analysis, should be geographically defined. Geographically
defined means that authorizations could be, for example, based on regional licenses
and/or for a specific geographic point plus an area around it based on a given radius,
defined as pixels, as is authorized under TV White Space spectrum access.

Conclusions and Future Directions

This chapter explained how the legal framework in the UK has provoked Ofcom to
exploring novel regulatory solutions for spectrum sharing.

Its Spectrum Management Strategy and subsequent Framework for Spectrum
Sharing have underlined that it considers spectrum sharing to be a priority going
forward.

A test-bed for this new approach has been the 3.8–4.2 GHz band, where it has
demonstrated an interest in finding novel regulatory solutions for spectrum sharing
in service of Ofcom’s principal duty, to secure the optimal use of the radio spectrum
in the UK.

In the short term, it seems possible that industry focus on spectrum sharing is
likely to be on TV White Space. The last words of this chapter reflect on the future
directions for this form of spectrum access.

As previously noted, terrestrial broadcasting plays a very important role in public
life in the UK. Bearing this in mind, Ofcom has in general taken a conservative
approach in ensuring that there will be an adequately low probability of interference
to these users.

It is possible that the combined effect of these conservative assumptions has
resulted in an overall over-restrictive approach to TV White Space, and Ofcom
may in the future review these assumptions. Equally, it may consider that these
assumptions are not conservative enough. For example, it does not currently con-
sider the effect of an aggregation of WSDs being authorized to transmit on the same
frequency from different databases. While the probability of this is deemed low in
the initial stages, this may require attention in the future. This could, for example,
be resolved through the sharing of information between WSDBs, seeing as WSDBs
are not aware of the channel usage parameters being reported to other WSDBs.

Future change to Ofcom’s framework for TV White Space is likely to be
dependent on market developments, not least the proliferation and performance of
WSDs using this spectrum. It is true that the adoption of cognitive radio in TVWS
has been slower than predicted by some, although the pilot saw interesting use
cases that had not originally been anticipated, such as digital signage and webcam
backhaul. In turn manufacturers are likely to closely monitor changes to the use of
the band by the broadcasting service internationally.
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At the World Radiocommunication Conference in 2012 (WRC-12), the countries
in ITU Region 1 (Africa, the Middle East, Europe, and the former Soviet Union)
agreed to allocate the 700 MHz band (694–790 MHz) for mobile services from
2015, bringing its spectrum allocations more in line with the rest of the world. This
agreement was confirmed at WRC-15. The introduction of mobile into the 700 MHz
band could in some cases reduce the amount of TV White Spaces available for
cognitive radio. In the UK, this change of use could begin from 2020 [21], which is
when the spectrum is expected to be auctioned for mobile services.

This will partly be enabled by reducing use of the interim multiplexes, which
may somewhat mitigate against the loss of spectrum available for cognitive radios.

Another mitigation is that Ofcom has made the 960–1164 MHz band available
for low-power audio PMSE applications on a shared basis with [21] aeronautical
radionavigation services.

In the very long run, the future of the DTT platform itself will have to be
considered. The issue will be considered again in the run-up to WRC-2023 (23),
although the consensus within EU member states is to retain the platform until at
least 2030, revisiting the issue again from 2025.

Therefore, the future availability of the UHF band for cognitive radio might in the
long run be to some extent dependent on society’s idea of what broadcasting services
should be made available universally and what platform can best deliver that. These
considerations might take into account the proliferation (or nonproliferation) of
alternative broadcasting platforms (including IPTV) among the population at large,
including the most vulnerable members of society.

Additionally, although by definition license-exempt applications are not in
general directly protected from undue interference by regulators, it is possible that
the benefits that cognitive radio may deliver to citizens and consumers could also be
taken into account in such discussions.
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introduce the spectrum sharing test-bed developed in China, which is a cognitive
radio-enabled TD-LTE test-bed utilizing TV white space (TVWS). This chapter
provides a brief introduction to the spectrum sharing mechanism and policy in
Asia-Pacific region.

Radio spectrum resources play a fundamental role in wireless communication
systems. The fast-growing demand for wireless communication services and the
inefficient spectrum allocation methods result in the scarcity of spectrum resources,
greatly hindering the development of future wireless communication systems [6,27].

For example, in China, the state radio regulatory commission of China (SRRC)
divides the entire available spectrum resources into multiple frequency bands and
assigns them to different license services such as broadcast TVs and cellular
networks for exclusive use. Such fixed spectrum allocation approach ensures that
wireless applications and devices dont cause harmful interference with each other.
However, it will result in inefficient use of current radio spectrum. Some bands are
heavily occupied by busy radio services, while other bands are rarely used. There
exist great difficulties to find unassigned spectrum for new broadband wireless
communication systems such as time division long-term evolution (TD-LTE).

One of the most promising solutions to overcome this problem is cognitive radio
(CR). A CR device has the ability to identify and access an unoccupied spectrum
band for temporary usage. Therefore, CR is viewed as a technology to overcome the
current inefficient use of radio spectrum resources [32, 55].

Due to its importance, a lot of research funds have been invested in developing
cognitive radio technology. National research programs have already been founded
to support CR technology in China such as the Major State Basic Research
Development Program (973 Program), the National High Technology Research,
the Development Program of China (863 Program), and the National Natural
Science Foundation of China. Government policy regulators such as SRRC are now
considering modifying the current spectrum allocation policies in order to enable
dynamic spectrum access technologies. However, if they fail to fully understand the
current spectrum occupancy patterns, the investments and efforts may not produce
expected accomplishments.

In the rest of this chapter, we first introduce the spectrum measurement in Asia-
Pacific region and then describe the spectrum sharing policies. In addition, the main
spectrum sharing technologies such as spectrum sensing and geo-location database-
based spectrum sharing schemes are introduced. Finally, we give a brief introduction
to the spectrum sharing test-bed in China.

Spectrum Measurement in Asia-Pacific Region

Spectrum occupancy survey is essential for spectrum management and provides
policy makers with necessary information on the frequency usage pattern of
different services in different frequency bands. Until now, several measurement
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campaigns have already been conducted in the United States, Singapore, Vietnam,
and Germany [2, 20, 31, 52]. All these studies show a common discovery that a
large portion of assigned spectrum resources are seldom used, while some particular
spectrum bands are overcrowded. In this chapter, we make a brief survey on the
spectrum occupancies in Asia-Pacific region.

China

The spectrum occupancies in Beijing are measured by our team [4, 51]. We have
measured the spectrum band from 440 to 2700 MHz for 2 weeks in Beijing. This
measurement not only fills the gap of the current lack of knowledge on the radio
spectrum usage pattern in Beijing but also finds out the frequency bands suitable
for future dynamic spectrum access products like CR devices. Our measurement
consists of two parts, the fixed measurement and the mobile measurement, which
are introduced in the following sections.

Spectrum measurement

Fixed measurement
The fixed measurement was adopted to measure the spectrum band from 440 to
2700 MHz. Our fixed measurement was taken on the roof top of a 30-story building
near the central business district (CBD) in Beijing. Without any higher buildings
surrounding the measurement site, it ensures us to measure the radio activities
accurately. The equipment includes omnidirectional broadband antenna BOGER
DA753G that has a frequency range of 75 MHz�3 GHz, Agilent high-performance
spectrum analyzer N9030A with a dynamic range from �154 to 30 dBm, and a
computer. As illustrated in Fig. 1 (left), the antenna was installed on the roof top and
connected to the spectrum analyzer by a low-loss cable. The spectrum analyzer was
controlled by a computer which was used for parameters setting and data saving.
Both the spectrum analyzer and the computer were kept in an indoor metal box as
shown in Fig. 1 (right). The resolution bandwidth (RBW) of the spectrum analyzer
was set to be 200 kHz. The measurement started in June 2012 and lasted for seven
consecutive days. In total, around 100 billion data samples were collected.

Mobile Measurement
As illustrated in Fig. 2 (left), the instruments utilized in the mobile measurement and
their connections are mostly the same as the fixed measurement. It is worthwhile to
mention that a GPS is connected to the computer in order to record the geographical
coordinates of data samples. The GPS we used is Garmin 72HGPS with a location
precision of 5 m. To ensure that the mobile measurement captures the actual
spectrum occupancies in Beijing, a proper route is crucial. Therefore, the following
three principles are adopted for the selection of measurement route.
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Fig. 1 Equipment and measurement environment of fixed measurement

Fig. 2 Equipment and route of mobile measurement

(1) The route should be a helix circling the TV transmitters. The distance from
the TV transmitter changes gradually, such that the relationship between signal
strength and distance can be captured.

(2) To avoid the distortion caused by Doppler effect, the speed of the vehicle must
be kept low. In addition, the performance of the instruments may be affected by
the turbulence at high speed. So we maintained a speed around 20 Km/h in the
measurement.

(3) To make the measurement convincing, the route should cover all typical places
including business district, residents living quarters, open outdoor areas, etc.

The selected measurement route is plotted in Fig. 2 (right). Here different colors
denote different kinds of places. In this map, yellow stands for residential areas,
purple for business districts, and white marks the open areas with sparse buildings.
The measurement was conducted from 9 a.m. to 5 p.m. each weekday.
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The Measurement Results

Spectrum Measurement of 440–2700 –MHz
The spectrum band from 450 to 470 MHz is authorized for radio navigation, radio
localization, and land mobile services such as interphone. The average spectrum
occupancy is observed as 18%. A temporary usage pattern can be observed for part
of frequency channels in this band, which mainly are interphone services resulting
in relatively low spectrum occupancy. The spectrum measurement results in Beijing
are shown in Fig. 3.

The spectrum band from 470 to 806 MHz is allocated for the broadcasting
services, which are Chinese analog TV service PAL-DK and Chinese digital TV
service “Digital Television Terrestrial Multimedia Broadcasting (DTMB).” The
average spectrum occupancy of spectrum band from 470 to 806 MHz is about 42%.
However, not all TV stations work for 24 h each day. Some TV channels are closed
between 00:10 a.m. and 5:50 a.m.

The spectrum band from 880 to 960 MHz is assigned to the mobile cellular
services (GSM900). The average spectrum occupancy of this spectrum band is
45.52%. Note that the spectrum occupancy patterns of uplink and downlink of
GSM900 are quite different. Similar signal occupancy pattern is observed in the
GSM1800 and 3G services. This may result from that the transmit power of uplink
of the cellular systems is relatively lower than the transmit power of downlink.
And the uplinks are silent when there are no active communication sessions. The
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Fig. 3 Spectrum occupancy in Beijing
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TD-SCDMA band A (1880�1900 MHz) was not detected in our experiment, and
its service only existed in band B (2010�2025 MHz). CDMA2000 signals were
not detected during the 2-week period. The average spectrum occupancy of 1700-
1920 MHz is about 14.6%, and the average spectrum occupancy of 1920-2200 MHz
is about 13.1%.

The spectrum occupancy of the industrial, scientific, and medical band (ISM
band), ranging from 2400 to 2500 MHz, appears to be completely unused during
2-week observation. High-likelihood signal occupancy pattern is found in the
radar spectrum band from 2500 to 2700 MHz, TD-SCDMA candidate band C
2300�2400 MHz, and 1427�1525 MHz band for pointing to multipoint microwave
communication system, which is currently utilized by military services. The
occupancy estimations of ISM and radar bands may not be the real situation of
the systems such as WLAN and Bluetooth. Since the measurement site is on the
roof top of a 30-story (115-m-high) building, the ISM signals may not reach the
measurement point. Besides, ISM signals may not penetrate through walls. Radar
signals may need special detection methods and equipment, since its pulse is too
short to be detected and may result in a very low probability to be captured.

The summary of average spectrum occupancy in Beijing city is presented
in Fig. 3. The results indicate the sparse usage characteristics both in time and
frequency domains. The spectrum occupancy rate in average is 13.5% in Beijing for
450�2700-MHz frequency band. Therefore, nearly 86.5% of allocated spectrum is
unused.

Spectrum Measurement of TV Band
We conducted fixed and mobile measurement of the 470�806 MHz spectrum band
in Beijing. The frequency, time, and space domain [18] and the specific TV
standards are all considered in our analysis. Similar to previous measurements, the
fixed measurement and mobile measurement are both conducted.

In China, the spectrum band originally allocated for terrestrial TV broadcasting
service is between 470 and 806 MHz. Due to historical reasons, 566�606 MHz band
is reallocated to trunking communication service, which is omitted in our analysis.
Thus the TV band takes up to 296 MHz bandwidth. Currently, both analog television
(ATV) and digital television (DTV) are utilized in Beijing. The channel bandwidth
is 8 MHz for both DTV and ATV. Therefore, TV band contains 37 channels. Their
transmit power is very high, which means that these channels are occupied almost all
the time, like 750�758 MHz. In the second case, both the maximum and the average
transmit powers are high. However, a certain difference exists between them, which
suggests that these frequency bands are only partially used, like 478�486 MHz. In
the last case, the maximum power is high, while the average power is close to the
noise floor, like 700�730 MHz. Since TV broadcasting system usually works stably
over a long period of time, these channels may be utilized by wireless microphones
or interphones.

The water fall map of the spectrum band is depicted in the lower subfigure of
Fig. 4. It can be observed that some spectrum bands are not utilized during the time
interval 00:00�06:00. To show whether the spectrum utilization has periodicity over
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Fig. 4 The utilization of TV band

Fig. 5 Spectrum occupancy versus time in the 7-day measurement

time, the spectrum occupancy versus time in the 7-day measurement is plotted in
Fig. 5.

It is obvious that the entire spectrum band occupancy shows strong periodicity
with 1-day period. As illustrated in Fig. 5, the lowest occupancy appears in
00:00�06:00, which can be explained by the fact that some TV transmitters are shut
down at midnight due to the small number of audiences. The occupancy is almost
identical for each day during a week, which depicts the static feature of the TV
channels. Ripples in the occupancy curve can be explained by measurement errors
and illegal usage. Notice that the high utilization period of TV band coincides with
the busy period of the public communication systems such as CDMA and WLAN.
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An interesting paradox is that even though spectrum opportunity in the time domain
is sufficient in 00:00�06:00, the spectrum demand may not exist in this period.

Suggestions on Spectrum Innovation in TV Band of China
Based on the analysis of both fixed and mobile measurement above, we would like
to provide our suggestions on spectrum innovation for the TV band of China.

Our first suggestion is that China should accelerate the transition from ATV to
DTV. The advantages of DTV are obvious. Firstly, the DTMB standard developed
by China can provide a data rate as high as 30 Mbps via OFDM, which is sufficient
for HDTV. So the experience of the audiences will be greatly enhanced. Secondly,
the receiver design and out-of-band performance of DTMB are better than PAL-
DK and make DTMB robust to adjacent channel interference. The replacement
of ATV with DTV will eliminate the hidden occupancy problem, resulting in
fewer requirements on the device using this band. Thirdly, Chinese DTV standard
has its unique single-frequency network (SFN) technology. To cover a huge area,
the same TV program is traditionally broadcasted using different channels to
avoid the interference among transmitters. However, in SFN, a TV program can
be synchronously broadcasted across the entire area via only one channel. Thus
spectrum efficiency can be improved, and more channels can be relieved for
reallocation. Finally, multiple TV programs can be carried by a DTV channel, and
the channels needed for TV broadcasting can be further reduced. The transition
to DTV is an international trend which has been accomplished in many countries.
China began the transition from 2008 and is more likely to accomplish in 2020.

We believe spectrum reallocation should be the main spectrum innovation
strategy in the TV band of China. As the measurement indicates, the overall
occupancy of TV band is merely 38%, which is very low. Thus, the vacant band
can be reallocated to other services. However, the spectrum allocation for TV
band varies in the different areas of the country. To leave a universal band for
other services, national-wide adjustment of TV spectrum band may be required.
Moreover, the spectrum occupancies show that there exist the time domain spectrum
opportunity in the midnight and space domain spectrum opportunity in the suburb
of city. However, there are difficulties to use these spectrum opportunities. Besides,
indoor spectrum opportunities exist for short-distance communication technologies
like femtocell. However, a further measurement is needed to justify the possibility
to implement femtocell in TV white space.

Other Countries and Regions

Contreras et al. in [5] carried out the spectrum occupancy measurements in three
locations of Kanto area in Japan. The spectrum band from 90 MHz to 3 GHz is
measured. It has been found that only 6.9% of the spectrum between 90 MHz and
3 GHz is used for more than 10% of time, which indicates the great potential for
deploying spectrum sharing systems in Japan.
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Table 1 Spectrum occupancies in Japan [5]

Subband Bandwidth Occupancy Services

90108 MHz 18 MHz 23.58% TV broadcast (until 07/11)

108170 MHz 62 MHz 12.91% Miscellaneous communications

170222 MHz 52 MHz 17.46% TV broadcast (until 07/11)

222470 MHz 248 MHz 0.63% Miscellaneous communications

470810 MHz 340 MHz 13.9% TV (until 07/12), radio microphones

810958 MHz 148 MHz 28.55% Cellular networks, disaster prevention, RFID

9581710 MHz 752 MHz 0.09% Miscellaneous services

17102300 MHz 590 MHz 5.9% IMT 2K, spatial applications

23003000 MHz 700 MHz 0.018% Radar, IMT 2K, ISM, public communications

Table 2 Spectrum occupancies in Malaysia [21]

Service Frequency range (MHz) Bandwidth (MHz) Average duty cycle (%)

GSM 900 880960 80 35.31

GSM 1800 17101880 170 9.59

3G (IMT-2000) 18852200 315 26.08

VHF TV 174230 56 10.92

UHF TV 470798 328 13.36

The spectrum occupancies of different sub-bands are provided by [5], which
is presented in Table 1. It is noted that the highest spectrum occupancy is
810�958 MHz, which is occupied by cellular networks. On the other hand, the
spectrum bands which are occupied by radar, TV broadcasting system, etc. are
relatively idle. Overall, the spectrum measurement in Japan has demonstrated the
great potential for deploying spectrum sharing systems in Japan all along the
evaluated spectrum from 90 MHz to 3 GHz [5].

Jayavalan et al. in [21] investigated the spectrum occupancy of cellular and TV
broadcasting spectrum bands in Malaysia, as shown in Table 2. Malaysia is closely
located with Singapore, Thailand, and Indonesia, so some of the TV spectrum
bands are not utilized in this country due to cross-border spectrum coordination.
Specifically, TV broadcasting in VHF and UHF bands has the average duty cycles of
11% and 13%, respectively [21]. Besides, Jayavalan et al. found that the utilization
of most allocated TV spectrum bands is below 15%. Thus their work provides the
motivation for spectrum sharing in Malaysia and can bring economic and social
welfare to this country.

Spectrum Sharing Policy in the Asia-Pacific Region

China

According to the prediction of ITU, the spectrum demand of international mobile
telecommunications (IMT) in 2020 will be 1340�1960 MHz. SRRC estimates that
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spectrum demand in 2020 will be 1490�1810 MHz. However, there is still around
1000 MHz shortage of spectrum for China [53].

In this situation, the spectrum refarming, spectrum sharing, etc. are proposed to
improve the spectrum utilization. In China, government policy regulators such as the
ministry of industry and information technology (MIIT), SRRC, etc. are considering
modifying current spectrum allocation policies in order to enable dynamic spectrum
access technologies. The Chinese government has already released the regulations
that allow the spectrum sharing among the radio access technologies (RATs) within
an operator. In 2016, MIIT of China firstly carried out spectrum audit, which aims
to evaluate the spectrum usage to enhance the radio spectrum resource regulation.
Through this work, Chinese government obtains the actual use of key spectrum
bands of 7 public mobile communication systems consisting of 25 spectrum bands.
Thus Chinese government has enhanced the monitoring level of the spectrum, which
paves the road for spectrum refarming and spectrum sharing.

Moreover, in order to satisfy the requirements of future mobile broadband
systems in 5G, such as ultrahigh traffic and ultrahigh data rates, more spectrum and
wider bandwidth are needed to improve the performance. Therefore, the innovative
spectrum utilization methods should be further investigated to discover the available
spectrum of IMT under horizontal or vertical spectrum sharing systems. Spectrum
sharing is a dynamic and optimized allocation of multi-RAT spectrum resources,
which involves some key factors such as deployment scenario, network load, and
user experience. Spectrum efficiency improvement and interference control are
benefited from the optimized dynamic spectrum allocation and management among
different networks or systems. Besides, self-adaption functions of autonomous
access networks and handover between networks can be realized. Furthermore,
air interface efficiency and coverage are enhanced for the efficient, dynamic,
and flexible spectrum utilization. Therefore, the utilization efficiency of spectrum
can rise.

Spectrum sharing technologies can be classified by the application scenarios,
including intra-operator inter-RAT spectrum sharing, inter-operator spectrum shar-
ing, spectrum sharing in the unlicensed band, and spectrum sharing in secondary
access. There are various implementation choices for spectrum sharing such as
independent control node, database-based control, etc. The specific functionalities
of spectrum sharing contain multiple priority spectrum allocation, interference coor-
dination, and so on. In the following sections, we will introduce the development of
spectrum sharing technologies in China.

Spectrum Refarming
In the United States, Finland, etc., the spectrum bands of 2G mobile communication
systems are reallocated to the 4G mobile communication systems. In China, there
are also some cases of spectrum refarming. In 1998, the personal handy-phone
system (PHS) entered into China market. Until October 2006, the number of the
users of PHS system in China is 93 million. However, in October 2008, MIIT of
China announced that the spectrum band of PHS (1900�1920 MHz) was planned
to be reallocated to time division-synchronous code division multiple access
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(TD-SCDMA) system, a third-generation mobile communication system proposed
by China. In January 2011, PHS system began to be officially withdrawn from the
market of China. In October 2014, the base stations of PHS were completely closed
in China.

TD-SCDMA has inherited the spectrum band of PHS system in China. However,
when the TD-SCDMA began its commercial operation, the 4G mobile communi-
cation system has been already on the way. Besides, the time division long-term
evolution (TD-LTE) and TD-SCDMA are both operated by China Mobile Com-
munications Corporation (China Mobile). Hence TD-SCDMA fell in an awkward
situation. In 2013, China Mobile determined that the voice service of 4G will fall
back to GSM system rather than TD-SCDMA system. In 2014, China Mobile
announced that the investment to TD-SCDMA had been stopped. And the users
of TD-SCDMA will be moved to TD-LTE, which means that TD-SCDMA network
will be naturally withdrawn in the future. Actually, China Mobile has already started
some trials to refarm the spectrum of TD-SCDMA. In 2015, China Mobile allocated
the spectrum band A (1880�1920 MHz) of TD-SCDMA to TD-LTE, such that
the data rate of TD-LTE can be improved to 79.8 Mbps. Besides, China Telecom
and China Unicom started to refarm the spectrum of CDMA 800 MHz and GSM
900 MHz [53].

Spectrum Sharing
In China, the mobile Internet plays an important role in economic development and
everyone’s life. Driven by the devices such as smartphones and tablet PCs and the
services, such as social networking, streaming media, and online game, the amount
of mobile traffic dramatically increases, which gives birth to the fifth-generation
(5G) mobile networks. One of the quality of service (QoS) requirements of 5G is
the 1000� capacity improvement compared to 4G. With such large capacity demand
in the future mobile communication system, the spectrum refarming cannot totally
solve the shortage of spectrum. Hence the spectrum sharing is regarded as the long-
term solution in the 5G era.

Recently, with the emergence of sharing economy or collaborative consumption,
the spectrum sharing becomes more and more popular. Similar as the business model
of Uber and Didi, the government believes that spectrum sharing can stimulate
the economy. In 2013, the Broadband China Strategy was proposed by China
government, where optimized spectrum planning was initialized as one of the
strategies.

In the spectrum planning of Broadband China Strategy, the government of China
regarded the dynamic spectrum allocation as a promising approach to improve the
utilization of spectrum resources. To achieve this goal, the interference mitigation
technology and equipment are required to be addressed to enable the spectrum
sharing among various wireless services. Meanwhile, the spectrum regulation for
multiple wireless devices operating on the public spectrum is essential, which aims
to maintain the order of spectrum utilization among the spectrum sharing wireless
networks and devices.
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The TV white spaces (TVWSs), 2.3 and 3.5 GHz, etc. are widely regarded as
the promising spectrum bands that can be shared with other wireless systems. In
the Broadband China Strategy, the spectrum band of 2300�2400 MHz, which was
originally allocated to the radar system, was planned to be shared with wireless
communication systems. The spectrum bands that are utilized locally, such as
spectrum bands of TV and radar, are commonly regarded as the ideal candidate
spectrum sharing bands. However, the TV white spaces in China are difficult to be
shared because of the policy issues, although the sharing of TV white spaces has
been already deeply studied in China’s academia.

National projects of Cognitive Radio
The government of China has supported a lot of national projects to study the
cognitive radio and spectrum sharing, etc. In 2005, the National High-Tech R&D
Program (863 Program) began to support the research on cognitive radio. In 2008,
the National Natural Science Foundation of China established a group of the projects
on cognitive radio. The Beijing University of Posts and Telecommunications
(BUPT), Tsinghua University, PLA University of Science and Technology, etc. were
all supported by this group.

Specifically, in 2008, BUPT was supported by the Major State Basic Research
Development Program of China (973 Program) to study the architecture of cognitive
radio networks, multi-domain cognition theory and method, autonomous resource
management and control schemes of cognitive radio networks, etc. The proposed
architecture of cognitive radio network was illustrated in Fig. 6, which consists of
four modules.

(1) End-to-end goal management: This module consists of two aspects: the end-
to-end goals and cognitive specification language. The cognitive information
collection and autonomous resource management module are guided by the
end-to-end goals. The cognitive specification language maintains the connection
among different modules.

(2) Cognition coordinator: Cognition coordinator is mainly used to set the filter to
obtain cognitive information from multi-domain environment. Then cognition
coordinator establishes the precise mapping between multi-domain environment
and cognitive information. Finally, cognition coordinator extracts the relevant
cognitive information.

(3) Self-organization coordinator: With the goals of end-to-end utility, the
autonomous resource management module generates the optimization strategy
based on the collected cognitive information.

(4) Reconfiguration management: Based on the optimization decision, the related
reconfiguration model is established to execute the reconfiguration command
and reconstruct the network parameters.

In the architecture of cognitive network, the entire architecture is driven by end-
to-end performance. And the learning function is realized through the interaction
between the theoretical model and the modules. As illustrated in Fig. 7, the
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Fig. 6 The architecture of cognitive radio proposed by China

cognitive information flows from the cognitive management module to the end-to-
end module, the self-organization module, and the reconfiguration module.

Apart from BUPT, the University of Electronic Science and Technology of China
(UESTC) was also supported by the 863 Program. UESTC designed the architecture
of cognitive radio networks and developed the test-bed of cognitive radio networks
with the support of 863 program.

Cognitive Radio Networks in China
It is noted that in China, the cognitive TD-LTE system was proposed by BUPT,
which can be regarded as one of the precursors of LTE-U. In LTE-U, LTE system
shares the unlicensed band. The cellular network is the pillar of telecommunication
industry. Thus utilizing cognitive technology to solve spectrum usage in cellular
network is of great importance. To improve the spectrum efficiency of cellular
system, the following requirements must be satisfied.
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Fig. 7 The main modules in the architecture of cognitive radio

Fig. 8 The spectrum allocation in cognitive radio

(1) Accurate and efficient vacant spectrum awareness.
(2) Dynamic spectrum management.
(3) Flexible and adaptive transmission and dynamic spectrum utilization.

Notice that time division duplex (TDD) mode can be operated in unpaired
spectrums, whereas frequency division duplex (FDD) requires paired spectrums.
Thus TDD offers more flexibility in spectrum allocation. The capacity of TD-LTE
system can be improved with the assistance of cognitive radio.

The cognitive TD-LTE system coexisting with TV broadcast services enables
high efficiency of spectrum utilization. Based on the field test of the spectrum
band allocated to broadcast TV services, the band 698�806 MHz is selected for
the cognitive TD-LTE system. However, the dedicated spectrum is also necessary
to guarantee the control signaling and basic data transmission. The dedicated
spectrum is allocated to a certain cognitive cellular system to guarantee cognitive
information transmission and basic data transmission. Different dedicated spectrum
bands are allocated to multiple cognitive cellular systems to work together without
any interference to each other, as shown in Fig. 8. Hence it is challenging to design
the dynamic spectrum management for the cognitive cellular system with statically
utilized dedicated frequency and dynamically utilized cognitive frequency.

Besides, as illustrated in Fig. 9, two-level spectrum management architecture
is proposed to enable the spectrum regulation among TD-LTE and TV broadcast
services, consisting of global layer and local layer [7, 8].
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Fig. 9 The two-level spectrum management architecture

(1) Global layer: The advanced spectrum management (ASM) server is operated
in the global layer and is responsible for the inter-cell spectrum management,
which is a large time granularity spectrum planning.

(2) Local layer: In practice, the spectrum occupancies vary in the space and time
dimensions. Hence the local layer spectrum management is also necessary. In
the local layer spectrum management, the combination of cognitive database
and spectrum sensing is essential to capture the spatial and temporal spectrum
fluctuations and coordinate the possible interference between TD-LTE and TV
broadcasting networks.

Policy and Regulation Challenges of Spectrum Sharing in China
The major difference between the spectrum policy of China and that of western
countries is that spectrum bands are not allocated by auction. Thus the operators in
China, like China Mobile, China Unicom, and China Telecom, do not need to pay for
the dedicated spectrum. In the United States, Britain, Germany, etc., the spectrum
is always billion dollar asset. Hence in these countries, the spectrum sharing is
highly motivated to improve the spectrum efficiency. When Qualcomm proposed the
LTE-U and LAA technologies, the motivation was due to the expensive spectrum.
When the operators try to improve the network capacity, the unlicensed spectrum is
one of reasonable choices. Hence in China, from the operators’ point of view, the
motivation of spectrum sharing is not strong enough compared to other countries.
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Meanwhile, the sharing of TV white spaces is not well developed owing to the policy
issues.

However, on the other hand, Chinese government has strong incentive to push
spectrum sharing forward because the spectrum sharing can stimulate the industry
innovation and boost the economic development. The spectrum regulation entities
like MIIT and SRRC have launched a large number of regulations and projects to
study the possibility to share the spectrum bands of TV and radar. The sharing
of infrastructures and spectrum can save public resources and avoid the waste of
resources, such as reputably building the base stations and low spectrum utilization.
Hence Chinese government has promoted to establish the China Tower company,
which aims to share the base stations among the operators. From the vision of
development, the spectrum sharing in China is challenging while on the way.

Japan

The spectrum policy of Japan is administrated by the Radio Regulatory Commis-
sion, which is an independent agency under Japan government [47]. The Ministry
of Internal Communications (MIC) of Japan established a committee in 2004
to formulate the policies on spectrum regulation. The telecommunications policy
functions of the Ministry of Posts and Telecommunications (MPT) moved to the
Ministry of Internal Communications (MIC) in 2001 [30]. MIC releases the radio
legislation, the spectrum rules and the spectrum allocation table [30].

In Japan, with the innovation of wireless technologies such as small cells,
code division multiple access (CDMA), and high-speed packet access/evolution-
data only (HSPA/EVDO) [41], the spectrum utilization is significantly improved
compared to traditional spectrum usage. However, the spectrum in Japan has been
nearly exhausted. Hence the emerging wireless technologies have great difficulties
in finding new spectrum bands, similarly in China. With the severe spectrum usage,
the development of mobile Internet faces great challenges. However, the economy
is boosted by the information and communication technology (ICT), where the
mobile communication plays an important role. With the upgrade of the different
generations of wireless communication systems, the ideal frequency bands are
allocated to the prior wireless communication system, which makes the spectrum
resources to be scarce. In addition, the mobile communication operators need to
provide new services to attract consumers. Therefore the spectrum resource is also
in shortage supply. Hence the mobile communication operators need to find an
approach to efficiently use spectrum. In this situation, spectrum sharing is one of
the promising technologies to efficiently improve the spectrum efficiently [41].

Cognitive Radio Architecture Proposed by Japan
Spectrum sharing aims to use the vacant spectrum bands. In spectrum sharing, the
vacant spectrum bands and vacant time slots of primary users can be exploited
by secondary users. By sensing and accessing the vacant spectrum in spatial and
temporal dimensions, secondary users can use adequate spectrum bands to improve
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the capacity of cognitive radio networks. In the implementation of spectrum sharing
in cognitive radios, the cooperation among heterogeneous wireless networks is
essential to coexist among them and improve the spectrum utilization.

In Japan, the cognitive wireless cloud (CWC), a kind of architecture of cognitive
radio network was proposed by NICT [15]. The cognitive radio systems cooperated
with primary networks are called dynamic spectrum access network or cognitive
wireless clouds [15]. In CWC, a network reconfiguration manager (NRM) installed
in secondary networks collects the sensing data of secondary users. The sensing
data includes data rate, delay, throughput and signal strength, and so on. The NRM
analyzes the collected sensing data and feedbacks the controlling information to
secondary users, such that secondary users can access to the most appropriate
wireless networks.

White Space Sharing in Japan
It is worth noting that Japan is a small island country with population of 126.81 mil-
lion and is close to Busan, one of South Korea’s major cities. Therefore the
geographic features of Japan are different compared to many other countries that
have multiple land borders with neighboring countries. Large population and small
area make Japan’s spectrum resources particularly scarce. The government of Japan
attaches great importance to the efficient use of spectrum.

To solve the shortage of spectrum resources, MIC released a series of the related
policies to improve spectrum utilization. The exploitation of white space is an
important part. MIC announced the action plan for spectrum reuse in 2004, with
the latest revision accomplished in October 2015 [11]. For the implementation of
the plan, the government of Japan conducts annual audits for spectrum. Through the
investigation and evaluation of specific spectrum bands, they developed spectrum
recovery programs and use the frequency compensation mechanism to promote
spectrum migration.

In July 2011, Japan finished the transition from ATV to DTV. Spectrum band of
710�722 MHz was released on July 24, 2006. Spectrum band 722�770 MHz was
released in July 24, 2012, which was no longer used for the broadcasting service
[43]. The spectrum band 90 � 108 MHz and 170 � 222 MHz cannot be used
for TV broadcasting after July 25, 2011 [43]. As illustrated in Fig. 10, TV white
space (TVWS) devices must be separated from the protected area of TV channel
within a distance based on their transmission power and antenna height. Typically,
the protected area of TV channel is the area where the corresponding transmitter
provides the required signal strength for acceptable TV service. According to [34],
there were more than 20 available TVWS channels in central Tokyo in 2012. There
are many wireless systems aiming to be operated in TVWS, such as sensor networks,
wireless microphones, and public safety communication systems. The possibility
of adopting geo-location database in spectrum sharing is under the investigation
by the TVWS working group established by MIC, which has so far investigated
the feasibility of allowing small-area broadcasting systems, wireless microphones,
sensor networks, and public safety communication systems to access TVWSs [34].
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Fig. 10 Basic concept of TVWS device regulations [34]

In Japan, the spectrum has already been allocated to a variety of services.
Spectrum sharing also faces the political barrier, which is not purely a technical
problem. Hence, the realization of spectrum sharing will still have a long way to go.

Singapore

White Space Sharing in Singapore
Due to its restricted area and large population similarly as Japan, the government
of Singapore is highly concerned about the efficient use of spectrum. There are
also many trial experiences to investigate the possibility to use spectrum efficiently.
ATV to DTV transition produces a large number of idle spectrum bands, and the
new spectrum utilization method, namely, spectrum sharing, is proposed to improve
the spectrum efficiency [45].

TVWS is a good choice to be utilized to enrich the available spectrum. The VHF
spectrum (174 and 230 MHz) and the UHF spectrum (470 and 806 MHz) for TVWS
operations were not fully utilized [38]. Such spectrum bands could potentially
be redeployed for other wireless services. Info-communications Development
Authority in Singapore (IDA) has the authority to plan the spectrum bands. The
white space equipment operates without permission as long as it complies with
IDA’s technical specifications. The license-free approach allows the users to explore
a range of business models, which reduces user’s costs and stimulate innovative
services.

As early as 2006, the Singapore Institute of Information and Communications
(I2R) participated in the standardization of TVWS in IEEE [17]. In 2008, I2R pro-
posed an experimental prototype exploiting TVWS to the Federal Communications
Commission (FCC), which is the original development of the spectrum sharing in
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Singapore. In 2009, IDA completed Singapore’s regulatory framework for TVWS
deployment [36]. In 2011, IDA carried out the spectrum planning in white spaces
and development of relevant regulatory framework. In 2012, Singapore set up a
TVWS test working group. More than 40 locations were tested within 2 years, and
it is found that the use of TVWS has many obvious advantages.

The use of TVWS has been found to have many obvious advantages. It is
estimated that Singapore has TVWS of up to 180 MHz [39]. Once the TVWS
is open to use, the capacity of wireless networks can be boosted. IDA has
developed a regulatory framework in November 2014 to allocate the 180 MHz
TVWS to unlicensed users. In 2015, TVWS regulatory framework was further
pushed forward. It allows other wireless networks to use TVWS to increase capacity
and create broadband wireless networks. Singapore is the second country in the
world after the United States who agrees to access TVWS for unlicensed users
[39]. The concept of dynamic spectrum access can optimize and enable the access
to underutilized spectrum, which can be used in many areas such as smart grid,
wireless broadband, and machine-to-machine communication. Moreover, the geo-
location database approach will be a practical method for white space devices to
access TVWS. Allowing unlicensed users accessing TVWS will motivate potential
new technologies and business models, which will bring opportunities for small-
and medium-sized enterprises. Although the companies wish to use TVWS without
license, they need to comply with the technical regulations proposed by IDA. Man-
ufacturers and suppliers of TVWS equipment must register their devices in IDA,
similarly for the manufacturers and suppliers of mobile phones and communication
equipment [40].

Furthermore, the Minister of Communications and Public Information in Sin-
gapore announced the latest development blueprint, namely, Master Plan 2025, to
tackle the shortage of the spectrum facing the great spectrum demand of mobile
Internet [42].

National Projects of Cognitive Radio in Singapore
Singapore has developed a white space test-bed cognitive radio venue (CRAVE)
to evaluate the promising technologies to improve spectrum utilization. The test
locations of CRAVE are Malaysian coast, Indonesia coast, near broadcast tower,
dense urban environment, and in-building environment [28]. The performance of
WSD devices is evaluated by this program.

Policy and Regulation Challenges of Spectrum Sharing in Singapore
Singapore is a country with small area and limited natural resources. Facing the
grow of elderly population and the process of urbanization, the high-tech products
such as sensors, robots, and wireless networks are widely deployed to build a
smart nation that improves people’s life quality. It is also the common aspiration
of Singapore government and the people. Spectrum-related policies are important
for the construction of smart country.
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The realization of spectrum sharing faces many open and critical challenges, for
example, is low-power transmission of secondary user able to meet the transmission
requirements, what transmit power level should be adopted and how to control it,
how to effectively estimate the users interference [29], etc. All these questions need
to be addressed in the policy design.

India

White Space Sharing in India
Unlike the developed countries, India has a lot of licensed but unutilized TV
spectrum band [33], namely, TVWS. Since the UHF television band has ideal radio
propagation characteristics, Indian authorities plan to use this spectrum band and
fiber-based point of presence (POP) connections to cover the 250,000 rural offices.
Since most of the Indian citizens live in rural areas, the communications engineers
of India addressed the possibility to use TVWSs as the broadband access in rural
areas [35]. Some researchers in India proposed to create a geo-location database
that can broadcast TVWS information on rate constrained channels, such that multi-
hop mesh network can operate in TV UHF band [14]. With this solution, the TV
UHF band is used to provide seamless connectivity between the gram panchayat and
village users [26]. The network can coexist with TV broadcasts through a licensed
shared access mechanism.

National Projects of Cognitive Radio in India
India government has launched some projects on cognitive radio. Among them, an
emergency network based on cognitive radio was proposed in Adaptive Ad hoc Free
(AAF) Band Project [54]. Besides, the authorities of India approved the spectrum
sharing, which allows the operators to share the spectrum of a particular band to
improve spectrum utilization.

Policy and Regulation Challenges of Spectrum Sharing in India
The authorities in India are determined to change the situation that many citizens
cannot access to broadband Internet. Spectrum sharing is a promising answer to
solve this problem. Therefore, the government of India approved the operators
to share a specific spectrum band within the service area to improve spectrum
utilization, which is regarded as a big step toward spectrum sharing.

Korea

White Space Sharing in Korea
The South Korea government has recently proposed a TVWS field demonstration
system that meets the requirements of the Federal Communications Commission
(FCC). The measurements of TV band device (TVBD) networks have been
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conducted in Jeju, South Korea. The measurement results show that the service’s
coverage of mobile network can be extended to more than 2 km when TVBD
operates on the available TV spectrum bands [24]. The primary service in TV band
is the digital television (DTV) [23]. With the DTV service, both the co-channel
and adjacent channel deployment scenarios of TVBD network are investigated in
Korea.

Policy and Regulation Challenges of Spectrum Sharing in Korea
The government of Korea has launched some projects on cognitive radio. The
service coverage measurements on TVBD networks were implemented in Jeju,
Korea [24]. Besides, the Korea Communications Commission (KCC) has proposed
a new spectrum strategy based on dynamic spectrum access technologies, such
as LBT universal spectrum for RFID, UWB-DAA, and flexible access (FACS)
[25]. The KCC also considers spectrum sharing for TVWS after the transition
from ATV to DTV and pays much attention to the improvement of spectrum
efficiency [25].

Australia

Australia is a large continental country with population of 23.8 million. However,
the distribution of populations in Australia is highly inhomogeneous. Australia is
highly urbanized, and nearly half of the populations live in the two largest cities:
Sydney and Melbourne. Most people in Australia live in the big cities near the
coastline. About 70% of Australia’s land is arid or semiarid, and most of the central
area is not suitable for human habitation. Hence in the central area or rural area of
Australia, the distribution of the people is very sparse.

According to Prof. Y. Jay Guo’s report, the Federal Government of Australia has
started a 43 billion dollar project to build a national broadband network (NBN) [22].
NBN will deliver 100 Mbps broadband services to 90% of the population. The rest
of the populations, which mainly live in rural area, will be served by wireless and
satellite communications networks [22]. In this situation, the TVWSs are proposed
as the suitable spectrum bands to provide coverage for rural area.

In Australia, with the process of switching off ATV beginning in 2010 and com-
pleting at the end of 2013, the UHF spectrum allocated to broadcasting in Australia
shrinks from 300 (520�820 MHz) to 174 MHz (520�694 MHz) [10]. Thus there are
considerable TVWSs emerging in Australia. To provide wireless services to rural
area of Australia, CSIRO has developed cognitive radio technologies to dynam-
ically access the TVWSs. These technologies include reconfigurable antennas,
reconfigurable active devices, out-of-band interference suppression techniques, and
adaptive and reconfigurable multiple input and multiple output (MIMO) systems
[22]. Hence, due to the special geographical feature and population distribution,
Australia has great motivation to perform spectrum sharing and has already obtained
some achievements in spectrum sharing.
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Spectrum Sharing Test-Bed in China

The explosive growth of mobile Internet has led to a surge of data traffic. Hence, the
next-generation cellular network is facing both opportunity and challenge. Under
this background, the new unlicensed spectrum widely known as TVWS offers
new opportunities to improve spectrum efficiency [49]. The 4G cellular networks
adopt long-term evolution (LTE) technology based on all-IP network architecture
and significantly improve area spectrum efficiency [1]. LTE can support both
frequency division duplex (FDD) and time division duplex (TDD) operations over a
variety of allocated frequency bands. In Asia, typically 1800, 1900, 2100, 2300, and
2500 MHz are often utilized [19]. To meet the requirement of high data rate services,
TDD LTE (TD-LTE) with flexible downlink and uplink time slot ratio without
stringent requirements for paired uplink and downlink frequencies can better utilize
fragmented TVWS.

However, the available licensed spectrum bands for 4G cellular networks using
LTE technology in Asia are around 2 GHz and above, which may increase the
network cost for large area coverage. According to spectrum occupancy measure-
ments in Beijing, significant white space opportunities exist in TV broadcasting
bands around 700 MHz [55]. Hence, the 4G cellular networks can be operated
in TVWS. Such opportunistic operation will require dynamic spectrum access
(DSA), which is based on effective cognitive radio principles. Compared to
the strict requirements of the paired downlink and uplink spectrum bands with
appropriate spectrum separation in FDD LTE, the TD-LTE system with multiplexed
downlink and uplink in the same spectrum band can fully utilize the fragmented
TVWS. In addition, to meet the service demands in hot spots, multi-tier heteroge-
neous radio access networks are deployed with overlapped coverage areas, which
will bring much challenge for spectrum allocation and interference coordination
among multi-tier heterogeneous networks. Therefore DSA and efficient spectrum
management technologies should be applied in heterogeneous radio access net-
works.

Standardization activities on TVWS utilization include IEEE 802.22 [16]
for wireless regional area networks (WRAN), European computer manufacturers
association (ECMA) 392 [48] for wireless personal area network (WPAN), and
IEEE 802.11af task group [13] for wireless local area network (WLAN). Generally
speaking, the above standards consist of the mechanisms for coexistence between
the secondary and primary networks, where a variety of use cases are addressed
such as long-range outdoor services for 802.22 and short-range indoor services
for ECMA-392 and 802.11. With respect to spectrum sensing, these standards
mostly advocate a quiet period for spectrum sensing by interrupting an existing
communication session. This is not appropriate for TD-LTE system which has strict
QoS requirements for latency in the voice service and precludes interrupting a
communication session [3]. Therefore, some new and simple modifications to the
existing TD-LTE protocol stack are needed to exploit TVWS.
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In this section, a cognitive radio-enabled TD-LTE test-bed that operates in
TVWS is proposed [9]. It supports multi-tier heterogeneous radio access networks.
Specifically, an efficient feature detection-based spectrum sensing method is pro-
posed for TD-LTE which can achieve 99.9% detection probability and 1% false
alarm probability. The proposed cognitive radio-enabled TD-LTE frame structure
utilizes the guard period and adjacent vacant uplink subframe for spectrum sensing
by the cognitive eNodeB (CeNB), which requires the minimum protocol stack
modifications. In particular, cognitive control channel (CogCCH) is proposed in
medium access control (MAC) layer to transmit CR-related radio resource control
(RRC) information. Physical cognitive channel (PCogCH) is also proposed in
physical (PHY) layer to broadcast the spectrum decision information to CR user.
To mitigate the potential adjacent channel interference between the TD-LTE system
and the TV broadcasting system, appropriate guard bands between these two
systems are needed. The width of guard bands is determined through the simulations
and field experiments. To the best of our knowledge, our proposed test-bed is the first
CR-enabled TD-LTE system operating in TVWS.

CR-Enabled TD-LTE Test-Bed Utilizing TVWS

The TD-LTE-based spectrum sharing test-bed is developed by the Beijing Univer-
sity of Posts and Telecommunications (BUPT) [9, 56]. To solve the challenges
of deploying CR-enabled TD-LTE system operating in TVWS, both solutions and
analysis are proposed, including an efficient spectrum sensing method for TV signal
detection, interference analysis, and the CR-enabled TD-LTE protocol stack to
support the efficient utilization of TVWS, which will be introduced in the following
sections.

Spectrum Sensing in TVWS
The cognitive eNodeB (CeNB)-based spectrum sensing method is proposed for
spectrum sensing in TVWS with two advantages. Firstly, the spectrum occupied
and signaling overhead for information exchange between CR users and CeNBs can
be minimized. Secondly, the energy consumption for spectrum sensing by CR users
can be saved.

Unlike the United States where TVWS exists among digital TV signals, analog
TV signals will be the dominant primary users in China for years. Therefore, we
propose a feature detection-based spectrum sensing method exploring the specific
characteristic of the analog TV signals. According to the spectral characteristics of
analog TV signals (PAL-D) in China [2], the energy of the baseband TV signals is
mostly concentrated on 1.25 MHz, chroma vice carrier on 5.68 MHz and audio FM
carrier on 7.75 MHz as illustrated in Fig. 11. The procedure of the proposed feature
detection method for analog TV signals is shown in Fig. 12. The TV RF signal is
digitized directly via fast ADC, which is then down-converted to a baseband signal.
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Fig. 11 Spectrum
characteristics of analog TV
signals

If there are narrow band signals existing on 1.25, 5.68, and 7.75 MHz, and the signal
waveform is similar to the analog TV signals, the analog TV signal is then detected.
Otherwise, the spectrum is assumed to be unoccupied by the TV signal. Because the
detection bandwidth is only 200 kHz compared to 8 MHz for each TV channel, it can
increase the spectrum sensing speed for each TV channel with an improvement of
16 dB. The proposed feature detection method can also reduce the noise and the
sampling time, which has a good performance under the low signal-to-noise ratio
(SNR) condition.

The field experiments are implemented to test the performance of the proposed
feature detection method, which is programmed into a baseband signal process
board of the spectrum sensing modules. The Agilent N5182A MXG signal generator
is used to generate analog TV signals. Spectrum sensing module receives analog
TV signals through a cable and reports the detection results to the computer.
The detection probability and false alarm probability can be determined by the
experiment in Fig. 13, which shows that the detection probability can be 99.9% with
at most 1% false alarm probability. Besides, the proposed feature detection method
improves the weak signal detection capability significantly with the TV signal power
level of �120 dBm.

Furthermore, in order to utilize the vacant spectrum in time-frequency-space
multi-domains in TVWS, an efficient spectrum utilization scheme called three
regions is proposed in [50], which applies the joint geo-location database and
spectrum sensing scheme in order to reduce the complexity and cost of traditional
spectrum sensing. Firstly, CeNBs of the TD-LTE system access to the geo-location
database to find their locations and decide their specific regions, i.e., the black
region, gray region, and white region. Geo-location database is a database system
that maintains the records of all authorized services in TV frequency bands and
is capable of determining vacant channels at a specific location based on the
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Fig. 12 Procedure of the
feature detection method for
analog TV signals

down-
converted to a

baseband
signal

Calculate
power density

using FFT

No The signal is
not the analog

TV signal

If there is narrow
band signal existing on

1.25 MHz

Yes

Yes

Yes

The signal is analog
TV signal

No

No

If there is narrow
band signal existing on

5.68 MHz

If there is narrow
band signal existing on

7.75 MHz

interference protection requirements. Black region is defined as the region where the
CeNB within it cannot reuse the spectrum of TV broadcasting system. Gray region is
a region where the CeNB should apply the spectrum sensing to utilize TVWS. White
region is defined as a region where the CeNB can reuse the spectrum of the TV
broadcasting system freely without implementing the spectrum sensing procedure.
Therefore, by checking the position information in the geo-location database, the
CeNB can decide its specific region and make an appropriate decision on whether to
apply the spectrum sensing. The scheme of three regions can improve the efficiency
and reduce the cost of spectrum utilization.

Interference Analysis
One approach to the reduction of the adjacent channel interference (ACI) between
the TD-LTE system and TV broadcasting system is reconfiguring the central
frequency of the TD-LTE system and setting the appropriate guard bands between
two systems, which will reduce available spectrum resources. Another approach is
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Fig. 13 Detection probability against the received power level of TV signals

to use power control scheme to transmit with a lower power on adjacent channels
close to the active TV channels. Based on the geo-database approach, if the TD-LTE
system is close to TV receivers, it can use the spectrum bands far from the active
TV channels to reduce the interference.

Firstly, we conduct simulation experiments to analyze the interference between
two systems. We establish the TV circle-shaped system and TD-LTE honeycomb-
shaped network topology (19 CeNBs and 57 sectors) and then assign TV receivers
and TD-LTE users, configure transmitter/receiver and channel models, and upload
resource scheduling and user mobility schemes to simulate the real system operation
states. Moreover, TV receivers and TD-LTE users are assumed to be uniformly
distributed. During the simulations, system configurations are the category B in [44].
The left part of Fig. 14 shows the interference probability of the TV broadcasting
system versus ACIR, where interference probability is defined as the percentage of
TV users that cannot receive signals normally due to the interference. It denotes
that the interference decreases as ACIR becomes larger. It also depicts that the
interference from CeNB is bigger than that from CR users, which is caused by a
much higher CeNB transmit power compared to CR users. The right part of Fig. 14
depicts the interference from the TV broadcasting system to the TD-LTE system.
Similarly, we define the percentage of interference-caused capacity decline as the
capacity loss, and the larger ACIR leads to a less capacity loss of the TD-LTE
system, and the uplink capacity is prone to be decreased compared to the downlink
capacity. In general, from the engineering point of view, 5% system performance
loss is acceptable for the TD-LTE system. Thus 75/30 dB ACIR (TV interfered by
TD-LTE downlink/uplink) and 27/78 dB ACIR (TD-LTE downlink/uplink interfered
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Fig. 14 Performance of the TV broadcasting system and the TD-LTE system against ACIR

by TV) are acceptable for the TV broadcasting system and the TD-LTE system,
respectively. Based on the mapping relationship between ACIR and the width of
guard bands [44], the frequency separation bandwidth of 7 MHz is appropriate to
enable the coexistence of two systems.

Secondly, further field experiments are performed to find the width of the
guard bands. The Agilent E4438C signal generator and Agilent N5182A MXG
signal generator are applied to generate downlink TD-LTE and TV broadcasting
signals, respectively, which go through the signal emulator (EB propsim F8) to
emulate different indoor and outdoor channel environments. Then an R&S ETL
TV broadcasting signal analyzer acts as a TV receiver to measure the quality
of received TV signals with the interference from TD-LTE signals. The central
frequency of both TD-LTE and the TV signals is set to be 700 MHz at first, and then
the central frequency of the TD-LTE system increases until the TV signal analyzer
indicates that the received TV signal quality reaches the normal standard [12]. Then,
the separation bandwidth between two signals is the width of the guard bands.
The results show that a frequency separation of 6 MHz between TD-LTE and TV
signals is an appropriate value, which will not cause harmful interference between
them. Therefore, 7 MHz guard band can be used for the coexistence between two
systems.

The CR-enabled TD-LTE protocol stack
The protocol stack of the TD-LTE system should be designed with the minimum
modifications in order to support CR functions. In addition, the spectrum sensing
results and network information exchange among the CeNBs should be supported.
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As illustrated in Fig. 15, the modifications to the TD-LTE protocol stack for both
the CeNBs and the CR users are designed to support CR functions.

In the RRC layer, the spectrum decision management module in CeNB is intro-
duced to make spectrum decision according to the spectrum sensing information
received from the spectrum sensing module. Two main spectrum management func-
tions are proposed for RRC. The first is called the long-term spectrum management
among the different CeNBs for the efficient allocation and utilization of TVWS. The
second is called the short-term spectrum management within CeNB.

The MAC layer provides different types of data transmission on different types of
logic channels such that the types of logical channels are determined by data types.
To accomplish the interaction of the CR-related information, a new logic channel
called CogCCH is proposed both in CeNBs and CR users to transmit CR-related
RRC messages.

In the PHY layer, a physical channel named PCogCH is proposed both in
CeNB and CR users to carry the spectrum decision information on the transport
channel called cognitive channel (CogCH) and broadcast the spectrum decision
information to CR users through the special subframes. The CR users execute
the spectrum decision after receiving the broadcast information. To reduce the
power consumption and signaling overhead for the CR users, the spectrum sensing
module is only added in CeNB to perform the spectrum sensing and report the
spectrum sensing results to RRC layer. Meanwhile, through the X2 interface among
CeNBs, cooperative spectrum sensing can be performed accordingly and will be
used between the adjacent CeNBs for spectrum sensing, information exchange, and
long-term spectrum management.

Furthermore, the TD-LTE frame structure is modified to enable CR functions, as
demonstrated in the lower part of Fig. 15. Within 10 ms TD-LTE frame, the guard
period (GP) in the special subframe #1 is used for spectrum sensing, which will not
disrupt the communication between CeNBs and CR users. Moreover, the adjacent
vacant uplink subframe #2 is also used for spectrum sensing when the candidate
TVWS is too wide. Thus, the TD-LTE system performs the spectrum sensing within
2 ms within each 10 ms frame period. In the meantime, the spectrum sensing module
will perform spectrum sensing and deliver the results to the RRC layer. The DwPTS
in the special subframe is chosen to transfer both spectrum sensing and spectrum
decision information of the previous frame.

Test-Bed and results

Considering the industrial trend of future telecommunication networks in China,
a CR-enabled TD-LTE test-bed has been designed and developed in the Beijing
University of Posts and Telecommunications (BUPT) with two CeNBs and eight CR
users. Both CeNBs and CR users are implemented with a unified hardware platform
[46], where the baseband signal processing functions are implemented on TI C6487
DSP. For the three-core DSP, one core is used for downlink signal processing,
another is used for uplink signal processing, and a third is for scheduling. AD/DA
operation is implemented in Xilinx FPGA, with the AURORA interface to DSP. In
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addition, the platform can also download different protocols from DSP dynamically
and be capable of reconfiguring its work mode and parameters intelligently to utilize
TVWSs efficiently.

Each TV channel occupies a frequency of 8 MHz in China; thus the TD-LTE
system can be implemented with 20 MHz system bandwidth when three continuous
TV channels (24 MHz) are all vacant. After the CeNB detects the TV signal,
it will execute spectrum handover and switch to another vacant spectrum band
accordingly. Furthermore, the spectrum sensing results will also be sent to the
TVWS database for vacant spectrum information update, which is used for vacant
spectrum information coordination and synchronization among CeNBs. In addition,
considering the scenario that continuous TV channels are less than three, the test-
bed can apply the dynamic system bandwidth adjustment technology, which means
that 15 MHz bandwidth is used when two continuous TV channels are both vacant,
while 5 MHz bandwidth is used if only one TV channel is available. Therefore, the
test-bed can dynamically change its system bandwidth to adapt the different vacant
spectrum conditions in practical scenarios.

The proposed CR-enabled TD-LTE test-bed has both the outdoor and indoor
scenarios. In the outdoor scenario, CeNB is deployed on the roof of a building with
two mobile CR users. In the indoor scenario, the trial of the test-bed is illustrated
in Fig. 16 with three analog TV signal transmitters deployed as the primary TV
broadcasting system. The CeNB and CR users are placed inside a room with a
light-of-sight (LOS) propagation. The antennas for both CeNB and CR users are
6 dBi rod-antenna. The transmit power of the CeNB is 20 dBm. In addition, the
CeNBs are connected to the TVWS database and advanced spectrum management
(ASM) subsystem. The TVWS database will collect and update the crude data of
spectrum sensing results from different CeNBs, the database of the mobile network,
TV broadcasting operators, and the database of state spectrum regulators, in order to
draw the global spectrum occupancy graph. Moreover, based on the global spectrum
occupancy graph from the TVWS database, the ASM subsystem is responsible for
an efficient spectrum management and coordination among different CeNBs by
making decisions on the efficient vacant spectrum allocation.

Fig. 16 CR-enabled TD-LTE test-bed
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Fig. 17 Packet loss ratio during spectrum handover

In Fig. 17, the packet loss ratio of the CR-enabled TD-LTE system is plotted
during a period of 2 s by 200 samples with 10 ms for each sample. During the
experiment, the TV transmitter is turned on at 1 s, and the packet loss ratio of the
CR-enabled TD-LTE system is fairly steady before 1 s and increases significantly
after 1 s as depicted by the surge at the point of 100 samples. This indicates that
the interference from TV signals is fairly strong and results in a tremendous packet
loss. However, due to the accurate and timely TV signal detection and spectrum
handover, the packet loss ratio of the CR-based TD-LTE system can be quickly
restored within a short time of 50 ms, as shown in Fig. 5. In contrast to the silence
period applied by IEEE 802.22 standard in [6], the proposed CR-enabled TD-LTE
test-bed can achieve the spectrum handover within 50 ms on average without severe
performance deterioration or service dropout, which significantly outperforms the
avoiding time of 2 s in [6].
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Abstract

In an earlier book chapter published in the Book titled Opportunistic Spectrum
Sharing and White Space Access: The Practical Reality, First Edition (Holland
et al., 1st edn. Wiley, 2015), we provided an in-depth overview of the IEEE
802.22 standard for cognitive wireless regional area networks. The discussion
featured the motivation and the need for that standard, white space regulations
around the world, in-depth analysis of the IEEE 802.22-2011 standard along with
a brief overview of the new features present in the amendment to the IEEE 802.22
standard.

IEEE 802.22 standard for wireless regional area networks (WRANs),
also known as Wi-FARr (IEEE Std 802.22-2011) proposes to use the
unused television band channels (the so called white spaces) in the VHF
and the UHF bands to provide fixed and nomadic, high-throughput, long-
range communications. Applications of this standard include remote and rural
broadband Internet access, Frugal 5G for e-Education, e-Health, e-Banking,
e-Payments, ship to shore communications, homeland security, border protection
and surveillance, environment monitoring, smart grid applications such as
supervisory control and data acquisition (SCADA), as well as low latency
applications such as protective relaying at a future date. The IEEE Std. 802.22-
2011 has been approved by ISO, and its interoperability testing is being
carried out by the WhiteSpace Alliance under the commercial brand name of
Wi-FARr.

In this book chapter, we focus on an early implementation of the IEEE 802.22
standard. We also focus on the emerging IEEE 802.22.3 Standard on Spectrum
Characterization and Occupancy Sensing and the implementation challenges
based on software defined radio platforms. It would be nice if the readers have
some basic understanding of the IEEE 802.22 standard, but as such, this book
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chapter is self-contained for the new readers. The readers wanting to go deeper
into the IEEE 802.22 spec may get the IEEE 802.22-2011standard at no cost
using the following URL: http://standards.ieee.org/about/get/802/802.22.html

Introduction

While the wireless technologies have moved to 3G/4G and now even 5G, the
connectivity to rural parts of the world, as well as developing countries has severely
lagged behind. There are many technologies that can bring broadband internet
connectivity. While developed economies can afford the price of bringing cable or
optical fibre to the curb, Satellite Communications (SATCOM) or advanced cellular
services, these are not viable options in rural areas and developing economies due
to their hight cost. In case of 3G/4G cellular services, the higher cost comes from
spectrum that needs to be licensed through auctions process, and deployment of
many cellular towers or satellites. This is a costly process, where the cost that is
incurred, is passed down to the consumers. Hence, the traditional wireless carriers
have focused on urban areas with high population density which typically results in
faster Return on Investment (RoI). Another problem for rural areas and developing
countries are the distances. Distances between homes could span anywhere from
few meters to a few kilometers (km). Traditional technologies have been unable to
provide large area wireless coverage under Non-Line-of-Sight (NLoS) conditions
present in rural area to build successful and viable business models. This has resulted
in a digital divide and this situation tends to be worse in developing and under-
developed countries.

Figure below shows a recent statistics on the percentage of households that
have broadband Internet connectivity in developed, developing, and least developed
countries. The statistics are truly alarming (Fig. 1).

The table below further shows the distribution of the affordable monthly
communications expenditure as we traverse through the seven billion people around
the world. In his analysis, Richard Thanki [13] shows why tackling the global
connectivity problem is a challenging one (Table 1).

One of the core issues facing the digital divide that exists today is a lack of cost-
effective middle-mile solution. Middle-mile solution refers to the gap between some
optical fiber, wired or wireless backhaul connection at the edge of the regional area,
and the last-mile solution which may use technologies such as Wi-Fir or LTE. The
middle-mile range requirement map spans between a few kilometers (km) to tens
of km. In many areas of the world, such middle-mile gaps have uneven terrains,
requiring NLoS solutions, and in many cases there is an absence of electric power
which means that the wireless connectivity needs to be powered using solar cells.
Hence, every joule of energy must be consumed in a “Frugal” manner, technology
should be able to overcome foliage and terrain issues, and spectrum should be such,
so that a little transmit power can go very far.

The use of Television (TV) Band WhiteSpaces can alleviate the digital divide
that exists today. This has been enabled by analog to digital TV transition where

http://standards.ieee.org/about/get/802/802.22.html
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Table 1 Reality of Internet Affordability: Providing Internet Connectivity to the Remaining Three
Billion People is Going to Require Low-Cost Long Range Communications Solutions

Billions of people on the Earth Average annual income per
annum

Affordable monthly
communications spend

1st Billion $29,206 $205

2nd Billion $12,722 $53

3rd Billion $5,540 $23

4th Billion $2,987 $12

5th Billion $1,771 $7

6th Billion $1,065 $4.4

7th Billion $540 $2.25

one digital TV station can potentially transmit 5 standard definition signals on the
same channel. As such, in many countries around the world, not all the TV channels
are being used by the broadcasters. In urban areas, more TV transmitters operate as
compared to the rural areas. So you can envision the spectrum occupancy in every
country by the region to be like swiss cheese, where large swathes of channel by the
region are un-occupied or un-used. These channels are termed as White Spaces TV
Channels in very high frequency - ultra high frequency (VHF/UHF) bands and have
highly favorable propagation characteristics for long-distance reach.

In addition, many administrations are moving towards establishing regulations
that allow opportunistic license-exempt usage of the spectrum on a non-interfering
basis with the TV receivers using cognitive radio techniques.
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Fig. 2 WRAN coverage

Favorable propagation characteristic of TV channels combined with opportunis-
tic license-exempt use of spectrum creates a synergy that is perfect to provide
middle-mile broadband connectivity to rural areas and developing countries in a
cost-effective manner. When this is combined with favorable technologies, it can
result in communications ranges of nearly 30 km as shown in Fig. 2. Hence it has a
great promise to bridge the digital divide that exists today.

After the 2004 Federal Communications Commission (FCC)’ s Notice of Inquiry
(NoI) to open up TV WhiteSpaces for communications, the Institute of Electri-
cal and Electronics Engineers (IEEE) Local Area Networks Metropolitan Area
Networks (LAN/MAN) Standards Committee initiated the IEEE 802.22 Project
on Cognitive Radio (CR) enabled Wireless Regional Area Networks (WRANs).
The work resulted in a standard that was approved in 2011 for wireless access in
the TV white space spectrum using cognitive radio techniques. The resulting type
of wireless networks are referred to as wireless regional area networks (WRAN)
which was later given a trade name of Wi-FARr by the industry alliance called the
WhiteSpace Alliancer [16]. In this book chapter, the terms WRAN, Wi-FARTM or
IEEE Std. 802.22TM-2011 or IEEE 802.22 will be inter-changeably used.

Other similar activities of the IEEE 802 Standards Committee include the
IEEE Std. 802.11afTM-2013 amendment that specifies wireless local area networks
(WLAN) operation, the IEEE Std. 802.15.4mTM-2013 amendment that specifies the
wireless personal area networks (WPAN), and the IEEE Std. 802.19.1TM-2014 that
specifies co-existence between various systems in the TV Band white spaces respec-
tively. Similarly the internet engineering task force (IETF) has completed its proto-
col to access white spaces (PAWS) specification for the geolocation database access.

Since 2011, the IEEE 802.22-2011 standard has had two amendments. The
802.22a-2014 Amendment on Management Information Base (MIB)s and the
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IEEE 802.22b-2015 Amendment on Enhancements for Broadband Servies and
Monitoring Applications. Currently IEEE 802.22 Group is working on revising this
standard, which will fold in these amendments, provide support for new frequency
bands where spectrum sharing is allowed, and also new technologies such as
Full Duplex Communications, also known as Simultaneous Transmit and Receive
(STAR).

The IEEE 802.22 Spec uses orthogonal frequency division multiple access
(OFDMA) physical layer. This OFDMA implementation supports long range
operation by accommodating long signal turn-around times by providing sufficient
cyclic prefixes to absorb long excess delay multipath. The medium access control
(MAC) layer includes the traditional MAC layer features as well as support for
various cognitive radio capabilities. These include management messages for the
Base Stations (BS) to control spectrum sensing carried out at the Customer Premises
Equipment (CPEs) and to query for various results, and for the CPEs to signal
Urgent Coexistence Situation (UCS) to the BS. The MAC layer implementation
is described in section “MAC Layer Architecture”.

IEEE Std 802.22 allows geolocation of the devices by providing an interface
to the Global Positioning System (GPS) receiver interface. Geolocation may also
be enabled using on-line database of licensed services that compiles the location
and radio frequency characteristics of these licensed services, whether they are
permanent or temporary services, and when they are in operation. This geo-location
and database access capability is fundamental in determining which TV channels are
vacant of licensed services (e.g., TV white space) and hence are available for use by
a WRAN. A description of these two capabilities is provided in section “Geolocation
and Database”.

The WRAN Base Station (BS) determines which channel to be utilized. The
entity that makes the final decision on which channel the WRAN should use is
called the Spectrum Manager. This entity can utilize the geo-location information
of the base station and of each associated Customer Premises Equipment (CPE), the
database of licensed services and optionally the Spectrum Sensing reports from the
base station and the CPEs to decide which channel is to be used by the WRAN.

The TV WhiteSpaces regulatory rules are more elaborate than the rules for most
other unlicensed devices, like the rules for operation in the 2.4 GHz industrial
scientific and medical (ISM) band. A summary and analysis of the FCC rules for
operation in the TV white space spectrum is given in section “Summary of FCC
Rules on Operation in the TV White Space”.

IEEE Std 802.22 also includes spectrum sensing which enables the devices
to make observations of the radio frequency spectrum and deduces from those
observations whether a channel is occupied by a licensed transmitter or if the
channel is vacant and hence can be used by a WRAN. Spectrum sensing is
performed at both the base station and the CPEs. The IEEE 802.22 has provided
primitives that allow the spectrum sensing to be performed at the CPEs and
transmitted to the BS, or the sensing to be performed at the BS itself.

In 2014, the IEEE 802.22 working group formed the IEEE 802.22.3 task group
on Spectrum Characterization and Occupancy Sensing (SCOS) to create standards
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and protocols to enable distributed spectrum monitoring. More information on this
standard may be found in section “Distributed Spectrum Monitoring: IEEE 802.22.3
Standard on Spectrum Characterization and Occupancy Sensing”.

WRAN System Overview

The Wi-FAR network consists of a base station and a set of fixed and portable client
devices, called CPE. CPEs are typically installed with directional antennas. CPE
may be connected to a Wi-Fi router for last mile connectivity. IEEE 802.22 supports
6, 7 and 8 MHz bandwidth operation which corresponds to the channel width in
various countries. These channels are in both the very high frequency (VHF) and
ultra high frequency (UHF) bands. In the United States, for example, the VHF band
consists of channels 2–13 while the UHF band consists of channels 14–51.

The Wi-FAR technology specifically focuses on regional and rural broadband
access. Also it is the first standard that embeds many cognitive radio features to
avoid interference to the primary users. FCC and other regulations require that
wireless networks support several cognitive radio features such as geo-location
and access to a regulatory approved database and optionally spectrum sensing. In
order to operate properly, these WRANs may also include additional features such
as adaptation to regulatory dependent policies, channel set management, spectrum
etiquette and self coexistence mechanisms.

Summary of FCC Rules on Operation in the TV White Space

Many administrations, such as Canada, United Kingdom, Colombia, India, Euro-
pean Union, Japan, Singapore, Botswana, South Africa, Malawi etc. have issued
or are expected to issue rules for operation in TVWS. United States has been
the first administration to initiate development of the regulatory rules for TVWS.
Organizations such as the WhiteSpace Alliance urged FCC to use the spectrum
in the most efficient way possible. Based on the recommendations of WhiteSpace
Alliance, FCC has started doctrines such as use it or share it. The FCC has issued
more recent additions to the rules on TVWS that allow for more efficient use of
spectrum. For example, previous rules did not allow that adjacent channels to TV
stations within the protected contour to be used by the whitespace devices (WSDs).
This meant that three channels had to be available for one in the middle to be used.
This was relaxed by the FCC, where they allowed WSD operation even when two
consecutive channels were available, by letting the WSDs be operating in the middle
of the two available channels. This section provides an overview of the FCC R&O
[12], the second MO&O [11], and the third MO&O [14] on operation in the TV
white space. The FCC refers to the devices that use the TV white space as TV band
devices (TVBDs).
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Classes of TV Band Devices

TV band devices are divided into two categories: fixed devices and personal/portable
devices. Personal/portable devices can operate in one of two modes: Mode I and
Mode II. Mode I devices can only operate in TV channels identified as an available
channel by either a fixed or a personal/portable Mode II device to which they are
usually associated. Mode I operation does not require geo-location capability nor
access to the TV band database since it is assumed that such Mode I devices will be
in the vicinity of the Mode II or fixed devices. Geo-location and TV bands databases
are described below. Mode II personal/portable operation does require both geo-
location capability and access to the TV bands database.

IEEE 802.22 devices can be fixed devices or Mode II devices: usually organized
as a fixed BS and a set of fixed and/or Mode II CPEs. A fixed WSD transmits from
a fixed location while a personal/portable device transmits either from an unknown
location or while in motion (e,g., nomadic).

Permissible TV Channels

The FCC specifies a set of permissible channels, not occupied by licensed services,
in which fixed and personal/portable devices may be permitted to transmit. There
are a few channels that are excluded from use by TV band devices (i.e., channels
3, 4 and 37). Channels 36 and 38 are also excluded since they would require
excessive adjacent channel emission rejection, being adjacent to Channel 37 that is
reserved for use for medical telemetry. These two channels are reserved for wireless
microphone operation. If channels 36 and/or 37 are used by local TV stations, the
reserve channels would then become 35 and 38. Some channels may only be used
by fixed devices (i.e., channels 2–20), whereas other channels may be used by both
fixed and personal/portable devices (i.e., 21–51).

In thirteen metropolitan areas, some channels out of Channels 14–20 are used
for public land mobile radio systems (LMRS). In those metropolitan areas, fixed
TVBD may not operate co-channel or adjacent channel to the channels used by any
PLMRS. Which channels are used for PLMRS in each of those metropolitan areas
is specified by the FCC.

A summary of permissible channels for fixed and personal/portable, along with
the frequencies of operation, are provided in Table 2.

Transmission Power Limits

Fixed devices have a maximum transmit power of 30 dBm (1 watt) with up to 6 dBi
antenna gain, resulting in a maximum effective isotropic radiated power (EIRP) of
36 dBm. It is allowed to transmit lower power and have higher antenna gain as long
as the maximum EIRP does not exceed 36 dBm. IEEE 802.22 standard uses this
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Table 2 Permissibility of TV Channels usage by TV band devices

TV channel Frequency (MHz) Fixed permitted Personal/Portable
permitted

2 54–60 Yes No

3–4 60–72 No No

5–6 76–88 Yes No

7–13 174–216 Yes No

14–20 470–512 Yes No

21–35 512–602 Yes Yes

36 602–608 No Yes

37 608–614 No No

38 614–620 No Yes

39–51 620–698 Yes Yes

option to increase the antenna gain for the CPEs for the fixed devices. Antenna gain
increase is normally less easily applicable in the case of the BS since its coverage
needs to be broader to reach all CPEs.

Personal/portable devices have a maximum transmit power of 20 dBm (100 mW)
with a 0 dBi antenna gain resulting in a maximum EIRP of 20 dBm. It is allowed
to lower the transmit power and increase the antenna gain as long as the maximum
EIRP does not exceed 20 dBm. Personal/portable devices operating on an adjacent
channel to a TV broadcast within the protected contour are allowed a maximum
EIRP of 16 dBm (40 mW).

TV band devices must incorporate transmit power control (TPC) to limit their
transmit power to the minimum necessary for successful communication.

Antenna Requirements

For fixed TV band devices, the transmit antenna is allowed to be no more than
30 meters above ground. The receive antenna used for sensing has to be mounted
outdoors at least 10 meters above ground and should be capable of receiving equally
in all directions and on all polarization orientations. The IEEE 802.22 CPE transmit
receive (TX/RX) antenna is used for communication between the BS and a fixed
CPE is directional and points towards the BS. When RF sensing is performed, there
is a need for a separate omnidirectional sensing antenna mounted at least 10 m above
ground and not lower than the CPE transmit antenna. Antennas on personal/portable
TV band devices have to be permanently attached.

Out of Band Emissions

There are three out-of-band emission (OOBE) requirements specified by the FCC
for TV band devices. The first requirement specifies the power density in an adjacent
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Table 3 PSD and Adjacent Channel Emission Limits

Type of TV bands device Power limit (6 MHz) PSD limit (100 kHz) Adjacent channel limit
(100 kHz)

Fixed 30 dBm (1 W) 12.6 dBm �42:8 dBm

Personal/portable
(adj. channel)

16 dBm (40 mW) �1:4 dBm �56:8 dBm

Sensing only 17 dBm (50 mW) �0:4 dBm �55:8 dBm

Other personal/portable 20 dBm (100 mW) 2.6 dBm �52:8 dBm

TV channel relative to the total power in the band of operation. The second is the
requirement to meet FCC Section 15.209(a) requirement beyond the two adjacent
channels. And the third requirement is the emissions in Channel 37, and its two
adjacent channels (Channels 36 and 38).

In each of the two TV channels adjacent to the channel being used by the TV
band device, the maximum in-channel power spectrum density and adjacent channel
emission limits in a measurement bandwidth of 100 kHz shall be as indicated in
Table 3.

Outside the channel of operation and the two TV channels adjacent to the
channel of operation, the out-of-band emissions shall meet FCC Section 15.209(a)
requirement. That is, in the band 216–960 MHz, the electromagnetic field strength
measured at 3 meters from the radiating source must not exceed 200 micro-
volts/meter, when measured in a 120 kHz bandwidth. In order to appreciate this
requirement we must understand the relationship between transmit power and
electromagnetic field strength measured at a specified distance from the transmitter.

This corresponds to a differential of 55.4 dB between the maximum PSD level
within the channel for the maximum rated transmission power in each category
to the maximum allowable PSD in the first adjacent channels for all four cases
indicated in Table 3. This is much more demanding than in the case of other similar
wireless systems such as Wi-Fi (20–28 dB) and WiMax (25–32 dB).

For all four cases indicated in Table 3, this corresponds to a differential of
55.4 dB between the maximum PSD level within the channel for the maximum rated
transmission power in each category to the maximum allowable PSD in the first
adjacent channels. This is much more demanding than in the case of other similar
wireless systems such as Wi-Fi (20–28 dB) and WiMax (25–32 dB).

From [9] we have that for free space propagation,

PG

4�d2
D

E2

RFS
(1)

where P is the transmit power, G is the transmit antenna gain, d is the distance in
meters, E is the electric field strength, and RRS is impedance of free space and is
given by RFS D 120� . Solving for the field strength, we get
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E2 D
30PG

d2
(2)

Taking logarithms and multiplying by 10, we have

20 log.jEj/ D 10 log.P /C 10 log.G/C 10 log.30/ � 20 log.d/ (3)

We would like to represent the field strength in dBu (microvolts/meter) and the
transmit power in dBm. To make these conversions, we let

FSdBu D 20 log.jEj/C 120 (4)

PdBm D 10 log.P /C 30 (5)

This gives the following formula for the electromagnetic field strength in dBu for
free space propagation,

FSdBu D PdBm C 10 log.G/C 10 log.30/C 90 � 20 log.d/ (6)

After simplification we get

FSdBu D PdBm C 10 log.G/C 104:77 � 20 log.d/ (7)

Now this formula gives us the field strength for free space propagation. We would
like to convert back from field strength to transmit power. To be more specific, since
in the IEEE 802.22 standard it is expected that the in-band transmissions will be
more accurately specified by the EIRP, we can combine the transmit power and
antenna gain into the EIRP though the following formula, EIRPdBm D PdBm C

10 log.G/. Utilizing this in the formula for the field strength and solving for EIRP
in terms of the resulting field strength, we get

EIRPdBm D FSdBu � 104:77C 20 log.d/ (8)

We can then determine the permitted out-of-band emission EIRP beyond the second
adjacent channel, when measured in 120 kHz bandwidth. As we recall, the field
strength must be below 200$v/m. When converted to dBu, this is 23.01 dBu. Since
this is measured at 3 m, we have d D 3. Therefore, the maximum EIRP measured
in 120 kHz beyond the second adjacent channel is

EIRPdBm D 46:02 � 104:77C 9:54 D �49:21 dBm (9)

In order to relate this to our in-band emission, we must calculate the corresponding
EIRP in 100 kHz bandwidth as used to define the rejection in the first adjacent
channel,
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EIRPdBm D �49:21C 10 log

�
100

120


D �50:02 dBm (10)

The maximum allowed EIRP in 100 kHz in the second channel and beyond,
relative to the total 36 dBm transmitted in-channel EIRP from fixed devices, is
therefore

%EIRPdBm D 36 � .�50:02/ D 86:02 dB (11)

This corresponds to a differential in power spectrum density between in band
and out of band in the second adjacent channel and beyond, for the IEEE 802.22
standard with an occupied bandwidth of 5.625 MHz of

Relative OOBE D 36 � 10 log

�
5:625

0:1


� .�50:02/ D 68:52 dB (12)

The same calculations can be done for the personal/portable devices with their
maximum EIRP of 20 dBm, and this will result in

%EIRPdBm D 20 � 50:02 D 70:02 dB (13)

Relative OOBE D 20 � 10 log

�
5:625

0:1


� .�50:02/ D 52:52 dB (14)

If the EIRP of the fixed and/or personal/portable devices is not at the stated
maximum but less by some dBs, the OOBE requirement becomes less stringent
by this amount of dBs.

Interference Avoidance Mechanisms

Protection of licensed systems shall be provided by a combination of geolocation
with database access and spectrum sensing.

Geolocation and Database Access
Fixed TV band devices shall have a known location to within ˙50m, through
either an integrated geolocation capability (e.g., GPS) or through a professional
installation, as defined in the IEEE standard and later by the FCC. A Mode II
portable device shall incorporate a geolocation capability with an accuracy of
˙50m. A Mode II device is required to reestablish its location after power cycling.

Fixed devices must access a TV band database prior to initial transmission and
may only operate on TV channels indicated as available at that location. Fixed
devices must subsequently access the database at least once a day.
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Mode II portable devices must access the TV band database prior to initial
transmission. Mode II devices must also access the database after every power
cycle. It must also access the database at least every 60 s.

Mode I portable devices shall obtain a list of available channels from a
master device. A master device can transmit without receiving an enabling signal.
Fixed and Mode II portable devices can both be master devices for Mode I
devices.

Spectrum Sensing
If protection of TV band incumbents is to be achieved through RF sensing, all
TV band devices, both fixed and portable, must be capable of detecting ATSC
(Advanced Television Systems Committee) and NTSC (National Television System
Committee) signals down to �114 dBm and wireless microphone signals down
to �107 dBm. These detection levels are referenced to a 0 dBi sensing antenna with
no coupling or cable loss. If the minimum antenna gain is less than 0 dBi and/or
there is coupling or cable loss present, then the detection level shall be reduced by
the difference between a 0 dBi antenna gain and the minimum antenna gain and the
eventual amount of coupling or cable loss.

A TV band device must determine that the TV channel is unoccupied by either
a TV signal or a wireless microphone signal above the detection threshold for 30 s
before it can utilize the TV channel. If a TV signal is detected above the detection
threshold on a channel indicated as available by the TV database, the TV band
device will notify the base station so that it may optionally remove the channel from
the local list of available channels. The base station may also indicate the presence
of such signal to the database service.

A TV band device must check the availability of the channel in use at least
every 60 s.

If a wireless microphone is detected on the operating channel, the TV band device
must cease transmissions within 2 s.

The IEEE 802.22 working group carried out a thorough evaluation of the
spectrum sensing techniques by providing over-the-air-collected ATSC and NTSC
signal samples to various participants. As a result of this evaluation, many sensing
techniques were accepted to be incorporated into an informative annex of the
standard. These techniques range from simple energy detector, to time and/or
frequency domain matched filters, to covariance, higher-order statistics (HOS), or
cyclostationary processing approaches. Typically, more complex techniques such
as the ones based on cyclostationary processing provide better sensitivity at an
increased cost in complexity.

Since the FCC Second and Third MO&O encourages the use of spectrum
sensing, but does not require it, the IEEE 802.22 working group decided to provide
a regulatory domain-dependent switch which can be turned off if spectrum sensing
operation is not required or not desired.
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Additional Requirements
A TV band device must display available channels and its operating channel. In
IEEE 802.22 systems, this will correspond to the operating channels and the list of
backup channels provided by the base station.

A fixed TV band device must transmit identifying information that conforms to a
standard format recognized by an industry standards setting organization. For IEEE
802.22 systems, a set of primitives has been included in the standard that can be
used by the base station to communicate with the database. A standard protocol is
being defined by the Internet Engineering Task Force IETF-PAWS Working Group
[6]. The IEEE 802.22 working group members have also been in touch with several
database service providers to make sure that adequate interfaces are defined.

A fixed TV band device without database access can transmit on channels
indicated from another fixed TV band device to register its location and receive
a list of channels that are available for it to use. This slave fixed device corresponds
to a CPE in IEEE 802.22 systems, whereas the master fixed device corresponds to
the base station.

A Mode I portable device may only transmit on channels indicated as being
available by a fixed or Mode II portable device.

Protection Contours
The FCC rules provide a table of protection contours for analog and digital TV in
the lower VHF, upper VHF, and UHF bands. While Fixed devices are permitted in
both VHF and UHF bands, portable devices are only permitted in the UHF band. In
the UHF band, the protection contour is defined at 41 dBu reception signal level for
ATSC and 64 dBu for NTSC.

The devices must be outside these contours by a specified distance depending on
their antenna height as indicated in the following Table 4.

Table 4 Required minimum separation distance from TV broadcast contours as a function of the
TVBD antenna height

Required separation (km) from digital or analog TV (full
service or low power) protected contour

Antenna height above average
terrain of unlicensed device Co-Channel (km) Adjacent channel (km)

h < 3m 4.0 0.4

3 � h < 10m 7.3 0.7

10 � h < 30m 11.1 1.2

30 � h < 50m 14.3 1.8

50 � h < 75m 18.0 2.0

75 � h < 100m 21.1 2.1

100 � h < 150m 25.3 2.2

150 � h < 200m 28.5 2.3

200 � h � 250m 31.2 2.4
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The rules also provide detailed requirements regarding operation near the cable
head-ends, fixed broadcast auxiliary services, and portable land mobile radio
systems (PLMRS). See [12] for all the details.

Fixed TV band devices are not permitted to operate within 1 km of registered
wireless microphones, and this distance is reduced to 400 m for portable TV band
devices.

Implementation of the IEEE 802.22 Standard Using a
Software-Defined Radio Chip

In this section, we provide some insights into the implementation of the IEEE 802.22
standard based on a Software-defined radio (SDR) architecture. The implementation
as described in this section is based on one SDR architecture based on customized
system on a chip (SoC) digital signal processing (DSP) from one of the vendors [10].
Later in this section, we also provide some insights on another implementation.

The predominant difference between a white space band receiver and a regular
Wi-Fi receiver is the dynamic range (DR) of signals that the white space receivers
may experience. For example, the receiver operator may want to receive a distant
and weak white space signal from a 4 watt base station while being in an environ-
ment where one or many high-power TV transmitter is present in the same band.
Such a situation imposes stringent requirements on the receiver design and can only
be solved by careful and experienced analog front design.

A second difference is that Wi-Fi devices are designed to communicate over
short distances. The 802.11 standard compliant devices typically communicate of
distances of a few meters up to a maximum of 100 m. They operate in radio bands
where the wavelength is in the order of few centimeters. This is very useful for
indoor and portable devices, as small antennas can be used in these bands. However,
it has a drawback when longer range communications may require the signal to go
through vegetation. When such a signal encounters the leave of a tree, the signal
bounces off the leaf in an arbitrary direction. It may then bounce of yet another leaf
and finally reach the receiver. However, because of the jagged path it has followed, it
has traveled a longer distance than a signal that would not have encountered leaves.
This causes the received signal to disperse as it crossed vegetated areas, which can
muddle up the signal to the point it becomes unintelligible.

The Wi-FAR spec has been designed to circumvent this problem by really
stretching out the signal and coding it in such a fashion that it is more intelligible,
even in the presence of such dispersion. The industry refers to this a NLoS
transmission. Radio signals do not go through rock but do go through vegetation.
Signals coded following the Wi-FAR coding are up to 100 times more intelligible
after dispersion, in comparison to Wi-Fi signals. Moreover, due to their much
longer wavelengths, they are less affected by leaves. To be an efficient reflector,
the size of a leaf has to be at least 10% of the size of the wavelength. In the
VHF and UHF television bands, wavelengths begin in the order of meters instead
of a few centimeters, and hence, the dispersion is reduced. Hardened coding in
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conjunction with reduced dispersion yields a signal that is far more tolerant of
vegetation impairments. This can be observed by the fact that ADSL TV signals,
which were designed with the same impairments in mind, quite easily penetrate
through vegetation and provide an excellent user experience.

An additional difficulty in designing a white space device is in the fact that the
signal of such a transmitter must not interfere with adjacent TV transmissions. As
the white space networks have to coexist with regular TV broadcasts, the signal
purity needed is very high. TV broadcasters can achieve such signal purity by
placing expensive cavity filters designed to pass their specific frequency and sharply
reject splatter in adjacent bands.

Contrary to a TV broadcaster which operates on a specific frequency, the TV
band white space regulations call for frequency agile transmitter, able to operate on
any given channel and quickly hop to another channel upon demand. This renders
impossible the use of the fixed frequency filters typically used by TV broadcasters.
Regular Wi-Fi devices are allowed to splatter many MHz away from their frequency
of operation with as little as 30 dB suppression, allowing for a lowest possible
cost design. On the other hand, white space transmitters must drop their out-of-
band emission by 55 dB and do so within 200 kHz of their intended transmission
channel.

The IEEE 802.22 WRAN system is a cognitive radio-based network but has
similarities to modern-day cellular networks. A typical Wi-FAR system uses
the time division duplex (TDD) mode of operation. TDD provides larger range
compared to FDD for the same transmitter power, due to lack of self-interference.
For the same reason, TDD also reduces the system complexity, especially for the RF
front end. A frequency division duplex FDD) system needs duplexers which could
become expensive especially if the band separation is not high and higher rejections
become necessary. For the Wi-FAR operation, CPEs are likely to be stationary, and
issues related to mobility like handoff do not exist. In a typical deployment, the
average distance supported between the base station and the CPE is determined by
a link budget analysis. The link budget analysis considers aspects of transmitter
and receiver like frequency of operation, transmit power, receiver sensitivity, the
respective antenna gains, heights of antenna above sea level, and Fresnel zone
clearance. Depending on the desirable robustness, appropriate fading margin also
needs to be considered.

The BS is the central controller within a WRAN cell responsible for managing
the traffic flow to the different CPE endpoints. The base station is connected to a
backhaul network of relatively higher throughput. Typically this backhaul network
may terminate in an Internet service provider (ISP) gateway. The different base
stations are expected to communicate among each other via the backhaul network.

A base station can service a cell using either an omnidirectional antenna or
several sectored antennas depending on the relative CPE distribution around it. The
CPE is a device which resides with the user or group of users who are receiving
the network service. The CPE can be connected to a wired network interface like
Ethernet or a wireless access point which enables a group of users to share the
service.
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Architecture of the Signal Chain for Downlink and Uplink Paths

The BS performs the functions of downlink (DL) transmit to various CPEs and
uplink (UL) receive from various CPEs in the WRAN cell. A typical signal chain
for the operations performed in the physical layer or Layer 1 (L1) including the base
station transmit and CPE receive operation is shown in Fig. 3.

On the downlink transmit side, the data packets received from the medium access
control (MAC) Layer 2 (L2) are randomized using the scrambler and encoded
using convolutional code as per the desired code rates and undergo bit interleaving
using the desired turbo interleaver parameters. The interleaved data passes through
the mapper, and frequency interleaving operations, the required pilots, and frame
preambles are added and converted to time domain using the IFFT operation. The
time domain signal is passed through a spectral mask filter to ensure that the output
signal adheres to the desired transmit spectral mask. The time domain analog signal
finally obtained is up-converted in the desired frequency band of operation and
transmitted.

On the DL receive side, the signal passes through the RF tuner. The receiver syn-
chronizes to the DL frame and subsequently demodulates the OFDM symbols. The
soft decision bits from the demapper undergo bit deinterleaving and subsequently
decoded using tail-biting Viterbi decoder. The decoded bits are descrambled and
passed on to the MAC/L2 for further processing.

The various CPEs perform the functions of UL transmit to the BS and DL
receive from the BS in the WRAN cell. Once the CPE powers up and achieves DL
synchronization, it registers to the BS using the process of initial ranging. Ranging is
the process of estimating and adjusting the delays, transmitting power and frequency
offsets of various CPEs with respect to the references fixed at the BS. Once initial
ranging is successful, the CPEs are time aligned to BS. From this point on, the
UL transmit and DL receive process is similar to equivalent processes described
earlier.

The BS typically consists of three significant components – RF unit, baseband
unit, and protocol stack unit as shown in Fig. 4.Typically one RF unit serves as
sector and connects to a sector antenna. Based on the processing capability, there
could be one or multiple baseband units which interface to one of the RF units
serving a single sector. Each baseband unit consists of multiple cards of baseband
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Fig. 3 Downlink signal flow from base station to CPE
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unit serving a set of users. Typically a single host processor interfaces to all the
baseband units. The block diagram of the combined baseband and RF unit is shown
in Figs. 4 and 5. The protocol stack unit is responsible for performing the L2 (MAC)
and L3 functions.

Baseband and RF Module Architecture

The baseband module is based on software-defined radio (SDR) platform archi-
tecture which performs OFDMA processing for both uplink receive and downlink
transmit processing. The baseband SoC is a SDR capable of supporting multiple
radio technologies including custom waveforms. This is described in detail in the
section on SDR platform. The RF unit interfaces to the sectored antenna via a TDD
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RF switch. The input path from the TDD switch goes to a high gain LNA and a
tuner having the ability to receive VHF-UHF bands of interest. The tuner typically
generates a differential low-IF or zero-IF signal which connects to the receive SDR
SoC for performing uplink receive functions. It is important to note that base station
receives a signal which is a sum total of all the uplink waveforms transmitted by
the CPEs. Hence the input DR of BS receiver needs to be carefully chosen and gain
control loops appropriately handled.

MAC Layer Architecture

The protocol stack will have an abstraction layer that will make the PHY design
compatible to that of 802.22 WRAN stack model. The abstraction layer will map all
MAC messages to the PHY layer. The MAC provides mechanisms for flexible and
efficient data transmission. In the downstream direction, data are scheduled over
consecutive MAC slots, while in the upstream direction, the channel capacity is
shared by the CPE units based on a demand-assigned multiple access (DAMA)
scheduling scheme. The concept of a connection plays a key role in the MAC.
The mapping of all services to connections, as performed in the convergence sub-
layer, facilitates bandwidth allocation, quality of service (QoS) and traffic parameter
association, and data delivery between the corresponding convergence sub-layer.
The MAC employs a superframe structure in order to efficiently manage data
communication and facilitate WRAN synchronization. Each MAC frame, with a
10 ms frame size, comprises a DL subframe and an UL subframe with an adaptive
boundary in between as shown in Fig. 6. While the DL subframe only contains a
single PHY protocol data unit (PDU), the UL subframe may have a number of
PHY PDUs scheduled from different CPE units, as well as contention intervals for
initialization and bandwidth request. Because the DL traffic for CPE located far
from the BS can be scheduled early in the DL subframe, such a data layout allows
the MAC to absorb the round-trip delay for large distances. In addition to these
functions, the MAC also controls the network entry and initialization procedures
which are accomplished using several processes such as synchronization, ranging,
capacity negotiation, authorization, registration, and connection setup. In a typical
base station, the protocol stack and MAC functions are handled using a high-
performance reduced instruction set computing (RISC) processor (like dual-core
ARM-9-based SoC).

Customer Premise Equipment (CPE)

The customer premise equipment housed at the user end consists of a similar
subsystem as present on the base station side with much lower processing capa-
bilities as shown in Fig. 7. The CPE unit typically consists of three significant
components – RF unit, baseband unit, and protocol stack unit (similar to base
station). The RF unit connects to a directional antenna with its main lobe pointing
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toward the base station. A single or dual baseband unit based on the SDR architec-
ture performs the uplink transmit and downlink receive functions. In addition to this,
the protocol stack unit typically consisting of an ARM-based SoC is responsible for
performing the L2 (MAC) and L3 functions (Fig. 7).

The RF front end consists of both transmit and receive paths. The front end
contains the following functionality low noise amplifier (LNA), receive/transmit
(Rx/Tx) mixers, RX/TX filters, synthesizers, Rx gain control and required Rx
variable gain amplifier (VGA), Tx power control, power amplifier (PA) driver, and
the PA. The RF front end is expected to cover the UHF-VHF frequency range as
intended. The functional block diagram of the RF unit is shown in Fig. 8.

On the transmit side, the RF front end interfaces to a differential real and
imaginary (IQ) digital-to-analog converter (DAC) outputs from the baseband device.
The DAC outputs are filtered using on-board DAC image rejection filters. The output
of the filters passes through a stage of VGA and then is fed to an IQ up-converter
mixer. The IQ-mixer and up-converter output is fed to a PA driver. The PA driver
is finally connected to an external power amplifier which drives an output. The
power amplifier is designed to meet the adjacent channel leakage ratio (ACLR)
requirements of 55dBr for N+/� 1 channel. Additional power amplifiers can be
connected to increase the final transmit power based on requirements.

On the receive side, the RF front end interfaces to a zero-intermediate frequency
(IF) or low-IF analog to digital converter (ADC) interface with differential inputs.
The received input from the antenna is fed to a combination of LNA, complex mixer
and gain stages, and a baseband filter. Alternately this signal chain can be replaced
with a tuner which operates in the desirable RF band.

SDR Platform

Platform Description
The architecture of the software-defined radio (SDR) subsystem for communication
processing is shown in Fig. 9.
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Fig. 8 Functional blocks of the radio frequency unit

Fig. 9 Architecture of SDR Platform for demodulation
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The architecture consists of signal conditioning cluster, signal processing cluster,
and channel decoding cluster. The channel decoding cluster performs the tasks
of Viterbi, Reed-Solomon, LDPC decoding along with bit/byte deinterleaver. The
decoded data is packetized and exported out through a FIFO-like interface or to
an on-chip/off-chip DAC. The overall scheduling and control of the entire SDR
subsystem is performed by a control cluster which consists of a RISC processor
with some general purpose peripherals. The control cluster accesses all individual
clusters via the bridge. The signal conditioning cluster (SCC) consists of the
following key components:

• One or multiple signal conditioning (SCON) CPUs.
• Digital front end (DFE),
• SCC-FIFO and SCC-DMA blocks.

The SCC cluster is responsible for digital down-conversion from intermediate
frequency (IF) rate samples to symbol-rate samples. The associated peripheral
block, namely, message box (MSG), is used to interact with other CPU clusters,
while programmable interrupt controller (PIC) is used to interface to interrupts
generated on chip from same or different clusters. The SCC cluster interfaces to
control cluster via the bridge and to the intercluster buffer (ICB) memory of SPC
cluster via DMA.

The digital front end (DFE) receives samples obtained by digitizing the incoming
intermediate frequency (IF) signal from ADC. The DFE has a numerically con-
trolled oscillator (NCO) operating at sample-rate frequency and a mixer. The mixer
obtains a digitally synthesized waveform and is responsible for down-conversion of
signal from IF to base band. In addition an AGC circuitry is also present which helps
in ensuring that the full-scale range of ADC is used effectively. In addition to this
the DFE has an internal FIFO using which incoming samples converted to baseband
are stored. These samples are transferred in blocks of samples to SCON CPU. The
DFE interfaces with the SCON CPU as a memory-mapped device on the DMEM
data bus.

Signal Conditioning (SCON) CPU
The SCON CPU is a VLIW vector CPU with Wide multiply-accumulate units
as shown in Fig. 10. This can interface to high-speed streaming input samples
and implement finite impulse response (FIR), infinite impulse response (IIR), and
sample-rate conversion filters. In addition it also performs carrier synchronization
by implementing PLL’s in software. In cases when input samples are obtained from
IQ ADC, this CPU also performs the task of IQ imbalance correction. The CPU has
four execution slots, namely, vector MAC slot, load-store broadcast slot, arithmetic
slot, and logical slot. The SCON CPU has a dedicated program memory which
interfaces via the program memory interface. SCON CPU interfaces to its dedicated
data memory (SCC Data Memory), DFE, FIFO, and DMA using the DMEM
interface. The salient features of the different execution units are as follows:
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• Vector Slot with Real Multiply and Real MAC Capability with Wide MACs:
This is capable of doing high sample-rate FIR and IIR filtering, decimation,
interpolation, down-sampling, and up-sampling.

• Load-Store Broadcast Slot: This unit is capable of quad-word-sized load-store
operations. The broadcast load capability is used to replicate a wide bit-width
sample to the vector slot in single cycle.

• Arithmetic Slot: This unit is capable of basic arithmetic functions like add,
subtract, absolute finding, exponent calculation, and swapping of IQ pair of
complex signals. In addition this unit also does processing of accumulator values
by doing summation with post-scaling.

• Logical Slot: This unit is capable of supporting basic logical operations like
Boolean operations and compare operations.

The bridge interface is used for transferring control information from the control
CPU (in control cluster) to the SCON cluster. The SCON data memory bus is a
wide bit-width bus internal to the SCON cluster through which the SCON CPU and
bridge can access slaves on data memory bus. The SCON program memory bus is
of wide bit-width. The bridge is used at boot-up time to download each CPU code
into its program memory. After completion of processing by the SCON CPU, the
data is written by the SCON CPU over DMEM bus to the SCC FIFO. The SCC
FIFO serves either as store and forward or cut-through buffer. The attached DMA
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Fig. 11 Details of signal processing cluster

engine (SCC-DMA) moves the data from the FIFO through a dedicated interface
independent of data memory bus, once the programmed threshold is reached. The
SCC-DMA moves the data from FIFO and transfers it out of the SCC cluster to
the intercluster buffer (ICB) of SPROC cluster. Associated with SCON CPU is a
message box (SCC MSGBOX) which allows the CPU to exchange messages with
each of the other CPU’s in different clusters. It receives messages in its inbox from
all other CPU’s and sends messages to other CPU’s via outbox. SCON cluster has
a programmable interrupt controller (SCC PIC) which aggregates multiple source
events into two levels of interrupts (INT1, INT2) and an exception (EXCP) for
SCON CPU.

The signal processing cluster (SPC) as shown in Fig. 11 consists of the following
key components:

• One or multiple SPROC CPUs (SP1, SP2,. . . SPx. . . ),
• Least mean squares (LMS) coprocessor,
• Intercluster buffer (SPC-ICB),
• Shared memory buffer (SPC-SHMB),
• Packing buffer (DEINT BFR) and SPC-DMA blocks.

The signal processing cluster (SPC) performs the bulk of tasks comprising of
symbol synchronization, channel estimation, channel correction, and demapping to
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bits. It contains one or more SPROC CPUs (e.g., in case of a need of 2 CPUs,
we name them SPROC1 and SPROC2) which does most of these tasks. An LMS
coprocessor is tightly coupled to one SPROC CPU and designed to handle high
sample-rate adaptive filtering required for time domain equalization. The SPC
intercluster buffer (SPC-ICB) is used to receive inputs for processing from the
previous signal conditioning cluster. The SPC shared memory buffer (SHMBank) is
organized to effectively be used across the multiple CPUs in this cluster. A packing
buffer (DEINT BFR) and a DMA are present to send processed data to the channel
decoding cluster in the signal chain. Each SPROC CPU comes with its associated
blocks, namely, message box (SPx-MSGBOX where x D 1, 2) and a programmable
interrupt controller (SPx-PIC where x D 1, 2).

Signal Processing (SPROC) CPUs
This cluster contains one of multiple identical SPROC CPUs. The SPROC CPU is a
VLIW core optimized for signal processing of complex signals. It is capable of han-
dling complex arithmetic computations like complex MACs and complex multiply
and is also capable of handling large (8192-, 4096-, or 2048-point) FFTs including
non-power of 2, prime factor DFT computation. In OFDM-like standards, these
CPUs are used for symbol synchronization, channel impulse response interpolation,
and symbol deinterleaving and demapping. It has four execution slots, which consist
of a complex arithmetic slot, a cordic slot (capable of twiddle factor generation and
Arc-tan computation), and two wide bit-width slots. Special instructions for dividing
complex signal by a real signal and single depth trace-back for Viterbi decoding are
provided for channel estimation.

The salient features of the signal processing execution slots are as follows:

• 2� wide bit-width Load-Store Slots: This unit is capable of load and store
operations. It supports linear, circular, and bit-reverse addressing. Some registers
are marked in the register file as address pointers. In addition to load-store
operations, this unit is also capable of performing Boolean, compare, and extract
operations.

• Complex Arithmetic Slot: This unit is capable of performing operations on
complex signals. It supports complex multiply and division, complex MAC,
real multiply, and real MAC operations. It also supports efficient FFT butterfly
operations which enable low cycle count FFT operations.

• Cordic Slot: This unit is capable of generating twiddle factors (sine and cosine
operations) as well as non-normalized magnitude and phases of complex signals.
This unit has a tight coupling with the LMS coprocessor which enables fast
equalizer operations.

Each SPROC CPU has a dedicated program memory to which it interfaces via the
PMEM interface. Each SPROC CPU interfaces to its dedicated data memory over
the exclusive DMEM interface. The message box and PIC peripherals also interface
using this data memory interface.
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SPC Cluster Access Paths
The SPC cluster access paths are as follows. The access to SPC intercluster banks
is arbitrated between different SPROC CPUs (SPROC1, SPROC2,..,SPROC1x,
SPROC2x). This could be either priority based or round-robin based. Since the
access paths to bridge are also required, they could also have similar types of access
schemes.

There are specific registers for programming SPC-DMA and DEINT BFR to
select between different SPROC CPUs, to ensure that only one CPU has exclusive
access. The access to shared memory banks (SHM) and CPU-exclusive slaves (PIC,
MSGBOX) is arbitrated between the SPROC CPU and bridge either using priority
based or round-robin algorithm.

SPC Intercluster Buffer (SPC ICB)
SPC intercluster buffer is a bank-based memory with wide data width meant for
continuous transfer of processed signal from SCON cluster to be consumed by
SPROC cluster. The SPC ICB can be written by SCC DMA (one bank at a time)
and can be read (multiple banks at a time) by one of the SPROC CPUs. Banks are
contiguous in address space and are used in a circular mode by SCC DMA because
it is provided for transferring continuous signal data.

SPC Shared Memory Buffer (SHMBank)
SPC Shared Memory (SPC SHM) is a bank-based buffer with wide datapath meant
for storage and exchange of computed results between SPROC CPUs (this could
be between SPROC1, SPROC2, SPROC1x, and SPROC2x CPUs). Each bank can
be accessed by either of the two load-store ports of SPROC1, SPROC2, and so on.
Bridge access is shared with any of the above ports. Either CPU is guaranteed fixed-
latency access if it is the owner of a given bank. If nonowner accesses a bank, it will
be allowed only on cycles where owner is not accessing that bank.

SPx-Data Memory and SPx-Program Memory
There is a dedicated data memory for each CPU, and it can be accessed by both load-
store units of that CPU provided they are not in the same cycle. Both memories can
also be accessed by bridge. In addition each SPROC CPU also has its dedicated
program memory. The control cluster writes into program memory during boot-up
time to download each CPU code.

Packing Buffer (DEINT BFR) and SPC-DMA Operation
The Packing buffer (SPC DEINT BFR) assists in data packing operation to be
performed on data written by SPx CPU before it is transferred by SPC-DMA to
channel decoding cluster. The packing buffer accepts data of a certain programmed
data width from SPx CPU in nonsequential order. The SPC-DMA waits for an
indication that data block is ready along with the block size from DEINT BFR after
which it transfers data to intercluster buffer of channel decoding cluster.
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Channel Decoding Operation and Generation of Payload Data
The SPC-DMA pushes the data into ICB of the channel decoding cluster. Here the
channel decoding cluster consists of accelerators performing the tasks of Viterbi
and TCM decoder, Reed-Solomon decoder, and LDPC decoder. In addition the
byte deinterleaver is also present in this cluster. These processes act on the data
in various phases as inner decoder and outer decoder. Additional processes like
inner deinterleaver, outer deinterleaver and derandomizer, etc. are also taken care
in the channel decoding cluster. The decoded data is finally collected via a ping-
pong buffer that accepts packets and sends them out in 8-bit parallel or serial mode
outputs. In certain cases the processed data from the SPROC cluster is bypassed
through the channel decoding cluster and routed to the IQ-DAC.

Suitability of the Platform for 802.22 Implementation

SDR Partitioning for Demodulation
Figure 12 shows how the various OFDM demodulation processes are partitioned
across the different clusters. The numerically controlled oscillator (NCO) and mixer
followed by IF to baseband converter, down-sampler, adjacent channel filtering,
and sample-rate convertor are performed on the SCON cluster. The time domain
synchronization, fast Fourier transform (FFT), frequency domain synchronization,
pilot processing, fine symbol synchronization, frame sync detection, channel esti-
mation and correction, symbol demapping, and bit interleaving are performed on
the SPROC cluster using one or multiple CPUs. The LMS equalizer is optionally
used for long echo channel shortening. The remaining processes constituting
Viterbi decoding, outer deinterleaver, Reed-Solomon decoder, and derandomizer are
expected to be done in the channel decoding cluster. This final output from channel
decoding cluster is the transport stream packet.

The proposed SDR subsystem consisting of signal processing clusters and signal
conditioning cluster can be used along with an additional channel encoding cluster
to implement a transmit path function as shown in Fig. 13. In such a case, the
channel encoding cluster performs the tasks of RS encode, convolution encode,
LDPC encoding, and interleaving functions by collecting the required payload data.
The data from the channel decoding cluster is passed to the signal processing cluster
and from signal processing cluster to signal conditioning cluster. This is done by
interchanging the components of FIFO, DMA, and intercluster buffer as compared
to the previous configurations across the clusters. Once this configuration change
is done, the signal path traverses from channel encoding to signal processing and
finally to signal conditioning.

The signal processing cluster does the function of mapping the bits to waveform
and performing IFFT for the case of OFDM-based standards or performing the
required modulation as per the communication standard of choice. Once the signal is
modulated, it is transferred to the signal conditioning cluster for spectrum shaping
and filtering. The spectrum-shaped signal is transmitted out either by optionally
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Fig. 12 OFDM demodulation on the SDR chip

up-converting using a mixer and NCO combination or could be send out as is
at baseband from the DFE sub-module of signal conditioning cluster. In case a
baseband signal is send out, the up-conversion can be performed externally before
transmitting it. This data is passed through a digital-to-analog converter (DAC) to
transmit a baseband signal or an IF signal. In a similar manner, the transmitter path
of other digital communication standards can also be mapped and implemented
using the SDR subsystem.

The proposed SDR subsystem consisting of signal processing (SPROC) clusters
and signal conditioning (SCON) cluster can be used along with an additional
channel encoding cluster and channel decoding clusters to implement universal
modulator and demodulator (MODEM) functionality. A scheme to implement this
is shown in Fig. 14.

In this scheme we have shown the transmit path (TX-SDR) and receive path
(RX-SDR). The transmit path consists of outgoing data being processed via channel
encoding cluster (as explained earlier), followed by signal processing (SPROC)
cluster and finally to be send out after being processed by the signal conditioning
(SCON) cluster. This outgoing signal is fed to a digital-to-analog converter which
is up-converted and sent via the transmit antenna. The receive path consists of
incoming signals from the receive antenna which pass through the tuner to get
intermediate frequency or zero IF signals. These signals are digitized using an
analog to digital (ADC) converter to generate real or complex samples. As explained
in the previous sections, the real or complex signals are processed by signal
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Fig. 13 SDR Platform for Modulator function

Fig. 14 Usage of SDR systems for implementing modem functionality
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conditioning (SCON) cluster for sample processing followed by signal processing
(SPROC) cluster for symbol processing and finally demapped to generate bits. The
generated bits are passed through the channel decoder to remove errors and get a
final data bits. Figure 14 also shows a control cluster which will interact with the
transmit and receive SDR paths for performing control and supervisory functions.
Thus the proposed SDR subsystem is versatile and can be reused as a basic building
block for implementing a universal modem.

802.22 WRAN PHY Implementation on SDR Platform

This section describes how the 802.22 WRAN physical layer is implemented on
the SDR platform described in the previous section for the base station as well as
the CPE. Base Station (BS). The base station performs the functions of downlink
transmit and uplink receive to and from all the CPEs.

Downlink Transmit Processing
The downlink transmit processing chain is shown in Fig. 15. The data obtained
from the MAC layer is packetized, randomized using the scrambling sequence
in the channel encoding cluster. The payload contains bits which needs to be
transmitted to different users. The scrambled packet is convolutional encoded and
punctured appropriately, following which it undergoes bit interleaving using the
turbo interleaver. The interleaved bits intended for multiple users are combined and
sent to the SPROC cluster where it undergoes the process of mapping to different
OFDM carriers. The pilots transmitted in the frame are also boosted here. These
carriers are interleaved in frequency domain, and pilots are added as desired for
the different frames. Superframe preamble and preamble generations happen in
this cluster based on the type of frame to be transmitted. The mapped carriers are
converted to time domain via process of IFFT and sent to the SCON cluster. The
SCON cluster performs the tasks of up-sampling and adherence to spectral mask
using filtering operations. The up-sampled and filtered signal is eventually converted
to baseband analog waveform using IQ-DACs.

Uplink Receive Processing
The uplink receive processing chain is shown in Fig. 16. The base station RF front
end receives signals from different CPEs which are sampled by the ADC. The ADC
samples are filtered to remove the effects of adjacent channel interference, in the
SCON cluster. The filtered samples are transferred to SPROC cluster where they
are aligned on proper boundary and FFT is performed to get frequency domain
samples. The frequency domain samples are subsequently deinterleaved, and further
processes of channel estimation, equalization, and demapping are performed after
removing the CDMA pilot carriers. The demapped soft bits are segregated on a user-
specific basis and then undergo the processes of bit deinterleaving, Viterbi decoding,
and descrambling. The user-specific payloads are passed to the MAC layer.
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Fig. 15 Downlink transmit task partitioning on the SDR platform

Fig. 16 Uplink receive task partitioning on the SDR platform
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Customer Premise Equipment (CPE)
The customer premise equipment performs the functions of downlink receive and
uplink transmit from and to the base stations.

The downlink receive processing chain is shown in Fig. 17. The signals received
by the RF front end are sampled by the ADC and then filtered to remove the effects
of adjacent channel interference in the SCON cluster.

The filtered samples are subsequently processed in the SPROC cluster for frame
synchronization and carrier-frequency offset correction. Subsequently the tasks of
channel estimation, superframe detection, and frequency domain conversion via
FFT are performed. This is followed by channel equalization, channel update,
residual frequency offset estimation, frequency deinterleaving, and demapping in
the SPROC cluster. The soft-bits are deinterleaved and undergo Viterbi decoding
and descrambling in the channel decoding cluster. The final bits obtained are
packetized as payload and passed to the MAC layer.

The uplink transmit processing chain is shown in Fig. 18. The channel encoding
cluster receives the payload bits from MAC layer, scrambles, and packetizes it.
The scrambled payload undergoes convolutional encoding and bit interleaving and
is transferred to SPROC cluster. The SPROC cluster further performs the tasks
of mapping data to the OFDM carriers and symbol-wise frequency interleaving
(characteristic of 802.22 uplink frames) before insertion of CDMA carriers required
for ranging. The frequency domain data is converted to time domain via IFFT, and
any frequency offset introduced in the CPE is compensated. An additional task of
timing advance correction is performed on the uplink side from all CPEs to ensure
that all waveforms from different CPEs arrive at the same time at the base station.
The time domain data subjected to timing advance correction is subjected to spectral
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Fig. 18 Uplink transmit task partitioning on the SDR platform

mask filtering in the SCON cluster to be exported to the DAC which generated the
baseband analog waveform.

MAC Layer Implementation

The 802.22 MAC primarily consists of the convergence sublayer and common part
sublayer on both the CPE and base station side. The different components of the
MAC are detailed in Fig. 19.

Each module is expected to be implemented such that it can execute as a thread,
task, and function or even be located in a different processor.

Test Methodology for the IEEE 802.22 and Results

The setup shown in Fig. 20 is used to inject different kinds of impairments between
the transmit and receive chains for validating the correctness of IEEE 802.22
WRAN system.

This setup enables testing and performance benchmarking of the TVWS (IEEE
802.22) modem implementation for different impairments, viz., additive white
Gaussian noise (AWGN), multipath, phase noise, carrier-frequency offset, sampling
frequency offset, etc. The unique frame structure specific to 802.22 consisting of
superframes and frames is verified using correlation techniques.

The correlation plots shown in the following Fig. 21 help us identify the
superframe and frame boundary detection.
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Figure 22 shows the channel path delay profiles used for verification of the
IEEE 802.22 implementation. Red components indicate that the channel profile falls
outside 1/32 guard interval (GI) window.

These channel models have been defined based on extensive work carried out
over many years by the IEEE 802.22 working group. Some of these models have
been derived directly from over the air measurements that have been carried out by
the broadcasters as shown in Table 5.
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Fig. 21 Correlation plots of packet detection and initial symbol timing

Spectrum Mask

Fig. 23 shows the typical output spectrum obtained at the power amplifier output at
base station/CPE side. As can be seen, the spectrum mask complies with the FCC
regulations. This is one of the most challenging aspects of the white space device
implementation, and based on the techniques described earlier, one can comply with
the regulations.

Effect of Carrier-Frequency Offset and Sampling Frequency Offset

Figure 24 describes the constellation in the presence of residual frequency offset
and sampling frequency offset. As can be seen, all these offsets need to be taken
care of and equalized in order to recover the bits contained in the signal.

Over-the-Air Tests of the IEEE 802.22 Device

This section describes over-the-air tests performed in India for the 802.22 WRAN
systems. These tests were done as a technology demonstrator and proof of
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1) AWGN
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Fig. 22 Channel type for performance verification (Red components indicate, they fall outside
1/32 GI window)
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Table 5 Channel types used
to conduct the IEEE 802.22
performance evaluation

Channel type Sample delay and power delay profile

AWGN [ 31 32 32 32 32 32 ]

[ 0 �99 �99 �99 �99 �99 ] dB

DTG short [ 31 32 34 41 47 51 ]

[�2.8 0 �3.8 �0.1 �2.6 �1.3] dB

DTG medium [ 31 38 66 86 113 175 ]

[ 0 �8.6 �12.6 �18 �20.7 �22.2 ] dB

DTG long [ 31 66 127 272 402 545 ]

[ 0 �9 �22 �25 �27 �28 ] dB

Rayleigh [ 27 31 32 40 46 49 ]

[ �6.9 �1.8 0 �2.6 �4.7 �8.9 ] dB

Rician [ 31 34 37 45 51 54 ]

[ 0 �12.7 �21.1 �16.1 �21.4 �21.7 ] dB

Channel A [ 31 52 86 107 121 176 ]

[ 0 �7 �15 �22 �24 �19 ] dB

Channel B [ 10 31 45 58 79 106 ]

[ �6 0 �7 �22 �16 �20 ] dB

Channel C [ 18 31 66 141 196 257 ]

[ �9 0 �19 �14 �24 �16 ] dB

Channel D [ 17 31 66 141 182 450 ]

[ �10 0 �22 �18 �21 �30 ] dB

concept in collaboration with Education and Research Network (ERNET) in
India.

ERNET India is the National Research and Education Network dedicated to
support the needs of the research and education community within the country. It
was established in 1998 as an autonomous scientific society under the Ministry of
Electronics and Information Technology (MeitY), Government of India. It operates
ERNET network – a pan-Indian terrestrial and satellite network with 15 points of
presence at premier research and academic institutions [1].

The main objectives were as follows:

• Test point-to-point and point-to-multipoint link scenarios.
• Test for long-, mid-, and short-distance ranges
• Measure data rates with iperf benchmarks.
• Video conference using Internet backhaul

Srikakulam district of Andhra Pradesh was chosen for one of the trials. This is
a typical rural scenario where the base station was installed at Voppangi (on an
existing BSNL tower) and connectivity was demonstrated with 2 schools located at
Ponnada (located 6.5 km from Voppangi) and Dharmavaram (located 10.6 km from
Voppangi).
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Fig. 23 802.22 implementation spectrum mask

Base station characteristics (Voppangi)

• Configuration:
Mode: FDD
Band width: 6 Mhz
Frequency Band: Down link: 647 MHz, Up Link: 695 MHz

• Antenna
Gain: 9 dBi
Height above ground level: 58 ft

• EIRP
32 dBm

• Back haul (Courtesy: BSNL broadband)
Downlink: 9.45 Mbps
Uplink:5.6 Mbps

The directional antennas at the CPE locations were oriented toward the base
station for getting the best signal strength.
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Fig. 24 Constellation in presence of residual frequency offset and sampling frequency offset

CPE location 1 (Z.P.H School, Ponnada)

• Configuration:
Distance from Voppangi:6.5 KMS
Frequency band: Downlink: 647 MHz, Up Link: 695 MHz

• Antenna:
Gain: 9 dBi
Height: 40 ft

• EIRP
32 dBm

• Results:
Point-to-point configuration
Iperf
Downlink: 6.95 Mbps (16-QAM, 2/3 code rate).
Uplink: 4.56 Mbps (QPSK, 3/4 code rate).
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Point-to-multipoint( 2 Cpe) configuration
Iperf
Downlink: 3.4 Mbps (16-QAM, 2/3 code rate).
Uplink: 1.4 Mbps (QPSK, 1/2 code rate).

CPE location 2 (Z.P.H School, Dharmavaram)

• Configuration
Distance from Voppangi: 10.6 KMS
Frequency band: Downlink: 647 MHz, Up Link: 695 MHz

• Antenna:
Gain: 9 dBi
Height: 30 ft

• EIRP
32 dBm

• Results: Point-to-point configuration
Downlink: 3.89 Mbps (QPSK, 3/4 code rate).
Uplink: 2.94 Mbps (QPSK, 1/2 code rate)

• Point-to-multipoint (2 Cpe) configuration
Downlink: 1.76 Mbps (QPSK, 3/4 code rate).
Uplink: 0.84 Mbps (QPSK, 1/2 code rate)

Another case study for over-the-air trials was the trials done in conjunction with
IIT-Hyderabad. In these trials the base station was mounted on top of academic
building, and several CPEs were mounted at the following locations:

• CPE1 at Main Gate, IIT Hyderabad: The aerial distance from base station:
1.3 Kms

• CPE2 at Utharpalle School: The aerial distance from base station: 7.5 Kms
• CPE3 at Mallepalle School: The aerial distance from base station: 8.5 Kms
• CPE4 at Terpole School: The aerial distance from base station: 11.8 Kms

The goal of this project was to provide Internet connectivity to students in
villages in and around IIT-Hyderabad Campus. The typical configurations used for
the base station and CPE equipment are as follows:

• Base station configuration
Band width: 6 MHz
FDD: Downlink frequency: 502–508 MHz, Uplink Frequency: 514–520 MHz
BS antenna type/gain: Sectoral/7 dBi
BS antenna height(m):20

• Total EIRP @ BS: 31 dBm(1.25 W)
• CPE configuration

Band width: 6 MHz
FDD: Downlink frequency: 502–508 MHz, uplink frequency: 514–520 MHz
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Table 6 Results of some of the initial field tests for the IEEE 802.22 Wi-FAR Technology

CPE Distance from the CPE antenna Downlink Uplink Total throughput

Base station (km) Height (m) (Mbps) (Mbps) (Mbps)

CPE1: IIT Main Gate 0.3 1.8 10 12 22

CPE2: Uttarpally 7.5 6 10 12 22

CPE3: Mallepalle 8.5 6 4.74 1 5.74

CPE4: Terpole 11.8 0.6 0.9 1.5 1.4

CPE antenna type/gain: Directional/6 dBi
Total EIRP @ CPE: 30 dBm(1 W)

The summary of the results obtained from point-to-point links is summarized in
the following Table 6.

Implementation Challenges of the IEEE 802.22 Standard

Several challenges exist in the design of customer premise equipment and Base
Station compliant to the 802.22 standard using SDR approach.

AGC Response Time

The receiver RF chain used in 802.22 mostly makes use of existing TV tuners, since
they operate in the band of interest. However, the drawback posed due to the usage
of TV tuners is that they have long AGC response times. However, if we consider
the frame durations of 802.22 system, they are much lesser in comparison to these
response times. This poses a challenge in terms of AGC loops not being able to
completely settle. Consequently, the task of gain control cannot be left to RF tuner
completely under such circumstances. The SDR architecture as explained earlier
also participates in signal normalization and gain control to some extent.

Turbo-Like Interleaver Implementation on SDR

Turbo-like interleavers (TLI) used for frequency interleaving and bit interleaving
pose a significant challenge in SDR platforms because of their pattern computation
incorporating a modulo operation. If we consider the scenario when extremely
high data rates need to be supported, the rate of bit interleaving computation
required also becomes significant. Such type of complexities forced two different
types of TLI implementation, one for frequency interleaving where the compute
requirements are significantly lower and the other (bit interleaving) which needs
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much higher compute capability. Hence these types of disparate requirements force
the programmer to give up on a modular approach to programming.

Compliance to 802.22 Spectrum Mask

The 802.22 emission mask is very stringent because it is a secondary mode of
transmission. The requirement is to have a rejection of 55dBr in N+1 and N-1
channels and 69dBr in N+2 and N�2 channels. These stringent mask requirements
become difficult to meet especially because the noise floor in the transmit RF chain
also gets amplified by the gain stages when we want to transmit at a certain required
power level. To ensure that the spectrum mask is adhered to it is important to
pay attention to the noise floor starting from the DAC which converts the digital
baseband signal to analog. The designer can choose the DAC with the appropriate
noise floor or somehow ensure that in the stages following the DAC (i.e., the post-
DAC filters), the noise floor is appropriately shaped and suppressed so that at the
power amplifier output, the mask is met. In addition to noise floor shaping, it is
also observed that the power amplifier needs to operate mostly in Class A or linear
region so that the contribution of nonlinear components is kept to a minimum. It is
for reasons of compliance to the tight spectrum mask are why we find the power
amplifier having poor efficiency. There are certain implementations which have
overcome this deficiency and adopted power amplifier linearizers in the transmit
chain to meet the spectrum mask as well as have better power amplifier efficiency.

Alternate Implementation of the IEEE 802.22 Spec

Another manufacturer of the IEEE 802.22 equipment uses advanced, state-of-the-art
digital filters coupled with high-resolution digital-to-analog converters, essentially
synthesizing on the fly a signal that meets all these requirements. This is then
followed by analog antialiasing filters before the complex signal is modulated,
amplified, and finally transmitted. Such digitally controlled transmissions have been
found to truly mimic simulation predictions in compliance with all of the above
requirements.

The received design begins with a gallium arsenide front end, providing an
exceptionally low noise figure and a large dynamic range. The signal is then
demodulated and passed through a first analog filter. This filter ensures the signal can
then be sampled with minimal aliasing, further filtered by a state-of-the-art digital
filter, decimated, and further filtered before it is digitally processed to extract every
ounce of intelligibility it may contain. The net result is an exquisite sensitivity and
an excellent performance in the presence of dispersion, out of band TV transmitter
signals, instabilities caused by vegetation shimmering in the wind, etc.

With a useful range of 100 km, the IEEE 802.22 line of radios can provide up to
22 Mbps of robust transmission to areas where other technologies such as LTE, 4G,
WiFi, and WiMax fall short. As such, it is not positioned as a replacement for these



54 IEEE 802.22/802.22.3 Cognitive Radio Standards: Theory to Implementation 1787

technologies but rather as a complement, expanding the service area beyond what
more traditional or legacy technologies can provide.

The manufacturer also uses an open-source Linux operating system. Proprietary
drivers interface the open-source code to the radio board, the latter ensuring that
FCC compliance is achieved despite changes the operator may do at the operating
system level. Since the radio uses well-known Linux distributions, there are plenty
of experienced personnel available and a plethora of documentation for any operator
who would like to use the radio in a customized fashion, all the while knowing
that the transmitter/receiver continues to operate in compliance with standards and
country-specific regulations.

Rather than relying on global positioning system (GPS) receivers, radios provide
exquisite location capabilities, as they implement standardized terrestrial fine
ranging, as described in the 802.22 standard. Therefore, this implementation of
the radios can operate under adverse conditions where GPS signaling may fail.
They are therefore less susceptible to weather and are immune to GPS jamming.
With the proper software, these radios can actually map an entire area, acting as
a superb swarm of highly precise OFDMA 3D radars. After a natural disaster, all
these attributes may be of vital importance in an emergency deployment of these
devices to reconstruct a basic telecommunications infrastructure.

Geolocation and Database

Protection of licensed incumbent systems in the TV bands can be provided by either
geolocation and access to an incumbent database over the Internet, or spectrum
sensing or a combination thereof. This section deals with the first means, whereas
spectrum sensing is dealt with in section “Distributed Spectrum Monitoring: IEEE
802.22.3 Standard on Spectrum Characterization and Occupancy Sensing”.

Two modes of geolocation can be used with the IEEE 802.22 WRAN technology
and satellite-based and terrestrially based geolocation. The satellite-based mode
relies on global navigation systems such as GPS, Glonass, and Galileo. The WRAN
BS will use its satellite-based geolocation capability to determine the latitude and
longitude of its transmitting antenna as well as its altitude above mean sea level from
a geolocation receiver installed on the antenna. Each CPE also needs a geolocation
receiver to acquire its geolocation and transmit it to the BS using a standard NMEA
string at the time of association. The BS can also query the CPE for its geolocation
at any time to verify that it is always at the same place.

The terrestrially based geolocation mode relies on the inherent transmission
capabilities of the IEEE 802.22 WRAN system. Terrestrial geolocation is based
on the time of arrival (ToA) ranging technique which relies on the propagation
time on the round trip between the BS and its CPE obtained by the normal ranging
process of the wireless system but with an augmented accuracy resulting from the
consideration of the relative phase of the frame preamble carriers as received at the
CPE on the downstream and the relative phase of dedicated CDMA ranging carriers
as received at the BS on the upstream. This information is extracted through the
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normal OFDM signal processing of the WRAN system and can be made available
to the BS. It is also based on the range between CPEs obtained by the propagation
time of the CBP bursts from one CPE to another. Again, the accuracy is augmented
by the consideration of the relative phase of the carriers contained in the CBP
burst preamble as it is received by the second CPE which, meanwhile, keeps its
synchronization with the BS.

A geolocator is used at the BS to initiate the ranging requests on which the
BS will act by querying the CPE for the differential carrier phase information
and requesting a CDMA ranging burst to be transmitted by the selected CPE to
carry out the precise BS-CPE-BS ranging and by requesting specific CPEs to send
their CBP bursts and other CPEs to capture these bursts and send the resulting
differential carrier phase information to the BS. The geolocator will then compute
the distance between the BS and each of its CPEs as well as the distance between the
selected CPEs and establish their geolocation by triangulation based on a number
of reference WRAN devices for which the precise geolocation is known. Upon
completion of the triangulation calculations, the geolocator will return a NMEA
longitude-latitude string to the BS for each CPE that it has successfully triangulated.

Once the BS has acquired the geolocation of its CPEs, it can register these
geolocations with the incumbent database using standardized primitives through the
higher layers of the backhaul transmission so that the database sends back the list of
TV channels available at the specific CPE location or the maximum EIRP that the
CPE can use at that specific location on each available channel to avoid interference
to incumbents.

Both options on the type of information to be provided by the database have
been considered and included in the IEEE 802.22 standard since these are the two
main ways by which the various databases in the different countries may specify
the constraints on TVBD operation, i.e., list of available channels or maximum
EIRP that can be used by the TVBD at its location on each channel of interest. The
second option includes the first since the indication of the protected channels can be
signaled by a much-reduced EIRP level that would not allow WRAN operation on a
specific channel. However, this second option would allow operation with reduced
EIRP in some instances where a communication link between the BS and the CPE
can still be established, resulting in a tapering-off of the EIRP when the BSs and
CPEs get close to a protected contour rather than an abrupt transition from full
EIRP operation to disallowed operation. Since the BS fully controls the EIRP of its
CPEs through the transmit power control (TPC), interference control is centralized
at the base station.

However, means had to be developed at the CPE to make sure that the BS
actually controls the maximum EIRP and not only the conducted power going to
the antenna. The IEEE 802.22 standard includes the requirement that unless an
integrated CPE/antenna is used where conformance testing can be done on the
entire unit, the antenna will have to indicate its on-axis gain on all the TV channels
on which it can operate once it is connected to the CPE (e.g., a PROM in the
antenna readable from the CPE). A special signaling interface has been included
in the IEEE 802.22 standard for this antenna-to-CPE data communication so that
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the BS can securely control the EIRP of the CPE even if the attached antenna can
be changed.

A standardized set of primitives to support the interface between the BS and the
database has been developed and included in the IEEE 802.22-2011 [5]. This set
of primitives should constitute the basis of a communication protocol between the
database and the various TV white space unlicensed devices. This set of primitives
was presented to the IETF-PAWS which has taken the task of developing such
protocol.

IEEE 802.22 Future Enhancements and Other Activities

Many enhancements to the IEEE 802.22 standard are under way in form of
amendments or revisions. The IEEE 802.22 working group is working on the
IEEE 802.22b amendment on enhancements for broadband services and monitoring
applications [8]. The IEEE 802.22b has currently recommended ten new usage cases
[15]. The usage cases can be categorized as smart grid and monitoring, broadband
service extension, and combined services. The smart grid and monitoring applica-
tions include regional area smart grid/metering, agriculture/farm house monitoring,
critical infrastructure/hazard monitoring, environment monitoring, homeland secu-
rity/monitoring, and smart traffic management and communications, which have
properties of low capacity/complexity CPEs, very large number of monitoring
CPEs, real-time monitoring, low duty cycle, high reliability and security, etc. The
broadband service extension applications, on the other hand, including temporary
broadband infrastructure such as emergency broadband infrastructure, remote medi-
cal service, and archipelago/marine broadband service, have properties of relatively
high capacity CPEs; high QoS, reliability, and security; high data rate; and easy
network setup.

Based on the above use cases and the functional requirements [2], the IEEE
802.22b amendment and the proposed revision to the IEEE 802.22 standard will
provide the following additional features:

• Operation of the IEEE 802.22 beyond TV band white spaces, including new
bands of operation. These bands include 1300 to 1750 MHz, 2700 to 3700 MHz
and the VHF/UHF TV broadcast bands between 54 and 862 MHz.

• Aggregated throughput of 802.22b to be at least two times the maximum
throughput supported by the IEEE Std. 802.22-2011 and in some cases four times
the maximum throughput as a result of channel aggregation, channel bonding,
and multiple input multiple output (MIMO) operation.

• Support for two new classes of CPEs for different service applications of
broadband services and monitoring applications and shall support at least 2048
CPEs to cover a regional area network for monitoring applications.

• The amendment may provide mechanisms to meet the regulatory requirements
on spectrum mask,

• Support for multi-hop connections,
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• Support for QoS mechanisms for real-time monitoring applications.
• This amendment will provide enhancement to existing or alternate security mech-

anisms, provide a means for alternative channelization, and provide methods for
cost-effective compliance with regulatory spectral mask.

The 802.22 WRAN standard uses the features of cognitive radio primarily
for spectrum sensing. In future we envision that most of the CPE and base
stations will be based on SDRs. This has the potential of converting modern-day
cellular networks into a cognitive RAN (CRAN) network. A CRAN network will
learn constantly and update itself in real time. It does so by sensing the current
environment and learning from past data. This will lead to hyper-personalization for
all devices that operate in the network. Some of the salient characteristics of such
devices will be the following:

• All devices will operate at their optimal performance level for all users in the
network.

• The modulation (and demodulation) schemes will be designed based on real-time
inputs – almost on the fly.

• Devices and the infrastructure elements will apply deep learning to figure out the
optimal use of compute resources.

• In such a network, each end point of the network will be a virtual machine, thus
leading to virtualization of the interface between different RAN components.

Such a network will marry the concepts of big data, cognitive radio, and
machine learning to generate a self-organizing network which updates itself based
on environment, device capabilities, and past data. [7]

Distributed Spectrum Monitoring: IEEE 802.22.3 Standard on
Spectrum Characterization and Occupancy Sensing

In 2014, the IEEE 802.22 working group formed a task group to commence activ-
ities on the IEEE P802.22.3 standard on spectrum characterization and occupancy
sensing.

The IEEE 802.22.3 standard will help solve the urgent need for issues such as
on-demand spectrum survey and reporting; collaborative spectrum measurement
and calibration; labeling of systems using the spectrum; spectrum planning; spec-
trum mapping; coverage analysis for wireless deployment; terrain and topology –
shadowing and fading analysis; quantification of the available spectrum through
spectrum observatories; complementing the database access for spectrum sharing
by adding in situ awareness and faster decision-making; space-time-frequency
spectrum hole identification and prediction where non-time-sensitive tasks can
be performed at certain times and at certain locations, when the spectrum use
is sparse or nonexistent; as well as identification and geolocation of interference
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sources. We will devote some time to this new upcoming standard and some
SDR implementations of the distributed spectrum monitoring systems, as well as
interference mitigation in cellular networks.

The large amount of wireless services and the consequent growth in terms of
request for new allocation in terms of spectrum bands are leading toward a fast
saturation of spectrum resources. On the other hand, several studies [4] on the actual
occupation status of the allocated bands show how spectrum channels are idle most
of the time, and the percentage of average usage in under 30%, on a daily basis.
A CR system is an intelligent wireless communication system that is aware of its
surrounding environment and uses the methodology of understanding by building
to learn from the environment and adapt its internal states to statistical variations
in the incoming RF stimuli by making corresponding changes in certain operating
parameters (transmit-power, carrier-frequency, and modulation strategy) in real time
[13]. Such a definition implies two needed capabilities: the first one is the awareness
of the surrounding environment in terms of spectrum occupancy status. This piece
of knowledge is the input for the intelligent access to the wireless medium. The
second capability is the intelligence, i.e., the radio cannot work in a standard way,
but needs to have some processing capabilities and choose the best parameters for
each environmental condition. To achieve these goals, the spectrum sensing task is
a crucial phase of the cognitive communication. In particular, a cognitive device has
two opportunities to be aware of the surrounding electromagnetic environment: the
first is to perform spectrum sensing locally and thrust on the output of the sensing
method to access idle channels and the second is to query a geolocation database,
where sensing outputs are stored by other distributed systems.

Sensing Engines: Spectrum Analyzer, Low-Cost Solutions, and SDR

A sensing engine [3] can be defined as a device, or a part of it, which is able to
perform sensing task, composed of two subtasks: sampling phase and processing
phase. In particular, a good sensing engine should have some peculiarities, such as
efficiency, flexibility, reliability, and capability of continuous recording. The first
one, efficiency, is defined as the ratio between the sampling time and the total time
(sampling C processing) needed to perform sensing. It approaches 100% if the
processing time is negligible with respect to the sampling time. It is very important
that the processing time is minimized, since during this period the sensing cannot
acquire, in normal single radio operations, new samples and so it becomes blind to
the changes of the spectrum occupancy status.

Several sensing devices are available today on the market. They can be coarsely
divided into three categories: spectrum analyzers, low-cost USB devices, and SDR.
Devices belonging to the first category are able to scan very wide frequency ranges,
but they are extremely costly and they are usually not customized to perform channel
assessment. They can acquire spectrum records just for a few seconds, due to
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the high-frequency resolution they need to apply for good visualization. Further
processing is still needed to run more complex outcomes.

We will provide further insights on the IEEE 802.22.3 standard during future
revisions of this book chapter.

Conclusions

In this chapter we provided insights on the implementation of the IEEE 802.22
(Wi-FAR) standard for wireless regional area networks. The IEEE 802.22 standard
is the first standard that specifically focuses on regional and rural broadband
access. Also it is the first standard that embeds many cognitive radio features to
avoid interference to the primary users as a result of license-exempt operation.
The regional and rural broadband wireless access is enabled as a result of using
empty or vacant channels in the TV band frequencies which have exceptional
propagation characteristics. Although the population density may be limited in
rural areas, this allows deployment of such large regional area networks that can
typically cover 300 sq. km with a single BS, or 30,000 sq. kms when exceptional
propagation conditions are available. This allows adequate customer base per cell,
thus making the rural area network business model viable. The PHY layer is
based on orthogonal frequency division multiple access, to counter potentially
harsh multipath environments. The MAC layer incorporates a number of features
to support the cognitive radio capabilities. Geolocation, incumbent database, and
spectrum sensing are utilized to provide protection for the incumbent services in
the TV bands. The spectrum manager combines the geolocation, spectrum sensing
information, regulatory-dependent policies, and channel set management to decide
on the choice of TV channel to be utilized.

In this chapter we also discussed trials, certification, and interoperability testing
of the IEEE 802.22-based Wi-FARTM systems.
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Abstract

In this chapter, spectrum management technologies based on a spectrum
database are introduced. Statistical spectrum maps and spectrum databases
are important components for understanding a spectrum environment that
has locality due to geolocation, surrounding structures, frequency, and so on.
The typical spectrum database provides spectrum information according to
a radio propagation model for estimating the unused spectrum for spectrum
sharing. However, the original geolocation spectrum database does not
consider the site-specific environment because a statistical radio propagation
model is used. Here, in order to improve the accuracy of the spectrum
database, the measurement-based spectrum database is considered. The highly
accurate spectrum database can improve spectrum-sharing performance and
spectrum efficiency. Finally, a future spectrum management concept, called a
smart spectrum, is introduced to open up the possibility for a new wireless
world.

Introduction

In order to share the spectrum in cognitive radio, the detection of a primary user
(PU) and protection from interference from the secondary users (SUs) to the PU
are important. Spectrum sensing and geolocation databases are considered for
comprehension of the existence of the PU. Although spectrum sensing can check
the current status of the PU by detecting the PU signal, misdetection generates
interference toward the PU, and a false alarm may eliminate the opportunity to
transmit the signal from SUs. These errors degrade the reliability of spectrum
sharing. On the other hand, the geolocation database stores the available frequency
for SUs without creating interference toward the PUs. Therefore, the SU can
know the available frequency of a certain location by checking the data stored
in the database. However, the real-time PU status cannot be understood from the
database because the available frequency is usually calculated by conservative radio
propagation model for avoiding the interference toward the PU.

Because spectrum sensing cannot guarantee the protection of PUs, the current
practical discussion on spectrum sharing for TV white space is based on geolocation
databases, like the Federal Communications Commission (FCC)-defined spectrum
database and Office of Communications (Ofcom)-defined spectrum database [1, 2].
The geolocation database stores and provides geographical radio information and is
expected to achieve interference avoidance influenced by the probabilistic behavior
of wireless channels. The database stores radio environment information, such as
the transmitter position and the received signal power from each transmitter to any
location in each channel. The main information consists of the propagation loss and
the transmitter and receiver locations. This empirical propagation model is derived
from the enormous amount of propagation data collected from urban, suburban, and
rural environments.
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However, the propagation model-based geolocation database cannot support the
locality of radio propagation, like shadowing, and a conservative spectrum-sharing
design is required for protecting PUs. In order to improve the accuracy of the
database considering the locality of propagation, spectrum databases generated by
measurement results, called measurement-based spectrum databases, are consid-
ered [3, 4]. The measurement-based spectrum database gathers the measurement
results from mobile terminals with their location information, and the spatial
spectrum map is generated by statistically processing the gathered datasets. The
typical registered information is the average received power with a mesh-divided
area, which can be used to estimate the propagation of the PU and SU signals. In
order to make a highly accurate and wide-coverage measurement-based spectrum
database, spatial interpolation is an important technique that does not require high-
density measurement data. In this chapter, we introduce the statistical interpolation
techniques for measurement-based spectrum databases, and the effectiveness of
such techniques on spectrum sharing is discussed.

Finally, we consider a future wireless world with dynamic spectrum use based
on spectrum measurement, modeling, database, and management, which are collec-
tively referred to as the smart spectrum [5]. The current spectrum allocation policy
is based on exclusive spectrum use by a primary system determined by the regulator
in each county. However, exclusive spectrum use reduces the efficiency of the
spectrum, because flexible spectrum use according to user demand is difficult and a
large spatial margin is required to avoid interference. In order to improve spectrum
efficiency, a smart spectrum has been proposed for future wireless networks. In this
chapter, we introduce the smart spectrum, and future spectrum policy is discussed
with a hierarchical spectrum database and spectrum manager.

Throughout this chapter, we would like to open a future wireless world with
flexible spectrum use based on user demand.

Geolocation Database

At the beginning of spectrum sharing, harmful interference toward license services
is to be avoided using spectrum sensing with a white-space device. In this case,
the white-space device can only transmit its own signal on the license band if
the result of spectrum sensing is idle; collision avoidance between the licensed
system and white-space device can subsequently be achieved in the temporal,
spatial, and/or spectral domains. This concept is device-driven with respect to
interference avoidance; therefore, it is important to detect the idle channel with
high accuracy for the protection of licensed services. However, the radio regulations
defined by organizations such as the FCC and Ofcom set a spectrum-sharing policy
independent of spectrum sensing, caused by poor performance of spectrum sensing
in low-SNR regions. In other words, it is difficult to protect the licensed service with
satisfactory accuracy using spectrum sensing. The FCC and Ofcom offer an outline
for a possible alternative, interference management by geolocation database [1, 2].
The geolocation database stores and relays geographical radio information and is
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expected to achieve interference avoidance influenced by probabilistic behavior of
the wireless channel. Database-driven spectrum sharing has attracted attention as an
alternative solution with satisfactory accuracy.

In spectrum sharing assisted by geolocation database, a white-space device
queries the database with its own parameters and current location to determine
the availability of communication over the licensed band. The geolocation database
responds with the allowable transmission parameters, such as the available channel
list in the FCC rule or the maximum transmit power in the Ofcom rule. This
response is derived from the database information and the specified parameter of
the white-space device based on the utilization rule. The white-space device begins
transmitting signals over the licensed band according to the database response. In
other words, the interference toward licensed system is managed by the database
response. The rules for management of harmful interference is divided into two
categories: channel allocation and power allocation. The FCC rule is a channel-
allocation type, in which white-space devices coexist with Digital TV systems
and other white-space devices by utilizing the channel provided by database
response. On the other hand, the Ofcom rule is a power-allocation type. Critical
interference can be avoided by suppression of the maximum transmit power. The
major difference between the FCC and Ofcom rules is the design of the database
response as a policy for interference avoidance.

This section summarizes the concept of the geolocation database required by
FCC and Ofcom rules, for clarity of the measurement-based spectrum database.

Radio Propagation Prediction from Empirical Model

A common feature of geolocation and measurement-based spectrum databases is
the storage of radio environment information such as the transmitter position and
received signal power from each transmitter to any location within each channel.
The main information consists of the propagation loss and the transmitter and
receiver locations. In other words, the performance of the geolocation database is
dependent on the accuracy of the propagation loss prediction. In traditional wireless
communications, channel prediction is a major topic for system design in terms
of transmitter geometry, coverage size, and system capacity under performance
constraints. Various empirical propagation models have been proposed, for example,
the Okumura model [6], Hata model [7], and COST Hata model [8]. These empirical
models are derived from enormous propagation data collected from urban, suburban,
and rural areas.

The main purpose of deriving empirical models is to construct a versatile model
with low error from the actual values in a real environment. In order to achieve a
versatile model, measurement data is obtained from a wide area, and the impact of
a site’s specific character is suppressed by mean reversion. However, measurement
data from an oversized area leads to an increase in the error between the predicted
and actual values. The radio environment, as typified by propagation loss, is
referenced from surrounding environments, such as geography and aboveground
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structures. The empirical model predicts the relationship among the received signal
power and the typical feature quantities in urban, suburban, and rural areas. The
predicted value from the above empirical model is different from the actual value
averaged over a short term. This residual error is called the shadowing factor
and also indicates a unique characteristic at the specific location. With regard to
accuracy, it is better to confine the measurement area to model the propagation loss,
although collection and utilization of small measurements or specific area data cause
a lack of versatility of the propagation model. Therefore, the empirical propagation
model creates a dilemma for versatile prediction with high accuracy.

The geolocation database utilizes one of the above types of empirical propagation
model for signal prediction. However, this does not mean that the geolocation
database provides the licensed signal power at every location. Generally, the edge
of service coverage for each transmitter is calculated in the geolocation database, as
illustrated in Fig. 1. Nevertheless, it is not always possible to predict every location
with high accuracy using the geolocation database. In order to avoid harmful
interference due to prediction error, a protective margin is added to the calculated
service coverage.

Protection of the licensed system often requires maintaining a signal-to-
interference ratio (SIR) of the licensed receiver above the threshold demanded
by the licensed system. In spectrum sharing, there could be two causes of situations
in which there is harmful interference toward the licensed system. The first is the
overestimation of the licensed signal power at the coverage edge. The other is
the underestimation of the interference from the white-space device. To mitigate
the former risk, licensed signal prediction must avoid overestimation by setting a
protective margin. In particular, service coverage is extended from the estimated
edge by the margin distance. This is expected to prevent regional overestimation
of the weak signal area due to the shadowing effect and to attenuate harmful
interference received within the true service coverage. However, the prediction
error of the regional area in the geolocation database leads to the degradation of
spectral efficiency in the spatial domain.

Geolocation
database

Empirical
Propagation

Formula

Service Coverage Predicion
based on Empirical Model

Minimum
Signal Power
for service

Measuremennt data is
collected from wide area

Fig. 1 Signal prediction from empirical propagation formula
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Available White Space

As mentioned in section “Radio Propagation Prediction from Empirical Model”, the
licensed signal is predicted based on the empirical model. Similarly, the transmitted
signal from the white-space device, or the harmful interference, is predicted through
the empirical model. In fact, different empirical propagation models of the licensed
system are often used for white-space devices because of the different system
parameters. In the geolocation database, the boundaries of two kinds of wireless
signal are obtained through prediction of the signal. The response of the geolocation
database is also obtained from these prediction results.

In order to find the available white space, the transmit parameters that satisfy
the relative position of the two boundaries are calculated. The relationship between
the two boundaries is divided into two cases: overlapping and non-overlapping. As
shown Fig. 2a, two boundaries are crossed, and the white-space device interferes
with the receiver of the licensed system. If the SIR at the edge of licensed
coverage exceeds the lower limit of the SIR requirement, then the white-space
device cannot transmit its own signal. In other words, there is no available white
space for spectrum sharing in Fig. 2a. The geolocation database derives the transmit
parameters of the white-space device from these geographical results.

Because Ofcom’s database is power-allocation type, the maximum transmit
power of the white-space device is decreased from Fig. 2a. With decreasing transmit
power, the interference area decreases to eliminate overlap with the service coverage
of the licensed system, as shown in Fig. 2b. On the other hand, the FCC uses
a channel-allocation database. This database searches the channels that satisfy
the non-overlap condition between the licensed coverage and interference area by
changing the channel, as shown in Fig. 2c. After that, the database responds with the
solution parameters under the geographical constraint, which is the non-overlapping
case with the white-space device. The FCC database responds with the available
channel list, and the Ofcom database responds with the maximum transmit power
of the white-space device.

Measurement-Based Spectrum Database

The spectrum database facilitates users to acquire global knowledge of surrounding
radio environment. However, many databases that are under consideration for
practical use including FCC-defined spectrum database are constructed based on
a path loss model. Such a path loss model cannot take into account the effect of
shadowing sufficiently, often a large estimation error occurs in the path loss-based
spectrum database. Therefore, SUs is required to set a large interference margin.
In addition, although there are complex models that consider a larger number
of variables (i.e., terrain models), these models do not necessarily make better
predictions [9].
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Predicted
service edge

Protect
margin

Transmitter of
Licensed Service

Interference
region

(a)

Predicted
service edge

Protect
margin

Transmitter of
Licensed Service

Decresing of Interference
region through

transmit power control

(b)

Predicted
service edge

Protect
margin

Transmitter of
Licensed Service

Interference
region

Transmitter of
Licensed Service

(c)

Fig. 2 Relationship between licensed system and white-space device. (a) Interfering case.
(b) Availability case by controlling transmit power. (c) Availability case by changing channel

On the other hand, the accuracy of the spectrum database can be improved
via actually measured information of the radio environment. Figure 3 shows a
concept of measurement-based spectrum database. The database is a hybrid system,
combining spectrum sensing and a spectrum database. The spectrum database
consists of radio environment information that is measured by SUs (e.g., highly
accurate spectrum analyzer, smartphones, and vehicles). The collected dataset is
related to the measurement location and is reported to the database. After enough
data are gathered, the database estimates the radio environment characteristics of
the PUs by statistical processing with the large created dataset. Because the data
include actual propagation losses and shadowing effects, accurate channel statuses
can be determined.
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(xi, yi)

Pi [mW]

(xk, yk)

Pk [mW]

(xj, yj)

Pj [mW]
5G

5G

5G

Fig. 3 Measurement-based spectrum database

In this section, we summarize basics of statistical analysis of radio environment
based on the actual observation. We especially focus on the map of average received
signal power, often called Radio Environment Map (REM), for a fixed transmitter
such as TV broadcaster and cellular base station.

Geostatistics for Radio Environment Analysis

Overview of Spatial Interpolation in Wireless Communications
In the frequency reuse over the spatial domain, such as in cellular systems and
spectrum sharing over TVWS, the average received signal power and commu-
nication coverage are important factors for appropriate interference management
between transmitters. The measurement-based spectrum database can accurately
estimate the information via the map of the average received signal power, often
called REM. In this section, we introduce the fundamentals of map cartography.

In wireless communications, the instantaneous received signal power from a
transmitter is often modeled as

PRx.x/ D PTx � 10	log10jjxTx � xjj CW .x/C F [dBm]

D P Rx.x/C F; (1)

where x is the receiver location, xTx is the transmitter location, PTx [dBm] is the
transmission power, 	 is the path loss index, W [dB] is the log-normal shadowing
with zero mean and standard deviation � [dB], and F [dB] is the effect of multipath
fading. Because the communication coverage depends on P Rx.x/ and the value is
uniquely determined by the receiver location, the main task of the map is to provide
P Rx.x/ accurately.
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When the database collects radio environment information measured by mobile
terminals, as shown in Fig. 3, the database consists of instantaneous received
signal power, including the multipath fading factor F . In order to obtain P Rx, the
measurement area is divided into a square grid with a side length of a few meters,
and the instantaneous information is averaged in each grid. Here, by only averaging
such datasets, the tooth missing map can be obtained, as shown on the right side of
Fig. 3. Therefore, after averaging, we need to consider the interpolation of the tooth
missing information.

The spatial interpolation can be implemented by considering the spatial
correlation of shadowing. It is empirically known that shadowing has a spatial
correlation that follows the function [10]

�i;j D
E


W .xi /W .xj /

�
�i�j

� exp

�
�
jjxi � xj jj

dcor
ln2


; (2)

where dcor [m] is the correlation distance. Therefore, by taking the weighted average
shown in the following equation and assigning suitable weight factors, we can
implement a highly accurate spatial interpolation:

OZ .x0/ D

NX
iD1

!iZ .xi / ; (3)

where Z is a random variable, N is the number of datasets, x0 is the interpolated
location, xi is the measured location, and !i is the weight factor multiplied to
Z.xi /. Intuitively, by assigning a high weight factor for nearby datasets and a
small weight factor for distant datasets, an accurate interpolation will be performed.
Estimation problems for such spatially random variables have been established in
the field of geostatistics (see [11,12]), and recent works show the effects in the field
of wireless communications [3].

Inverse distance weighting (IDW) is the simplest technique for spatial interpo-
lation. This method designs !i according to the inverse of the distance from the
interpolation point to the pth power, and !i is calculated by the following equation:

!i D
1PN

jD1 jjx0 � xj jj
p
�

1

jjx0 � xi jjp
: (4)

Generally, a value of about 1–2 is set for p. However, because IDW produces a
constant weight factor for a certain distance regardless of the spatial correlation
characteristics of the random variable, its guideline leaves room for consideration.

On the other hand, Kriging determines the optimum weights that minimize the
variance of the estimation error.

�2k D Var
h
OZ.x0/ �Z.x0/

i
(5)
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In the following section, we describe the procedure of the Kriging interpolation.
After semivariogram modeling and ordinary Kriging are explained for a general
random variableZ, we show the procedure for map cartography in wireless systems.

Semivariogram
Kriging methods are subdivided on the basis of the decision rule of !i and
assumptions about Z, but all the methods must preliminarily estimate the spatial-
covariance structure of the random process from the datasets.

In the field of geostatistics, the semivariogram is used for the analysis of the
spatial-covariance structure, which is the semivariance of the difference of all pairs
of points Z.xi / and Z.xj / at distance h , jjxi � xj jj,

�.h/ D
1

2
VarŒZ.xi / �Z.xj /�: (6)

The semivariogram allows the influence of a spatially varying mean to be filtered
for sufficient small distances and does not depend on the mean of the field when the
mean is constant:

Var


Z.xi / �Z.xj /

�
D E

h�
Z.xi / �Z.xj /

�2i
: (7)

To obtain the semivariogram in the measurement area, it is necessary to estimate
the empirical semivariogram from the available data. Under the assumption of
a constant mean, a natural estimator based on the method of moments can be
written as

O�.h/ D
1

2jN.h/j

X
N.h/

˚
Z.xi / �Z.xj /

�2
; (8)

where N.h/ denotes the set of nodes that are separated by a distance h. Note that
this averaging procedure is called binning. Once O�.�/ has been estimated, it must
be fitted into a theoretical semivariogram model. Table 1 summarizes the major
theoretical semivariogram models. Here, �2, �2C�2, �2, and 1=� are called nugget,
sill, partial-sill, and range, respectively. Examples of the theoretical semivariogram
models are shown in Fig. 4. In wireless communications, because the shadowing
correlation follows the exponential function shown in Eq. (2), the exponential model
is often chosen as the theoretical model.

Figure 5 draws an example of semivariogram modeling. All of fZ.xi / �
Z.xj /g

2=2, called variogram cloud, are plotted in Fig. 5a. As shown in Fig. 5b,
after the semivariograms are averaged over a given interval, the theoretical semivar-
iogram can be fitted. Here, because N.h/ becomes smaller as jjhjj becomes larger,
there is a problem in which the averaged semivariogram is used for curve fitting.
This is generally determined by trial and error, and Cressie introduces a practical
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Table 1 Examples of theoretical semivariogram models

Model Equation
Linear

�.h/ D

(
�2 C �2jjhjj if jjhjj > 0

0 otherwise
Spherical

�.h/ D

8̂̂
<
ˆ̂:
�2 C �2 if jjhjj > 1=�

�2 C �2
n
3
2
�jjhjj � 1

2
.�jjhjj/

3
o

if 0 < jjhjj < 1=�

0 otherwise
Exponential

�.h/ D

(
�2 C �2 f1� exp .��jjhjj/g if jjhjj > 0

0 otherwise
Gaussian

�.h/ D

(
�2 C �2

˚
1� exp

�
��2jjh2jj

��
if jjhjj > 0

0 otherwise

Fig. 4 Examples of theoretical semivariogram where � D 1:0, � D 4:0 and � D 1:0

rule: the averaged semivariogram, in which N.h/ > 30 and jjhjj are smaller than
the maximum jjhjj, is used for curve fitting, as a guideline [13].

Ordinary Kriging
Ordinary Kriging is assumed to be constrained in the local neighborhood of each
estimation point, i.e., EŒZ.x/� D const: for each nearby data value. In order to
achieve the best linear unbiased estimator (BLUE), this method determines the
weights that minimize the variance of the estimation error �2k D EŒf OZ.x0/ �
Z.x0/g

2� under the condition

NX
iD1

!i D 1: (9)
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(a)

(b)

Fig. 5 Example of semivariogram modeling. (a) Variogram cloud. (b) Averaged variogram and
estimated curve

This constraint can be derived from the condition of unbiased estimation,

E
h
OZ.x0/ �Z.x0/

i
D 0: (10)

Using the Lagrange multiplier method, the objective function �.!i ; / can be
written as

�.!i ; / D �
2
k � 2

 
NX
iD1

!i � 1

!
; (11)
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where  is the Lagrange multiplier. Here, �2k can be written as the following
equation:

�2k D ��.d0;0/ �

NX
iD1

NX
jD1

!i!j �.di;j /C 2

NX
iD1

!i�.di;0/; (12)

where di;j , jjxi � xj jj.
From the partial derivatives in Eq. (12), we can obtain N C 1 simultaneous

equations

0
BBBBB@

�.d1;1/ � � � �.d1;N / 1

�.d2;1/ � � � �.d2;N / 1
:::

:::
:::

:::

�.dN;1/ � � � �.dN;N / 1

1 � � � 1 0

1
CCCCCA

0
BBBBB@

!1
!2
:::

!N


1
CCCCCA
D

0
BBBBB@

�.d1;0/

�.d2;0/
:::

�.dN;0/

1

1
CCCCCA
: (13)

From the above simultaneous equations, the weights that minimize �2k can be
derived. Here, the minimized �2k is called the Kriging variance, and �k is called
the Kriging standard deviation.

Procedure for Received Signal Power Estimation
Both semivariogram modeling and ordinary Kriging shown above assume
EŒZ.x/� D const: for each nearby data value. On the other hand, EŒPRx.x/� is
not constant because of the effect of path loss 10	log10jjxTx � xjj: such a location
dependence is called a trend in the geostatistics. A way to consider the dependence
is the use of universal Kriging (see [11]). If we apply ordinary Kriging for the
map cartography, in a precise sense, the path loss modeling and the shadowing
estimation should be separated as follows.

1. Path loss factor 	 and transmission power PTx are estimated from the dataset
with a traditional method for path loss modeling such as the least squares (LS)
method. Then, each shadowing factor is extracted via

OW .xi / D PRx.xi / � OPTx � 10 O	log10jjxTx � xi jj; (14)

where O	 is the estimated path loss factor and OPTx is the estimated transmission
power.

2. The variogram cloud between OW .xi / is generated.
3. The theoretical semivariogram is fitted to the variogram cloud.
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4. The weight factor !i is calculated via ordinary Kriging.
5. PRx.x0/ is interpolated by

OPRx.x0/ D OPTx � 10 O	log10jjxTx � x0jj C

NX
iD1

!i OW .xi /: (15)

Note that some works show that we can perform an accurate interpolation even when
the semivariogram analysis and ordinary Kriging are applied directly to PRx.xi /

[3, 14]. This is because the fluctuation of the path loss is gradual in the area away
from the transmitter.

Here, Kriging has a powerful property: the statistical performance of the
estimation error f OZ.x0/�Z.x0/g can be roughly estimated via the Kriging standard
deviation �k . If the random variable Z spatially fluctuates with a Gaussian process,
the estimation error follows a Gaussian distribution. This behavior can be applied
to typical radio propagation because the shadowing follows a logarithmic Gaussian
process. Because this interpolation procedure achieves unbiased estimation, we can
estimate that the error OPRx.x0/ � PRx.x0/ nearly follows a log-normal distribution
with mean 0 [dB] and standard deviation �k [dB] (Kriging standard deviation means
the standard deviation of the estimation error under the perfect semivariogram
modeling. Because the semivariogram is modeled from datasets, the true estimation
error exceeds �k . Therefore, the upper bound of E Œ�k� is equal to the standard
deviation of the estimation error [11]).

Effect of Measurement-Based Spectrum Database on Spectrum
Sharing

Let us discuss the effect of the knowledge of radio propagation information
on spectrum sharing from a theoretical perspective. Now, we consider a typical
spectrum-sharing environment in which a secondary transmitter shares a spectrum
with a primary link, as shown in Fig. 6. To evaluate the spectrum-sharing efficiency,
we calculate the allowable transmission power at the secondary transmitter under
given channel information. Note that the following discussion does not consider
the knowledge of instantaneous multipath fading gain: the SU only knows the path
loss gain and shadowing gain. This is because the acquisition of the instantaneous
factor requires some feedback from the primary receiver. On the other hand, in
spectrum sharing with legacy wireless systems, such feedback is not a realistic

Fig. 6 Spectrum-sharing
model

PRx

IRx
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assumption. Aiming for the improvement of spectrum-sharing efficiency in the
legacy systems, this section considers the case with no instantaneous feedback from
the PUs.

Spectrum-Sharing Model
First, PRx [dBm] is defined as the received signal power at the primary receiver
PU-Rx from the primary transmitter PU-Tx. We assume the value fluctuates
according to the path loss and the log-normal shadowing, as follows:

PRx D PP, Tx � LP CWP [dBm] (16)

, P Rx CWP; (17)

where PP, Tx [dBm] is the transmission power at PU-Tx, LP [dB] is the path loss in
the primary link, andWP [dBm] is the shadowing gain following an i.i.d. log-normal
distribution with zero mean and standard deviation �P [dB].

Next, we assume that SU-Tx interferes with PU-Rx with the following power:

IRx D PS, Tx � LS CWS [dBm] (18)

, IRx CWS; (19)

where PS, Tx is the transmission power at SU-Tx, LS is the path loss in the inter-
ference link, and WS is the shadowing gain. WS follows an i.i.d. normal distribution
with zero mean and standard deviation �S [dB] and is statistically independent from
WP. Under the above conditions, we utilize the SIR as the protection criterion for
primary communication according to a typical rule of spectrum sharing. Here, the
SIR at PU-Rx can be written as

� D PRx � IRx [dB]: (20)

If the PU determines the desired SIR as �d [dB], the outage event can be formulated
as �d > � . Thus, considering the desired protection probability 1 � pout, the SU
must satisfy the protection probability at PU-Rx, given by the following equation:

PrŒ� 	 �d� 	 1 � pout: (21)

Using the channel information in both the primary link and the interference link,
SU-Tx estimates the maximum transmission power

maxPS, Tx , PS, max [dBm]; (22)

which is subject to Eq. (21). We analyze the performance of the maximum transmis-
sion power under two conditions: PRx can be estimated via the measurement-based
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spectrum database, and only P Rx and �P can be estimated. For simplicity, we
assume that both of the conditions only include information on LS and �S for the
interference link.

Error Characteristics of Geostatistics-Assisted Radio Propagation
Estimation
Before discussing the performance of the database-assisted spectrum sharing, we
model the error characteristics of the geostatistical radio propagation estimation. Let
us define OPRx [dBm] as the estimated values for PRx. By introducing the error factor
"P [dB], the relationship between the estimated and true values can be written as

OPRx D PRx � "P

D
�
P Rx CWP

�
� "P: (23)

We assume that OPRx is estimated by the Kriging-based database construction. As
mentioned in section “Procedure for Received Signal Power Estimation”, if the
received signal power follows a log-normal distribution, the estimation error follows
a log-normal distribution with median zero [dB]. Because the estimated and true
values are highly correlated in the log domain, PRx and OPRx follow a bivariate
normal distribution with median P Rx and covariance matrix

 
�2P �P�P� OPRx

�P� OPRx
�P �2

OPRx

!
; (24)

where �P [dB] is the standard deviation of WP, � OPRx
is the standard deviation of

OPRx, and �P is the correlation coefficient between PRx and OPRx. The PDF of "P D

PRx� OPRx can be derived from the bivariate normal distribution. Because "P consists
of the difference between two variables following a bivariate normal distribution and
Kriging can perform unbiased estimation, "P also follows a log-normal distribution
with median zero. In addition, its variance can be calculated by

�2"P
D �2P C �

2
OPRx
� 2�P�P� OPRx

: (25)

For simplicity, we approximate � OPRx
by �P. From this relationship, �2"P

can be
derived as

�2"P
� 2�2P .1 � �P/ : (26)

Using these characteristics, we can easily emulate the Kriging-based radio
propagation estimation by �P and �P. Note that �P strongly depends on the
estimation conditions, such as the number of datasets and the correlation distance
of the shadowing. In addition, �2"P

can be directly estimated from the Kriging
variance �2k .
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Performance of Spectrum-Sharing Capability
According to the error characteristics mentioned above, we derive the allowable
transmission power of SU-Tx PS,max that satisfies the interference constraint defined
in Eq. (21).

First, for the comparison, we derive the allowed transmission power when the
SU-Tx only knows P Rx and �P. In this situation, the SIR follows a log-normal

distribution with a medianP Rx�IRx and a standard deviation
q
�2P C �

2
S . Therefore,

its cumulative distribution function (CDF) can be formulated as

F� .�djP Rx; LS/ D
1

2

8̂<
:̂1C erf

0
B@�d �

�
P Rx � Imax

�
q
2
�
�2P C �

2
S

�
1
CA
9>=
>; (27)

D pout; (28)

where erf.�/ is the error function and Imax , PS, max � LS is the median of
the allowed interference power. Therefore, the allowed transmission power can be
determined by

PS, max D LS C Imax

D LS C P Rx � �d �

q
2.�2P C �

2
S/erf�1.1 � 2pout/; (29)

where erf�1.�/ is the inverse error function.
Next, we evaluate the performance in which the SU-Tx can estimate the signal

power PRx via the measurement-based spectrum database. Because the SU-Tx
knows OPRx and IRx, the SIR � D . OPRxC"P/�IRx follows a log-normal distribution

with median OPRx � IRx and standard deviation
q
�2"P
C �2S . Thus, based on the

condition of PS, max, we can formulate the CDF of the SIR as

F� .�dj OPRx; LS/ D
1

2

8̂<
:̂1C erf

0
B@�d �

�
OPRx � Imax

�
q
2
�
�2"P
C �2S

�
1
CA
9>=
>; (30)

D pout: (31)

Therefore, Imax can be formulated as

PS, max D LS C OPRx � �d �

q
2
�
�2"P
C �2S

�
erf�1.1 � 2pout/: (32)

A numerical example is shown in Fig. 7. If the SU-Tx only knows P Rx and
�P, the spectrum-sharing opportunity decreases in proportion to the intensity of
the shadowing variation. The measurement-based spectrum database can improve
performance, although OPRx has an estimation error.
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Fig. 7 Effects of channel state information on average transmission power where pout D 0:10,
�d D 10 [dB], LS D 100:0 [dB], and P Rx D �90:0 [dBm]

Future Smart Spectrum World

Spectrum Allocation Policy and Smart Spectrum

In the current spectrum allocation policy, International Telecommunication Union
Radiocommunication Sector (ITU-R) decides the global spectrum allocation policy,
and the detailed spectrum utilization is allocated in each country by a spectrum
regulator, such as the FCC in the USA, Ofcom in the UK, and the Ministry of
Internal Affairs and Communications (MIC) in Japan. Roughly speaking, spectrum
allocation policies can be categorized into two types. One is “Command and
Control,” and the other is “Spectrum Commons.” “Command and Control” is
the spectrum management policy in which the regulator centrally allocates the
spectrum to systems with the usage of the spectrum. Therefore, the spectrum is
allocated to systems without duplication. On the other hand, “Spectrum Commons”
is the spectrum-sharing method in which the users access the spectrum in a
distributed manner. The Industry, Science, and Medical radio (ISM) band is a
spectrum managed by a “Spectrum Commons” policy. “Command and Control”
can exclusively allocate the spectrum to a certain system to avoid intersystem
interference. Currently, almost all licensed spectra are exclusively allocated to
the system. However, exclusive allocation may reduce the spectrum efficiency
because it is required to give a spatial margin for sharing multiple systems in the
same spectrum. Moreover, even if the system does not continuously transmit radio
waves due to the various traffic, such as in a public safety system, the spectrum
is occupied by the primary licensed systems. Therefore, spectrum redundancy
over the spatial and time domains becomes a serious problem. On the other
hand, “Spectrum Commons” can utilize the spectrum based on user demand.
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Currently, the listen-before-talk technique based on carrier sense function is used for
wireless LANs and wireless sensor networks. However, because of its distributed
control based on carrier sensing, the reliability of communication is not high.
The hidden node problem and dense installed access points in the crowded area
deteriorate the quality and throughput of distributed networks. In order to improve
the spectrum utilization in future wireless networks, a smart-spectrum concept has
been proposed [5]. The smart spectrum is a dynamic spectrum-utilization scheme
based on measurement and modeling, in which on-demand spectrum allocation is
applied for spectrum management. The basic issues of smart spectrum comprise four
categories: spectrum measurement, modeling, database, and management, as shown
in Fig. 8. The spectrum database is a key component of the smart spectrum, and
the physical radio spectrum environment is projected into the spectrum database.
In order to generate the spectrum database, the spectrum is modeled by gathering
the results of the spectrum measurement at mobile terminals and/or measurement
equipment. The spectrum allocation is managed by the spectrum manager in
cooperation with the spectrum database. Therefore, the smart spectrum can utilize
the spectrum according to the demand of the users by considering the exact radio
environment based on spectrum efficiency and user demand.

Hierarchical Spectrum Database

The spectrum database can be used for managing the spectrum utilization of wireless
systems. In a spectrum database defined by the FCC for TV white space, a simple
database storing the spectrum availability according to location is installed in a
large area. However, if we consider the measurement-based spectrum database, a
large amount of spectrum data with locality must be registered in the database.
In order to support the spectrum data with different granularities and supporting
areas, the spectrum database with a hierarchical structure is considered, as shown



1816 T. Fujii et al.

Regulation
database

Global
database

Area
database

Local
database

Regulation policy

Measurement data

Fig. 9 Example hierarchical spectrum database

in Fig. 9 [5]. The upper layer of the hierarchical spectrum database can be used to
define the spectrum regulation policy. For example, the data in this database can be
registered and updated by the radio regulators of each country, like the FCC, Ofcom,
and MIC. A small number of databases are prepared in each country. However,
the lower layer of the hierarchical spectrum database supports a small area, and
the measurement data generated by local mobile terminals can be registered. The
spectrum environment of each location is managed in a distributed manner. The
measurement results are statistically processed, and a self-organizing spectrum
allocation according to user demand can be supported. The middle-layer databases
can be used for coordinating (1) the upper layer spectrum policy and the lower-layer
measurement-based spectrum environment and (2) the adjacent databases belonging
to the lower layer for smooth spectrum allocation beyond the supporting area of each
local database. The lowest-layer spectrum database may be located in each mobile
terminal, and the spectrum database in the second-lowest layer may be located in
the access point of wireless LAN systems or the base station of cellular networks.

The spectrum database can manage the spectrum of its supporting area in
conjunction with spectrum servers. An example of spectrum management using
the spectrum server and the spectrum database is shown in Fig. 10. The users
request the spectrum by a demand of communication, such as data rate, error
rate, throughput, stability, and reliability, and the available spectrum is allocated
to the users with consideration for the spectrum efficiency by the spectrum manager
with the spectrum database. The spectrum efficiency can be improved compared
with the current fixed-allocated spectrum because on-demand spectrum allocation
can be realized. In particular, the real-time spectrum status can be recognized by
the measurement results, on-demand spectrum assignment with efficient spectrum-
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sharing performance, and guaranteeing the user demand. Therefore, it can be
considered that the hierarchical spectrum database with measurement results can
change the current fixed-spectrum allocation policy.

In order to obtain the measurement results of the spectrum, wireless measurement
equipment, like a spectrum analyzer, can be used. However, measurement equip-
ment to gather the measurement results in every location is expensive. In order to
solve the cost of measurement, crowd-sensing techniques using mobile terminals,
such as smart phones, can be used. Today, the computational availability of mobile
terminals increases, and multiple frequencies and systems are supported. Therefore,
these terminals can be used for spectrum environment in a large area with low
cost. Crowd sensing is a low-cost measurement technique and is already used for
estimating the cellular performance by telecom operators [15].

Components of Smart Spectrum

Smart spectrum is a concept of dynamic spectrum management based on the
measurement results from multiple terminals and statistical modeling for a future
wireless world. The smart spectrum is realized by a cycle of components, which are
spectrum measurement, modeling, database, and management, as shown in Fig. 8.

“Spectrum measurement” is the first step for obtaining the surrounding wireless
environment. The typical measurement data is the received power of radio signals
corresponding to the radio frequency. The basic technique is similar to spectrum
sensing, and the following soft information is the basic measurement information
for the smart spectrum.

Pr D
1

N

N�1X
nD1

jhŒn�sŒn�C wŒn�j2; (33)

where hŒn� is the channel coefficient, sŒn� is the signal component, and wŒn� is the
noise. N is the number of samples and n is the sample index. These sensed data are
measured at each terminal and gathered in the spectrum database. The measurement
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data can be expanded to other physical data, like angle of arrival, Doppler shift,
delay spread, as well as network information, such as the number of active mobile
terminals, throughput, and the location of mobile terminals.

“Spectrum modeling” is the statistical model of the measurement results for easy
utilization of spectrum-sharing and reliable wireless communications. The typical
statistical models are the averaged received power and the channel occupancy ratio.
The averaged received power can be used for creating a spectrum map of the primary
system. The channel occupancy ratio is useful for providing ON/OFF characteristics
of wireless systems, like wireless LAN and other unlicensed systems. As these
systems share the spectrum of the time domain, the channel occupancy ratio can
be used for the basis of channel congestion for time-division spectrum sharing. In
addition, the channel transition rate and the channel occupancy duration can be used
for similar statistical information.

“Spectrum database” is used for storing the spectrum measurement data and
modeling data for on-demand spectrum utilization. The hierarchical structure sup-
ports regulatory issues and local radio environments observed by the measurement
results. The detailed structure is explained in the previous subsection.

Finally, “smart-spectrum management” is a dynamic spectrum management
system according to the spectrum environment data stored in the spectrum database.
On-demand spectrum allocation considering the user demand and current spectrum
environment, considering spectrum efficiency, is the ultimate spectrum utilization
for future wireless systems.

Case and Future Spectrum Policy Based on Smart Spectrum

Here, cases of a measurement-based spectrum database and its applications are
introduced. Several reports of spectrum databases for TV white space (TVWS)
have been published for estimating the area of TV broadcasting based on the
measurement results [3,4]. The reference paper [3] discussed the linear interpolation
technique for estimating the area of TV broadcasting by using the results of
the measurement campaign in the UK. The reference paper [4] discussed the
comparison with the current propagation model-based spectrum database and the
measurement-based spectrum database by using the results of the measurement
campaign in Japan. The accurate received power estimation performance by using
the measurement-based spectrum database is confirmed. The similar idea has
been considered in cellular networks for minimizing the drive test to check the
communication quality in the support area using user equipment measurement
logging in the 3GPP standard [15]. These cases assume that the transmitter is fixed
like a TV broadcasting station and cellular base station. The measurement-based
spectrum database for the distributed system has been reported for vehicle-to-
vehicle (V2V) communication [16]. This database can be used for predicting the
communication reliability of the intersection with many buildings in advance, and
the usual broadcast-based V2V packets like IEEE 802.11p can be used as the dataset
storing in the database, as shown in Fig. 11. The issue with this database is that
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the registered data becomes large because the database must be prepared for each
transmit position. The appropriate mesh size and the database support area are
important practical databases. It can be used for automated and connected vehicles
with highly reliable wireless communications according to the demand.

As seen in this section, the smart spectrum can be used for smart dynamic
spectrum utilization considering the local wireless environments and user demand
as well as the radio regulation policy. The smart spectrum can be used not only
to improve spectrum-sharing performance but also to guarantee reliable communi-
cation because the exact spectrum environment can be known at communication
terminals. As a result, the current spectrum allocation policy can be changed by
using smart spectrum, and a new wireless world with highly efficient spectrum use
can be realized in the future.

Conclusion and Future Directions

More than 100 years, spectrum allocation regulation policy has been based on
exclusive spectrum use by a primary system determined by the regulator in
each country. However, exclusive spectrum use degrades the spectrum utilization
efficiency due to inflexible spectrum use without considering demands of users.
Cognitive radio and software defined radio technologies have possibility to change
this regulation policy to more flexible spectrum use according to the demand
of users. The most important issue for launching the new dynamic spectrum
allocation is to recognize the exact wireless environment. Recognizing the accurate
wireless environment can avoid intersystem interference with minimum spatial
separation. In this chapter, we have introduced spectrum databases for providing
wireless environment information to users. We have shown that the measurement-
based spectrum database can improve the accuracy of the wireless environment
recognition. We have also introduced the concept of smart spectrum which is a
future spectrum management based on spectrum measurement, spectrum modeling,



1820 T. Fujii et al.

spectrum database and smart spectrum management. By using the smart spectrum,
the current exclusive spectrum allocation can be changed to on-demand spectrum
allocation with highly efficient spectrum use in the future.
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Abstract

Cognitive radio can be applied to a multitude of domains, one of which is M2M
communication. Specifically, M2M communication refers to communication
between devices without human intervention. Hence, devices should be able
to organize themselves and run the communication protocol autonomously. If
cognitive radio is used, tasks such as dynamic spectrum access (DSA), spectrum
sensing, and alike present additional challenges compared to traditional network,
as all the decision framework should be implemented and automatized in the
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devices. In this chapter, we focus on DSA techniques for M2M. The main
difference from other kinds of communication is relative both to the energy
efficiency and to the low protocol overhead, as devices should run for long
periods of time and run without human intervention. At first we present related
work from literature, categorizing the different tasks devices which want to
leverage DSA on M2M have to perform. At the end of the chapter, we present
a proof of concept of a general framework, which can be applied to different
scenario concerning M2M, encompassing all the spectrum management and
measurement tasks M2M devices should generally perform. Finally, we derive
open challenges and future research directions concerning this scenario.

Introduction

Machine to machine (M2M) communication refers to interactions which occur
between devices with no human intervention. M2M has gained attention mostly
thanks to the Internet of things (IoT) paradigm, where a multitude of devices
communicate together with little to no human intervention. M2M communication
inherently has such unique characteristics which differ from standard communi-
cation and is typically used on resource limited devices, hence posing additional
constraints on the communication.

Over the years, many proposals, technologies, and standards have been
proposed and are used to realize the M2M paradigm. However, such a plethora
of different technologies also raises challenges on the interoperability and ability
to communicate. The risk is to create the so-called intranet of things, or islands
of things, meaning that devices are able to communicate only within the same
ecosystems.

This heterogeneous scenario, in which different manufacturers and consortiums
develop different technologies, is due to the extreme diverse scenario in which M2M
communication can take place. These can span from healthcare scenarios, in which
M2M technologies should provide reliability in the first place, to video surveillance
installation, in which also the data rate is an important aspect. Productive scenario,
such as predictive maintenance, often requires long operational times; hence,
energy efficiency is key. All of the above has contributed in creating a vast
ecosystem, in which different technologies share some characteristics and differ in
other.

Besides the aforementioned scenarios, also cognitive M2M technologies can
play an important role. Basically, cognitive networks sense the environment and
reconfigure their communication parameters in order to better adapt to the scenario
and possibly communicate. Among all the facets of cognitive networks, one of the
most studied and investigated is certainly dynamic spectrum access (DSA), through
which cognitive networks can transmit in the so-called spectrum holes, that is, part
of the spectrum which are currently free and not occupied by others. Clearly, DSA
requires extra computation on the device side, hence requiring more performing
hardware and possibly reducing the energy efficiency.
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In this chapter we present the different technologies, standards, and applications
of M2M technologies. We also derive potential challenges and future research work
on the topic.

Use Cases

In this section we review the applications that would benefit from cognitive M2M
communication. In general, cognitive M2M communication helps deploying ser-
vices in specific scenarios. For instance, M2M communication deployed in TVWS
is beneficial for applications requiring an extended range compared to classical
wireless solutions and for applications requiring good propagation through obstacles
like building walls. This is especially interesting for indoor/outdoor networks, in
which nodes are placed inside homes and need to communicate between each other
as well as with other buildings. For instance, the new smart grid network is certainly
a good representative of this category, as nodes should gather the consumptions of
the home and balance the load of the network by aggregating the data coming from
different sources.

Smart Grid Communication

One of the most prominent and most investigated topics regarding M2M
communication in general, and specifically with TVWS, is certainly smart grid
communication. Nowadays, and with a foreseen increase in presence over the next
years, utility meters will be deployed in homes to report consumptions and balance
the load. The scenario is that of multiple sensor devices deployed in homes, which
monitor and report loads either to an in-home aggregator or to the utility operator.
The former is for automatic balance of the consumptions locally; the latter is to
enable the operator to balance the network.

As said, TVWS have been widely studied specifically for this scenario, due
to their characteristics which make them appealing for such a deployment. The
possibility to cover large distances, even if the meters are located in the basement
[4], and the reduced energy consumptions to send data locally [3] are just two of
the characteristics of TVWS that are interesting for this specific scenario.

Specifically in [59] it has been firstly seen in the term cognitive M2M (CM2M),
to enhance the flexibility and the reliability of M2M communication.

There is a natural bind between devices needed in a smart utility network (SUN)
like the smart grid and the TVWS device classes. In [49] it is highlighted this,
which candidates TVWS as one of the most prominent technologies to realize
these kind of networks. They identify four classes of devices needed in SUNs,
namely: – Utility provider base station – Data collector – Utility meter – Mobile
data collector They bind to the different classes of TVWS devices foreseen by
regulations. The base station is clearly the static device, which is able to transmit
at high power (up to 4 W) and thus covers larger distances. The data collector and
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the utility meter are, respectively, Mode II and Mode I devices. They do not need
sensing capabilities, which are instead required by the mobile data collector, carried
by operators to gather data from meters. TVWS would be beneficial for SUNs
thanks to the larger coverage range, which make them attractive particularly in rural
areas.

This is also the path taken by [10], which present a test-bed deployed in Scotland
specifically focused on smart grid communication. The motivation leading to the use
of TVWS is mainly economical: more expensive systems such as fiber optic or DSL
are not economically viable in rural areas, where few people live. Instead, TVWS
are more economic and explored for this deployment, following results in [46].
The underlying protocol for this network test-bed is 802.11, which runs in the UHF
bands instead of ISM bands over channel 57 (758–766 MHz). Another interesting
feature, going toward the energy efficiency required by M2M communication, is that
of a wind turbine for power supply mounted on top of the base station, making it
autonomous from an energy supply. Wind power is an attractive option for Scotland,
and clearly other options should be explored in other countries and environments,
where wind may not be the most efficient method of energy production. The work
presented in [10] is one of the first aimed at deploying an M2M network directly on
the field.

Another work which studies the deployment of smart grid communication in
TVWS is [4], which presents both a measurement study to deploy smart grid
networks in TVWS and TV gray space and field results on the indoor propagation of
narrowband signals in the TVWS. What emerges from the study is that the superior
propagation characteristics of UHF bands are able to deliver the signal much farther
compared to classical ISM bands. Moreover, it is interesting to note that if deployed
indoors and at a low floor such as in the basements, the DVB-T receiver can easily
compensate possible interference coming from the smart meters, thanks to the high
directionality of its antenna.

The battery savings are presented in [3], where the authors foresee clusters of
smart meters that communicate together through TVWS and one of them eventually
reports the load measurements to the remote utility aggregator. Here the main
advantage of TVWS networks relies in its duality: it can be used as a local
communication technology, using low power but still penetrating obstacles better
than technologies in higher-frequency bands. When needed, for instance, when the
meter has to report the data to the aggregator, it can increase its transmitting power
to cover a larger range.

Sensor Networks

Apart from the specific case of smart grid communication, as we already mentioned,
M2M networks can also be built with the focus on energy efficiency. This allows
building sensor networks in general with battery-powered devices, for a range of
possible applications:
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• Environmental monitoring: through TVWS networks it is easier to build large-
scale networks for battery-powered devices, which by transmitting in narrowband
channels can reduce their power consumption keeping a satisfactory transmission
range.

• Industrial monitoring: wireless sensor networks have been deployed in several
machines and automated tools, mainly for machinery condition-based mainte-
nance. The use of M2M in this domain would help reduce the problems when
machines are placed in hard-to-reach places, and thus shadowing effects could
reduce the signal to undetectable levels.

• eHealth: in eHealth, devices could be either implanted in patients or deployed
as wearable computing devices. They report the patient health with important
parameters such as the heart rate or the blood oxygen level. Doctors can then
monitor the patient remotely and be alarmed whenever health parameters fall
below or rise above a predefined threshold.

ITS

Another interesting application of M2M communication is related to intelligent
transportation systems (ITS). Here, cars report their state and gather information
about the road situation, to possibly inform the driver of alternate paths in presence
of road works or accidents. An important aspect is that vehicular communication
happens at the ground level, and thus possible interference to the primary receiver
is naturally mitigated.

Messages in safety VANETS are typically of two kinds: Emergency safety
messages (ESM) and periodic beacon messages (PBM) [37]. The aim of the work
is to show how to deliver ESM messages faster than classical dedicated short-range
communication (DSRC), thanks to better propagation and penetration into other
cars and buildings. Examples of ESM messages are stopped cars on blind turns,
cars driving in the opposite way, or cars approaching too fast. Given their nature,
it is straightforward to understand how reliable and fast the communication has
to be. The classical approach for DSRC communication would be multihop, with
vehicles relaying the message to eventually reach farther drivers. Although it is
possible to enhance the IEEE 802.11p to meet stringent delivery requirements [17],
it would still be challenging to guarantee the reception of the message to all the
interested cars with such a congested network. Moreover, multihop communication
raises the well-known problem of the broadcast storm, in which too many relays
could interfere with each other and reduce the communication performance. Thus,
the benefits for V2V are mainly in the longer transmission range, which make
them ideal to deliver safety messages. At the same time, the challenges reside in
the spectrum availability. ESM messages cannot depend solely on opportunistic
communication, since in areas with scarcity of spectrum, or when the licensee
is using its spectrum band, the ESM messages should still be delivered. So the
main idea is to use opportunistic communication when available, but switch back
to classical DSRC when this is not possible. Another issue to consider is about the
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time needed to get the available channels on which the message should be delivered.
For classic DSA protocols, the key challenge is to achieve this information rapidly,
as the ESM message cannot be delayed. For the case of TVWS, the car should get
the list of available channels from the remote spectrum database in advance, since
this cannot be done when the emergency occur, so that the client already have to
send the message; otherwise, it would incur in too much delay. So clients should
ask in advance to the database or other clients what are the channels available on the
road they are traveling [16]. This would reduce the time needed to send the ESM,
as the car already has the channel list in which it can transmit when needed.

Studies in literature have also demonstrated the feasibility of the aforementioned
approaches, like [2] and [29]. In [2] the test-bed is built in Massachusetts, while
[29] is deployed in Japan. Both are realized thanks to the GNU radio platform and
show in practice how it is possible to build VANETs using TVWS.

When we consider M2M communication for cars, it is also important to
commonly agree on the protocol to be used. For vehicular communication, the
IEEE standardized the well-known IEEE 802.11p protocol, in which are foreseen
two periods of time: one is used to transmit safety messages over a common control
channel (CCC) and the other one to offer services such as infotainment. One of the
issues with 802.11p, analyzed in [17], is about the timely delivery of messages,
particularly those containing safety information. A possible solution is to rely on
licensed communication for mission critical messages and rely on DSA for all the
other messages, such as control information. This also goes in the direction foreseen
by [37], which proposes to use TVWS to transmit safety messages which could then
reach farther cars and possibly use DSRC communication for critical information.
Another possible protocol proposed for V2V communication is 802.11af, studied
in this particular scenario in [60]. 802.11af for V2V is certainly feasible and an
interesting option, which could also be used together as 802.11p, by using DSRC
and 802.11af together, as we already stated before.

Industry 4.0 and IoT

An area which is not much explored but that can certainly represent one peculiar
application scenario for M2M in TVWS is certainly the upcoming Industry 4.0. In
this environment, machines and devices are able to talk without human intervention,
to offer new and enhanced services, ranging from predictive analytics to enhanced
services for the end users.

Industry 4.0 refers to the plethora of tools, technologies, and methodologies
needed to revolutionize normal industries with enhanced technologies, such as
wireless sensor network and big data, which will open up services which would had
never been possible. For instance, wireless technologies should be adapted to this
changing environment, which will likely have multiple devices running different
standards, which need not to prevent others from working [53]. Here, multiple
gateways, able to speak different wireless protocols, are envisioned, so that they
can bring messages from one network to the other [15]. For instance, access to
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users can be provided either through Ethernet or WiFi; however, this is not feasible
for battery-powered devices, which might also be located in hard-to-reach places
[42].

Another scenario which hugely benefits from M2M communication is predictive
analytics [34], defined as the ability for a system to monitor its assets and
forecast the remaining life of each one, hence optimizing maintenance and reducing
downtimes. This is done by monitoring components and through big data analysis
and machine learning techniques recognizes unusual behaviors, such as never seen
before vibrations, exceeding threshold values, and so on. Then, maintenance may
be performed to multiple components at once, reducing the costs and arguably
maintaining machines in better health. In fact, the cost of replacing a component
before its end of life is generally much lower than having the machine to stop for a
period of time, waiting for that component to be replaced.

To realize the IoT vision, it needs a technology that glues together different
networks together, like the TVWS, as IoT networks can be locally sparse. For
example, smart crossing lights can broadcast their status to nearby cars, which
in turn could dynamically update the travel time, to proactively activate smart
objects at homes. What typically happen is that these communication links can be
realized through different technologies. In the previous example, the crossing light
might transmit locally using WiFi, the car could use the cellular connection, and
the messages are delivered in the smart home through a DSL connection or fiber
optic. In this heterogeneous scenario, TVWS is one of the candidate technologies to
possibly offer a bridge to all these devices, since they could propagate the messages
farther than other technologies and can thus deliver the messages to more devices.
Crossing lights would then be able to talk between each other and disseminate
locally not only their status but also on the crossroads, so cars can infer more
information.

Even if this is only an example, it exemplifies the potential of M2M communi-
cation in TVWS. Longer range means potentially more devices to be connected and
from which obtain and give data.

eHealth

Another interesting domain for TVWS M2M is that of eHealth services, in which
patients are monitored through wireless devices, and enhanced medical services
can be provided also in hard-to-reach areas. TVWS network can provide useful
services such as patient monitoring and locate them in the premises of a hospital.
In addition, TVWS networks can also realize the remote patient monitoring, so that
people can still be monitored at home, by constantly communicating with the doctor,
without the need for human intervention, which can be warned only when needed,
by setting for instance appropriate triggers. Moreover, many medical devices rely
on the wireless medical telemetry system (WMTS), which operates in similar bands
of TVWS. Therefore, they would need little intervention to be adapted to also use a
larger spectrum band. However, there are several interference issues that need to be
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carefully studied, since medical devices would compete also with other, consumer-
like devices in the same bands.

It is worth noting the ongoing development of an eHealth test-bed in the
Philippines [27], aimed at connecting 100 sites in rural areas of Philippines. The
goal/plan initially is to use TVWS as a public service allowing for connectivity for
education, eHealth, eGovernment services, environmental sensor networks such as
those used by PAGASA and DOSTs Project NOAH, as well as Internet access in
public places such as halls and town plazas. The trial is ongoing, proceeding slowly,
mostly due to a precise policy missing.

A similar trial is ongoing also in Africa [29], where Microsoft is partnering with
the Botswana-University of Pennsylvania, to provide medical services in poorly
connected regions. They selected TVWS since it represents a less costly, faster,
and farther-reaching Internet connection that is a promising option for connecting
the previously unconnected populations of remote and underserved areas.” Thus,
TVWS are again selected as a candidate technology to practically realize services
where the communication range is an issue and also because they represent a
cheaper technology, compared to other well-known wireless standards. In addition,
it is worth to note that once TVWS will roll out, the economy of scale might
decrease even more the price of the devices, as more TVWS chips will be produced.
Also in Bhutan TVWS are currently investigated to provide last mile connectivity,
particularly for eHealth services, as patients incur in high costs to reach healthcare
centers.

Apart from human medicine, TVWS networks are also currently investigated for
animal treatment and monitoring. In particular, recently the London Zoo partnered
with Google [38] to monitor endangered species through the use of a TVWS
network. Moreover, animals can also be viewed online through video streaming
by people through the Internet. TVWS have been selected as the ideal technology
as animals can be hidden behind trees or in caves, and therefore the carrier wireless
technology in use should be resilient to environmental obstacles. In areas such as
rainforests and deserts, where animals can travel long distances and where therefore
it is difficult to monitor animals for long period of times, TVWS can definitely fill
the technology gap by meeting these needs. The test-bed has been rolled out in the
London ZOO, and it is planned to extend it also to wider areas. Apart from wild
animals, there is also an interest in TVWS for livestock monitoring [51] through the
use of smart geofences, which can monitor animals inside a huge area, thanks to the
propagation characteristics of TV bands.

M2M Operational Characteristics

In this section we present the details of M2M characteristics and how these are
tackled by cognitive networks.

Generally speaking, M2M communications are typically referred to small and
battery-powered devices, although this is not always true. For instance, video
surveillance cameras where it is also performed image recognition, either on the
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edge or on the cloud, can be still seen as M2M, as no human intervention is
performed in the middle of the communication. However, it is also true to say
that most of the M2M deployed scenario envision small, battery-powered devices
which report different kind of data to a central entity, in charge of analyzing them
and inform the users. Clearly, the number of intermediate levels can change, as
intermediate computation may be performed to achieve network optimization.

Focusing only on the communication slice of the picture, we define the following
operational characteristics of M2M communication:

• Self-instantiated: no human intervention should be envisioned, like checking
connectivity or acknowledging any sort of data in order to establish a new M2M
connection.

• Self-healing: in case of network disruption, such as nodes that depart the network
either voluntarily or because they have run out of batteries, the network should
be able to heal itself.

• Battery efficient: although we mentioned that M2M communication can be in
main powered devices, M2M communication should be designed to be energy
efficient. Hence, M2M devices are typically sleeping and wake up only upon
certain events. Hence, it should not be assumed that they can receive a message,
and optional device configuration should be performed by the device station in
reply to events on which M2M devices wake up.

• Lightweight: M2M protocol should also be designed to carry the minimum
amount of protocol overhead possible, as this would require additional time and
computation to be achieved, such as CRC an alike.

• Multiple transmissions: unlike human communication, M2M may perform
many, simultaneous connections. Coupled with the battery efficiency require-
ment, this involves developing novel techniques to access the channel by M2M
devices. Imagine the Industry 4.0 scenario, in which thousands of tiny devices
installed report sensed data to a central entity. Clearly, these devices should
access the channel fast, and the high number of them poses technical challenges
on how this should be performed.

• Heterogeneous kind of traffic: M2M traffic can be characterized in two
different shapes: bursty or sporadic. Bursty traffic refers to devices
which typically sleep and when they wake up send a large amount of information.
This may be surveillance cameras which perform image recognition locally and,
only when something which requires additional analysis has to performed, send
that information to a central entity. Sporadic refers to anything which is not
bursty and comprises periodic beaconing of information to a central station.

• Security: although not a specific requirement of M2M communication, security
can take a dual meaning in M2M communication. At first, there is the com-
munication security, which may mean encryption. However, this should also
be tailored to battery-powered devices; hence, it should not require excessive
computation power. There is also the security of the device itself, since they can
be stolen, and hence they should be able to sense unusual behaviors and events
and report those to the central entity.
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• Latency: depending on the scenario, latency may be or not a constraint. For crit-
ical scenario, such as eHealth, clearly latency becomes a more severe constraint.
However, it is also worth to mention the latency when data has to be synchronized
through different M2M devices, for instance, for predictive analytics, when
considering Industry 4.0 scenarios or of building structure monitoring. There,
latency becomes of paramount importance, to determine the sequence of events
reported by different devices.

It is also worth to say that cognitive networks should be carefully tailored
to meet M2M communication. For instance, tasks such as spectrum sensing and
spectrum decision, which are normally battery consuming, have to be reengineered
to meet the constraints this scenario poses. For this reason, among others, dynamic
spectrum access and cognitive networks have a narrow area of application for M2M.
In fact, the overhead needed by cognitive networks is not particularly suitable
for battery-powered devices, which may waste considerable amount of energy
to perform network maintenance and access tasks. In fact, in the M2M domain,
typically network operations are performed vastly on a remote central unit, and less
consuming tasks are left to the edge of the network, formed by the end nodes.

A fundamental difference which has to be made between different M2M
scenarios is about the operational range. M2M scenarios can be built either for short-
range or long-range communication, and several technologies and protocols have
been proposed for both. In the following, we outline some of the major differences
between the two and protocols and standards which have been proposed.

M2M Range

Short-Range M2M
Short-range M2M technologies are historically used to build wireless sensor
networks (WSN), due to their ability to form networks of devices in close to each
other. Certainly, one of the most adopted technologies in this field is IEEE 802.15.4,
although more recently also IEEE 802.15.1 (Bluetooth Low Energy) has gained
interest.

Among the IEEE 802.15.4 family, it is interesting to discuss the IEEE 802.15.4m
amendment, which is the use of IEEE 802.15.4 on the TV white space (TVWS)
bands.

TVWS are frequency bands which are progressively becoming available for
secondary user operations, thanks to the digital TV switchover. Basically, thanks to
the transition from analog to digital TV, several channels are not used anymore and
can possibly be exploited for other use cases. TVWS have already shown interesting
performance in scenario such as communication in rural areas, thanks to the low-
frequency band used which helps in achieving a large communication range. Many
standards have been proposed to work in TVWS, like IEEE 802.22 for regional
networks, IEEE 802.11af for indoor, WiFi like deployments, and IEEE 802.15.4m
for M2M communication and more oriented to IoT and WSN.
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At the moment of writing, not all the countries in the world have regulations to
transmit in TVWS. It is worth mentioning the US case, in which the FCC already
published the rules to access TVWS, and the UK case, where Ofcom followed a
similar path. Although they differ in details, they share the fundamental building
block of the TVWS architecture, which is the remote spectrum database. Basically,
it contains the positions of the TV transmitter, and through path loss models, it
determines in which areas a given channel is free or occupied. Devices which need
to access the TVWS should firstly query the remote spectrum database and ask
for free channels, by providing their position. The remote spectrum database will
eventually reply with a list of available channels on which the device can transmit,
since they are free at that moment.

IEEE 802.15.4m has been proposed in 2014 [7, 28], and the major differences
over the standard IEEE 802.15.4 standard are devoted to the physical layer, with
the IEEE 802.15.4m defining three novel PHY layers, an FSK PHY, an OFDM
PHY, and a narrowband OFDM PHY (NB-OFDM). They are designed to operate
on TVWS frequency bands, up to 862 MHz.

The OFDM layer, which is the one which offers the highest data rate among the
available ones, offers six different modulation and coding schemes (MCS), ranging
from around 390 kb/s with a BPSK modulation to a maximum of 1562.5 kb/s, when
using a 16-QAM. Note that these values can be increased up to four times when
using channel bonding. The study in [7] summarizes the practical use of IEEE
802.15.4m, finding that in practical scenarios free of noise, the highest throughput
can reach around 30 m, with a transmitting power of 20 dBm. Clearly, this can be
increased if higher transmission powers are allowed or when using stronger MCS
which require lower link budget.

Concerning dynamic spectrum access, IEEE 802.15.4m should ask to the remote
spectrum database the available channels. However, [32] finds that when using
bursty transmissions, which are typical of M2M scenarios, TV receivers better
compensate for interference. Hence, [7] shows that it is possible to transmit small
packets even on occupied channels, without causing interference to the primary user
of the channel.

Long-Range M2M
While short-range M2M achieves a maximum transmission range of tenths of
meters, long-range M2M foresees to connect devices which are located several
kilometers away. This is generally done either by increasing the transmitting power
or by reducing the communicating band. Recently, a lot of standards have been
proposed and are now used in different scenarios. These include LoRa, LTE-M, and
Weightless.

LoRa is a technology developed by the LoRa alliance and is rapidly becoming
one of the most used standards in the M2M and IoT world. Its network topology
is a star of stars, which means that each device is directly connected to a LoRa
gateway, which can communicate to the central entity, called the LoRa NetServer,
which also handles the authentication and association of the devices. Basically,
the LoRa gateway is simple, acting mostly as a relay, since the complexity is
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moved to the LoRa NetServer. Hence, features such as mobility and information
redundancy elimination are inherently supported, as the NetServer manages them
all. Concerning the data rate, LoRa devices can reach a peak of 50 kbps, transmitting
at a maximum power of 24 dBm.

LTE-M is an LTE version which enables machine type communication, partic-
ularly for constrained devices. This technology has the clear advantage of relying
on a vastly deployed technology such as LTE, and transmitting in smaller bands
enables longer range and battery savings when reducing the transmission power.
This would also enable hybrid devices, which might leverage on the full LTE stack
when needing bandwidth hungry data transfer and switch to the more efficient
LTE-M for smaller communication. The 3GPP studied LTE-M in the area of
Washington [1], achieving a maximum of more than 10 km. NB-LTE-M further
improves the capabilities of LTE-M, by reducing the bandwidth to 200 kHz and
allowing a maximum transmitting power of 23 dBm instead of 20 dBm like in
LTE-M.

Finally, Weightless is a set of technologies originally proposed by Neul and now
developed by the Weightless Special Interest Group (SIG). It is composed basically
of three different technologies, namely, Weightless-N, which uses a narrowband
transmission scheme, achieving a maximum range of 5 km. For bi-directional com-
munication there is Weightless-P, although this reduces the maximum transmission
range from 5 to 2 km. Finally, Weightless-W is based on TVWS, which tops the
other two in terms of communication range, achieving a maximum of 10 km.

Dynamic Spectrum Access for M2M

The need for dynamic spectrum access (DSA) comes from the scarcity of the
spectrum resources, which is also the basis for the birth of cognitive networks
in general. Basically, we are living in a world where almost all the spectrum are
statically allocated to different services. In [21] the FCC shows the current allocation
of frequency spectrum up to 3000 GHz, and it is possible to note how little space is
left for new services. Apart from the ISM bands such as the 868/915 MHz, 2.4 GHz,
and 5.8 GHz where different services take place, it is challenging to license new
bands for other purposes. However, a lot of studies have shown how little licensed
space is used. We mention [39, 44, 55] for the European-related measurement
studies, [14,41,50] for the USA, [30,56,57], for Asia, and [40] for Africa. Clearly,
measurement bands differ, and also the purpose of the study varies. However, there
is a global consensus that some licensed bands are heavily underutilized. As new
services are deployed, which build upon new technologies, spectrum is a scarce
hence valuable resource. With these premises, cognitive networks are born, and
more specifically the building block which takes into account the so-called spectrum
holes is named DSA [36].

DSA can be mainly implemented through two different architectures: centralized
DSA or distributed DSA. In the centralized DSA architecture, it is foreseen as a
server which allocates the radio resources to clients, while in distributed DSA the
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devices compete or cooperate together to access the spectrum. Contention can occur,
for instance, through a control channel, where devices declare their willingness to
transmit and reach agreement together.

Certainly, one of the major challenges to tackle is the fairness between clients.
While such achievement might be easy to obtain in centralized DSA, as the remote
server has a global view of all the clients and the air time allocated to them,
achieving fairness in distributed DSA is more challenging. One possible solution
would be to gain access to the spectrum proportionally to the sensing time [35]. If
a client senses the spectrum more, hence gives to the neighboring devices more
information about the spectrum state, it should be given more opportunities to
communicate. However, in the domain of M2M communication, where devices are
typically on batteries and with low duty cycle, this technique is clearly inefficient.
This can be mitigated using solutions like the one presented in [26], where forced
vacation periods for devices must take place; hence, sooner or later a device will
have the opportunity to transmit. However, for M2M communication distributed
DSA solution requires energy hungry operations such as sensing and requires to
wait some time to understand the state of neighboring devices, hence which are not
suitable for battery operated devices.

Cognitive networks are realized through different modules, in charge of per-
forming tasks related to recognize, access, and efficiently use the spectrum. For the
purpose of M2M, we will look at spectrum sensing, spectrum sharing, and spectrum
management. Spectrum sensing is the ability for a device to sense the spectrum
and identify potential spectrum holes, which are portion of the spectrum band at
a given time and frequency which are not utilized by anyone. Spectrum sharing is
performed across multiple devices, which share the resources to gain access to it.
Finally, Spectrum management relates to all the operations needed to grant access
to the spectrum and manage the resource between the clients. In other words, it is
the overarching architecture composed of other submodules, in charge of executing
different tasks.

Spectrum Sensing

As we already introduced, spectrum sensing is the ability for a device to sense the
environment and acquire information about the spectrum occupancy, on a given
frequency band. This is generally done by listening to the channel and analyzes the
signals received. The spectrum detection, which is the task of determining whether a
channel is occupied or not, can be done with different degrees of complexity, which
clearly lead to different results.

In general, we can divide spectrum sensing in two broad categories, namely,
energy detection spectrum sensing and cyclostationary spectrum sensing. Energy
detection has the advantage of being simpler; hence, they require less resources to
be run. Moreover, they do not need any information on the nature of the signal
they are sensing. However, they are generally less accurate than other techniques,
and they cannot distinguish between primary signals and secondary signals. More
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accurate techniques, such as the cyclostationary one, analyze the signal to determine
whether a primary user is present or not. Generally speaking, they are more accurate,
at the cost of a higher computation power required, and knowing the nature of the
primary signal. At the same time, they may also distinguish between primary signal
and secondary signal, opposite to the energy detection systems which only sense an
occupied channel.

In [45] the authors proposed a compressive spectrum sensing algorithm, designed
specifically for M2M communication. Specifically, the design is for UHF TV, thanks
to TVWS technology. TVWS have been targeted as highly interesting for M2M
[58], as they have favorable characteristics that bind well with M2M. The main
idea behind the proposed solution is to sense only a part of the spectrum, instead
of a wider band. Instead of sampling the whole band with fast update rates, the
spectrum is sampled at sub-Nyquist rates, and only specific portions of the spectrum
are further evaluated, thus reducing the overall complexity of the algorithm. Clearly,
knowing which part of the spectrum needs further analysis has multiple benefits:

• If information is shared among M2M devices, it could reduce the complexity also
for other devices, at the cost of adding further overhead both on the management
part and on the battery consumed to transmit the information.

• If the device can make a decision without involving complex techniques, it saves
battery. Clearly, this cannot come at the cost of potentially interfering with the
primary user.

• Through cooperative sensing, devices may share the computation costs, so that
the energy required for each one is lower.

Energy detection, although fascinating for M2M communication, thanks to its
simplicity, presents other drawbacks that need to be tackled [12]. For instance, it is
difficult to set an appropriate threshold for the sensing, as setting a too low threshold
may lead to missed communication opportunities due to environmental, and a high
threshold may result in being too conservative. In fact, carefully setting the threshold
is certainly the most challenging part in designing an efficient spectrum sensing
algorithm, and this has been the main focus of several works which can be found
in literature [19, 52]. While [52] provides general considerations and boundaries
for energy detectors, [19] proposes a novel spectrum sensing algorithm, which
involves cooperation between the nodes. In particular, they communicate to reach a
consensus on the optimal energy threshold to be used. Even though this comes at the
cost of involving additional communication, [19] shows that the gains are in favor
of their solution.

Cooperative spectrum sensing uses shared knowledge among the nodes to reach
a decision about the spectrum occupancy. A major challenge which arises with other
techniques is related to the well-known hidden node problem, that is, nodes which
might be sensed by some devices and not by others. In cooperative spectrum sensing,
the hidden node problem is tackled by sharing the channel occupancy by nodes
placed in different positions, hence reducing the probability that the hidden node is
not sensed by anyone.
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In cooperative spectrum sensing, we may have three different architectures:

• Centralized Cooperative Sensing, in which nodes report spectrum measure-
ments to a central entity, usually main powered, which analyzes the results and
reports either hard or soft decisions to the clients.

• Distributed Cooperative Sensing, in which there is not a central entity, but
spectrum measurements are shared among nodes in a distributed way. Clearly,
synchronization challenges have to be tackled.

• Relay Cooperative Sensing, in which nodes send their measurements to other
devices, which relay them to a central entity. The closer to the central entity, the
higher the energy consumption, since a higher number of measurements should
be reported.

Regardless of the specific architecture used, cooperative spectrum sensing also
carries the problem of user selection, which is the subset of devices chosen for the
next round of sensing. These devices should be representatives (i.e., cover the area
of interests) and possibly be independent (i.e., in different positions, to limit the
hidden node problem) [47].

Spectrum Sharing

Spectrum sharing refers to the techniques needed in order to share the spectrum
resource between devices. Techniques vary, but the underlying idea is that devices
could either compete for the spectrum, such as through auctions [20,54], or through
cooperative schemes [11, 23, 25, 59]. In particular, [25] is focused specifically
on M2M communication, and by exploiting some of the M2M constraints, such
as a small packet length, it shows how it is possible to transmit leveraging WiFi
whitetimes, which is the inter-time between subsequent WiFi transmissions. In
other words, in [25] vision M2M communication, thanks to its bursty nature and
small packet lengths, can coexist with other transmissions by using period of non-
transmissions in normally occupied channels.

Moreover, we can also distinguish between two different architectures of
spectrum sharing:

• Centralized Spectrum Sharing, in which the access to the spectrum is managed
by a central entity, which is often named as Spectrum Coordinator. It can
lease the spectrum in a competitive way, sending the same information to all
the devices which eventually compete to access to it, or controlled, in which it
decides which portion of spectrum should be leased to a given device.

• Distributed Spectrum Sharing, in which devices take decision locally, based
on the information they have, which could also be obtained through cooperation
with other nodes. Again, cooperation improves the overall performances of the
spectrum sharing, at the cost of an increased overhead and energy consumption.
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Much work has been done on spectrum sharing architectures. Many works
explore the possibilities offered by game theory, modeling games in which the
objective of the client is accessing the spectrum [24, 31, 43].

Southwell et al. [48] focuses on quality of service games for spectrum sharing.
Their solutions are totally distributed, and they also show the overarching benefits
of a distributed solution over a centralized one.

A novel paradigm of spectrum sharing also exploits the height of the devices, as
a countermeasure to reduce interference between devices accessing the spectrum,
named 3D spectrum sharing, proposed in [5,8]. The idea is that generally spectrum
is considered free or occupied at a certain location, without considering the height
of the buildings which may have been constructed there. For specific M2M use
cases such as smart metering [4], this may significantly help in finding spectrum
opportunities, as spectrum sharing is considered on a per-floor basis.

More formally, we can define the spectrum occupancy at a given location L as

SL D O (1)

where SL is the spectrum information regarding location L and O is the result
obtained through a given technique of spectrum sharing. Since L is a location, it is
generally defined as

L D< Lat; Lng >

where Lat and Lng represent the latitude and the longitude, respectively. Most
notably, this is the definition used by the TVWS spectrum database [9], which has
been shown to offer less communication opportunities than those which may be
used without interfering with the primary users. 3D spectrum sharing modifies the
definition of L , changing it into

L3D D< Lat; Lng;H >

where H is defined as the height from ground floor. In tall buildings, or in the case
of specific networks such as TVWS, 3D spectrum sharing has shown good results
in finding additional spectrum sharing opportunities, compared to other techniques.
Of course, this comes at an additional cost and with additional constraints. At first,
devices should know which are their H . This can be either manually defined when
the device is installed, or it can be determined by the device during its operations.
If manual configuration is used, the spectrum occupancy estimation may become
inaccurate, due to the fact that devices may be moved or substituted. In case of the
device determining its H , additional costs for building it should be accounted for,
due to the need of a barometric sensor. Moreover, pressure value changes during the
day, due to natural events such as thunderstorms or clouds, which should be again
detected and properly managed [6].

An additional aspect crucial to M2M communication is related to the energy
consumption. Switching from a 2D to a 3D space may involve additional
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computation costs, as more complex spectrum propagation and detection techniques
should be used. However, this may be solved by using a spectrum manager which
is in charge of handling all the spectrum information of a building. Again, this is
not straightforward to implement, due to devices which may not be in the range
of the spectrum manager and should then use relays to reach it in order to report
measurements or to obtain information about the free channels.

Spectrum Management

Spectrum management comprises different tasks to be achieved, to efficiently utilize
the available spectrum. This does not involve only spectrum sensing or spectrum
sharing, as they may be relative to a specific frequency band. In fact, in spectrum
management it is also foreseen that clients may have access to multiple bands, which
may be exploited for specific needs. This may include multiband devices, able to
utilize both WiFi channels and others, depending on the scenario and on the instant
needs, like [22], where the authors design a system which leverages both cellular
technologies such as LTE-A, to other opportunistic technologies like TVWS. The
underlying idea is to utilize LTE-A to perform spectrum management tasks and also
to query the remote spectrum database for TVWS availability.

Other solutions leverage TVWS to overcome other technology limitations in
specific scenarios, such as video streaming [7]. Here, the scenario of interest is
different from M2M, but the general architecture presents many similarities, like
the use of a technology to query the database like WiFi and occasionally TVWS if
WiFi performance is not enough to support the video streaming.

We can characterize multiband solutions, based on the spectrum availability and
on the technologies characteristics overlapping, into the following categories:

• Two technologies, both always available, similar characteristics: this is the case,
for instance, of technologies such as WiFi and Bluetooth, which do not have to
rely on other entities to assess the spectrum availability, as they use the ISM
bands. They share similar characteristics; hence, their use together is limited.

• Two technologies, both always available, different characteristics: this is the
case, for instance, of WiFi and LTE, assuming coverage. In this scenario,
typically technologies complement each other: for instance, modern smartphones
have the possibility to switch to LTE should the WiFi connection presents low
performance.

• Two technologies, one always available: this is the case of TVWS, in which
another technology such as LTE or WiFi is used to gain access to the TVWS
network, by asking to the remote spectrum database the list of channels available
at a given location.

Concerning M2M communication, most notably here is the work presented in
[13], which compares LTE-Direct and WiFi-Direct over classical LTE communica-
tion, in the specific scenario of M2M. Cellular communication has been extensively
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looked at as one of the most prominent candidates for M2M, as they have a large
coverage and present characteristics favorable for this kind of communication,
like a longer range of communication over other technologies. However, they
should be optimized to fully unleash the potential of M2M, like optimizing
them for bursty transmissions or a better energy efficiency for battery-powered
devices.

In [13] the authors show that both LTE-Direct and WiFi-Direct outperform
classical LTE, mostly thanks to a specific design targeted at M2M communication.
However, no clear winner arises, as LTE offers the best energy efficiency, particu-
larly with a high number of devices, while WiFi has an advantage when considering
small packets.

Other proposals do not focus on different access technologies but rather use M2M
to enhance the main network basically by providing enhanced coverage, by using
M2M devices which act as relay [33]. Even though this kind of communication has
to be considered M2M, as no human intervention is foreseen in between, it is hard to
think at those devices as battery powered and only communication to other devices.
In fact, they can be devices which offer different services, one of which is M2M
communication to extend the transmission range.

Spectrum management can thus be considered both a solution which enhances
and optimizes the performance of M2M device. At the same time, it requires
additional computation resources which eventually lead to increased battery con-
sumption and reduced device life. Hence, there is a trade-off between using specific
technologies, which may not be well suited for a specific scenario, even though they
are simple to be managed, and to a more complex spectrum management which
involves different bands and requires algorithms to successfully exploit additional
technologies. Needless to say, also the cost of the device increases, and possibly the
size of it, as different technologies may require different antennas and transceivers
to operate.

Case Study: Cooperative M2M for Smart Metering

In this section we describe in detail a specific use case for M2M, related to smart
metering applications. The scenario we model is depicted in Fig. 1, where multiple
devices need to report their data to a central aggregator. Devices can have different
capabilities and different residual energy; hence, algorithms which make them
cooperate can significantly extend their battery life.

System Model

We model a generic network scenario S, composed by N secondary devices (SUs),
operating in the same area. In other words, we assume they are able to sense the
same signals. Each SU operates a DSA-enabled device, able to sense signals over



56 Dynamic Spectrum Access for Machine to Machine : : : 1839

Utility
Aggregator SM

SM
SM

SM

SM

SM
SM

SM

SMSM

SM

SM

SM
SM

SM

Fig. 1 Scenario for M2M smart metering communication. Multiple heterogeneous devices need
all to report their data to a central aggregator, which is in charge of merging them. Devices can
either report the measurements alone, hence consuming a considerable amount of battery, or they
can form clusters, in which only one of them sends the measurements to the aggregator, and
information about the other measurements is shared within the cluster. In this picture, we picture
in red smart meters which report information of all the smart meters in the cluster, and in white
those smart meters which only transmit intra-cluster. Clearly, the device which reports the data to
the utility aggregator may change in time

all the frequencies of interest. We study the use case for the specific frequency band
of TV white space (TVWS), although it can be easily extended to other frequency
bands as well.

In TVWS, devices should query the remote spectrum database to obtain access to
the list of channels available on a given area. This can be done by a device to obtain
the list for its own purposes or to share the list to other devices which may not have
access to the remote spectrum database. Hence, we also assume that devices also
have an interface such as WiFi, through which they can access the remote spectrum
database.

As the devices are close to each other, we can also assume that they are at most at
one hop from the device which executes the query to the remote spectrum database.
Hence, we call the querying device master device (MD) and all the other
N �1 as slave devices (SDs). Energy smart meters may be main powered,
but for other kind of smart meters, such as those measuring gas, it is not possible
to assume main power, but battery power is viable, and eventually energy efficiency
has to be accounted for.

The set of activities S MD i has to perform through the day can be summarized
as:

• Sense: based on the measure and on regulations, the device has to acquire the
measure of interest and store it locally.
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Fig. 2 The daily schedule of an MD. Below the lines there are the Sense operations, while on the
upper line, we show the communication operation, starting from Q, which is relative to the Query
operation. After getting the channel information, the MD can Share it through the S operation.
Then the MD is ready to receive data from the SDs through the Rx operation and transmit it to the
utility aggregator in the Tx phase. Finally, Maintenance operation can be performed through
the M phase

• Query: this task has to be done to acquire access to the spectrum. Depending on
the network, it can vary.

• Share: in this task, the MD and SD share information about the available
channels.

• Rx: the MD, which should reports all the measurements of the SDs, receives
measurement updates by them, which transmit their data to it.

• Tx: the MD eventually sends its measurements and those received by the SDs to
the utility aggregator.

• Maintenance: based on its residual energy, the MD decides whether to drop its
role to another device, which in this case should be informed.

Clearly, an SD performs a subset
R
2 S of activities, where

Z
D< Sense; Share;Rx;Maintenance >

We depict the typical day routine of smart meters in Fig. 2.
To model the energy consumption of the MD, we define the following Equation:

EMD D Esense CEq CE
MD
share CE

MD
rx CEtx CE

MD
m ; (2)

where Esense is the energy consumed by the sensing operation, common to both the
MD and SDs,Eq is the energy needed to query the remote spectrum database,EMD

share
is the energy consumed by sharing the measurements from the MD perspective,
EMD
rx accounts for the energy spent receiving measurements from SDs, Etx is

relative to the energy needed to transmit the measurements to the utility aggregator,
and EMD

m accounts for the maintenance costs, in terms of energy, from the MD
perspective.
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Table 1 Symbols table Symbol Description

Er Energy per reading

F Number of readings per day

� Energy needed to transmit locally

� Sleep energy

˛ Energy while in Rx

tMD˛ Time in which the MD listens for SD data

tSDˇ Time in which the SD listens for MD data

N Number of nodes

Estart
i Starting energy

Clearly, each SD has a similar behavior, more precisely as follows:

ESD D Esense CE
SD
share CE

SD
rx CE

SD
m ;

whereES
shareD accounts for the energy spent to acquire the list of channels available,

ESD
rx is relative to SDs sending their measurements to the MD, and finally ESD

m is
relative to management operations.

The general model we just presented can be tailored to meet specific needs,
depending on the scenario and on the target objective. For instance, if all the
devices have to query the spectrum database, then Eq has to be counted also for
SD. Another case would be the use of a fixed MD: this case can be modeled by
putting EMD

m D ESD
m D 0.

To compute each term, we refer to Table 1, where we report all the symbols used
to model the scenario.

In detail, we obtain

Esense D Er �F (3)

EMD
share D � � .N � 1/ (4)

EMD
rx D ˛ � t

MD
˛ (5)

EMD
m DH � � � .N � 1/ (6)

where H is a 0�1 variable indicating whether management has to be performed or
not, depending on the policy used.

Concerning the SDs, the following equations are then defined:

ESD
share D � C t

SD
ˇ � ˛ (7)

ESD
rx D � (8)

ESD
m D tSDˇ � ˛ (9)



1842 L. Bedogni et al.

Based on the above model, and having all the data about the devices, it is then
possible to compute the devices lifetime. Moreover, it is also possible to design
specific algorithms which manage the cluster, such as the one defined in [3], where
the authors also define the cluster goal, which is the minimum lifetime the cluster
should be able to achieve. Since devices are heterogeneous, achieving a higher goal
requires that some devices never become an MD, in order to save battery, while
others will have a higher probability of being the MD.

Here we present three different algorithms, derived from [3], which are summa-
rized as follows:

• Greedy: a device remains as MD as much as it can, before reaching a point where
it must save battery to reach the final lifetime goal.

• Highest: at the end of each day, the MD drops its role to the device having
the highest residual energy. This can be realized with different techniques, and
here we leverage on the dynamic backoff. Basically, when the MD advertises,
it wants to change its role to SD; each SD computes a backoff to reply to the
election proportional to its residual energy. The higher the residual energy, the
shorter the backoff time. If a device hears a reply from another SD, it cancels its
transmission, since a new MD has been found. This solution has also been used
in other scenarios, such as vehicular communication [18].

• Cost Aware: since devices can be heterogeneous, this algorithm updates period-
ically the actual costs of being an SD or an MD, and during the Maintenance
slot, it selects the client which has done less for the cluster. In other words, the
device which has been less days an MD compared to others will be elected.

In this domain, several metrics of interest exist. Within the scope of this analysis,
we consider the following:

• Lifetime: defined as the time from the start till the first device runs out of battery.
• Elections: this is the number of times an MD changes its role. It gives an idea

of the overhead involved in each protocol, hence the additional energy used to
perform the Maintenance.

• Fairness: the fairness of the system 2 Œ0; 1�. A higher value means that clients
shared the workload based on their capabilities, while a low value indicates that
there is a considerable variation in the workload between them. More precisely,
the fairness is computed as

F D 1 �

�
maxi2Œ0;nŒ

�
Di

MDi


�mini2Œ0;nŒ

�
Di

MDi


; (10)

whereDi is the amount of time device i has been MD, andMDi is the maximum
time device i can be an MD to keep its lifetime goal.

Figure 3 shows the overhead needed by the three protocols. In Fig. 3a we show
the number of elections per day, when considering a cluster of 500 nodes. Setting
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Fig. 3 Analysis on the elections, which translates to the algorithm overhead. A higher number of
elections translate into a higher consumption by the devices, which need to send several messages
to reach a consensus on the MD. (a) Elections per day. (b) Total number of elections
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Fig. 4 Lifetime and fairness of the cluster. Setting a higher minimum goal may result in an
unfeasible scenario, as the client cannot reach the goal, hence a lower average cluster lifetime.
The fairness of the system is achieved only when using the Cost Aware protocol, as the other two
do not share the load among the devices but only select those which better suit the MD role at the
moment. (a) Lifetime of the cluster. (b) Fairness of the cluster

a higher minimum goal to reach for the devices increases the performance of the
system, and the number of elections per day decreases, as devices tend to keep the
MD role for a longer time and save battery. This is also confirmed by Fig. 3b, where
it is straightforward to note that the total number of elections remains stable after a
certain point, which is clearly dependent on the initial configuration of the nodes.

Figure 4 shows the cluster lifetime, along with the fairness. A higher minimum
goal for the cluster pushes the capabilities of the devices, and some may not be
able to support such high demands. Hence, on the average the cluster lifetime may
be reduced. Figure 4a shows the percentage of cluster which are able to reach the
goal, which obviously decreases as the minimum goal is increased. These results
should only be regarded as qualitative, as precise quantitative results can be obtained
only by setting appropriate parameters on the framework, depending on the specific
scenario and on the characteristics of the devices.
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The fairness of the system is an important parameter, as it shows the workload
share. This is of paramount importance when performing maintenance operations,
as having only one device which runs out of battery, while all the others still have
energy remaining, raises the maintenance costs for such device. On the other hand,
achieving a discharge which goes at the same pace for each one, depending on the
different capabilities, can end up in having all the cluster to have similar energy
remaining, hence perform maintenance operations on all the devices at once, thus
decreasing the maintenance cost per single device.

Conclusion and Future Directions

In this chapter we presented the benefits and the challenges of DSA for M2M
communication. M2M communication should be performed by devices without
or with little human intervention. Thus, they should encompass self-healing and
self-configuring capabilities. Cognitive network, hence DSA, is a technology that
could help to overcome some of the challenges that M2M networks face, such
as the energy constraints and the possible long range of the communication.
Several experiments, both theoretic as well as simulative and with test-beds, have
demonstrated both the benefits and the limits of M2M communication when
considering DSA. In particular, energy efficiency should be taken into account
when deploying M2M networks, and it becomes even more constrained when using
spectrum agile techniques such as spectrum sensing and DSA.

Clearly, there is a plethora of topics which can be explored and further analyzed,
which we have identified and commented in this chapter, and which we summarize
here:

• Energy efficiency: even though we stated that M2M device may not be battery
powered, it is also straightforward to understand that in a vast set of scenarios,
they will be. Energy efficiency can be optimized in several parts of the device,
either on the computation, on the transmission, or on the architecture level, where
improvements are obtained through device collaboration.

• Spectrum sensing: it can be expensive both in terms of computation cost and
also simply on the energy needed to listen to the channels, even more depending
if a large spectrum is considered. Different techniques can be applied, such as
cooperative spectrum sensing, in which devices organize and divide the tasks so
that the energy consumption per single device is reduced. Other solutions involve
identifying smaller portions of spectrum so that the task of sensing becomes more
feasible. Regardless of the technique used, spectrum sensing is vital for DSA, and
it is also an operation which needs to be repeated multiple times, as spectrum
utilization may change suddenly.

• Test-beds: most of the presented results have been studied through simulations
or with devices which implement only some of the tasks a cognitive M2M
device should utilize. Hence, it is challenging to find wider analysis, which take
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into account M2M communication and DSA accounting for realistic scenarios.
In particular, primary user activity on the spectrum may be challenging to
understand in real scenarios, rather than simulations where it can be controlled.
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tal and application requirements, is considered as important as the hardware
components which enable the dynamic spectrum access (DSA) capabilities. To
this purpose, several machine learning (ML) techniques have been applied on CR
spectrum and network management issues, including spectrum sensing, spectrum
selection, and routing. In this paper, we focus on reinforcement learning (RL), an
online ML paradigm where an agent discovers the optimal sequence of actions
required to perform a task via trial-end-error interactions with the environment.
Our study provides both a survey and a proof of concept of RL applications in
CR networking. As a survey, we discuss pros and cons of the RL framework
compared to other ML techniques, and we provide an exhaustive review of
the RL-CR literature, by considering a twofold perspective, i.e., an application-
driven taxonomy and a learning methodology-driven taxonomy. As a proof of
concept, we investigate the application of RL techniques on joint spectrum
sensing and decision problems, by comparing different algorithms and learning
strategies and by further analyzing the impact of information sharing techniques
in purely cooperative or mixed cooperative/competitive tasks.

Introduction

A cognitive radio (CR) can be defined as a wireless device that is able to
autonomously control its configuration based on the environmental conditions and
on the quality of service (QoS) requirements of the applications [1]. Since its
original proposal in 1999 [2], the node architecture has been considered the core
novelty of a CR device, being the fusion of advanced dynamic spectrum access
(DSA) functionalities at the radio level and of intelligent decision-making provided
by a cognition module (CM) at the software level. Through the DSA, a CR is
able to observe the network environment and to dynamically adjust transmission
parameters like the operative frequency, the modulation and coding scheme, or the
power level. To this purpose, the dynamic reuse of vacant portion of the licensed
spectrum, in overlay or underlay mode, has emerged as the prominent use-case
of the CR technology: CR devices, also known as secondary users (SUs), aim to
maximally exploit all the available spectrum frequencies, including both licensed
and unlicensed ones, without affecting the performance of the frequency owners,
also known as primary users (PUs) [1]. The research literature on channel sensing
techniques, required to detect PU-free transmission opportunities on the frequency
and time domains, is vast [3, 4], as well as the number of proposed network
architecture and standards regulating the operations of the SUs [5, 6]. On top of the
DSA module, the CM leverages the perceptions and measurements gathered during
the sensing phase for the decision-making process, i.e., to properly adjust the radio
configuration and plan the network operations, by means of advanced learning and
reasoning functionalities [7]. For this reason, a significant portion of the literature on
CR networking is investigating the utilization of machine learning (ML) techniques
[8] for the device and network configuration, optimization, and planning; the ML
approaches adopted so far are extremely heterogeneous and include supervised
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learning techniques (e.g., neural networks and Bayesian classifiers), unsupervised
learning techniques, and dynamic games [9–11].

In this paper, we focus on reinforcement learning (RL) [12, 13], a well-known
ML paradigm where the agent learns the optimal sequence of actions in order to
fulfill a specific task via trial-and-error interactions with a dynamic environment; at
each action performed, the agent observes its current state and receives a numeric
reward, which quantifies the effectiveness of the action. The agent behavior, also
known as the policy, should choose actions that tend to increase the long-term sum
of rewards [13]. The literature on RL dates back to the 1960s [12] and comprises
several different techniques and variants [14–17]. The online nature of the learning
process fits well the architecture of a CR device: the DSA module provides context-
awareness via explicit feedbacks and channel measurements, and based on such
rewards, the RL-CM is able to learn the optimal state-action mapping. Differently
from supervised learning [8], RL algorithms might work without assuming any
previous knowledge of the environment and of the reward function [11]. At the same
time, a RL agent continuously adjusts its current policy based on the interactions
with the environment: hence, policy adaptiveness is implicitly addressed also in
dynamic and nonstationary environments.

This property is particularly interesting in CR networking scenarios, which are
dynamic by nature due to the mobility of the SU devices, the PU activity patterns,
and the likely varying propagation and traffic load conditions, and constitutes
another significant advantage compared to traditional optimization approaches.
Thanks to these benefits, several recent works have demonstrated that RL techniques
can be applied on spectrum management issues [18–20], including channel sensing,
channel selection, or power control problems, as well as on many CR network
management issues, including routing, cooperation control, and security [21, 22].
At the same time, the application of RL techniques in CR scenarios hides a
number of technical challenges, like the impact of exploration phase on the system
performance Ozekin et al. [23,24] and the convergence in distributed environments
characterized by the presence of SUs that compete for shared resources (e.g.,
channel frequency) while cooperating on keeping the aggregated interference below
a predefined QoS threshold [25, 26].

This paper investigates the application of RL techniques on CR network-
ing by providing two kinds of scientific contributions, i.e., (i) a survey of the
RL-CR-related literature, which can serve also as a tutorial for readers approaching
the topic for the first time, and (ii) a proof of concepts of RL techniques on
novel CR use-cases. Regarding the survey/tutorial, after a brief presentation of
the RL theory and of the main algorithms, we discuss advantages and drawbacks
of the RL framework for CR networking, and we compare it against other ML
approaches. We then provide an up-to-date and exhaustive review of the RL-CR-
related literature through a twofold taxonomy. The first taxonomy is based on the CR
application domains, focusing on spectrum management and network configuration
issues (i.e., spectrum sensing, decision, power allocation, and routing); on each
category, we further classify the studies according to the proposed goal being
addressed. The second taxonomy is learning methodology-driven, i.e., we review
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the literature according to specific RL modeling features which are orthogonal to
the application domain, like the modeling of the environment and of the reward
function. Regarding the proof of concepts, we describe a novel application of
RL techniques on joint channel sensing and decision problems (hence, combining
two research issues which are treated separately in the survey): more specifically,
we show how the SUs can autonomously learn the optimal channel allocation,
as well as the optimal balance of sensing/transmitting actions on each channel,
so that the secondary network performance are maximized, while the harmful
interference to PU receivers are kept below a QoS threshold. We formulate the
problem as an instance of a Markov decision process (MDP) [12,13], and we tested
different algorithms (Q-Learning and Sarsa) and learning models, on two different
task goals: independent learning and collaborative agents on a fully cooperative
task (e.g., PU-SU interference minimization) and distributed coordinating agents
on a mixed cooperative/competitive task (e.g., SU-SU and PU-SU interference
minimization). The experimental results show that RL-based solutions can greatly
enhance the performance in dynamic CR environments compared to non-learning-
based solutions; at the same time, they unveil the impact of RL parameter tuning,
knowledge sharing techniques, and algorithm selection, hence paving the way to
further researches on the topic.

The rest of the paper is structured as follows. Section “Related Works” reviews
the existing surveys addressing ML and RL applications in CR networks and points
out the novelties of this paper. Section “Overview of Reinforcement Learning”
provides an overview of the RL theory, by introducing a taxonomy of the existing
techniques and by also summarizing the operations of the most popular RL
algorithms. Advantages and drawbacks of RL-CR approaches are discussed in
section “Reinforcement Learning in Cognitive Radio Scenarios: Pros and Cons”.
Section “Reinforcement Learning in Cognitive Radio Scenarios:
Applications-Driven Taxonomy” reviews the existing RL-CR studies according
to an application-driven taxonomy. The existing works are further classified by
means of a learning methodology-driven taxonomy in section “Reinforcement
Learning in Cognitive Radio Scenarios: Learning Methodology-Driven Taxonomy”.
The case study is presented in section “Case Study: RL-Based Joint Spectrum
Sensing/Selection Scheme for CR Networks”, together with the RL formulation,
proposed algorithms and performance evaluation results. Conclusions are drawn in
section “Conclusions and Open Issues”.

Related Works

The most comprehensive surveys investigating the applications of ML techniques
on CR networking are probably [9, 10], and [11]. More specifically, [10] describes
the existing applications of ML techniques on CR networking, considering both
supervised and unsupervised learning techniques and including also the RL-based
approaches. Moreover, the authors investigate the learning challenges in non-
Markovian environments and discuss policy-gradient algorithms. An impressive



57 Reinforcement Learning-Based Spectrum Management for Cognitive Radio : : : 1853

review of model-free learning-based solutions in CR networks is presented in [11],
where the existing works are grouped in three main categories, i.e.: (i) strategy-
learning schemes based on single-agent systems, (ii) strategy-learning schemes
based on loosely coupled multi-agent systems, and (iii) strategy-learning schemes in
the context of games. In [9], the authors survey the ML-CR literature by considering
an interesting distinction between learning aspects of cognition – which include
RL and dynamic games – and reasoning aspects. These latter are in charge of
applying inference on the acquired and the learned knowledge, hence enriching the
current knowledge base; applications of policy-based reasoning to predict spectrum
handover operations or to enhance spectrum opportunity detections are evaluated in
a test-bed [9]. The strict relationship occurring between learning and reasoning in
CR networks is also investigated in [7]. By focusing on the RL-CR literature, the
authors of [20] demonstrate how the RL framework, and in particular the Q-routing
algorithm, can be utilized as modeling tool in four different problems, regarding
dynamic channel selection (DCS), DCS and route selection, DCS and congestion
control, and packet scheduling in QoS environments. Similarly, the authors of [18]
show how three different CR problems (routing, channel sensing, and decision)
can be modeled via the Markov decision process (MDP) introduced by the RL
framework. Applications, implementations, and open issues of RL techniques in
CR networks are extensively discussed in [19], which is the work most similar
to our paper. Our paper provides two additional contributions compared to [19]:
(i) it provides an up-to-date review of the RL-CR literature from two different
perspective, i.e., a CR networking perspective and a learning perspective, and (ii)
it evaluates gains and drawbacks of the RL framework on a realistic CR use-case,
addressing joint spectrum sensing, and selection.

Overview of Reinforcement Learning

Reinforcement learning (RL) constitutes an area of machine learning (ML) [8]
addressing the problem of an agent that must determine the optimal sequence
of actions to perform over time, so that a predefined goal is achieved [12, 13].
Differently from supervised techniques, the learning process is based on trial-error
interactions with the environment, i.e., at each action, the agent receives a numeric
reward which is a proxy for its optimality (see Fig. 1). The optimal sequence is the

Fig. 1 The reinforcement
learning (RL) model
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one maximizing the summation of the expected rewards received by the agent over
time.

More formally, the RL problem can be modeled by using a discrete Markov
decision process (MDP), represented by the tuple < S;A;R; ST >, where:

• S is the (discrete) set of available States; let st denote the current state of the
agent at time t .

• A is the (discrete) set of Actions; let A.st / denote the set of actions available in
state st .

• R W S � A ! < is the Reward function indicating the numeric reward received
at each state/action; more specifically, let rt indicate the reward received by the
agent while being in state st and executing action at 2 A.st /.

• ST W S � A! S is the State Transition function, which indicates the next state
s0tC1 after executing action at 2 A.st / from state st ; in case of nondeterministic
environments, the ST function is a probabilistic distribution over the set of
actions and states, i.e., ST W S � A � S ! Œ0 W 1�.

Another component of the RL framework is the policy function � W S ! A,
which indicates, for each state st , the proper action at to execute. Similarly to the
state transition function, also the policy function can be modeled as a probabilistic
distribution over the set of actions and states, i.e., � W S � A! Œ0 W 1�. The goal of
the agent is to discover the optimal policy �� which maximizes a specific function
of the received rewards over time. In the infinite-horizon discount model [13], the
policy aims to maximize the long-run expected reward; however, it discounts the
rewards received in the future, i.e.:

goal ! maximize E

 
1X
tD0

� t � rt

!
(1)

where 0 � � � 1 is a factor discounting the future rewards. If � D 0, the agent
aims to maximize the immediate rewards.
In order to compute the optimal policy, several RL algorithms employ two additional
data structures: the state-value function (V � ) and the state-action function (Q� ) [12,
13]. For each state s 2 S , the state-value function V �.st / represents the expected
reward when following policy � from state st . The V �.st / value can be computed
as follows:

V �.st / D
X

at2A.st /

�.st ; at / �
X
s02S

ST .st ; at ; s
0/ �
�
R.st ; at /C � � V

�.s0/
�

(2)

Analogously, the state-action function Q�.st ; at / represents the expected reward
when the agent is in state st , executes action at , and then follows the policy � . More
formally:

Q�.st ; at / D
X
s02S

ST .st ; at ; s
0/ �
�
R.st ; at /C � � V

�.s0/
�

(3)
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Fig. 2 Taxonomy of reinforcement learning (RL) algorithms

RL techniques can be classified into single-agent RL (SARL) and multi-agents RL
(MARL) (see Fig. 2); the main characteristics of each approach are illustrated in the
following section.

SARL Algorithms

In a SARL framework, each agent acts independently and aims to maximize its
long-run expected reward (Eq. 1). Different techniques have been proposed in order
to determine the optimal policy ��, including dynamic programming (DP), Monte
Carlo-based, and temporal-difference (TD) learning algorithms. DP techniques
assume a perfect knowledge of the environment, i.e., of the reward (R) and of the
state transition (ST ) functions; hence, the exact value of V �.�/ can be computed
by solving Eq. 2. The DP algorithms alternate between a policy-evaluation phase,
during which the value of the current policy V �.s/ is determined for each state
s 2 S , and a policy improvement phase, where the current policy � is modified into
� 0 so that � 0.s/ D argmaxa2AQ

�.s; a/ [12]. Monte Carlo methods do not assume
the knowledge of the environment, but they are mainly used on episodic tasks [12].
Vice versa, TD methods implement an online, step-by-step learning process without
assuming a model of the environmental dynamics. Among the several existing
TD-based solutions, we cite the popular Sarsa and Q-learning algorithms [16, 17]:
they both update the Q-table after each received reward, till converging to the
optimal Q� values. More specifically, each time the agent chooses action at from
state st (receiving reward rt ), and action atC1 from next state stC1, the Sarsa
algorithm [17] updates the Q.st ; at / entry as follows:

Q.st ; at / D Q.st ; at /C ˛ � Œrt C � �Q.stC1; atC1/ �Q.st ; at /� (4)

where ˛ is a learning rate factor. The Q-learning algorithm [16] employs a slightly
different update rule, since it is independent from the policy being followed (offline
policy learning), i.e.:



1856 M. Di Felice et al.

Q.st ; at / D Q.st ; at /C ˛ �


rt C � �maxatC12A.stC1/Q.stC1; atC1/ �Q.st ; at /

�
(5)

Both Sarsa and Q-learning algorithms are guaranteed to converge to the optimalQ�

values, under the assumption that all state-action pairs are visited an infinite number
of times, and proper tuning of the ˛ factor [16, 17]. This poses a challenging trade-
off between exploration and exploitation actions, i.e.: (i) insufficient exploration
might affect the convergence to the optimal Q� values, while (ii) excessive
exploration might determine performance fluctuations caused by the selection of
random actions. A well-known approach to balance exploration and exploitation
actions is via the Boltzmann Equation [12], which assigns a probability to each
action and state as a graded function of the estimated Q.s; a/ value:

p.s; a/ D
eQ.s;a/=TEP

a02A.s/ e
Q.s;a0/=TE

(6)

where TE > 0 is the temperature parameter and controls the explo-
ration/exploitation phases. Indeed, high temperature values cause the actions to
be all equiprobable, while, if TE ! 0, the greedy action a� associated to the
highest Q.s; a�/ value is always selected, for each state s 2 S .

MARL Algorithms

The MARL framework generalizes the MDP to the case of a multi-agent environ-
ment. Let N be the number of learning agents and Si and Ai be the state and
action sets for agent i . The state of the MARL at time t , bst , is then defined as
the combination of the individual states of the agents, i.e., bst D fs1t ; s2t ; : : : sNt g.
Similarly, the system action bat is defined as the combination of the individual actions
performed by the agents, i.e., bat D fa1t ; a2t ; : : : aNt g; based on bat and bst , a vector of
rewards is produced, i.e., brt D fr1t ; r2t ; : : : rNt g. According to the way such rewards
are computed, and to the interactions among the agents, [14, 15] further classify
MARL techniques as fully cooperative, fully competitive, or hybrid. In the first
case, all the agents receive the same reward, i.e., r1t D : : : D rNt , and the goal
is to determine the optimal joint policy maximizing a common discounted return;
although such policy could be also determined via SARL techniques assuming
that all the agents keep the full Q-table of bs and ba values, most of the MARL
algorithms work by decomposing the Q-table and introducing indirect coordination
mechanisms [27]. In fully competitive MARL frameworks, a min-max principle
can be applied, for instance, when N D 2, r1t D C� and r1t D �� [14]. Finally,
hybrid MARL techniques apply on not fully cooperative nor fully competitive
problems, where the reward function might assume a complex shape depending on
the joint action being implemented by the agents; this is the case, for instance, of
agents competing for a shared resource, like SUs determining the optimal channels
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where to transmit and taking into account the interference caused by other players
(we further investigate such use-case in section “Case Study: RL-Based Joint Spec-
trum Sensing/Selection Scheme for CR Networks”). Hybrid MARL frameworks
usually employ distributed coordination techniques derived from the game theory.
We do not further elaborate on MARL techniques; interested readers can refer to
[14] and [15] for a detailed illustration.

Reinforcement Learning in Cognitive Radio Scenarios: Pros
and Cons

In CR networking, the cognition cycle, i.e., the ability of wireless transceivers
to learn the optimal configuration meeting the characteristics of the environment
and the QoS requirements of the applications, is considered as important as
the hardware components which enable the spectrum reconfiguration capabilities.
To this purpose, several ML techniques have been applied on CR-related use-
cases [10], like spectrum sensing, spectrum selection, or routing; beside the RL
techniques, which are the main topic of the paper, we cite approaches based on
the game theory (GT), neural networks (NN), or Bayesian classifier (BC). On the
SCOPUS database, we counted around 400 scientific papers addressing ML-based
approaches in CR networks1: 23% of them are based on RL schemes, more than the
supervised learning schemes but still less than GT-based approaches. In any case,
Fig. 3 shows that there is no ML solution fitting all the solutions. This is because RL
techniques provide clear advantages but also formidable drawbacks when applied on
CR-related use-cases. About the advantages, RL techniques can considered highly
suitable for CR applications because of these characteristics:

1. Experience-based Learning. In supervised learning, a cognitive agent must be
instructed on how to perform a classification task by means of a knowledge
base containing both positive and negative instances. In CR-related applications,
building the knowledge base from real experiments can pose practical issues in
terms of scalability and costs. Another issue pertains to the generalization of
the learning process, i.e., to the problem of classifying novel instances which
are considerably different from those occurring in the knowledge base. This
aspect is particularly critic in CR environments, since the network performance
is affected by a high number of parameters and by environmental conditions
(like the PU activity model, the SU traffic load, the channel error rate, etc.); as
a result, a transmitting policy learnt by a CR agent via supervised techniques
might not be effective on a different network scenarios or even on the same
scenario in presence of dynamic changes of environmental conditions. Vice
versa, RL techniques do not require the creation of a knowledge base, rather they
leverage on trial-and-error interactions with the environments. In addition, some

1The classification rule is based on the occurrence of specific keywords in the paper title.
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UTILIZATION OF ML TECHNIQUES in CR-RELATED USE-CASES

Game Theory
3%

36%

19%
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Reinforcement Learning (RL)

Artificial Neural Networks

Bayesian Classifiers

Support Vector Machines

Fig. 3 Machine learning (ML) techniques utilized in the RL literature

model-free algorithms like Sarsa and Q-learning [11, 16, 17] do not assume an
a priori knowledge of the environmental dynamics (i.e., of the reward and state
transition functions); as a result, the same learning algorithm deployed on dif-
ferent network scenarios can automatically discover differentiated transmitting
policies, without any need of adaptation or tuning of the RL algorithm.

2. Context adaptiveness. Through the concepts of rewards and Q-values, the RL
framework provides effective building blocks in order to implement adaptive,
spectrum-aware solutions. Indeed, since any RL agent continuously evaluates its
current policy and improves it, any change in the received reward might cause a
policy switch, or it might trigger new exploration actions, hence leading to the
discovery of better actions to perform in some states. Moreover, the presence
of aggregated rewards can indirectly boost the context-awareness in another
way. As already said, performance of CR networks can be affected by multiple
factors, whose interactions might be difficult to model analytically. Instead of
addressing a single factor at a time, a RL agent can observe all the factors as
a state, receive an aggregate feedback (e.g., the cost of each transmission), and
optimize a general goal as a whole, e.g. throughput [28].

3. Reduced complexity. In most cases, RL techniques provide a simple yet effective
modeling approach [12]. Model-free RL algorithms like Q-learning or Sarsa
require only the storing of the Q-table. The number of state-action values can be
further reduced via function approximation techniques; an example related to CR
spectrum management can be found in [29]. In addition, it is worth remarking
that the update rule of Q-learning or Sarsa algorithms can be implemented in
few lines of codes. This feature makes RL techniques suitable also in resource-
constrained environments, like CR-based sensor networks [30], where the
wireless devices must face severe energy issues.
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These advantages are counterbalanced by formidable drawbacks, which should
be taken into account when working on CR networks, i.e.:

1. Continuous Discovery. Properly balancing the exploitation/exploration phase is
a unique challenge of the RL framework [23]. On the one side, RL agents are
required to perform random actions in order to explore the state-action space and
then compute the optimal policy. In dynamic environments, the exploration phase
cannot be ended after the boot phase; rather it must be continuously performed
over time. This is the case, for instance, of SUs aimed to learn the available
spectrum opportunities in a multiband scenario; while transmitting on a PU-free
channel, the SU should also keep track of the opportunities on other channels, so
that a spectrum handoff can be quickly performed in case of PU appearance [31].
On the other hand, a random selection might translate into suboptimal actions
being executed, e.g., into the selection of low-quality or PU-busy channels,
and hence lead to temporary performance degradation. Permanent performance
degradation can occur when the exploration phase has been too short, or too long;
hence, the optimal trade-off between exploration and exploitation can be complex
to achieve, as investigated in section “Case Study: RL-Based Joint Spectrum
Sensing/Selection Scheme for CR Networks”.

2. Convergence Speed. Many RL techniques (specially time discounted methods
[12]) guarantee convergence to the optimal policy only if each action is executed
in each state an infinite number of times. This is clearly not realistic for most of
CR applications; moreover, the fact that environmental conditions can quickly
change over time can pose additional requirements on the speed of convergence.
The issue is further exacerbated in MARL scenarios, where the optimal joint
action must be determined, e.g., in spectrum selection or power adaptation
problems [32, 33] where the SUs should maximize their own performance
while collectively mitigating the interference to PUs. For these reasons, MARL-
based algorithms are often enhanced with GT mechanisms which guarantee the
emergence of a Nash equilibrium under specific assumptions [25, 26].

Reinforcement Learning in Cognitive Radio Scenarios:
Applications-Driven Taxonomy

In this section, we describe the applications of RL techniques in four different CR
use-cases, e.g., spectrum sensing, power allocation, spectrum decision, and routing.
For each use-case, we provide a taxonomy of the existing works, and we briefly
discuss their technical contributions, by mainly focusing on the problem formulation
through the MDP. Figure 4 depicts the classification adopted throughout this
section.
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Fig. 4 Applications-driven taxonomy of the RL-CR literature

Spectrum Sensing

In CR, spectrum sensing techniques play the crucial role to identify the available
spectrum resources for the SUs [1]. As a result, most of research is focused on
advanced signal processing schemes aimed to achieve robust PU detection under
different signal-to-noise ratio (SNR) conditions [3]. Beside this, the scheduling of
sensing actions is also a crucial task affecting the performance of the SUs [34],
mainly due to the fact that half-duplex radios cannot transmit on a channel while
listening to it. The optimal sensing schedule can be determined via experiments
and analytical models [4] or dynamically learnt via trial-and-error interactions with
the environment [35]. About this latter, existing RL-based sensing schemes can
be further classified into individual or cooperative approaches. We discuss them
separately in the following.

Individual Sensing Scheduling
Frequency and duration of the sensing phase constitute a challenging trade-off
between PU detection accuracy and throughput of the secondary network: too
long sensing intervals might cause buffer overflow and/or TCP time-outs, while
too short sensing intervals might lead to poor throughput due to SU-PU collisions
[34]. Moreover, SUs should periodically explore all the available channels in order
to detect spectrum opportunities over time. For these reasons, recent studies like
[36, 37] and [38] investigate the problem on how to optimally balance sensing,
transmission, and exploration actions, so that the performance of SU networks are
maximized, while the PU detection accuracy is always kept higher than a safety
threshold. More specifically, the authors of [36] formulate the problem via a MDP
defined as follows: the set of states S D fs1; s2; ::sjS jg represents the available
(licensed) resources. On each channel s, a SU can perform three actions:

• a1: sense channel s and transmit in case the channel is found idle (exploitation).
• a2: sense channel s0 ¤ s (exploration).
• a3: switch to channel s0 ¤ s (exploitation).
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For actions a1 and a2, the reward is expressed by the number of PU-free subcarriers
detected on the sensed channel; vice versa, for action a3 the reward is always equal
to zero. The study in [37] extends such formulation, by taking into account the
channel switching delay in the reward of action a3 and by decoupling the transmit
action from the sensing action; for sensing actions, the reward is equal to 1 in case of
PU detection, 0 otherwise. Vice versa, the reward of transmit actions is computed as
the average number of MAC retransmissions for each successful data transmission.
The simulation results in [37] show that the proposed RL-based scheme is able to
dynamically adjust the sensing frequency according to the perceived PU activity on
each channel. Similarly, in [38], the authors aim to balance transmission and sensing
actions on each channel; a cost function Cs.�/ is decreased each time a sensing
action is performed on channel s, and this latter is found idle. When Cs.�/ is lower
than a threshold � , then the SU can perform a transmission attempt; vice versa, if
Cs.�/ > � , then SU defers its attempt and keeps sensing the channel. When the
channel is found occupied by a PU, the cost function Cs.�/ is reset to a maximum
value. In [39], the problem of determining the optimal sequence of channels sensed
by each SU is formulated through the RL framework; here, a state is defined as an
ordered couple < ok; fj >, where ok is the current position at the sensing order
and fj is the k-th channel sensed in the current slot. At each state < ok; fj >, the
list of available actions will include all the channels (not visited yet) which could
be sensed at the next position of the sensing order (okC1). The reward function for a
specific sensing order action takes into account the time spent sensing the channels
and the transmission rate experienced by the SU on the selected channels [39].

Cooperative Sensing Scheduling
Sensing techniques can be prone to errors in presence of shadowing or multipath
fading conditions on the current licensed channel. For this reason, cooperative
sensing techniques [3] aim to enhance the PU detection by aggregating channel
measurements from multiple SUs and by averaging the gathered results. However,
the network overhead might limit the cooperative gain: for instance, the transmission
delay might be higher in presence of cooperative sensing, since each SU should
gather the measurements from other peers before taking a decision about the
spectrum availability. For this reason, studies like [40, 41] and [42] employ the RL
framework in order to determine the optimal set of cooperating neighbors for each
SU; the goal is to maximize the PU detection accuracy while avoiding unnecessary
measurements sharing among correlated SUs. In [40], the set of states S for SU
i coincides with the list of neighbors, plus one start and one end state. There is
an action which allows to move from any couple of states; the sequence of actions
correspond to the list of cooperative sensing neighbors, i.e., neighbors to query in
order to get channel measurements. The reward function combines the amount of
correlation among the gathered sensing samples plus the total reporting delay. In
[42], the authors investigate how to coordinate the sensing actions of a secondary
network, in order to meet the optimal trade-off between two goals: (i) the maximum
number of spectrum opportunities is detected, and (ii) the probability of missed
detection on each channel is kept below a safety threshold. Such probability is
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estimated based on the number of SUs currently sensing the channel. Since the
SUs cannot directly observe the PU state on each channel, the sensing problem is
formulated via a partially observable MDP (POMDP).

Power Allocation

In both underlay and overlay CR spectrum paradigms, the SUs should properly tune
their transmitting power levels so that the probability of generating harmful interfer-
ence to any active PU is minimized. Differently from spectrum sensing, which can
be considered an individual or, in presence of knowledge sharing, a fully cooperative
task, power allocation is a natively hybrid competitive/collaborative task, since
the reward function, i.e., the aggregated interference perceived by PU receivers,
depends on the joint action performed by the SUs, i.e., on the selected transmitting
power level of each SU. For this reason, power allocation can be easily modeled
via a MARL framework (see section “Overview of Reinforcement Learning”). A
straightforward approach in order to determine the optimal power allocation consists
in storing the complete MARL Q-table for each state/action/learning agent and by
computing the optimal bat through Eq. 4. This methodology is employed in [43],
assuming a centralized CR network with a single learning agent, i.e., the cognitive
base station, which is charge of determining the optimal power level of each SU,
based on the cumulative interference caused to the PUs. In distributed deployments,
storing and updating the complete MARL Q-table at each SU might not be practical
especially when the number of learning agents (i.e., the SUs) increases. For this
reason, most of recent works employ decentralized MARL with two different
approaches. In the first case (described in section “RL-Based Power Allocation
Based on Information Sharing”), the SUs share rewards or rows of their Q-table
after each local action, so that the interference caused by the joint action bat can
be computed. In the other case (described in section “RL-Based Power Allocation
Without Information Sharing”), each SU acts according to the local information
only, but the secondary network still aims to achieve a global coordination, often
expressed by the notion of Nash equilibrium (NE).

RL-Based Power Allocation Based on Information Sharing
In decentralized MARL frameworks, information sharing can be used for two
different objectives: (i) speedup the learning process of the individual agents, by
reducing the amount of exploration needed; or (ii) favor the identification of joint
optimal actions at each learning agent. The docitive paradigm discussed in [44, 45]
is an example of the first use-case; here, the learning agents are secondary base
stations (femtocells) which must determine the optimal transmitting profile so that
the aggregated interference at the primary receivers is kept below a specific thresh-
old (SINRTh). The problem is modeled through the MDP defined as follows:

• The state set is defined as the set of couples fI it ; d
i
t g, where I it 2 f0I 1g is a binary

indicator specifying whether the CR base station i is generating an aggregated
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interference above or below the SINRTh threshold, and d it is the approximated
distance between i and the protection contour region of the primary system.

• The action set coincides with the discrete set of power levels which can be
assigned to each CR base station.

• The reward function R.i/ D .SINRit � SINRTh/
2 expresses the difference

between the SINR value measured by SU i and the expected threshold.

In addition, docitive SUs can teach the discovered policies to other peers, by sharing
parts of the local Q-table. In [44] , three different information-sharing techniques
are evaluated, namely, start-up docition, adaptive docition, and iterative docition.
This latter (involving continuous sharing of the Q-table entries) maximizes the
system performance, although introducing the highest network overhead. In [45],
the docitive scheme is extended for the case of partially observable environments,
i.e., when the SUs lack of complete information about aggregated interference at
the protection contour regions. A similar learning-from-experts MARL approach
is followed in [46] and [47] but also introducing expertness measures which
estimate the amount of knowledge which can be transferred between each couple
of SUs. More specifically, the authors of [47] address a generic power-spectrum
selection problem; at each step, an agent can decide whether to stay idle, to switch
to a different channel, or to increase/decrease the current transmitting power. The
current state reflects the buffer occupancy of each SU, while the reward function
is related to the energy efficiency of each action. Periodically, all the SUs update
their Q-entries by considering a weighted combination of location information and
received Q-values, i.e., Qnew

i D
P

j Wi;j � Q
old
j , where Wi;j is a measure on how

much SU i relies on knowledge produced by SU j . The scheme in [47] employs
information sharing in order to speed up the individual learning process; however,
there is no guarantee that the optimal joint action will be determined. In order to
fulfill this second requirement, the authors of [48] propose a cooperative RL-based
power allocation scheme aimed to control the aggregated interference generated by
SU femtocells. The MDP model is similar to [44, 45]; however , each SU shares
only a row of its Q-table. At each time-slot, a SU chooses action ai maximizing the
summation of the Q-values considering the current states of all theN neighbors, i.e.:

ai D argmaxa

0
@ X
i�j�N

Qj .sj ; a/

1
A (7)

RL-Based Power Allocation Without Information Sharing
Differently from the previous works, studies like [32] and [33] address the power
selection problem without assuming information sharing among the SUs; each
SU tunes its transmitting power based on local (possibly inaccurate) interference
measurements, but at the same time, it observes or makes conjectures about the
behavior of other SUs. Based on such estimations, each SU adjusts its transmitting
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power so that a global NE is achieved, i.e., no SU can experience better rewards by
following a different policy. The MDP is formulated as follows:

• The state set is defined as the set of couples fIi ; pi .ai /g, where Ii 2 f0I 1g is a
binary indicator specifying whether the SINR of SU i is higher or lower than a
predefined safety threshold and pi .ai / denotes the current power level.

• The action set coincides with the discrete set of power levels which can be
assigned to each SU.

• The reward function R is a proxy for the energy efficiency of the transmission
attempt, i.e., of the average number per bits received per unit of energy
consumption; if Ii=1, the reward is set to zero.

Differently from [44, 45], each SU keeps internal conjunctures about how the other
SUs will react to their current action. More specifically, at each action performed in
state st , SU i updates its Q-table as follows:

QtC1.si ; ai / D .1�˛/ �Q
t.si ; ai /C˛ �

 X
a�i

�!c t .si ; a�i / � rt C ˇmaxbiQ.s
0
i ; bi /

!

(8)
where�!c t .si ; a�i / denotes the conjecture of SU i regarding the behavior of the other
players and is updated as follows:

�!c tC1.si ; a�i / D
�!c t .si ; a�i / � !

si ;a�i

i �


�tC1i .si ; ai / � �

t
i .si ; ai /

�
(9)

Spectrum Selection

Dynamic channel selection (DCS) constitutes the most investigated RL application
in the field of wireless networking [20, 49–53]. In overlay RL networks, each
SU must select the proper channel where to transmit in order to fulfill two main
requirements: (i) minimize the interference caused to PU receivers tuned on the
same or adjacent spectrum bands (G0) and (ii) maximize its own performance,
by taking into account the channel contention and the MAC collisions caused
by other SUs operating on the same band (G1). Moreover, the SUs should
continuously execute channel selection in order to adapt to dynamic changes
of the PU activities, to the traffic loads generated by the SUs, and to varying
propagation and channel state conditions. It is easy to notice that the RL framework
fits well the requirements of adaptive protocol design. G0 is usually addressed
via the SARL techniques presented in section “SARL-Based DCS”. Vice versa,
meeting both G0 and G1 requires some form of coordination among the SUs:
for this reason, the DCS problem is modeled via MARL techniques enhanced
with game theory concepts, so that a stable channel allocation is achieved (details
are provided in section “MARL-Based DCS”). Another way of classifying the
existing RL-DCS schemes proposed in the literature is by focusing on the learning
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agent, i.e., on where the RL framework is implemented. The solutions presented in
sections “SARL-Based DCS” and “MARL-Based DCS” refer to a scenario where
channel selection is performed by each SU, and the PU is unaware about the
presence of opportunistic users. Vice versa, in spectrum trading models, the PUs
borrow portions of its spectrum to the SUs, receiving in return a monetary revenue;
the problem formulation through the RL framework allows determining the optimal
portion of spectrum band which can be leased to the SUs without compromising the
QoS requirements of the primary network. Details about RL-based spectrum trading
schemes are provided in section “RL-Based Spectrum Trading”.

SARL-Based DCS
This subcategory includes all the works where a SU learns in isolation the optimal
sequence of channels where to transmit, without receiving any explicit feedback
from other SUs and without keeping any implicit model of the opponents behaviors.
At the same time, the reward function is often modeled in order to reflect some
network performance (e.g., throughput or delay metrics) which are also affected by
the joint strategy, i.e., by the channel selection performed by the other SUs. While
this approach greatly simplifies the problem formulation, it might introduce some
oscillating behaviors when also goal G1 is taken into account: a SU might keep
adjusting its operating channel as a consequence of channel selection performed by
the other SUs. SARL-based DCS schemes can be further classified as state-full or
stateless approaches. In the first case, the RL framework contains both actions and
states, hence following the traditional structure discussed so far. Examples of state-
full SARL-based DCS schemes are presented in [20] and [49]. More specifically,
in [49] the authors propose an opportunistic spectrum model, in which each SU
is associated to a home band (where it has the right to transmit), but it may also
seek for spectrum opportunities in the licensed bands (at condition of minimizing
the interference caused to the licensed users). The DCS problem is modeled through
the following MDP:

• The state set S D fsi0; s
i
1; : : : ; s

i
M g coincides with the list of available channels;

si0 corresponds to the home channel of the SU, while si1; : : : ; s
i
M are the licensed

channels.
• The action set A D a0; a1; : : : aP indicates the output of the channel selection

process; a0 is the action of transmitting on the home channel, while action
ai ; i>0 perform explorations, i.e., the SU will transmit on the M licensed
frequency by following a specific channel sequence.

• The reward R is a function of the quality communication level, which can be
determined via link-metrics (e.g., SNR or packet success rate).

The simulation results in [49] show that the RL-based DCS scheme can greatly
enhance the performance compared to random access schemes, also in presence
of PU load variability. In [20], the authors propose a joint RL-based DCS and
congestion control scheme, which performs channel selection by taking into account
the traffic load produced by each SU and the amount of PU activity on each band.
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This is achieved by enriching the definition of states of the RL framework; each
state is a combination of four variables, which models, respectively , the amount
of required bandwidth, the current data packet dropping probability, the amount of
good white space in the current channel, and the amount of good white space across
the various channels.
Stateless SARL-based DCS schemes simplify the RL framework, by eliding the
states, and considering only the action set A which often coincides with the list
of available channels; executing action ai corresponds to switching to frequency fi ,
sensing it, and transmitting in case no PU activity is detected. In [51], the Q-learning
update rule of Eq. 4 is simplified to:

Qi
tC1.a/ D .1 � ˛/ �Q

i
t .a/C ˛ � r

i
t (10)

Here, the reward rit is the throughput experienced by SU i at time-slot t . In order to
avoid oscillations in the learning process, sequential exploration is employed, i.e.,
a single SU can undergo exploration within a neighborhood. In [30], the authors
propose three different RL-based DCS schemes, all based on the update rule of
Eq. 10 but adopting three different formulation of the reward function, i.e.: the
transmission successful rate in each epoch (named Q-learning+ scheme), the SINR
metric (named Q-Noise scheme), and the SINR plus the historical behavior of the
SUs (named Q-Noise+). A similar approach is also followed in [54], where the
SUs aim to learn the optimal channel selection probability and the amount of PU
activity on each channel. It is also worth noting that stateless RL frameworks can be
considered instances of the multiarmed bandit (MAB) problem [55]. Several MAB-
based DCS algorithms have been proposed in the literature. We cite, among others,
the study in [56], where the authors compare two popular MAB schemes, named the
UCB and the WD techniques, to the DCS problem in RL scenarios, assuming error-
free sensing and that the temporal occupation of each channel follows a Bernoulli
distribution. The output of the learning process is hence to learn the PU channel
occupation probability of each channel, limiting the summation of regret2 over
time. The MAB framework of [56] is extended in [57] by considering cooperation
techniques, aimed to improve the sensing accuracy, and coordination techniques,
aimed to mitigate the impact of secondary interference.

MARL-Based DCS
In [52] and [53], the authors formulate the DCS problem through a MARL
framework, by extending the previous SARL formulation [51]; the goal of the SUs
is to discover the optimal joint action addressing bothG0 andG1 requirements. This
is performed via a payoff propagation mechanism, i.e., each SU i maintains – in
addition to the Q table – a -table with size j� .i/ � Aj where � .i/ denotes its set
of neighbors and A is the set of actions, which coincides with the channel list. Each

2In MAB theory [55], the regret is defined as the expected difference between the reward sum
associated with an optimal strategy and the sum of the collected rewards of the actual strategy.
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time SU plays action ak (i.e., switches to channel ak), it transmits a payoff message
including itsQi

tC1.ak/ value, while all the other SUs j 2 � .i/ will store such value
in their -table. When selecting the next channelbatC1, SU i will take into account
both the local Q-table as well as the payoff table, i.e.:

batC1 D argmaxa2AjQ
i
t .a/C

X
j2� .i/

ji .a/j (11)

The simulation results show that the MARL-based and SARL-based DCS schemes
provide similar level of throughput, although the MARL-based scheme greatly
reduces the number of channel switching operations. The converge of MARL-
based DCS schemes to a Nash equilibrium (NE) is investigated in [25] and [58].
More specifically, in [58] the authors consider a simplified SU interference model
where maximum one SU can operate on each channel and demonstrate that a
Q-learning-based DCS scheme without any SU cooperation and regardless of the
initial allocation can converge to a stationary channel allocation. The result holds
only under the assumption that all the SUs have perfect knowledge of the complete
system state, i.e., of the PU occupancy of all the available channels. In [25], the
authors remove such assumption and propose a probabilistic DCS scheme which is
demonstrated to converge to a NE. To this purpose, each SU updates the selection
probability ptC1.k/ at each transmission attempt on channel k according to a linear
reward-inaction model, i.e.:

ptC1.k/ D pt .i/C rt � .ek � pt .k// (12)

where rt is a function of the SINR metric perceived by the SU receiver, and ek is the
unit vector [25].

RL-Based Spectrum Trading
Spectrum trading can be considered as a variant of DCS problems where spectrum
operations involve both the PU, who is in charge of deciding the amount of
frequencies to borrow to the SUs, and SUs, who can request specific portions of
the spectrum. In [59], the authors propose a RL-based scheme which helps a PU in
deciding which requests to accept and which to reject, assuming that SUs belong to
different classes, mapped on different QoS requirements. The MDP formulation is
as follows:

• the state set S coincides with the number of SU traffic classes; the value of si is
the number of SU requests accepted belonging to class i .

• the action set A D f0; 1g includes only two choices, corresponding to the option
of accepting a new incoming request or to refuse it.

• the reward function R D P �C combines the expected monetary profit (P ) that
should be paid by the SU with the cost C , which is proportional to the number
of already leased channels.
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In addition, the authors of [59] show how to dynamically adjust the spectrum price
and the size of the spectrum leased over time, based on the dynamic SU traffic load
conditions. In [60], the RL-based spectrum leasing problem is inverted, i.e., the
SUs learn to improve the bidding policy in the spectrum auction game, by using the
transmission capability of each channel as immediate reward.

Spectrum-Aware Routing

In multi-hop wireless networks, routing protocols are in charge of discovering a
feasible path between any source and a destination nodes; the path creation is
performed through a distributed node selection process guided by end-to-end/global
(e.g., delay) or link-by-link/local (e.g., SNR) metrics. In CR networks, routing
protocols must address additional challenges caused by the dynamic variation of
spectrum opportunities, like (i) the need of selecting forwarding nodes, so that the
interference caused to PU receivers is minimized; (ii) the need of fast rerouting
mechanisms, so that alternative, back-up paths can be used when the main path is
invalidated due to the appearance of a PU [61]. For this reason, several existing
routing schemes for CR networks address joint node and frequency selection
[61, 62]. The routing problem can be easily modeled in the RL framework: each
CR node must learn the optimal next-hop toward the destination via trial-and-error
interaction. At each data transmission, the SU receives a reward which is a proxy for
the forwarding cost, like the mean-access delay or the amount of energy consumed.
Changes in the environment, like the appearance of a PU or the SUs mobility,
are reflected in changes of the received feedbacks, which in turn translate into the
selection of an alternative path. The MDP process for a generic RL-enabled routing
protocol can be described as follows:

• The state set S coincides with the set of SU nodes NSU in the network.
• The action setAi is defined for each node i 2 NSU ; more specifically, a.s;d/j 2 Ai

denotes the action of forwarding data toward next-hop j , where s and d are,
respectively, the source and destination communication end-points.

• The reward R.i; a.s;d/j / is a network metric reflecting the effectiveness for node i
of using j as next-hop node toward the destination d .

The above model has been implemented by Q-routing [63], which is a popular
routing protocol for dynamically changing networks, also applied over generic
multi-hop wireless ad hoc networks [64]. In Q-routing, each node i maintains a
table ofQ-entries for each destination d ; the entryQi.j; d/ is the expected delivery
time toward destination d when using next-hop node j . After forwarding a packet
via node j toward destination d , node i updates its Q-Table as follows [63]:

Qi.j; d/ D qi C ı CminzQd.y; z/ (13)
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where qi is the time spent by the packet in the queue of node i , ı is the transmission
delay on the i � j link, and minzQj .z; d / is the best delivery time at node j and for
destination d . The same learning framework than Q-routing has also been adopted
by several CR routing protocols, like [21, 65] and [66] although properly adapting
the reward function to the CR scenario. In [65], the reward R.i; a.s;d/j / is the per-
link delay, which also takes into account the retransmissions caused by SU-PU
collisions. In [21], the reward function is an estimation of the average channel
available time, i.e., average OFF period of PUs interfering over the bottleneck
link along the route from j to d . In addition, the authors of [21] investigate the
performance of the proposed RL routing protocol on a real test-bed environment
using USRP platforms; the experimental result demonstrates that the RL scheme
provides better result than a greedy approach in terms of end-to-end metrics (i.e.,
throughput and packet delivery ratio). A multi-objective Q-routing scheme for CR
networks is discussed in [66]; more specifically, the proposed algorithm aims to
minimize the packet loss rate under desired constraint of transmission delay. The
multi-objective is implemented by employing two rewards for each successful
transmission (e.g., loss rate and delay) and by storing two separate Q-values at
each node. The authors of [28] propose two RL-based spectrum-aware routing
protocols for CR networks. Here, theQi.j; d/ value denotes the number of available
PU-free channels on the route from SU i to SU d via SU j ; the SU j providing
the highest Q-value is the preferred next-hop candidate. The Q-values are updated
after each successful transmission, using a dual RL algorithm. In [67], the RL
framework is used in order to properly tune the transmitting parameters of the
popular AODV routing protocol. A different RL formulation for CR routing is
proposed in [68], considering both the delay minimization requirement of each
SU-SU flow and the interference minimization requirement of each SU-PU link
and assuming no cooperation occurs among the SUs. The MDP is defined as
follows:

• The state set of SU i is defined as the tuple:< 	i.t/; �1.t/; �2.t/; : : : ; �jPU j.t/ >,
where 	i .t/ is the packet arrival rate of SU i and �x.t/ is the packet transmission
rate of PU x at time t .

• The action set of SU iADfa0;NH1
i ; NH

2
i ; ::; NH

k
i ; g includes the no-

forwarding action a0 and the transmission toward next-hop node NHj
i .

• The reward function is equal to the delay experienced by packets flowing from
SU i to the destination node, in case the interference caused to PUs is kept below
a safety threshold; it is set to a large value in case the no-forwarding action is
selected or in case the interference caused to the PUs is higher than the threshold.

Since no information sharing is assumed, each SU forms conjectures on the
other SUs routing strategies by using local observations of the environment; the
convergence to proposed routing protocol is also investigated in [68] through an
analytical framework and network simulations.
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Reinforcement Learning in Cognitive Radio Scenarios: Learning
Methodology-Driven Taxonomy

While the aim of the previous section was to analyze the existing literature from a
networking perspective, in this section we provide an alternative review from the
learning perspective, i.e., on the way different components of the RL framework are
modeled for CR-related issues and on the overall evaluation method adopted. To
this purpose, we decompose the learning process into six steps, which are depicted
in Fig. 5 and discussed separately in the following:

• State representation. The state of SUs is often modeled through a single discrete
variable or a combination of discrete variables. However, the reviewed RL-CR
studies differentiate on whether the state variables are fully observable by the SU
or are only partially observable. In the first case, the state variable is expressed
by parameters which are internal to the SU or by network conditions which can
be measured by the DSA without perception errors. This is the case, for instance,
of the MDP model proposed in [44], where each state takes into account both
internal (i.e., the current distance from the PU) and network metrics (i.e., the
aggregated interference caused by the secondary network). Vice versa, a minority
of the cited studies takes into account the impact of perception errors on the
network observation: we cite, for instance, the MDP proposed in [41] and [42]
where the SU state is the belief that a given frequency is vacant, hence subject to
the accuracy of the sensing scheme.

• Model representation. Almost the totality of the proposed RL-CR solutions
employs model-free strategies with very few exceptions [68, 69], i.e., the agent
does not keep any representation/estimation of the state transition and of the
reward functions (the T and R functions in section “Overview of Reinforcement
Learning”); rather, it updates the Q-table after each immediate reward through
the popular Q-learning or Sarsa algorithms. This choice can be justified since,
on several use-cases like DSA problems, the reward values are associated to
network metrics (e.g., the actual throughput or the SNR) which are stochastically
by nature and whose trends are hard to predict without having full knowledge
of the network and channel conditions; moreover, both the state transition
and the reward functions can dynamically vary in nonstationary environments

Fig. 5 Application-driven taxonomy of the existing RL-CR literature
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due, e.g., to SU or PU mobility. For this reason, most of the works prefer
to adjust the policy as a blind consequence of the received reward, instead of
attempting to unveil the rules behind it. Some foundational results on this topic
are provided in [70], where the authors investigate the relationship between the
learning capabilities of the SUs in RL-DCS applications and the complexity of
the PU pattern activity, measured through the Ziv-Lempel complexity metric.
The experimental results demonstrate that, for specific levels of Ziv-Lempel
complexity, the PU spectrum occupancy pattern can be learnt in an effective way
by the SUs, hence justifying the utilization of model-based solutions.

• Reward representation. The modeling of the reward function clearly depends
on the specific CR use-case. However, we can distinguish between two main
approaches: absolute representation and communication-aware representation.
In the first case, the reward is a scalar value, which can assume positive or
negative values in order to encourage good actions or to penalize bad actions,
but it is not related to any network metric. This is the case, for instance, of
the RL-DCS scheme proposed in [29], where different rewards are introduced
according to the outcome of each SU-SU transmission (i.e., successful, failed
due to CRPU interference, failed due to CR-CR interference, failed due to
channel errors). Vice versa, in communication-aware scheme, the reward takes
into account node-related (e.g., the energy efficiency in [47]), link-related (e.g.
the SNR in [43]) or network-related (e.g., the throughput in [20]) metrics. The
clear advantage of this second approach is that the Q-table will converge over
time to the actual system performance for the selected metric; at the same time,
this might introduce additional protocol complexity, especially in presence of
aggregated or cumulative metrics (e.g., the end-to-end path delay in Q-routing
[63]).

• Action Selection. Strategies for action selection play a crucial role since they
are in charge of balancing the exploration/exploitation phases, which in turn
affect the performance of the RL-based solutions. Two main strategies have
been employed in the RL-CR literature reviewed so far: the Boltzmann rule,
which is based on Eq. 6 and relies on the temperature parameter TE in order to
balance the exploration/exploitation phases, or the "-greedy rule, which selects
the optimal action with " probability, while it performs random actions with 1�"
probability. Both such strategies might guarantee adaptiveness to nonstationary
environments; however, the way the TE and " parameters are set and discounted
over time is barely addressed, except for [23,24]. More in details, [24] proposes
an interesting self-evaluation mechanism which is added to a basic RL-DSA
framework: each time the SU receives a predecided number of negative rewards
in exploitation mode, it assumes that there has been a change in the environment
and reacts by forcing an aggressive channel exploration phase.

• Knowledge Sharing. In several CR use-cases modeled through a MARL, the SUs
can share learnt information in order to speed up the exploration phase or to
implement distributed coordination mechanisms. From the analysis presented in
section “Reinforcement Learning in Cognitive Radio Scenarios:
Applications-Driven Taxonomy”, we can further classify the existing MARL-
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CR works in three major families: (i) no-sharing, (ii) reward-based, or (iii)
Q-table-based. The first category includes all works where the SUs update their
Q-table independently and without receiving any feedback from the other peers,
although the instantaneous reward might depend from the joint action executed
by the secondary network (e.g., the throughput in [30]). We include in this group
also centralized approaches, where the global Q-table is managed by a network
coordinator (e.g., the cognitive base station in [43]), or solutions where each SU
keeps conjectures about the future behavior of the other SUs [32,68]. The second
category includes approaches like the docitive [44, 45] or payoff propagation
paradigms [52, 52] where the SUs share the immediate rewards or rows of the
Q-table. The received data are then merged with the local data, by using expert-
ness measures controlling the knowledge transfer [46, 47] or action selection
methods for achieving distributed coordination [48]. The impact of knowledge
sharing on MARL-DCS problems is further investigated in section “Case Study:
RL-Based Joint Spectrum Sensing/Selection Scheme for CR Networks”.

• Evaluation method. Performance of RL-based solutions can be investigated
through simulation studies, testbeds, or analytical models. The first two methods
allow understanding the network performance gain introduced by RL techniques
compared to non-learning approaches: at the best of our knowledge, [21, 71]
and [72] are the only experimental studies in the literature. More specifi-
cally, [21] investigates the ability of a RL-enhanced routing protocol to select
PU-free routes on a network environment consisting of ten USRP SU nodes,
while [71] and [72] implement a RL-based DCS algorithm, respectively, over
GNU-radio and USRP N210 platforms, and evaluate the way CR devices are
able to learn the PU spectrum occupancy patterns. Both [21] and [71] confirm
the effectiveness of RL-based solutions compared to state-of-the-art (non-ML-
based) approaches. Analytical studies like [58] investigate the convergence of
proposed RL algorithms to the optimal solution. Such theoretical results can be
considered highly relevant from a pure scientific perspective but less practical
in real-world network deployments, since the convergence property is assumed
asymptotic and without accounting for the impact of exploration phase on the
short-term system performance.

Case Study: RL-Based Joint Spectrum Sensing/Selection Scheme
for CR Networks

In this section, we describe an application of RL techniques to CR networks, in order
to highlight gains and drawbacks of different RL algorithms and also to investigate
the impact of learning parameters on the system performance. By referring to
the taxonomy presented in section “Reinforcement Learning in Cognitive Radio
Scenarios:
Applications-Driven Taxonomy”, we consider here a joint spectrum sens-
ing/selection (JSS) problem, in which a SU must learn the optimal channel where
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to transmit among the available frequencies and also the optimal balance between
sensing and transmit actions on each channel. In section “System Model”, we
introduce the system model and the problem goals. The problem is formulated
by using the RL framework in section “RL-Based Problem Formulation”. Then,
we evaluate the performance of RL-based solutions by neglecting the impact of
secondary interference (section “Analysis I: SU-PU Interference Only”). Such
assumption is removed in section “Analysis II: SU-PU and SU-SU Interference”.

System Model

We model a generic network scenario composed by N couples of SUs operating
within the same sensing domain. Each SU is equipped with a DSA transceiver, able
to switch over K frequencies of the licensed band, and over a common control
channel (CCC) implemented in the unlicensed band. Each couple i is formed of one
SU transmitter (SU tx

i ) and one SU receiver (SU rx
i ). Data packets are transmitted

over a licensed channel, while the signaling traffic is transmitted over the CCC. On
each frequency fj , there is an active PU which transmits according to an exponential
ON/OFF distribution with parameters < ˛j ; ˇj >. Hence, frequency j is vacant
with a posteriori probability equal to ˛j

˛jCˇj
, while it is occupied by the PU with

probability equal to ˇj
˛jCˇj

. In addition, we model the packet error rate (PER) on

each channel; let 'j be the PER of channel fj . Each SU tx
i can implement three

different time-slots:

• Sensing slot, i.e., SU tx
i senses the frequency to which it is currently tuned,

in order to determine the PU presence. The sensing length is equal to tslot .
We assume a default energy-detection sensing scheme [3]: let pD indicate the
probability of correct detection and 1 � pD the probability of sensing errors
(including both false-positive and true negative instances).

• Transmit slot, i.e., SU tx
i attempts transmitting exactly one packet to SU rx

i by
using a CSMA MAC scheme. In case the MAC ACK frame is not received,
SU tx

i retransmits the packet till a maximum number of attempts equal to
MAX_AT TEMPTS . Otherwise, the packet is discarded.

• Switch slot, i.e., SU tx
i switches to a different licensed frequency and commu-

nicates the new channel to the SU rx
i on the CCC. Let tswitch represent the time

overhead required for the handover.

Figure 6 shows an example of the time-slot sequences for three different SU
transmitters. We indicate with �ki the type of k-th time-slot implemented by SU i ,
where �ki D fSENSE, TRANSMIT, SWITCHg and with Ti D f�0i ; �

1
i ; : : :g the slot

schedule of SU i . Each SU i can decide its own schedule Ti , but subject to these
constraints: (i) if �ki =SENSE, and the channel is found busy, then �kC1i =SENSE or
�kC1i =SWITCH, i.e., the SU can keep sensing or switching to a different channel,
but it cannot perform a transmission and (ii) if �ki =SWITCH, then �kC1i =SENSE,
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Fig. 6 Example of time-slot sequences for three different SU transmitters

i.e., the SU must sense the new channel in order to discover its availability.
Similarly, let NTXi be the total number of transmissions performed by SU i

(including the retransmissions). We denote with STXi.l/ the outcome of the
l�th transmission (with 0 � l < NTXi ) performed by SU i . Based on the
channel conditions, and on the SUs and PUs activities, the STXi.l/ variable can
assume one of these four values: (i) STXi.l/=OK if the transmission has been
acknowledged by SU rx

i , (ii) STXi.l/=FAIL-PU-COLLISION if the transmis-
sion has failed due to collision with an active PU (i.e., PU is ON during the
SU transmission); (iii) STXi.l/=FAIL-SU-COLLISION if the transmission has
failed due to collision with other SU transmissions on the same channel; and (iv)
STXi.l/=FAIL-CHERROR if the transmission has failed due to channel errors.
The JSS problem can be formulated as the problem of determining the optimal
schedule Ti of each SU i , 0 � i < N , so that the total number of successful
transmissions is maximized, while the probability to interfere with the PUs is kept
below a predefined threshold ( ). More formally:

(JSS Problem) Determine the optimal schedule Ti 8i; 0 � i < N , so that:

•
P

0�i<N;0�l<NTX.i/ I .STXi.l/ DOK) is maximized;

•
P
0�i<N;0�l<NTX.i/ I .STXi .l/DFAIL-PU-COLLISION/P

0�i<N NTX.i/
>  , where I .�/ is the identity

function.

RL-Based Problem Formulation

We model the JSS Problem via a SARL model; each SU tx
i is a learning agent.

Figure 7 depicts the corresponding MDP for the case of K=2. More in details:
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Fig. 7 The Markov decision process (MDP) for the JSS problem

• The set of states S is the set of couples < fj ; fIDLE, BUSY, UNKNOWNg >
where the first field is the frequency fj 2 K and the second field is the estimated
availability of frequency fj , based on the output of the sensing action.

• The set of actions A D fSENSE, TRANSMIT, SWITCHg coincides with the slot
types previously introduced.

• The reward functionR W S�A! Œ0 W 1� is defined in different ways according to
the action implemented by SU tx

i . More specifically, R.< fj ; � >;SENSE/ is set
to 1 whether channel fj is found BUSY, 0 otherwise. In case of transmit action,
R.< fj ;IDLE >;TRANSMIT/ is set as follows:

R.< fj ;IDLE >;TRANSMIT/ D 1 �
#Retransmissions

MAX_ATTEMPTS
(14)

where #Retransmissions denotes the number of retransmissions performed.
Hence, the reward is set to 1 whether the packet is acknowledged without any
retransmission. Vice versa, it is set to 0 whether the packet is discarded since the
maximum number of retransmission attempts has been reached. Finally, in case
of channel switch, the reward R.< fj ;UNKNOWN >;SWITCH/ is set to zero.

• The transition function T W S � A � S ! Œ0 W 1� is defined as follows, i.e.:

T .< fj ; � >;SENSE; < fj ;IDLE >/ D
ˇj

˛jCˇj

T .< fj ; � >;SENSE; < fj ;BUSY >/ D
˛j

˛jCˇj

T .< fj ;IDLE >;TRANSMIT; < fj ;TRANSMIT >/ D 1

T .< fj ; � >;SWITCH; < fk;UNKNOWN >/ D 1

T .< fj ;UNKNOWN >;SENSE; < fj ;IDLE >/ D
ˇj

˛jCˇj

T .< fj ;UNKNOWN >;SENSE; < fj ;BUSY >/ D
˛j

˛jCˇj
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For all the other input values, the transition function assumes output value
equal to 0. In the equations above, we neglect the impact of channel sensing
errors, and we assume that the next channel fk has already been determined.
In any case, the T matrix is interesting only from the theoretical side, since in
practice we assume that the SUs do not know its values.

We consider three RL-based learning algorithms addressing the JSS prob-
lem, i.e.:

• Q-Learning based: each SU tx
i stores a Q-table for each state/action and updates

it after each TRANSMIT or SENSE action through Eq. 4. Moreover, at the end
of slot k, SU tx

i decides the next action through a probabilistic scheme. The
probability of TRANSMIT or SENSE actions is set through Eq. 6, while the
probability of a SWITCH action is computed as follows:

p.< fj ; � >;SWITCH/ D maxfmax0�v<K;v¤jQ.< fv;IDLE >;TRANSMIT/

� Q.< fj ;IDLE >;TRANSMIT/; �g (15)

Here, the first term of the max operator denotes the maximum gain achiev-
able when switching to a channel different from the current one (fj ), while
the 0 � � � 1 parameter indicates the probability of spectrum explo-
ration. In case a SWITCH action is implemented, another probabilistic step
is executed in order to select the channel: with probability � , a random
value is selected in range f0 : : : Kg; otherwise, the best channel is selected
(the one equal to argmax0�v<K;v¤jQ.<fv;IDLE>;TRANSMIT/�Q.<fj ;
IDLE>;TRANSMIT). The values of the temperature TE (see Eq. 6) and of � are
set to a large initial value, and then progressively discounted at each slot in order
to ensure convergence, but they cannot decrease below predefined minimum
TEmin and �min values. We investigate the impact of the initial temperature value
TE in section “Analysis I: SU-PU Interference Only”.

• Sarsa based: the scheme works similarly to the Q-learning except for the update
rule of the TRANSMIT and SENSE actions, which is based on Eq. 5.

• Information Dissemination Q-Learning based (IDQ-Learning): the scheme
works similarly to the Q-learning. In addition, each SU tx

i shares the information
about its state, action, and received reward, at each slot. All the SU tx

j , j ¤ i

update their Q-values consequently as if the action was performed locally.

Analysis I: SU-PU Interference Only

We modeled the CR network scenario and the RL-based algorithms through the
NS2-CRAHN simulator described in [34]. Unless stated otherwise, we considered
a scenario composed of 20 SU couples (i.e., N=20) and K= 6 licensed channels.
The other parameters are pD=10%, MAX_AT TEMPTS=7, TEini=50, TEmin=5,
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�ini D 80%, and �min D 10%. Each of the six channels exhibits different PU activity
levels (PUL) and PER values, as reported in the table below.

We consider a constant bit rate (CBR) application; each SU tx
i generates a new

packet destined to SU rx
i every 0.005 seconds. The packet length is 1000 bytes.

In this analysis, we assume that each SU does not interfere with other SUs tuned
to the same channel. Hence, the goal of the learning algorithm is to identify vacant
spectrum opportunities over the K channels. We compare the performance of the
three RL-based schemes described in section “RL-Based Problem Formulation”
with those of a non-learning scheme, named Sequential in the following. The
protocol operations of the sequential scheme are straightforward: each SU senses the
channel before any transmission attempt; in case the current channel fj is detected
as busy, the SU switches to channel f.jC1/%K ; otherwise, it transmits one packet
and then senses the channel again.

Figure 8a shows the system throughput when varying the number of transmitting
SUs (N ) on the x-axis. It is easy to notice that all the RL-based algorithms greatly
outperform the sequential scheme. No significant differences can be appreciated
between Q-learning and Sarsa. Vice versa, IDQ-learning provides the highest
throughput, and the gain produced by the cooperation becomes more evident when
increasing the number of involved SUs. This result can be justified as follows: (i) the
RL-based schemes estimate the quality of each channel and then concentrate most
of the SU transmissions on channels 5, 2, and 4 characterized by favorable PUL and
PER values and (ii) on these channels, the RL-based schemes reduce the amount of
sensing actions while still guaranteeing satisfactory PU detection (see next results).
In addition, compared to Q-learning and Sarsa, IDQ-learning guarantees better
exploration and quicker convergence of all the SUs to the optimal state-action policy
(which is equal for all the SUs). This is made evident in Fig. 8b, which shows the
throughout over time, for a network scenario with N=20. Till second 100, both
Q-learning and Sarsa perform poorly because they are performing exploration,
caused by the high values of the TE and � parameters. After second 100, the
throughput of both schemes sharply increases because they exploit more aggres-
sively the learnt policy. In IDQ-learning, the impact of random actions is greatly
mitigated since the exploration phase is shorter: at each round, each SU can receive
N different rewards and hence discounts more quickly the TE and � parameters. At
the same time, the exploration phase is more effective since all the SUs converge to
the same policy guaranteeing the highest throughput. Figure 8c confirms the same
trend of Fig. 8a, by showing the packet delivery ratio (PDR) of the four schemes for
different values of N . The PDR of the sequential, Q-learning and Sarsa schemes
are not affected by N since – in this analysis – we are neglecting the impact of SU
channel contention. The PDR of the IDQ-learning increases with N , again due to
the positive impact of the SU cooperation.

Figure 9a reveals that the PDR and throughput enhancements do not come at
the expense of increased interference caused to the PUs. On the y axis, we show
the PU interference probability, defined as the rate of SU transmissions ending in
state FAIL-PU-COLLISION over the total number of transmissions performed by
the SUs. The Q-learning and Sarsa schemes guarantee a value which is comparable
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Fig. 8 The throughput and packet delivery ratio (PDR) of the sequential and of the RL-based
schemes are shown in (a) and (c), respectively. The throughput over simulation time for N=20 is
shown in (b)

with the performance of the sequential scheme and in any case lower than 2%.
The IDQ-learning exhibits a counterintuitive behavior: the risk of interference with
PUs even reduces when increasing the number of potential interferers (i.e., the
SUs), again thanks to the reward dissemination mechanisms, through which all the
SUs converge to the optimal channel sequence and to the optimal balance between
SENSE and TRANSMIT actions on each channel. To this purpose, Fig. 9b shows
the average frequency rate of each action (different color bars) and on each channel
(on the x axis), experienced by the IDQ-learning (N=20). It is easy to notice that
our learning scheme (i) concentrates most of transmissions on channels 5 and 2
(which are the one most favorable toward the PUs in terms of PUL and PER values)
and (ii) significantly reduces the frequency of sensing actions on channel 5, while
it maximizes sensing on channels 0 and 3 (characterized by high PU activity).
Hence, the graph confirms the ability of the IDQ-learning scheme to learn the
optimal sequence of spectrum opportunities, and the amount of sensing on each
channel, without knowing in advance the PER and PUL values. Finally, in Fig. 9c
we investigate the impact of the initial temperature value (TEini) on the throughput
(on the y1 axis) and on the number of channel switches (on the y2 axis). Again,
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Fig. 9 The PU interference probability over N is shown in (a). The selection rate of the three
actions (TRANSMIT, SENSE, and SWITCH) on each of the K channels and for the IDQ-learning
scheme is depicted in (b). The impact of the initial temperature value (TEini) on the throughput
and on the number of channel switches is shown in (c)

we evaluate the IDQ-learning scheme with N = 20. We can notice that there is an
optimal TEini value (equal to 10 in our case) maximizing the throughput: when
TEini < 10, the exploration phase is too short and hence the optimal policy cannot
be discovered, vice versa when TEini � 10, the impact of suboptimal actions during
exploration becomes significant. On the other side, the number of channel switches
increases proportionally with TEini.

Analysis II: SU-PU and SU-SU Interference

In this section, we complete the analysis by considering also the impact of SU-SU
interference on the system performance. In addition to the channel model presented
so far, a SU transmission might result in state FAIL-SU-COLLISION, i.e., it can
fail due to collisions with other SU transmissions operating on the same channel.
Such collisions can occur despite the utilization of a MAC protocol providing
distributed channel contention orchestration mechanisms (we assume all the SUs



1880 M. Di Felice et al.

follow a CSMA/CA protocol). As a result, SUs cannot merely implement all the
same policy; besides determining the optimal balance of sensing actions, SUs must
also learn the optimal coordinated action, which leads to the optimal allocation of
the SUs to the available frequency. The goal is a hybrid collaborative/competitive
MARL problem; no solutions could be found in the literature for this specific
JSS problem instance, although close problems have been modeled via game
theory-based approaches and distributed collaboration techniques (e.g., the payoff
propagation mechanism described in [52, 53]). Far from determining the optimal
solution, we introduce here an addition RL-based scheme, named distributed
Q-learning, which is based on the frequency maximum Q-value (FMQ) heuristic
[27]. This latter attempts to achieve SU coordination without any explicit policy
exchange and also with minimal extra-storage requirements compared to the basic
SARL techniques. We present the protocol operations in brief:

• Distributed Q-Learning (DistQ-Learning): the protocol works similarly to the
Q-learning scheme described in section “RL-Based Problem Formulation”, with
two significant differences. First, each time SU tx

i performs a TRANSMIT action
on a given channel; it computes a local reward rLi D 1 � #Retransmissions

MAX_ATTEMPTS and
shares it with all the other SUs. By averaging the received rLj values, j ¤ i , each

SU tx
i computes the average network reward rG D

P
0�i<N r

L
i

N
, which is a proxy

for the network throughput. Second, once computing the rG value, each SU tx
i

updates the Q-table for the TRANSMIT action on channel fj by following the
FMQ rule [27], i.e.:

Q.< fj ;IDLE >;TRANSMIT/ D Q.< fj ;IDLE >;TRANSMIT/

C
C i

max.r
G
max; fj /

C i .fj /
� rGmax.fj / (16)

where rGmax.fj / is the maximum global reward observed when SU tx
i is tuned to

channel fj , C i
max.r

G
max; fj / is the number of times such values has been observed,

and C i.fj / is the total number of transmission attempts on frequency fj . As a
result, each SUs pushes its policy toward channels where an optimal network
reward rG is achieved, although no SU keeps track on the global MARL Q-table
nor it makes conjectures about the opponents’ behaviors; the rG value reflects
indirectly the optimality of the joint action performed by the other SUs, and based
on it each SU adjusts its own policy.

In Fig. 10a, b, and c, we compare the performance of the DistQ-learning scheme
against the sequential and the IDQ-learning algorithms previously introduced in
section “Analysis I: SU-PU Interference Only”. We consider the same network
environment of the previous analysis, except for the number of licensed frequencies
(K= 9 instead of K D 6); the channels 7-8-9 have the same PUL-PER profiles
of channels 3-4-5 (see Table 1). Figure 10a shows the network throughput when
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Fig. 10 The throughput and packet delivery ratio (PDR) of the sequential and of the RL-based
schemes are shown in (a) and (c), respectively. The throughput on each of the K D 9 channel, for
N=20, is shown in (b)

Table 1 PUL/PER profiles of the K D 5 licensed channels

Channel index PUL PER PUL profile: < ˛; ˇ > PER

0 High Medium <10,2> 50%

1 Medium Medium <5,5> 50%

2 Low Medium <2,10> 50%

3 High Low <10,2> 10%

4 Medium Low <5,5> 10%

5 Low Low <2,10> 10%

varying the number of transmitting SUs (N ). The throughput values are lower than
Fig. 8a and also decrease with N as a consequence of the SU contention on each
channel. We can notice that the DistQ-learning scheme provides significantly better
performance than the sequential scheme but also than the IDQ-learning scheme.
Using this latter, all the SUs attempt to discover the same policy, i.e., they transmit
on the same channels and balance TRANSMIT and SENSE actions in the same
way. Vice versa, the DistQ-learning aim at achieving implicit coordination among
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SUs through Eq. 16; the SUs learn differentiated policies – at least regarding the
Q-value of the TRANSMIT action on each channel – so that the maximum, network-
wide reward can be achieved. This is also visible in Fig. 10b which shows the
network throughput on each of the K channels, for the three different algorithms
and N D 20. The IDQ-learning scheme concentrates most of the SU transmissions
on channel 8 and 4 (which are the most favorable to SUs for PUL/PER profiles)
but clearly increasing the contention level on those frequencies and hence the risk
of packet losses due to SU-SU collisions. Vice versa, the DistQ-learning scheme
achieves better distribution of the SUs over the available spectrum opportunities,
which also translates into enhancements in terms of PDR, as depicted in Fig. 10c.

Conclusions and Open Issues

In this paper, we have addressed the utilization of reinforcement learning (RL)
techniques in cognitive radio (CR) networks. A twofold taxonomy of the existing
RL-CR studies has been proposed, from a networking perspective and a learning
perspective. The review of the literature has confirmed that RL techniques are quite
popular in RL networking and that they have been applied on several different
use-cases and on dynamic network scenarios, often enhancing the performance of
non-learning-based solutions. At the same time, despite the number of published
papers, we believe there is great room for improvement, since some RL-CR issues
have been only superficially addressed by the academic research. We focus here on
three main research issues:

• Accurate performance evaluation in real-world CR network scenarios. Despite
few experimental works [68, 71, 72], the evaluation of RL-based solutions
have been mainly conducted through simulation studies, in which the spectrum
occupancy pattern is modeled by using well-known probability distribution (like
the exponential [4] or the Bernoulli [56] distributions). However, spectrum bands
might exhibit different complexity of the PU occupancy pattern, based the signal
waveform and regulations of licensed users transmitting on those frequency
[70]. Hence, differentiated RL learning algorithms (e.g., by considering model-
free or model-based approaches, MDP or POMDP frameworks) can be tested
and deployed on different frequencies, also based on the predictability of the
spectrum availability. Additional works based on real-world spectrum traces are
required in order to address this issue.

• Analysis of RL techniques for CR applications with strict QoS network require-
ments. Several multimedia applications pose strict QoS requirements (e.g., the
maximum packet drop rate or jitter for video-streaming services) that must
be continuously met by the network, in order not to affect negatively the
users’ experience. In RL-CR solutions, the SUs must continuously balance the
exploitation and exploration phases during the system lifetime: when the SU
selects random, possibly suboptimal actions, the QoS requirements of the CR
multimedia applications are not guaranteed. Proper techniques that provide effec-
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tive state-action exploration without causing detectable performance degradation
for CR applications with strict QoS network requirements have not designed so
far.

• Enhancement of the learning framework. Most of the reviewed works in the
RL-CR literature provide an accurate modeling of the CR network scenario,
including the operations of the main actors (PUs and SUs); the same level of
complexity cannot be found on the learning part, since in most cases, the RL
framework consists in a straightforward application of model-free algorithms
(Q-learning or Sarsa algorithms overall). However, the RL theory is vast and
is not limited to such results [12]; moreover, it is continuously extended by novel
contributions coming from an active research community [73]. CR networking
can benefit from the novel RL architectures introduced so far: we cite, among
others, the utilization of deep RL techniques (i.e., RL framework enhanced with
artificial neural networks for state-action representation) for better coordination
in distributed scenarios [74] or for more efficient exploration [75].

About the second contribution of this paper, i.e., the application of RL techniques on
joint spectrum sensing and selection problems, the evaluation results have revealed
that the information-sharing schemes can considerably enhance the performance
of RL-based schemes in fully cooperative tasks, like SUs seeking for PU-vacant
channels. Vice versa, in mixed cooperative/competitive tasks, like SUs seeking for
PU-vacant channels and also minimizing their mutual interference, information-
sharing schemes can be counterproductive unless enhanced with distributed coor-
dination strategies. Current and future research activities on the case study include
the convergence analysis in multi-agent scenarios, the implementation of proposed
RL schemes on a small-case test-bed, and the extension of the proposed modeling
approach for the case of partially observable environments.
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Abstract

Cognitive radio (CR) is one of the most intensively researched paradigms in
recent wireless communication systems. The great deal of attention that CR
has attracted can be ascribed to its demonstrated capability to increase spectrum
efficiency and overall network capacity through interference-free spectrum shar-
ing among several wireless communication systems. CR provides intelligence to
wireless networks, enabling users to access multiple air interfaces and select the
most appropriate alternative under varying communication needs and operation
conditions. The potential benefits of CR have not gone unnoticed to many
wireless communication systems, which nowadays have effectively benefited
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from the adoption of CR techniques and operating principles. This chapter
provides an overview on the introduction of CR principles into two prominent
wireless communication systems, namely, mobile and satellite communication
networks. A detailed discussion is provided on the background and motivation
for the adoption of the CR technology and how CR techniques have been
introduced in these two systems. A brief discussion is also provided on the adop-
tion of the CR technology in other wireless communication systems, including
military communications, public safety and emergency networks, aeronautical
communications, and wireless-based Internet of Things. This chapter is aimed at
illustrating the practical implementation of the theoretical CR principles widely
discussed in the literature.

Keywords
Cognitive radio � Dynamic spectrum access � Mobile communications �
Satellite communications

Introduction

While the concept of cognitive radio (CR) [39] in its broadest sense can find a
wide range of applications in wireless communications, dynamic spectrum access
(DSA) [3] is certainly the most popular one (as a matter of fact, the term
CR is often used to refer to DSA). The main motivation for the development
of DSA/CR is to overcome the conflicts between spectrum demand growth and
spectrum underutilization arising from legacy static spectrum allocation policies.
This spectrum access paradigm allows several wireless communication systems
to coexist in the same region of the spectrum, thus enabling a more efficient
exploitation of the available spectrum resources. The potential benefits that the CR
technology can bring into a broad variety of wireless communication systems have
not gone unnoticed by academia, industry, and regulatory bodies, which over the last
years have constantly explored new ways to introduce the principles of CR and DSA
into existing wireless communication networks. This chapter provides an overview
of how CR principles and techniques have been adopted in wireless communi-
cation systems. Two prominent examples have been selected to this end, namely,
mobile communication networks (section “Mobile Communication Networks”) and
satellite communication networks (section “Satellite Communication Networks”).
This chapter discusses the background and motivation for the introduction of CR in
these systems and how CR techniques have been adopted by different standardized
technologies, which illustrates the practical implementation in real deployments
of the theoretical CR principles widely discussed in the literature [34]. The
adoption of the CR technology in other wireless communication systems is briefly
discussed as well (section “Cognitive Radio in Other Wireless Communication
Systems”).
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Mobile Communication Networks

Mobile communication systems have always experienced an ever-increasing capac-
ity demand since the early days [30]. The replacement of the first generation (1G) of
analogic devices with digital handsets based on the second-generation (2G) global
system for mobile communication (GSM) standard [15] unleashed a worldwide
expansion of mobile communications to the general public and the creation of a
mass market for mobile communications. The decade following the deployment of
GSM networks witnessed an astonishing increase in the number of subscribers to
the mobile service that has never decreased. The third-generation (3G) universal
mobile telecommunications service (UMTS) standard [16] introduced true data
services in mobile networks for the first time and represented the beginning of a
race to increase the network capacity in response to the sustained increase in the
number of subscribers as well as the introduction of more demanding data-hungry
services. This trend can be clearly appreciated by comparing the requirements
set for the fourth-generation (4G) long-term evolution (LTE) standard [17] and
the fifth-generation (5G) systems: while 4G radio requirements [10] were set at
peak data rates of 100 Mbit/s in downlink and 50 Mbit/s in uplink in a 20 MHz
bandwidth (which required a spectral efficiency of up to 5 bit/s/Hz, i.e., 2–4 times
greater than that of UMTS Release 6), the 5G radio requirements [13] have been
set at peak data rates of 1 Gbit/s in downlink and 500 Mbit/s in uplink (for indoor
hot spots) and 50 Mbit/s in downlink and 25 Mbit/s in uplink (for outdoor macro-
environments), with prospective field (i.e., not theoretical maximum) peak data rates
of up to 10 Gbit/s being widely accepted in the industry community. This continuous
increase in traffic demand has strained mobile operators, which have been forced to
find new ways to increase the network capacity.

The capacity of a wireless communication system can be increased by achieving
higher spectrum efficiency, denser network deployments, and obtaining more
spectrum resources. All three approaches have been exploited in different ways by
mobile network operators, some of which are summarized below.

• More spectrum efficiency. This approach is aimed at increasing the number of bits
transmitted per time and spectrum unit (i.e., bit/s/Hz) by means of innovative
physical layer solutions. This includes new modulation and coding schemes
such as orthogonal frequency-division multiplexing (OFDM) or filter bank
multicarrier (FBMC) which can reduce the space between modulated subcarriers
[9, 38], multiple antenna techniques such as massive MIMO (multiple-input
multiple-output) [22], full-duplex radios [32,41] which can transmit and receive
simultaneously in the same time and frequency thus potentially enabling (in
theory) an increase in the spectrum efficiency by a factor of 2, non-orthogonal
multiple access techniques [7] which use the power domain to separate signals
from each other (high-power signals can be isolated to be detected and then
cancelled out to leave the low-power signals), or orthogonal polarizations used to
transmit different data streams (however, the radio propagation environment can
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modify the polarization of the signal components and cause mutual interference).
Research in this area has been intensive, and the current state of the art has closely
approached the well-known Shannon limit [43], which represents an upper bound
on the maximum attainable spectrum efficiency. This suggests that this approach
has almost hit the performance wall and the room for further improvements
appears to be limited [8].

• More dense network deployments. This approach is aimed at increasing the
spatial reutilization of spectrum resources by means of network densification.
A basic method to increase the capacity of a cellular network is to reduce
the radius of coverage (size) of each cell [30], since a more dense reuse
of the available frequencies over shorter distances enables a higher density
of subscribers. While the 2G GSM system was designed for macro-cell radii
of up to 35 km, subsequent generations have targeted progressively smaller
coverage areas such as microcells (few kilometers), picocells (few hundreds
of meters), and femtocells (few tens of meters) [35]. This trend has led to
heterogeneous scenarios with overlaying cells of different sizes, which has made
necessary the development of more complex inter-cell interference coordination
(ICIC) mechanisms [25], in particular with the introduction of more aggressive
frequency reuse patterns (e.g., fractional frequency reuse and single-frequency
networks). The extent to which a network can be densified is theoretically upper
bounded [14]; however, such limitation can be overcome with the introduction
of beamforming techniques, which can reconfigure the antenna radiation pattern
in order to target specific user locations and minimize interference in other
directions.

• More spectrum resources. This approach provides more network capacity by
making new spectrum available. The amount of additional spectrum that can
be gained at higher frequencies is virtually unlimited and only constrained
by the ability of the available technology to efficiently transmit and receive
signals at such high frequencies. One option to realize this approach is the
exploitation of new high-frequency bands in the region of millimeter waves
(typically 10 GHz and above) [33]. These bands can provide unprecedented large
amounts of spectrum and therefore offer the potential to achieve extremely high
network capacity. However, several important challenges need to be overcome.
Propagation characteristics at such high frequencies not only limit the application
of these bands to short-range communications but also pose new challenges for
the design of network protocols and radio resource management methods to cope
with unreliable links that can drop frequently and unexpectedly. Moreover, the
equipment for use at these high frequencies is typically more expensive. As a
result, in parallel with this alternative, the idea of opportunistically exploiting
unused spectrum at lower frequencies with better radio propagation conditions
(below 6 GHz) has recently gained interest from both industry and academia.
The principle of DSA based on the CR paradigm in the context of mobile
communication systems has led to several initiatives, which are presented in the
following sections.
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Spectrum Coexistence in Licensed Bands

The main initiatives for spectrum coexistence of mobile communication systems in
licensed bands are the licensed shared access (LSA), which is focused on the sharing
of the 2.3 GHz band in Europe, and the spectrum access system (SAS), which is
focused on the sharing of the 3.5 GHz band in the USA [40]. These initiatives allow
licensed spectrum to be used by more than one entity and provide the means for
mobile networks to increase their capacity through additional spectrum in bands
originally licensed to other systems. Mobile network operators can combine the new
spectrum obtained from these bands with their own licensed spectrum by means of
carrier aggregation techniques [57].

LSA was envisaged as a means to provide access to licensed spectrum bands
that otherwise would not be possible in some European countries [29]. LSA defines
a framework to enable (rather than enforce) spectrum sharing between a license
holder or incumbent (tier 1) and an LSA licensee (tier 2) whereby the license
holder agrees to grant exclusive use of part of its licensed spectrum at a given
time and location (likely on a long-term basis, typically 10 years or more). The key
features of LSA are that it is voluntary (this framework enables but does not enforce
spectrum sharing), licensed (spectrum sharing takes places under an agreed license),
and exclusive (the licensee is guaranteed exclusive access to the new spectrum).
The LSA framework also guarantees the protection of the incumbent system and
its use of the spectrum. A particular case of LSA is authorized shared access
(ASA), which refers to spectrum sharing between an incumbent system (other than
a mobile communication system) and a mobile communication system. As a matter
of fact, the main use case for the LSA technology is the extension of the capacity
of cellular mobile communication systems in the sub-6 GHz band in Europe. LSA
allows 3GPP LTE mobile networks to be operated on a licensed shared basis in the
2300–2400 MHz band (3GPP LTE band 40) along with incumbents such as military
stakeholders or professional video camera services, among others [40].

The SAS technology relies on the same principle as LSA but refers to the use
case in the US market, where the so-called citizens broadband radio service (CBRS)
network, such as an LTE network, is operated on a licensed shared basis in the 3550–
3700 MHz band (3GPP LTE bands 42–43). The main difference with respect to LSA
relies on the available spectrum slots based on a three-tier hierarchy (as opposed to
the two-tier hierarchy of LSA). Licensed 10 MHz spectrum slots (up to 70 MHz)
are only available in parts of the entire band (3550–3650 MHz) for the second tier
priority access license (PAL) users, while the third tier general authorized access
(GAA) users are guaranteed at least 80 MHz of spectrum throughout the 3550–
3700 MHz band. The third tier (GAA), which does not exist in LSA, is intended
for “Wi-Fi-type systems” and therefore not protected from interference; the second
tier (PAL) is protected from GAA, and the first tier (incumbents) is protected from
all users.

While LSA and SAS share some common features, there are differences as well.
LSA relies on a central database that is populated by incumbents with accurate
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Table 1 Comparison between LSA and SAS

LSA SAS

Geographic domain Europe United States

Frequency band 2.3 GHz (2300–2400 MHz) 3.5 GHz (3550–3700 MHz)

3GPP LTE band 40 3GPP LTE bands 42–43

Spectrum awareness Central database populated by
incumbents

Spectrum sensing plus exclusion/
protection zones

Tiers Tier 1: Incumbent Tier 1: Incumbent

Tier 2: LSA licensee Tier 2: PAL

Tier 3: GAA

Incumbents Country-dependent (e.g.,
military stakeholders,
professional video cameras)

Military services (e.g., radars) around
coastal areas

information on spectrum usage over space and time. This database is used to either
grant access to an LTE network or request to vacate specific bands through an
LSA controller. On the other hand, SAS relies on spectrum occupancy information
obtained from spectrum sensing combined with the definition of exclusion and
protection zones around coastal areas, where SAS incumbents (mostly military
services) are operated. It is worth noting that both systems (LSA and SAS) are
defined for specific frequency bands but can be applied to other bands as well.
Table 1 summarizes the main features of both systems.

Spectrum Coexistence in Unlicensed Bands

The most popular initiatives for spectrum coexistence of mobile communication
systems in unlicensed bands are LTE unlicensed (LTE-U), licensed assisted access
(LAA), and MuLTEfire [26, 27, 49, 59]. These initiatives are designed to operate
in the unlicensed 5 GHz band (5150–5925 MHz), which is also known as the
unlicensed national information infrastructure (U-NII) band (3GPP LTE bands
46–47) and is mostly utilized by radar systems and wireless local area networks
(WLAN) based on IEEE 802.11a/g/n/ac (WiFi networks). Both LTE-U and LAA
operators will typically employ the dedicated licensed spectrum as the primary
carrier for signalling traffic (i.e., control channels) and provide data services with
high QoS requirements, while a secondary set of carriers in the unlicensed spectrum
will be added by means of carrier aggregation techniques to provide data services
with less demanding QoS requirements.

LTE-U (standardised in 3GPP LTE Releases 10/11/12) was designed for quick
launch and deployment in countries that do not require the implementation of the
listen-before-talk (LBT) technique (e.g., USA, South Korea, India, and China). This
allowed existing LTE systems to operate in unlicensed spectrum with no changes
to the air interface protocol by simply exploiting mechanisms provided by the
standard. LAA (standardised in 3GPP LTE Release 13) was introduced to allow
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spectrum coexistence in unlicensed bands in countries where the implementation of
the LBT protocol is required (e.g., Europe and Japan). The third variant of LTE
in unlicensed bands, MuLTEfire, was designed as a stand-alone version of LTE
for small cells relying exclusively on unlicensed spectrum as the primary and only
carrier.

LTE-U was developed by the LTE Forum (established in 2014) with the aim to
exploit the latest 3GPP LTE features to enable operation in unlicensed frequency
bands. The approach of LTE-U was not to introduce changes to the standard, which
would have required a long development time, but instead adapt the existing features
provided by the standard so that operation in unlicensed bands could be enabled
within a short time frame. Three main simple mechanisms are exploited by LTE-U
to operate in unlicensed bands (see Fig. 1):

• On-off switching: In order to minimize interference to other users within the
unlicensed band, transmissions in the unlicensed spectrum are performed only
when needed. If the LTE traffic load exceeds a certain threshold and there
exist active users within the unlicensed spectrum band, then the carrier in the
unlicensed band is turned on to offload LTE traffic. On the other hand, when the
main (licensed) carrier of the LTE network operator is sufficient to manage the
traffic demand (or when there is no active user within the unlicensed band), then
the carrier in the unlicensed band is turned off. This mechanism is referred to as

Traffic load
>

threshold?

Unlicensed carrier OFF
Use main carrier only

No

Unlicensed carrier ON
Channel selec�on

Yes

Idle channel 
found?

Full duty cycle

Yes No

CSAT

Fig. 1 LTE-U operation
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opportunistic supplementary downlink (SDL) since LTE-U only uses unlicensed
spectrum for additional downlink capacity.

• Carrier selection: The LTE base station scans the unlicensed spectrum and
monitors the power level in each available channel. An unused channel will
eventually lead to a low measured power and therefore to a low prospective
interference if the LTE network operates in that channel. Based on this premise,
the channel with the lowest detected signal power is selected. Since the sources
and types of interference in an open unlicensed band are unknown, the power
level is measured based on energy detection. Power measurements are usually
performed both at the beginning power-up stage and later on periodically during
active transmission (typically every 10 s). If interference is detected, LTE-U will
attempt to switch to other channels with lower interference levels.

• Carrier-sensing adaptive transmission (CSAT): When no unused channel is
found within the unlicensed spectrum, an active channel is selected. The CSAT
mechanism allows LTE systems to share an active channel with other users on a
time-division multiplex (TDM) basis as illustrated in Fig. 2. The LTE base station
senses periodically the channel (for a relatively long period that can be anywhere
between 0.5 and 200 ms) to determine if a signal is present (typically using an
energy detection principle with a decision threshold of �62 dBm). Based on the
detection result, CSAT will adjust the transmission duty cycle by deciding for
how many frames the LTE system will transmit or remain quiet. If low channel
activity is detected during LTE off periods, the duty cycle will be increased and
vice versa (within some constraints of minimum and maximum durations for LTE
on/off periods). During the LTE transmission periods, LTE accesses the channel
without performing sensing; however, it regularly leaves some short transmission
gaps to allow for latency-sensitive Wi-Fi services.

The distributed coordination function (DCF) used by Wi-Fi devices to access
the channel includes a clear channel assessment (CCA) mechanism which dictates
that the channel can only be accessed if it has been idle for a certain period.
Moreover, Wi-Fi devices will vacate the channel if a collision is detected during the
transmission, after which they will enter a back-off mode where they will wait for
a random time before a new transmission is attempted. As a result of this channel

Channel

LTE OFF period LTE ON period LTE OFF period LTE ON period

WiFi nodes compete for the medium,
LTE estimates channel load for 

calculation of on/off periods

LTE transmits leaving short gaps for 
WiFi latency-sensitive traffic

Fig. 2 Example of coexistence between LTE-U and WiFi [36]
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access protocol, the performance of Wi-Fi users can be severely degraded by the
presence of LTE-U users monopolizing the unlicensed spectrum.

LAA was developed and standardized by 3GPP in Release 13 with the aim
to enable a fair coexistence between LTE and Wi-Fi. Fairness is defined as the
capability of LTE “to not impact WiFi services more than an additional WiFi
network on the same carrier, with respect to throughput and latency” [11]. An LBT
mechanism with random back-off and a variable contention window size, similar to
that of Wi-Fi, was introduced as the main means to enable such fair coexistence.
The main idea to prevent LTE users from monopolizing the spectrum is to first
sense the channel (based on energy detection) and transmit only if the medium
is sensed to be idle for a minimum period of time. This process is referred to as
clear channel assessment (CCA), and the LBT mechanism includes both initial
and extended CCA (see Fig. 3). The back-off mechanism is designed to avoid
collisions when two or more nodes sense the channel as idle and transmit at the
same time. The back-off counter N is randomly drawn from a uniform distribution
within a dynamic contention window (CW), which is increased exponentially (up
to a predefined maximum value) when a collision is detected (typically when at
least 80% of the HARQ reports indicate erroneous transmission) and reset (to a
predefined minimum value) when the transmission is successfully completed. The
required N idle slots do not need to be contiguous; however, when a busy slot is
detected, the back-off process is suspended until the channel has been idle for at
least a predefined extended defer period, after which the counter can be decreased
again with each idle slot. As a result of this channel access protocol, LTE behaves
similarly to Wi-Fi as illustrated in Fig. 4, which leads to a fair coexistence as defined
in [11].

In 3GPP LTE Release 13, where the use of unlicensed spectrum is supported for
downlink only, the eNodeB follows the procedure shown in Fig. 3 for transmission
in the physical downlink shared channel (PDSCH). An enhanced-LAA (eLAA)
version that supports transmission in the uplink, via the physical uplink shared
channel (PUSCH), was introduced in 3GPP LTE Release 14, which enables the user
equipment to access the unlicensed spectrum following a largely similar procedure.

There exist specific regulations in many countries that prevent from continuous
transmission. As a result, LTE operators cannot transmit in unlicensed spectrum
for unlimited periods of time. When a transmission opportunity arises, LTE can
transmit for a predefined amount of time, after which the channel has to be vacated
even if there are more data to transmit. This resembles the behavior of Wi-Fi nodes,
which utilize the channel for a limited time to allow for medium access competition.
3GPP introduced four different priority classes for LAA (the smaller the priority
class number, the higher the priority). The maximum channel occupancy time for
the commonly used category 4 LBT is typically 10 ms. Certain countries may have
additional requirements (e.g., for LAA operation in Japan, the eNodeB should sense
the channel to be idle after every 4 ms of transmission). To allow for a more flexible
access to the unlicensed spectrum, LAA has a slightly different frame structure
(Type 3). This frame is also based on ten 1 ms subframes; however, transmissions
do not necessarily start or end at the boundary of a subframe [12].
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Fig. 3 LAA operation [11]

Table 2 summarizes the main features of LTE-U and LAA. A related technology
is LTE-WLAN aggregation (LWA), introduced in 3GPP LTE Release 13 to enable
mobile terminals equipped with LTE and Wi-Fi employ both links simultaneously
through the LTE dual connectivity architecture introduced in Release 12 (but using
a Wi-Fi access point instead of an LTE secondary base station) and aggregate the
data traffic of both links at the radio access network level (instead of aggregating
the traffic at the core network level through the interfaces introduced in Release 8).
Unlike LTE-U and LAA, in LWA, there is no spectrum coexistence between LTE
(operating in licensed spectrum) and Wi-Fi (operating in unlicensed spectrum), and
CR techniques are therefore not applicable in this case. In general, LWA provides a
performance comparable to that of LAA (which outperforms LTE-U as a result of
the fair coexistence with Wi-Fi networks enabled by the LBT mechanism).
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Fig. 4 Example of coexistence between LAA and WiFi [36]

Table 2 Comparison between LTE-U and LAA

LTE-U LAA

Geographic domain Countries that do not require
LBT
(US, South Korea, India, China)

Countries that do require LBT
(Europe, Japan)

Frequency band 5 GHz (5150–5925 MHz) 5 GHz (5150–5925 MHz)

3GPP LTE bands 46–47 3GPP LTE bands 46–47

Spectrum awareness Sensing (energy detection) Sensing (energy detection)

Incumbents IEEE 802.11 WiFi networks IEEE 802.11 WiFi networks

Release (operation mode)a Rel. 10–12 (downlink only) Rel. 13 (downlink only)
Rel. 14 (downlink and uplink)

Coexistence mechanisms On-off switching
Carrier selection
CSAT

Carrier selection
LBT (WiFi-like)

aBoth use the licensed spectrum as the primary carrier and are backward-compatible with Rel. 9

Other Applications in Mobile Communication Networks

The increase of the mobile network capacity by exploiting unused spectrum in other
(licensed and unlicensed) bands is not the only application of CR techniques in the
context of mobile communications. CR principles can be exploited in other contexts
and scenarios as well. CR has the potential to provide simple solutions to overcome
some of the challenges faced by mobile communication networks and improve the
effectiveness and efficiency of already existing solutions [20].

The trend of network densification (i.e., the deployment of cells with smaller
coverage areas as a means to increase network capacity) has resulted in hetero-
geneous network scenarios where macro-, micro-, pico-, and/or femtocells coexist
in the same area and typically in the same spectrum as well. The application of
CR principles in the context of femtocells has led to the concept of cognitive
femtocells, which has received significant attention. Femtocells are consumer-
deployed access points designed to provide low-power short-range broadband
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coverage at homes, offices, public hotspots (e.g., airports, malls), and other indoor
scenarios. Femtocell access points (FAPs) are connected to the operator’s network
through broadband wired connections or wireless backhaul links and can therefore
be seen as gateways for indoor terminals. The deployment of FAPs is carried out
by the customer and is therefore uncoordinated (i.e., without network planning),
which usually leads to potential cross-layer interference with the macrocell as well
as co-layer interference with other femtocells. Traditional solutions include the use
of coordinated resource allocation schemes (which is in general challenging due
to the lack of a direct communication interface defined between the femtocell and
macrocell access points) and static or dynamic frequency reuse schemes (where
different portions of spectrum are allocated to macro-/femtocells, which usually
results in sub-optimum exploitation of the spectrum resources). The limitations of
both approaches can be overcome with the adoption of CR techniques in the FAPs,
thus leading to a dynamic spectrum coexistence scenario where the femtocell plays
the role of a cognitive (secondary) system accessing opportunistically the spectrum
of the incumbent (primary) macrocell without generating harmful interference. This
approach results in a more efficient exploitation of the spectrum than frequency
partitioning methods, without the need of direct coordination mechanisms between
femtocells and macrocells or other femtocells. The femtocell can sense the spectrum
to detect free channels not used by the macrocell or another femtocell (which
can be performed by the FAP to remove the need of additional infrastructure as
well as battery life issues in mobile terminals), select the carrier frequency that
best suits the requirements of the femtocell users, and exploit the free carrier
using either interweave or underlay techniques, depending on the detected spectrum
activity, tolerable interference levels, and user traffic requirements [54]. Cognitive
femtocells can observe the surrounding radio environment and adapt dynamically to
exploit spectrum opportunities and avoid co-layer and cross-layer interference in a
manner that is transparent to the macrocell. This approach enables an uncoordinated
deployment of femtocells while allowing an efficient exploitation of the spectrum
allocated to the mobile communication network, without having to resort to
additional spectrum bands. Alternatively, under high traffic demands, femtocells can
exploit the cognitive capabilities to access other spectrum bands (e.g., Wi-Fi bands
using LTE-U/LAA techniques).

Another area of application of CR in mobile communications is in device-to-
device (D2D) communications. D2D was introduced in 3GPP LTE Release 12 to
enable nearby mobile terminals establish a direct communication link, bypassing
their corresponding cellular base station. By enabling a low-power direct D2D link
instead of a higher-power dual-hop link through the base station (uplink/downlink),
the D2D concept can reduce congestion and improve radio resource utilization and
spectral efficiency at the base station, reduce interference at the macrocell, and
improve latency and power consumption at mobile terminals. While the network
may be aware (even take control) of D2D links, it is in network-unaware D2D links
where CR can unleash its full potential by allowing mobile terminals detect the
proximity of the other terminals, sense the spectrum to find suitable frequencies for
the establishment of D2D links, and reconfigure the operation parameters to allow
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opportunistic use of the spectrum [42]. Cognitive D2D communications can enable
efficient radio resource utilization and interference management among coexisting
cellular and D2D users with limited or no intervention from the cellular base station.

With the advent of the Internet of Things (IoT), mobile communication networks
have emerged as one of the main connectivity technologies. In this context, the
narrowband IoT (NB-IoT) was standardized by 3GPP in Release 13 to enable a wide
range of IoT devices to be connected using LTE networks. The NB-IoT technology
has been designed to coexist with standard LTE users in the spectrum allocated to
LTE (using the same radio resource block bandwidth of 180 kHz) where LTE used
to operate exclusively. This can lead to interference problems between LTE and NB-
IoT carriers when only some base stations are NB-IoT-capable. While the adjacent
channel interference may be negligible [53], low-power NB-IoT devices may be
affected by strong co-channel interference from base stations that are LTE-capable
only. CR techniques can also be exploited in this context to mitigate this harmful
interference (e.g., by means of selective LTE resource blanking [37]).

Satellite Communication Networks

Satellite communication networks are nowadays fundamental to meet the chal-
lenging objectives of future fast broadband access for everyone. Their inherently
large coverage footprint makes them the ideal candidate to reach areas where the
deployment of wired and wireless networks is not economically feasible. While
satellite communications may be better known to the general public for direct-to-
home (DTH) interactive video broadcasting services, they have certainly found a
broader range of applications in market niches such as land mobile, aeronautical,
maritime, transports, military, and rescue and disaster relief.

Similar to the evolution of mobile communication networks, satellite commu-
nications have also suffered a substantial increase in traffic and capacity demands
over recent years. This has historically been addressed with the gradual optimization
of the single-user satellite link by means of more spectrum-efficient technologies,
for instance, the different families of the digital video broadcasting (DVB) standard
(DVB-S, DVB-SH and DVB-RCS). This process is well documented in the existing
literature. Given that the current state of the art has closely approached the well-
known Shannon limit [43] and further improvements usually provide incremental
performance enhancements, satellite communication research has recently shifted
toward multiuser communication techniques, many of which have already demon-
strated great potentials for performance improvements in the context of terrestrial
communications. In line with this trend, the introduction of CR techniques is
currently inspiring the next generation of satellite communication systems.

While the application of CR principles to terrestrial communication networks
has been investigated for over a decade, it has not been until more recently that the
potential benefits that CR techniques may bring into satellite communications have
started to be explored. Flexible spectrum utilization is a cornerstone for the efficient
exploitation of the scarce spectrum resources, and CR techniques have broadly
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demonstrated their potential benefits in the context of terrestrial communication
networks (e.g., more efficient exploitation of the scarce spectrum resources, rollout
of new and optimized services at lower costs for the end user, or new revenue
streams for operators from secondary services). Future satellite communication
systems may also benefit from the capability to access spectrum opportunities in
frequency bands other than the dedicated licensed spectrum. CR techniques can be
implemented in satellite communications to enable spectrum sharing and provide its
associated benefits by effectively managing interference.

Long-term persistent interference from terrestrial or other satellite systems
pose a major challenge to satellite operators as interference has a significant
impact on the obtained revenues. In this context, CR techniques can help relieve
interference. Certain types of interference may be difficult to mitigate by the
introduction of CR techniques. This is the case of cross-polarization interference,
which is typically caused by misaligned antennas, incompatible modulation types in
opposite polarizations, or sometimes inappropriate training of the operators. Given
its inherent nature, CR techniques can provide limited benefits in the relief of cross-
polarization interference, which is solved by addressing the source of interference
(usually a time-consuming and labor-intensive task). However, CR techniques can
help relieve interference in scenarios of spectrum coexistence. This interference can
occur from or to terrestrial fixed or mobile services and other satellites or satellite
constellations in both geostationary and non-geostationary orbits (GSO/NGSO).
Adjacent satellite interference is usually accidental and caused by inadequate
coordination between systems. While this type of interference can be solved
between satellite operators, CR techniques can be introduced as a countermeasure
to mitigate its consequences. Interference between terrestrial and satellite services
can be more severe and depends on the considered frequency band, geographic
region, and enforced regulatory framework. For example, interference is in general
lower in DTH markets in developed countries than in very small aperture terminal
(VSAT)-oriented markets, while it is currently low (but increasing) in the Ka band
and higher in the Ku and C bands. An interesting and useful application of CR
solutions in this context is the use of dynamic adaptation methods for interference-
free dynamic spectrum sharing in order to exploit unused or underused frequency
bands assigned to other (satellite or terrestrial) services on an incumbent/primary or
secondary basis.

Satellite Bands of Interest for Cognitive Radio

Satellite communication systems operate over a wide range of spectrum bands.
Several beneficial applications of CR principles have been identified in the
Ka (27–40 GHz), Ku (12–18 GHz), C (4–8 GHz), and S (2–4 GHz) bands [4, ch.
10]. Some characteristics as well as the motivation for introducing CR techniques
for spectrum sharing in these bands are reviewed in this section. The exploration
of the potential applications and benefits of CR techniques at higher frequencies
such as the Q (35–50 GHz), V (40–75 GHz), and W (75–110 GHz) bands has
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Table 3 Satellite bands of interest for cognitive radio

IEEE designationa Frequency range Motivation for the introduction of CR

Ka band 27–40 GHz Capacity extension through secondary
cognitive access to adjacent spectrum

Ku band 12–18 GHz Capacity extension and exploitation
of fragmented spectrum

C band 4–8 GHz Capacity extension and mitigation
of interference from LTE/WiMAX

S band 2–4 GHz Capacity improvement through mitigation of
intra-system (satellite/ground segments) and
inter-system (UMTS) interferences

aIEEE Standard Letter Designations for Radar-Frequency Bands (IEEE Std 521-2002)

been suggested as well; however, most of the interest has mainly focused on
lower frequencies, and these are therefore the bands considered in this section
(see Table 3).

As a result of the long-standing demand of broadband via satellite from users
out of reach to high-speed terrestrial networks, a general trend in the evolution
of satellite communications has been the migration of systems and services to
higher-frequency bands, where larger portions of contiguous spectrum can be
found, in order to deploy the so-called high-throughput satellite (HTS) systems
(communication satellites that can provide at least twice the total throughput of
a classic FSS satellite for the same allocated spectrum, although in practice, this
is typically exceeded by a factor of 20 or more). One advantage of the Ka band
over lower-frequency bands (Ku, C, S) is the possibility to exploit higher-frequency
bands with smaller spot beam cell sizes and higher degrees of frequency reuse
(i.e., reuse of the allocated frequency band several times over the coverage area,
similar to cellular networks in the terrestrial domain), which enables a more efficient
exploitation of the available frequency resources and therefore an increase of the
overall system capacity and a reduction of the cost per bit per second per Hertz.
Consequently, the use of the Ka band has been targeted by the majority of satellite
operators as a technical pathway to deliver high capacity services at economically
affordable and sustainable rates. The Ka band is nowadays populated by HTS able
to deliver maximum throughput rates typically between 70 and 100 Gbit/s over
contiguous coverage areas ranging from small to regional and even continental
scales. The increasing attention received by the Ka band and the perspective
of broadband satellite applications motivate the additional use of some adjacent
spectrum in the Ka band as a means to extend the overall satellite capacity in this
band and further drive down the cost per bit per second per Hertz. This adjacent
spectrum may be accessed on a cognitive/opportunistic basis through the adoption
of CR techniques.

The Ku band is used extensively for DTH applications (in particular the
downlink), and the current trend is an increase in the capacity demand (by a factor
of around 1000 transponder equivalents over a 10-year period) mainly driven by
DTH and VSAT services, followed by mobility and video distribution services.
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Within the heavily exploited Ku spectrum, an additional issue is the fragmented
use due to interference or other reasons. CR techniques are well suited to exploit
and share non-contiguous regions of the spectrum and therefore become a natural
(and promising) candidate to cater for the increasing capacity demand in Ku band.

The C band is significantly less affected by rain and humidity than the Ka and
Ku bands, which results in better radio propagation conditions. The atmospheric
fading conditions are excellent for highly reliable, weather-independent links over
very large coverage areas (at continental and intercontinental scales) with very high
availability rates. This band has traditionally been used by satellite communication
systems extensively and is still appreciated for satellite service deployments, which
include mainly point-to-point and point-to-multipoint links for IP backbone connec-
tions. The bandwidth required for backhaul, trunking and professional services, and
the continuously increasing bit rates of digital video distribution services provided
in the C band are expected to push the required capacity in this band. This challenge
has traditionally been addressed by means of new combinations of wide beams,
spot beams, and frequency reuse patterns along with enhanced connectivity options
between beams and new improvements of antenna technologies. In this context,
the adoption of CR principles can provide a new dimension for further capacity
enhancements. However, it is in the management of interference in the C band where
the introduction of CR techniques can unleash its full potential and provide the most
significant improvements. Despite the robustness under all atmospheric conditions,
the current deployments found in the C band are very sensitive to interference
and, as a result, are facing numerous challenges to provide reliable and efficient
services to the standard required by the customers. Given the high imbalance of
power levels between satellite and terrestrial signals, any terrestrial interference
toward satellite systems has a strong negative impact on the satellite signal quality
and the resulting end-user QoS. The relatively recent deployment of LTE cellular
services and broadband wireless access (BWA) systems such as WiMAX in the so-
called extended C band (3.4–3.6 GHz) has led to severe interference problems on
C band satellite systems. The extended C band was globally allocated to IMT-2000
cellular services on an incumbent basis with no real system impact considerations
(or insufficient analysis) and without protection to satellite communications, which
has led to numerous interference concerns for satellite operators as well as reported
coexistence problems with LTE, in particular for transmissions into low elevation
angles for GSO satellite links. Moreover, the presence of WiMAX signals, which
typically operate at power levels approximately 40 dB higher than satellite signals,
has resulted in problems of obliterating in-band interference, harmful interference
from out-of-band emissions, and blocking of signals resulting from saturation of the
low-noise amplifiers used by satellite receivers. Typical countermeasures employed
to date in order to mitigate the negative impact of terrestrial interference include
the increase of separation distances, use of larger dishes (antennas) at the receivers,
and deployment of new expensive filters or other hardware upgrades of the end-user
equipment. Unfortunately, the technology available today may not be able, in some
cases, to mitigate completely the interference, in particular when it comes to high
data rate services requiring very high signal-to-noise ratios. In exceptional cases,
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this has required spectrum refarming from regulators and price reductions from
operators given the inability to provide suitable levels of service to the customers.
Such interference problems (mainly in the reception of digital TV) led some
Asian countries (Philippines, Indonesia, Malaysia, Vietnam) to refuse or withdraw
WiMAX licenses in the extended C band, while European regulatory regimes have
started to review more strictly licenses in the lower part of the C band. However, with
LTE and WiMAX services already deployed in the extended C band, the damage
has already been caused, which claims for novel technological solutions to mitigate
the existing interference problems. In this context, CR emerges as a promising
solution given its demonstrated ability to manage and control interference through
several techniques, mechanisms, and protocols. The introduction of CR techniques
is expected to significantly relieve interference problems in the C band and relax
the demanding requirements currently imposed on other interference-mitigating
techniques. An adequate interference mitigation in C band is relevant not only
for the coexistence of satellite systems in this band with LTE/WiMAX terrestrial
systems but also for many other satellites that today operate in other higher-
frequency bands but carry out telemetry, tracking, and control (TTC) operations
in C band.

The S band is typically populated by hybrid networks composed of a satellite
segment and a complementary ground segment, both of which may be integrated and
coordinated by the same operator to provide holistic service coverage and delivery
over urban, suburban, and rural areas but may utilize potentially different broadcast
and interactive technologies in the space and terrestrial segments. The frequency
planning of these networks is quite complex and requires a careful consideration
not only of the potential intra-system interference between satellite and ground
segments (a problem usually worsen by the presence of mobile user terminals in
the ground segment) but also the potential inter-system interference arising from
3G UMTS cellular deployments in adjacent spectrum allocations, which are heavily
used in Europe and other regions. CR techniques can find several useful applications
in this context as a tool to mitigate both intra- and inter-system interferences and
increase the overall system throughput. Either the satellite or complementary ground
segment can be the primary/incumbent part of the integrated network, while the
other segment plays the role of a secondary/cognitive network, or the fixed part
of the network acts as primary/incumbent, while the mobile terminals dynamically
adapt the forward and return links to the changing interference scenario on a
secondary/cognitive basis.

Spectrum Coexistence Scenarios

Several scenarios in satellite communications offer the potential for flexible spec-
trum sharing and interference mitigation through the adoption of CR techniques.
Some possible application areas include the secondary use of satellite spectrum by
terrestrial systems, satellite systems as cognitive secondary users of the terrestrial
spectrum, extension of terrestrial networks using satellite networks, and wider
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Fig. 5 Spectrum sharing scenarios in satellite communications (satellite-satellite) [4, ch. 10]

cognition for more efficient use of resources in the satellite network (with or
without involvement of a terrestrial network) [19]. Figures 5 and 6 illustrate
some representative scenarios of satellite-satellite and satellite-terrestrial spectrum
coexistence, respectively. Each scenario is defined by the frequency band of
operation, the provided services, and the enforced regulatory framework, which are
discussed in more detail in the following.

The scenario shown in Fig. 5a is applicable to the downlink of GSO satellites in
Ka band (17.3–17.7 GHz). The 17.3–17.7 GHz band is mainly allocated to satellite
systems (with the exception of some particular countries where this band may
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Fig. 6 Spectrum sharing scenarios in satellite communications (satellite-terrestrial) [4, ch. 10]

also be allocated to some terrestrial services on an incumbent basis). This band
is typically allocated to high-density applications in the fixed satellite service
(HDFSS), without prejudice to its use by GSO broadcasting satellite service (BSS)
feeder uplinks. Spectrum regulations also allow the deployment in this band of
uncoordinated fixed satellite service (FSS) Earth stations and contemplate the
harmonized use of Earth stations on mobile platforms (ESOMP). The deployment
of uncoordinated FSS Earth stations may eventually take place in locations subject
to long-term interference from BSS feeder uplinks as well as temporary, short-
term interference from satellite terminals on mobile platforms. In this context, the
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adoption of CR techniques can provide the means required for an interference-free
coexistence among the involved parties and an increased frequency exploitation by
means of flexible spectrum usage.

The scenario shown in Fig. 5b is applicable to the uplink and downlink of GSO
satellites in Ku band (10.7–12.75, 12.75–13.25 and 13.75–14.5 GHz). These bands
are allocated to GSO satellite systems, which use these regions of the spectrum
on a primary/incumbent basis. However, an additional (secondary/cognitive) GSO
satellite system may be overlaid, thus leading to a dual GSO satellite system. In this
scenario, the cognitive GSO satellite system can adopt the use of CR techniques in
both uplink (12.75–13.25 GHz and 13.75–14.5) and downlink (10.7–12.75 GHz) to
dynamically adapt to the interference environment of the incumbent GSO satellite
system and exploit the available spectrum opportunities in order to achieve a more
efficient exploitation of these bands. A detailed discussion of this scenario can be
found in [4, ch. 12].

The scenario shown in Fig. 6a is applicable to the downlink of GSO satellites in
Ka band (17.7–17.9 GHz) and C band (3.4–3.8 GHz). The 17.7–17.9 GHz band can
be used by FSS and terrestrial fixed services (FS) such as microwave links. In this
band, FSS Earth stations can be deployed anywhere, however without the right of
protection from interference from the FS transmitters. CR techniques can be adopted
to provide such protection and enable the FSS to reuse the spectrum in this band
in the vicinity of terrestrial FS transmitters. Satellite operators can exploit this to
gain significant user capacity by extending the 19.7–20.2 GHz band (exclusive for
wideband downlink FSS) with additional contiguous spectrum in the 17.7–19.7 GHz
band. The presence of ESOMP in this band needs to be taken into account as well.
In the 3.4–3.8 GHz band, which is also shared between terrestrial FS and satellite
services, the incumbent system can be either the satellite or terrestrial service. In
this context, CR techniques can be exploited to enable a more intense use of the
spectrum by allowing satellite systems adapt their frequency usage in the downlink
according to the interference environment generated by the incumbent satellite and
terrestrial FS. Information on the FS frequency assignment would enable the local
selection of suitable frequencies that would enable satellite operation while avoiding
interference from microwave links.

The scenario shown in Fig. 6b is applicable to the uplink of GSO satellites in
Ka band (27.5–29.5 GHz). The 27.5–29.5 GHz band is segmented between FS and
uncoordinated FSS Earth stations. The FS segment is typically subject to a low
level of utilization (in particular through Europe), which motivates the flexible
reuse of the FS segment by FSS stations through the adoption (in the satellite
uplink) of CR techniques able to dynamically control the potential interference to FS
stations.

The scenarios in Fig. 6a, b are also applicable to the downlink and uplink,
respectively, of NGSO satellites in Ka band (17.7–19.7, 27.8285–28.4445 and
28.9485–29.4525 GHz), where similar coexistence and interference issues can be
found and similar solutions through the adoption of CR techniques can be applied.

It is worth noting that in some scenarios, in particular those shown in Figs. 5a
and 6a, the relevant interference is from the incumbent system to the cognitive
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system. This is a distinguishing feature of satellite communications with respect
to terrestrial scenarios where this type of interference is irrelevant and the focus
typically is on avoiding interference in the reverse direction (i.e., from the cognitive
system to the incumbent system). On the other hand, in the scenarios shown in
Figs. 5b and 6b, the relevant interference is from the cognitive system to the incum-
bent system, which resembles the traditional scenarios typically found in terrestrial
CR networks. There exist some additional interference relations besides those
shown in Figs. 5 and 6; however, these typically correspond to weak interference and
can be considered negligible in practice. This is usually the case of interference links
between Earth and space stations, where the long distances along with the use of
directional antennas lead to very low (negligible) levels of interference, or between
Earth-Earth and space-space stations where interference occurs through side or
back lobes of the antennas and is negligible in practice as well. The interference
links shown in Figs. 5 and 6 correspond to strong interference that determines the
performance limits of spectrum coexistence between services.

Cognitive Radio in Satellite Communications

Spectrum exploitation in satellite communications has traditionally relied on static
approaches such as separation of frequency bands on the basis of geographical
service areas, service types, or angle of the satellite signals. While these traditional
static approaches have provided effective mechanisms for interference-free opera-
tion of satellite communication systems, they do not allow for dynamic adaptation
to the evolving conditions of traffic demand, geographical mobility, or temporal and
spatial interference. They introduce significant inefficiencies that leave a substantial
margin for improvement in the exploitation of the allocated spectrum and are
currently regarded as suboptimal. Most (if not all) existing CR techniques have been
inspired by terrestrial scenarios, and their applicability to satellite communication
systems is not always straightforward, thus requiring an exhaustive revision and
potential redesign of the existing CR technology taking into account the specific
features of satellite communication systems (e.g., much lower received signal levels,
much larger coverage areas, much longer delays, or very limited ability to update
in-orbit infrastructures).

This section presents an overview of some of the main CR techniques of interest
for application in satellite communications, with discussions on specific particulari-
ties of satellite scenarios and differences with respect to their terrestrial counterparts.
These techniques can be classified into spectrum awareness solutions used to
obtain relevant information and knowledge of the surrounding radio environment
(spectrum sensing and geolocation databases) and solutions for spectrum utilization
aimed at enabling interference-free coexistence between incumbent and cognitive
systems (cognitive zone, power control, carrier allocation, beamforming).

Spectrum sensing is one of the simplest forms of spectrum awareness in
CR-based systems and, with some special considerations, may be applicable to
satellite communications. Spectrum sensing aims at detecting the presence of
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incumbent user signals by scanning some selected frequency bands and processing
the captured samples with advanced signal processing methods. The signal to be
detected may be fully known, partially known, or unknown, and this determines the
range of spectrum sensing methods that can be applied as well as their performance
[58]. One of the main limitations of spectrum sensing as a spectrum awareness
technique is its detection reliability. The unavoidable presence of errors in the
idle/busy decisions of spectrum sensing methods leads to interference and efficiency
problems. This problem is accentuated in satellite communications, where received
signal levels are significantly lower than in terrestrial scenarios as a result of
the limited transmission power of satellite stations along with substantial signal
attenuation due to cloud, rain, and other atmospheric effects, which can deteriorate
significantly the quality of incumbent signals received at cognitive sensors. Devices
based on energy detection methods may need to employ highly directed antennas
toward the satellite, which may require the deployment of separate stations with
parabolic antennas for the task of spectrum sensing [18]. Other detection methods
such as matched filter or feature detection can provide better detection perfor-
mance by exploiting signal inherent features such as cyclo-stationarity, specific
autocorrelation, pilot symbols (e.g., in DVB-S2 signals typically used in satellite
communications), or signal polarization [44,46]; however, these techniques require
a priori information on the signal to be detected and its properties. Cooperation
among spectrum sensors is a well-known approach to improve the overall detection
performance while reducing the sensitivity requirements imposed on individual
sensors. The existence of multiple users that belong to the same network (and can
therefore communicate among them) exploiting the same band can be exploited
to use cooperative spectrum sensing techniques. However, this approach faces
additional problems in satellite communications: firstly, finding another sensor
with better channel conditions for cooperation may sometimes mean finding a
sensor hundreds of kilometers away given the large coverage areas of satellite
communications; secondly, the design of an efficient means for intercommunication
among cooperative users spread over large geographical areas is an additional
issue to be addressed; and thirdly, the heterogeneity of satellite communications
scenarios (satellite/terrestrial stations, uplink/downlink, incumbent/cognitive roles)
requires a case-by-case analysis and design of cooperative spectrum sensing. In
addition to the challenge of providing a reliable incumbent signal detection, satellite
communications also face the problem of having to deal with channel bandwidths
significantly larger than those usually found in terrestrial communications, which
require the use of more powerful analog-to-digital converters (ADC). The use of
sub-Nyquist sampling techniques such as sparse power spectrum estimation or
compressive wideband spectrum sensing may help relieve the problem [2, 50, 56];
however, this still remains an important challenge, in particular in certain cases
such as low Earth orbit (LEO) constellations, which are affected by mobility and
frequency issues [31].

A popular alternative to spectrum sensing is the use of geolocation databases,
which has also been considered in the context of satellite communications [18, 23]
[4, ch. 14]. Secondary nodes are required to implement the means to know their



58 Overview of Recent Applications of Cognitive Radio in Wireless : : : 1909

own location (e.g., GPS receiver), which is sent to a centralized database in order to
produce a report with the relevant spectrum awareness information for that location.
A database for CR applications in satellite communications will typically contain
information on geographic characteristics (coverage, service, and capture areas
of space and terrestrial stations), incumbent and cognitive devices present in the
area of interest and their characteristics (location, elevation and azimuth angles,
coverage footprint, device type, height and altitude, antenna type, and directivity),
and the surrounding radio environment (incumbent available frequencies, power
levels and polarizations, spectrum masks). This rich set of data can be exploited
to produce spectrum awareness information that would be difficult to acquire by
individual spectrum sensors. This, along with the reliability problems associated
with spectrum sensing, makes databases the most favored approach for spectrum
awareness.

Spectrum sensing and databases have their specific advantages and limitations
and provide different tradeoffs among performance, accuracy, complexity/cost of
terminals and infrastructure, reliability, and legacy compatibility (see [34] for a
detailed discussion). These approaches provide complimentary characteristics in
terms of spectrum dynamism. In general, geolocation databases are not well suited
for operation in spectrum bands with highly dynamic spectrum occupancy patterns.
The procedure for determining the location of a cognitive node, sending a request
to a database, and producing a report on the available spectrum and exploitation
constraints is a time-consuming process. In highly dynamic bands, this may result
in a cognitive node retrieving outdated information that does not reflect the current
spectrum use scenario by the time it is received. On the other hand, spectrum sensing
is well suited to obtain instantaneous spectrum awareness information even in highly
dynamic, fast-changing bands. In general, geolocation databases are suitable for
static scenarios where the transmitter characteristics (location, frequency, power,
etc.) are stable or change very infrequently, such as geostationary Earth orbit (GEO)
satellites (where the coverage and visibility of the satellite are almost fixed) or FS
terrestrial stations (which are deployed at geographically fixed locations and with
fixed frequency plans, similar to TV bands where databases are a popular approach
as well). Databases may also be suitable for scenarios where spectrum occupancy
patterns vary over relatively long time scales, such as medium Earth orbit (MEO)
satellites (with altitudes of 10,000–20,000 km and pass times of 130–300 min) and
even low Earth orbit (LEO) satellites (with altitudes of 200–1400 km and pass times
of 7–2 min) [4, ch. 14]. On the other hand, the use of spectrum sensing may be
necessary in bands where mobile terminals are present (e.g., ESOMPs) or a database
is not available at all. Ideally, spectrum awareness information would be obtained
by the joint use of a centralized database and the local spectrum usage detection
of cognitive sensors; spectrum sensing can be used to support the database-based
access; however, it should not be used as a stand-alone method in satellite bands.

Once the cognitive system has obtained adequate spectrum awareness infor-
mation about the incumbent system, it can exploit that information to access
spectrum opportunities by means of appropriate spectrum utilization techniques that
can guarantee interference-free operation. One simple technique for interference
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protection is the definition of a cognitive zone, which is a geographical region
around a potentially interfered receiver where prospective interferers are not allowed
to transmit unless they implement appropriate CR techniques that can mitigate
interference to acceptable levels, which will be discussed later on. Interference
outside this region is considered to be below the acceptable interference threshold,
and transmission is allowed in a non-cognitive manner (i.e., without CR techniques).
In terrestrial scenarios, where interference occurs from cognitive to incumbent
users, the cognitive zone is typically defined around incumbent receivers. However,
in satellite scenarios, where interference may occur in both directions (i.e., from
cognitive to incumbent users and vice versa), the cognitive zone may need to be
defined around either incumbent or cognitive users. For example, in Figs. 5a and 6a,
the cognitive zones would be calculated around the satellite cognitive receiver,
while in Fig. 6b, it would be calculated around the terrestrial incumbent receiver.
Sometimes the cognitive zone may need to be defined around both, and the most
restrictive one needs to be applied in order to guarantee that both systems can
coexist simultaneously in the same region of the spectrum (e.g„ if bidirectional
communication is assumed in the scenarios of Fig. 6). The cognitive zone can be
defined around one or more individual stations or sometimes may need to be defined
around a whole satellite spot beam or coverage area (e.g., in Fig. 5b). Cognitive
zones are typically computed based on information from satellite and terrestrial
databases along with interference modelling techniques that take into account the
interferer’s transmission power, the amount of aggregated interference tolerated by
the interfered receiver, and the propagation channel between both including a range
of propagation mechanisms such as line of sight, diffraction, tropospheric scattering,
surface ducting, and anomalous propagation (ducting and layer reflection/refraction)
as well as environmental factors such as frequency of operation, climate, distance,
and path topography. If an accurate and complete database is not available, cognitive
zones may then be designed based on spectrum sensing measurements, but worst-
case designs should be adopted, which may result in loose zones. In any case, the
use of cognitive zones has been proven to be effective for interference protection in
satellite communications [45].

Within the cognitive zone, several spectrum utilization techniques can be
employed. The most popular CR techniques proposed for satellite communications
are based on underlay and interweave spectrum access approaches, while overlay-
based solutions are less popular due to their inherent complexities and practical
issues [45]. A typical underlay CR technique is the traditional location-aware
power control [52], while a widely explored interweave CR technique is carrier
allocation (other dynamic radio resource methods such as channel selection,
admission control, and user scheduling have also been explored in the context
of satellite communications [4, ch. 10] [5]). Carrier allocation techniques proposed
for satellite communications are typically aimed at maximizing either the total
overall throughput or the fairness (i.e., availability of carriers to as many users as
possible according to their data rate requirements) [28] and can be combined with
carrier aggregation techniques, which are popular in the context of LTE mobile
communication networks and very appealing for the exploitation of the fragmented
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spectrum in Ku band. Carrier allocation techniques have been proposed for the
dynamic allocation of both incumbent and cognitive carrier frequencies to the users,
not only in specific time and/or geographical locations but also exploiting additional
degrees of freedom available in satellite communications such as polarization and
angular direction (since satellites are seen at high elevation angles, depending on the
latitude, an adequate design of antenna radiation diagrams can help reduce mutual
interference and enable cognitive frequency reuse [23]).

Specific antenna radiation diagrams can be achieved by means of beamform-
ing, a multiple-antenna signal processing technique that operates separately the
individual elements of an antenna array in such a way that the combined radi-
ations form a desired overall radiation (beam) pattern. Beamforming enables
transmission/reception along certain spatial directions of interest while cancelling
or mitigating signal components along non-desired directions. The spatial discrimi-
nation and filtering provided by beamforming can be exploited to enable spectral
coexistence of two systems in the angular domain [47] and can be combined
with resource allocation methods for a more efficient use of the spectrum [48].
Beamforming can be applied both in reception (e.g., in the cognitive satellite
receiver of Figs. 5a and 6a) and transmission (e.g., in the cognitive satellite
transmitter of Figs. 5b and 6b) as a passive/active interference mitigation technique,
respectively. The introduction of beamforming techniques may very likely require
significant upgrades in current satellite communication systems, both in the terminal
and satellite sides, such as the introduction of multiple radiation elements (e.g.,
multi-LNB receivers) in order to create the desired beam patterns (which can be
challenging in scenarios with high density of desired and/or interfering links) as
well as modifications to enable full frequency reuse and perform the advanced
signal processing required by beamforming. Moreover, in addition to the channel
state information at the transmitter, which is crucial to design suitable beamforming
techniques, location information of the terminals is required as well. If databases
of both interfering and interfered systems are available and the interference links
are fixed (e.g., fixed FSS or FS links), the direction of interference links can be
calculated from the available database information; otherwise, spectrum sensing
can be combined with beamforming to detect the direction of arrival (DoA) of
interfering signal components. In practice, the DoA of the desired and interfering
signals are not perfectly known, and the use of some DoA estimation algorithm
is required, which not only provides more accurate estimations of the DoA but
also has the advantage of compensating for antenna array imperfections and
multipath signals. A more detailed discussion on cognitive beamforming for satellite
communications can be found in [4, ch. 13].

Given the large variety of scenarios, services, users, potential interferences, and
alternatives for the adoption of primary/secondary roles, a detailed discussion of
the possibilities for the application of CR techniques in satellite communications is
beyond the scope of the overview provided in this section; however, the interested
reader can refer to the literature where a rich set of solutions specifically designed
for dual satellite scenarios, hybrid satellite-terrestrial scenarios, or both can be found
(see [4, ch. 10] [5] and references therein).
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Cognitive Radio in Other Wireless Communication Systems

The two wireless communication systems reviewed in this chapter are some
examples of prominent use cases of the CR technology in established systems but
are certainly not the only possible application scenarios. The principles of the CR
paradigm are helpful not only to increase spectrum usage efficiency and enhance
network capacity but also to improve many aspects of wireless communications,
providing intelligence to wireless communication networks and enabling users to
access multiple air interfaces under varying communication needs and conditions.
A detailed discussion is beyond the scope of this chapter, but the application of CR
in some other scenarios is briefly mentioned in this section.

One of the early developments of the CR technology was in the context of
military communications, where CR can be used to automatically find spectrum
opportunities in regions with different frequency allocations or when communica-
tions are jammed by an enemy. Public safety and emergency networks can also
benefit from the adoption of CR to provide reliable and flexible communications
in disaster scenarios where the network infrastructure is partially damaged or
completely destroyed [51]. CR-enabled devices can spontaneously configure new
communication links among surviving nodes and communicate on an ad hoc basis.
The infrastructureless, distributed, self-configuring multi-hop features of ad hoc
networks are well suited for the implementation of the CR principles. Cognitive ad
hoc networks involve challenging practical problems that have attracted significant
research efforts for generic ad hoc networks [1] as well as particular types thereof,
such as vehicular ad hoc networks [6]. The potential applications of CR techniques
in the context of aeronautical communication systems have been considered as well
[21]. The growth of the aviation industry and steady rise in air traffic have led
to the depletion of aeronautical radio channels, which has worsen in recent years
with the widespread deployment of unmanned aerial systems needing a vast amount
of spectrum for remote real-time operation. CR techniques can be introduced to
provide a more efficient exploitation of the aeronautical spectrum and mitigate
interference in the broad range of systems and technologies involved in aeronautical
communications, which includes air-ground systems, air-air systems, satellite-based
communications, in-flight information and entertainment (infotainment) systems,
and LTE air-ground (LTE A/G) links, among others (see [21] for a detailed
discussion).

Table 4 shows some wireless communication systems where CR principles have
been adopted. The adoption of CR in wireless communication systems has not only
led to the definition of new standards but also the extension of existing ones to
incorporate CR-based techniques:

• IEEE: In addition to the creation of new specific CR standards such as the IEEE
802.22 standard for WRANs in TVWS and the IEEE 1900 series of standards for
dynamic spectrum access networks, IEEE has also extended some of its existing
standards for WLANs (e.g., 802.11af for operation in TVWS, 802.11 h for
dynamic frequency sharing and transmit power control extensions in the 5 GHz
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Table 4 Adoption of the CR technology in some wireless communication systems

Body/group Standard/document Description

IEEE 802.11 [af/h/y] Wireless local area networks (WLANs)

802.15 [.2] Wireless personal area networks (WPANs)

802.16 [a/h/m] Wireless metropolitan area networks (WMANs)

802.19 Coexistence between unlicensed wireless standards

802.22 [a/b/.1/.2/.3] Wireless regional area networks (WRANs)

SCC41/1900 [.1-7] Dynamic spectrum access networks

3GPP 23.402, 24.302 Non-3GPP network access

24.312 Access network discovery and selection function
(ANDSF)

ECMA ECMA-392 In-home HD video streaming, interactive TV broadcasting

ITU-R M.2225 CR systems in the land mobile service

M.2242 CR systems in the IMT service

ETSI Technical reports Feasibility studies and standardisation needs/opportunities

WINNF Technical reports Definitions, benefits, use cases in public safety

band in Europe, and 802.11y for operation in the 3650–3700 MHz band in the
USA), WPANs (e.g., 802.15.2 for coexistence with other devices in unlicensed
bands), and WMANs (e.g., 802.16a for operation in the 2–11 GHz band, 802.16 h
for improved license-exempt coexistence, and 802.16 m for coexistence of fixed
and mobile broadband wireless systems) and existing IEEE 802.19 standards for
the coexistence among wireless standards for unlicensed devices.

• 3GPP: Besides the accommodation of features required for operation of mobile
communication networks in licensed and unlicensed bands, 3GPP standards
also include CR-like capabilities to enable integration for inter-system mobility
between 3GPP and non-3GPP networks (e.g., WLAN or WiMAX) by means of
modifications in the network architecture (3GPP TS 23.402) and the definition
of access approaches (3GPP TS 24.302) as well as an access network discovery
and selection function (3GPP TS 24.312).

• ECMA: The European Computer Manufacturers Association (ECMA) released
ECMA-392, the first standard for personal/portable devices operating in TVWS
[55], designed for applications such as in-home high-definition video streaming
and interactive TV broadcasting services. The standard defines the PHY and
MAC layers of a CR system with flexible network formation, mechanisms for
protection of primary users, adaptation to different regulatory requirements, and
support for real-time multimedia traffic.

Other important organizations have published technical reports and other docu-
ments addressing specific aspects of CR-enabled systems, including, for example:

• ITU-R: The International Telecommunication Union (ITU) has published
reports addressing aspects of CR systems specific to the land mobile
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(ITU-R M.2225) and international mobile telecommunication (ITU-R M.2242)
services (LMS/IMT) such as technical features and capabilities, potential
benefits, and deployment scenarios.

• ETSI: The European Telecommunications Standards Institute (ETSI) Technical
Committee for Reconfigurable Radio Systems (RRS) has published a series
of technical reports (TR 102 838) summarizing various feasibility studies on
topics such as control channels for CR systems (TR 102 684), performance of
CR systems operating in UHF TVWS (TR 103 067), and coexistence between
CR systems operating in TVWS and existing radio frequency cable networks
(TR 101 571). Other reports examine standardization needs and opportunities,
including functional (TR 102 682) and coexistence (TR 102 908) architectures,
system requirements for operation in TVWS (TR 102 946), network-aided
spectrum awareness methods such as the cognitive pilot concept (TR 102 683),
and use cases (TR 102 907).

• WINNF: The Wireless Innovation Forum (WINNF) has published a num-
ber of reports on CR deployments in TVWS, including potential benefits
(WINNF-09-P-0012) and use cases for CR application in public safety networks
(WINNF-09-P-0015) and LTE in white spaces (WINNF-12-P-0003), among
others.

As new radio technologies and wireless communication paradigms appear, CR
consistently continues to be an important candidate taken into account. The recent
popularity of the IoT paradigm has opened new research directions in CR. The IoT
concept involves a rich variety of interconnected smart devices that enable remote
collection and exchange of data (with little or no human intervention) across existing
network infrastructure, creating unlimited opportunities for the integration of the
physical world into communication networks. While the Internet has historically
been a wired network, wireless technologies are gaining popularity for the delivery
of IoT services due to their flexibility and ability to provide connectivity anytime,
anywhere, with anyone and anything. Traffic forecasts predict tens of billions of
IoT devices in the foreseeable future, a significant part of which will be connected
to the IoT through wireless links. This poses unprecedented challenges to network
operators and claims not only for the utmost efficient exploitation of the already
allocated spectrum but also the urgent need to gain additional capacity at much
faster pace than spectrum regulations and allocations typically evolve. Relying
on the already demonstrated benefits brought into legacy and modern wireless
communication systems, CR emerges in this context as a promising concept to also
increase the spectrum efficiency and network capacity of future IoT systems [24].

Conclusion and Future Directions

The CR paradigm has deeply impacted the way spectrum is accessed, shared, and
exploited in modern (and will be in the future) wireless communication systems.
CR provides wireless communication systems with an effective and elegant way
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to overcome the challenge of increasing traffic demands, by opportunistically
accessing and sharing spectrum bands that are not efficiently exploited. An increas-
ing number of spectrum bands are being targeted by multiple wireless technologies
to gain additional network capacity. However, besides the common vision of CR as
a DSA method to increase the amount of spectrum available to a wireless network,
CR can actually enhance many aspects of wireless communications through a more
efficient exploitation of the allocated radio resources and mitigation of interference.
This chapter has provided an overview on how CR techniques have been adopted
by some prominent wireless communication systems (taking into account system-
specific aspects and features) in order to gain additional network capacity, efficiently
manage radio resources, mitigate interferences, or a combination thereof. CR has
demonstrated its potentials in legacy and modern wireless communications and will,
with no doubt, contribute to the evolution of the future radio technologies to come.
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Abstract

The UK has long held a reputation for innovation in the TV bands. This chapter
explains how the UK regulator’s (Ofcom) openness to innovation, together
with long established TV industry collaboration, enabled a robust regulatory
framework for TV white spaces to be put in place. This chapter considers how
the UK broadcasting heritage led up to this point and shapes the TV white spaces
capacity availability. It also considers how industry cooperation in substantive
trials produced results that encouraged the regulator to finalise its framework
development and enact the required regulation, by the start of 2016.

Summary

The UK has embraced the principle of opening access to the TV white spaces
(TVWS) and is applying the dynamic spectrum access mechanisms to enable more
efficient sharing of other parts of spectrum, in the future.

Due to the established place of terrestrial broadcasting in UK domestic life,
Ofcom, the UK’s communications regulator, took considerable care in evaluating the
effectiveness of cognitive sharing techniques. As in the USA, the regulator favored
license-exempt access to the TV white spaces and found that the use of geolocation
databases was the only practical approach which provided sufficient security for the
licensed spectrum users – broadcasters and PMSE applications.

Development and evaluation of the regulatory approach to TV white spaces
involved considerable cooperation between the regulator and industry – and between
existing spectrum users and those who advocated dynamic spectrum access.

Ofcom needed to see strong industry interest, in order to justify the considerable
effort needed to develop the regulations in full. This interest was demonstrated in
two substantive TVWS trials – one in Cambridge and the other on the Isle of Bute.
The trials demonstrated that the technology worked to deliver new applications and
did not disrupt existing spectrum users.

When the regulatory framework had been worked up in detail, Ofcom invited
participants from across the UK to participate in a pilot of the new framework. This
attracted a diverse range of applications and enabled Ofcom to confirm and finalize
its approach – albeit with more cautious parameters than it had initially proposed.
Finally, the new UK regulation entered into force at the start of 2016.

Although the UK invested in laying the foundations for Europe-wide TV white
space access, it still remains the only European country to have enacted the enabling
regulations. Others have considered license-shared access to higher frequency
bands, but the UHF bands used for broadcasting have proved more politically
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complex to share. This has been compounded by the recent clearances of the 800
and 700 MHz bands, for reallocation to mobile broadband.

In implementing TV white spaces regulation, the UK has shown itself to be
open to innovation. This openness, together with the cooperative approach taken
by incumbents and newcomers, has enabled more efficient use of spectrum, without
compromising existing services.

Introduction/Background

Political interest in improving Internet connectivity is as strong in the UK as
anywhere else in the world. Policy makers have been considering a range of
spectrum options to enhance Internet access performance – particularly in rural
areas, where sub-megabit speeds have been a common frustration.

The UK Government has attempted to find mechanisms to encourage major
operators to fill in the rural gaps, but with mixed success to date, as the commercial
justification is weak.

An alternative approach for regulators is to make spectrum available in such a
way that local operators or individuals can access it – either free or at low cost.
License-exempt access is the main way to achieve this – since there are no fees for
spectrum and the technical conditions on spectrum use are met by the equipment,
without requiring any special skills or knowledge of the end user.

Wireless technology has the potential to improve rural connectivity rapidly,
flexibly, and cost-effectively, but the lack of available spectrum for new networks
has hindered its application.

Regulators have made cleared spectrum available for new wireless applications
but mostly through national auctions. The inevitable winners are the mobile network
operators (MNOs), which are prepared to spend large sums of money on securing
exclusive access to spectrum and as well on network rollout. Given their commercial
nature, the MNOs have tended to favor more densely populated areas. Many rural
areas have been left with significant holes in network coverage.

Wireless Access Technology Is a Good Fit with Improving Rural
Broadband Connectivity

In the early 2000s, the rapid growth in Internet use had started to reveal a stark
rural/urban difference. In urban areas, residents and business generally had a way
to get a reasonable (broadband) Internet connection. However, because its means of
delivery was predominantly wired (either via a telephone wire or a cable TV system
coaxial cable), homes in rural areas were at a real disadvantage.

This problem had already been seen in the USA, where typical telephone line
lengths are much longer than in Europe, reflecting lower housing densities in urban
areas.
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• Wired cable TV systems are not widely deployed in rural areas
• The typically longer length of telephone wire connections in rural areas does

not work well with the default broadband-over-telephone distribution technology
(DSL)

License-Exempt Access Is a Key Tool in Community Service Provision

The license-exempt model has proved highly successful with Wi-Fi, Bluetooth, and
other wireless communication technologies, but given the relatively high frequency
of the available bands and the low transmission power limits, the range that could
be achieved was quite limited.

The Attraction of Spare Frequencies in the TV Band

Wireless technology, on the other hand, was eminently suitable for filling coverage
gaps – especially when using cost-effective Wi-Fi hardware. The problem was that
the only frequencies available with sufficient bandwidth, on a license-exempt basis,
were too high to achieve wide area coverage needed for serving rural communities
(with the transmission power restrictions imposed by a regulation). The answer was
to look for lower frequencies, under 1 GHz, but there was little or no spare spectrum
available. Or at least the frequencies had already been assigned.

On closer inspection, however, it is clear that not all of the allocated frequencies
are in use all the time in all places. This creates opportunities for sharing. In
particular, the terrestrial TV bands (UHF IV and V) tend to have many, quite
stable, white spaces. The beauty of spare capacity in the TV bands is that terrestrial
television broadcasting uses UHF spectrum in all countries around the world, so
there is great scope for harmonizing technology to harness capacity in this band –
with the result that equipment cost can be much lower than it would if different
hardware was needed for each market.

However, although there are overlaps in the frequency bands assigned for
broadcasting, regulatory approaches for allowing access to the white spaces have
differed, with the UK adopting a more cautious and complex framework than was
used in the USA, where the first TVWS rules emerged, back in 2008.

Part of the reason for the additional caution, on the part of the UK, is the
popularity and political importance of terrestrial TV broadcasting.

A Brief History of UK TVWS

UK TVWS interest can be traced back to the desire of the US IT players, Microsoft,
Intel, and Compaq to inject IT technology into consumer electronics and realization
that Internet connectivity was key. The industry’s interest was articulated in 1997 at
the NAB conference in Las Vegas where Craig Mundie, from Microsoft, presented
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his vision for the future of television [1]. It came soon after the company’s
acquisition of WebTV, whose business was based on a merger of the Internet and
television.

This vision of the TV, the Internet, and the PC coming together was shared by
Intel and Compaq, among others.

Concerns Over Poor Connectivity Drove Interest in the TV White
Spaces

Recognition of the need for Internet connectivity led the IT majors to look at how
to extend the reach of Wi-Fi, beyond the home, office, and coffee shop.

In the UK, the planned switchover from analogue to digital TV provided a major
opportunity to secure more efficient use of the spectrum that was to be retained for
broadcasting.

Nature of TV White Spaces in the UK

Essentially white spaces are unused spectrum, but their exact capacity and location
are, at least partly, a matter of definition. The national regulator has ultimate control
of this, determining the areas where services do not need to be protected (even if
they happen to be receivable – e.g., with high-gain antennas).

Development of the UK TVWS Rules

Ofcom has generally welcomed innovation and has sought to enable spectrum
access to facilitate it. This was one of the key motivations for digital TV switchover,
which started in 2005. The main objective at the time was to clear 112 MHz of
UHF spectrum which could then be offered for new applications (mobile broadband
being the most likely, especially given the bidding resources of the major UK mobile
operators).

Television Broadcasting in the UK

Television (TV) broadcasting started back in the late 1920s, building on the early
success of radio broadcasting. The British Broadcasting Corporation (BBC) was set
up by the radio manufacturers to stimulate demand for new receivers, by providing
suitably attractive content. Early experiments with TV began in 1928 using a system
devised by John Logie Baird, transmitted in the VHF band. This rudimentary service
progressed to a 405-line (vertical dimension) monochrome picture service, in 1936.
At this stage, there was a single BBC TV channel to be broadcast, with relatively
few transmitter stations, operating in a high-power, high-tower, transmitter network.
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Over the following decades, TV’s popularity grew, as receivers became more
affordable. There were also steady improvements in the production and distribution
technology. In the 1960s broadcasters wanted to increase the picture resolution and
introduce a color service. The VHF bands lacked capacity, so some UHF bands
(IV and V) were cleared of defense applications and made available for terrestrial
TV broadcasting. The allocated frequency range was 470–860 MHz, providing 48
possible broadcast channels (each 8 MHz wide) – each could carry a single analogue
TV signal – comprising picture and sound components. However, at that stage
only three channels were needed at any given transmitter site – for BBC1, BBC2,
and ITV.

National/Regional Coverage Approach Has Created more Openings
for TVWS

Due to the national and regional nature of public service broadcasting in the UK and
other parts of Europe and the limited scope of UHF transmissions, it was necessary
to construct networks with multiple transmitters (in rural and suburban locations) –
to ensure contiguous coverage. This contrasts with the pattern in the USA and other
countries where private broadcasters drive the show and city-based broadcasting is
the norm.

• National/regional coverage in the UK is provided by a network of main transmit-
ter stations and linked (lower-power) relay stations. In the UK, there are 50 main
stations and around 1100 relay (lower-power) stations. The top 80 stations (50
main C 30 relays) cover around 95% of the population (around half of the land
area), and the remaining 1070 or so, added over a number of decades, provide
coverage for an additional 3% to 4% of the population

• Currently each transmitter can (in the latest digital television configuration) carry
up to nine multiplexes (groups of TV channels) – each multiplex requiring its
own frequency. Frequencies used by adjacent transmitters need to be avoided,
so that terrestrial networks resemble a “patchwork quilt” of frequencies where
frequencies can only be reused at a certain transmitter spacing. The large capacity
available in the broadcast band is traded off against nation- or region-wide
coverage

• Television white spaces (TVWS) are the unused frequencies in each coverage
area. In remote rural areas, they can approach 100% of the frequencies in the
broadcast band range.

Future DTT Planning Evolution Squeezes White Spaces

Across the world, regulators continue their search for harmonizable spectrum bands
which can be released to enhance mobile broadband capacity (and coverage in some
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cases). This has included significant rollback of spectrum allocated for broadcasting
in the UHF bands.

More efficient modulation schemes together with the increasing use of single-
frequency network configurations will allow broadcasters to pack more TV channels
in and/or move more services to higher definition. In principle, this means that white
spaces capacity would reduce, over time. However, broadcasting regulations and
business models will ultimately determine how much of the effective capacity is
actually taken up by broadcast services.

Single-Frequency Networks

UK broadcast network planners achieved wide national regional/coverage through
the reuse of frequencies in a “patchwork quilt” (multifrequency) pattern – so that
adjacent transmitters do not disrupt each other’s coverage. However, the digital
terrestrial technology can be configured to allow adjacent transmitters on the same
frequency – provided that key parameters (such as the distance between them) stay
within certain ranges. This mode of operation is referred to as “single-frequency”
network, since only one frequency is used for a given TV station, across an entire
region. This works well when the content to be delivered across the region is the
same, but it doesn’t support local inserts, e.g., for advertising. Content boundaries
therefore define the limits to single-frequency network size and the spectrum usage
efficiency that can be gained.

White Space Pioneers: Program Making and Special Events

Broadcasting was not the only user of the broadcast bands. With many chan-
nels remaining unused in any given location, broadcasters and event/performance
producers found that this spectrum provided a convenient way to accommodate
short-distance wireless links – especially from microphones. Each microphone
channel can take around 200 kHz, and with many tens of microphones in use during
performances at some of the major shows in London, for example, this use can be
quite intensive – albeit within a limited geographic scope.

A Cooperative Approach Toward Establishing TVWS Regulations

The UK terrestrial TV market has been largely cooperative – necessitated by the
separation between (often publicly funded) broadcasters and private-sector receiver
manufacturers. The BBC was originally founded by radio manufacturers, who were
trying to create a market for the new devices. The separation between content
providers and receiver manufacturers has enabled choice and value for consumers,
in receiving systems. However, it has been necessary for the two sides to cooperate
so that technology advances can be introduced smoothly. This contrasts with the
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UK Pay TV industry – which was confined to cable and satellite platforms until
1998, when digital terrestrial TV was launched. In the Pay TV market, proprietary
delivery solutions have favored integrated service provider and device provision.

The spirit of cooperation in the UK TV industry remains strong and is needed
more than ever as distribution technology keeps advancing rapidly and choice
offered to viewers multiplies. The growth of mobile broadband has led to more
intensive sharing of spectrum, which has also required coordination between
regulators, broadcasters, and TV device manufacturers, to ensure that disruption
to television services is minimized.

Ofcom Working Group

To support a decision announced at the end of 2007, Ofcom formed a working
group to look at the regulatory options for enabling access to the TV white spaces.
The group was chaired by the then Head of Technology Research at Ofcom –
Professor William Webb. It comprised members of industry as well as the regulator.
Existing UHF users, including the broadcasters and PMSE industry, were well
represented – together with a representative from Microsoft and occasionally from
others advocating license-exempt access to the TV white spaces.

The working group’s output fed into Ofcom consultations and statements.
After looking at the spectrum sensing and beacon models for facilitating

spectrum access, it became clear that the combination of device geolocation and
spectrum databases (dubbed geolocation database for short) was the only option
which was both sufficient to meet the concerns of incumbents and practical to
implement.

Ofcom consulted on this conclusion in November 2010 and then developed more
detailed proposals, which were published in September 2011 [6].

TV White Spaces Advantages for Applications

TVWS technology was seen as a powerful tool for filling rural broadband gaps,
due to the improved coverage that lower frequencies bring. The relatively broad
channels into which UHF (and therefore TVWS) is partitioned (8 MHz wide in
ITU Region 1) are well suited to broadband applications – including high-quality
video and audio streaming, as well as aggregating narrowband network traffic. The
flexibility afforded by dynamic spectrum access also seemed to lend itself to the as
yet little known requirements of the emerging “Internet of Things.”

First UK TV White Spaces Trials: Cambridge and Isle of Bute

UK industry interest in applying TV white spaces grew with development of
the enabling regulations. This, together with the availability of prototype TVWS



59 TVWS: From Trial to Commercial Operation in the UK 1927

equipment, led to trials of the new technology. The trials, in turn, encouraged Ofcom
to invest in detailing and finalizing its TVWS regulations.
Two sites emerged for the earliest TV white spaces trials in the UK:

• On the Isle of Bute, in Scotland,
• In and around the City of Cambridge
• Both venues offered the chance to illustrate the coverage potential of TV white

spaces, though the Scottish Island was the more representative of the remote
rural coverage challenges and a closer approximation to a consumer broadband
service.

Wireless connectivity can support a very wide range of applications, with diverse
spectrum access needs. Some applications, such as video streaming, require wide-
band continuous access. Others are more modest in their capacity requirements and
may function quite effectively with even intermittent access to spectrum.

The Isle of Bute Trial

The Isle of Bute is located in the Firth of Clyde, in South West Scotland. It provided
more evident terrain challenges than Cambridge – with hills and adjacent marine
areas.

It also had a severe connectivity deficit, with many residents having had little or
no broadband access.

The newly formed Centre for White Space Communications, at the University
of Strathclyde, pulled together a consortium of key industry players (including the
BBC and BT), supported by the UK Government’s Technology Strategy Board to
trial the application of TV white space technology, to the delivery of broadband to
a number of residential properties in the south end of Bute.

The details of the deployment, operation, and results of the trial are reported
in [2].

The Cambridge Trial

Cambridge is a well-established technology innovation hub, with the research
centers of many leading technology companies located there, next to the renowned
university. Microsoft’s Research Centre, was the focus hub for the organization of
the trial. Cambridge proved to be an excellent location to hold a TV white spaces
trial, given the skills and resources available to deploy and maintain the emerging
technology.

At the time the trial was staged, it was the largest TV white spaces trial, and its
results [3] were influential beyond its target UK and European markets. By the time
the trial concluded, the following organizations were involved: Adaptrum, Alcatel
Lucent, Arqiva, BAE Systems, BBC, BT, Cambridge Consultants, Cambridge
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Silicon Radio, CRFS, Digital Television Group, Jaguar Land Rover, Microsoft,
Neul, Nokia, Samsung, Sky, Spectrum Bridge, TTP, and Virgin Media.

Preparations
A consortium was created to assist Ofcom in its regulatory work on TVWS and
enable industry members to better understand TVWS’ potential impact on their
businesses. The members included a broadcaster, a broadcaster network operator,
and technology vendors (including manufacturers of operator equipment and mobile
devices).

A number of sites around the city were evaluated; for ease of installation and
potential network coverage, Ofcom provided a test license to cover all of the likely
sites for TV white spaces access points. To ensure compliance with the test license,
Arqiva, the UK broadcast network operator, conducted a thorough survey – pre-
and post-commissioning of each site. This was to check, for example, the proximity
of DTT reception antennas and thus avoid the risk of disrupting neighbors’ TV
reception.

Hardware for deployment was sourced from a locally based start-up, called Neul,
which had identified the TV white spaces as a key enabler for the emerging Internet
of Things. Neul had designed its own radios from scratch, and it provided the
radios for installation at sites around Cambridge as well as technical support to
the trial operations. Silicon valley-based TVWS pioneer Adaptrum made available
its prototype radio hardware to assist with the demonstration and measurements of
TVWS coverage and link performance.

Cambridge Trial Applications
A prime application was rural broadband – given the poor broadband availabil-
ity/performance experienced by many living and working in areas outside the main
conurbations.

Other applications could be grouped under:

• Local area communications and content distribution
• Internet of Things applications – where devices, sensors, etc. can use wireless

connections to form intelligent systems

Rural Broadband
As discussed earlier, lack of connectivity is a significant problem for many rural and
some urban residents and businesses. This applied to villages around Cambridge as
well as remote rural communities in Scotland.

TV white spaces technology, at the time of the trials (2011), offered connections
with around 10 megabits/second (Mbps), using a single UHF channel (8 MHz wide).
This was considered a reasonable broadband performance at the time and a great
step-up from what many rural dwellers could access – even today (2018). The
use of UHF spectrum enabled longer link lengths (for a given transmission power
and receiver sensitivity) and less impairment due to intervening trees and hills
than is experienced with fixed wireless access technology – using higher frequency
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bands (2.4 and 5 GHz). The white spaces link provided backhaul to a Wi-Fi access
point in single residential property. Conventional Wi-Fi then enabled end users to
benefit from the broadband connection using existing devices – laptops, tablets, and
smartphones.

Local Content Distribution
The combination of range and potentially high capacity offered by TV white spaces
enables a convenient mechanism for local content distribution. A single access point
could be used to drive display boards across a community. For example, such a board
it might be used to provide news, information, and entertainment content.

Location-Based Content
The propagation range of TVWS can be used effectively to deliver content to
individual users within a local area (such as a campus or retail center).

TV white spaces technology was coupled with a mobile device and exhibits at
the Duxford Air Museum (part of the Imperial War Museum). As the mobile device
user approached an “active” exhibit, interesting content relating to that exhibit could
be presented to the user. For example, text summaries, photographs, and video clips
are all helpful for understanding of the importance of a particular exhibit and give
the visitor a sense of what it might have been like in operation.

Pop-Up Wi-Fi Hotspots
Cambridge offers a number of green open spaces amid its historic and more recent
buildings. The open spaces are valued for leisure in general and also host major
public events – such as summer festivals.

Users would benefit from connectivity, but the limited range of traditional Wi-Fi
hotspots means that open spaces are largely out of reach.

Links from TVWS base stations around the city could be used to create
temporary Wi-Fi hotspots – using a portable equipment set (e.g., carried in a
backpack), consisting of a battery power supply and TVWS client connected to a
Wi-Fi access point. At an event, this configuration could be hosted in a refreshments
tent, ice cream stall, etc.

Internet of Things: Waste Management
With an increasing use of cloud-based services to manage a widening array of
aspects of modern life, it is important to enable wireless cloud access from devices
of all kinds.

Local authorities face a range of challenges to delivery high-quality public
services with increasingly constrained budgets.

One such service is waste collection – which involves trucks circulating around
the city streets through the week, to empty household and business bins. This
provides a consistent service, but not all bins need emptying when the truck calls.

With a small amount of embedded hardware, it is possible to determine how full
a bin is. The challenge was to read the level remotely, to determine which bins really
need to be emptied and how the truck route could therefore be optimized.
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In the trial, a link from an intelligent bin to the cloud via white spaces was
demonstrated, allowing immediate indication of its current loading. The use of
TV white spaces would enable relatively few access points to provide sufficient
coverage across the city. Given the low data rate needed by this application – the
8 MHz TV white spaces channel could be used with a robust modulation to allow
even greater coverage to be achieved from a base station.

Trial Measurements: Proving the Rules
Trials/pilots played a key role in building industry confidence in the application of
the TV white spaces and shaping the regulatory approach to managing coexistence
with licensed services sharing the band. The Cambridge white spaces trial was
the largest of its time 2011/2012 and was a watershed moment in UK TVWS
developments – with influence far beyond the UK.

Measurements made during the trial included:

• The data link capacity of wireless links into rural village locations
• Coverage and capacity achieved around TV white spaces access points – external

and within buildings
• Spectrum usage around the city

The results of the measurements are summarized in the Cambridge TVWS Trial
Technical Findings report [4]. They were fed into the Ofcom working group on
the TV white space regulations and into the European regional spectrum regulatory
working group CEPT SE43, where they helped in establishing recommendations for
coexistence between TVWS applications and existing spectrum users.

Ofcom’s UK TVWS Pilot

Following the Cambridge and Bute trials, Ofcom decided to complete the required
regulations to enable access to the TV white spaces. It made use of an open working
group – with participants from companies across the world – to help it develop the
required approach to coexistence with established services.

Ofcom piloted the draft regulations before finalizing the details. This evaluation
ran over the period 2013 to 2014.

Applications were invited from across the UK, and a number of groups applied
for a TVWS pilot license. Among these were:

• a cooperation between Google and London Zoo to create a video link from
animal cages, to allow remote viewing

• a project to extend Internet connectivity to the ferries that travel between the
islands in Orkney.

• a flood monitoring network, around Oxford
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The Centre for White Space Communications (CWSC), at the University of
Strathclyde, ran a pilot in Glasgow, with support from the Scottish Government,
Microsoft, Sky, 6Harmonics, and MediaTek. The project was aimed at assisting
Ofcom in its efforts to progress toward finalizing the regulations and assisting the
industry to evaluate potential benefits and opportunities associated with enabling
access to the TV white spaces (UHF spectrum).

UK TVWS Pilot: Glasgow Tri-band Wi-Fi

The application chosen by CWSC was wireless home networking, in which “stan-
dard” Wi-Fi in the 2.4 GHz ISM band and the 5 GHz UNII bands was augmented
with the use of spectrum in the UHF band (suing TVWS technology). Earlier results
from Ofcom research had indicated that UHF frequencies would provide coverage
benefits within buildings, complementing what the established Wi-Fi bands could
deliver [5].

The IEEE had recently ratified the IEEE 802.11af standard, which added TVWS
features to the IEEE 802.11 family of specifications, opening the possibility of mass
market adoption. This was significant for Internet service providers (ISP), which
could potentially benefit from the improved range and bandwidth that might be
expected from using TVWS. With ISP requirements in mind, CWSC investigated
the performance of IEEE 802.11af in a number of homes around Glasgow and
carried out a comparison of IEEE 802.11af (TVWS), with Wi-Fi at 2.4 GHz and Wi-
Fi at 5 GHz. CWSC worked with MediaTek and 6Harmonics, who agreed to provide
access to their prototype IEEE 802.11af radios, along with engineering support.
It also worked with broadcaster and communications service provider, Sky, which
offered practical assistance with test locations.

The test results indicated that the IEEE 802.11af radios had the potential to
significantly increase Wi-Fi coverage over that of IEEE 802.11n systems (using
the 2.4 and 5 GHz bands). Quantifying the amount by which coverage might be
improved was difficult, but it was particularly noticeable from the results of tests
described in the final report [5] that IEEE 802.11af was able to provide coverage
throughout the older homes of sandstone and brick construction (and outside), while
an IEEE 802.11n network operating at 5 GHz struggled to penetrate beyond the
room in which the access point was located.

Finalizing the Regulation

The pilot projects yielded a considerable wealth of data, enabling Ofcom to adjust
the draft regulations. In general, its adjustments were toward greater caution –
protecting existing users more and hence reducing the TV white space capacity
available.
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The regulatory framework was divided into two parts:

• The statutory instrument – which license-exempted TV white space access
devices meeting suitable technical requirements. The requirements are laid down
in ETSI 301 598

• Geolocation databases – validated by Ofcom, holding information on which
channels are available in each possible location. Around eight companies applied
for validation and there are now two providers in operation: Nominet and
FairSpectrum.

The statutory instrument was in place by the start of 2016, and the first databases
had already been validated by that point.

Into Commercial Service

With the TVWS regulations in place, it became possible to start commercial network
deployments. A UK company called Broadway Partners recognized the opportunity
to use the new technology to fill gaps in rural broadband provision, around a new
model in community service provision. Broadway identified an initial opportunity
to apply the technology on the Isle of Arran, in Scotland, and worked with the
local community to define the requirements. It enlisted the help of a database
partner and Microsoft to deploy the UK’s commercial service using TV white
space technology. Arran’s rugged and rolling topography provides a representative
challenge to network provision and much has been learned about how best to use
TVWS to illuminate the least reachable locations.

Arran Broadband continues its rollout around the island, reaching out to the
unconnected (or under-connected). Meanwhile Broadway has gone on to tackle
broadband challenges facing other remote communities in Scotland and Wales.
Other companies applying TV white space technology, that we know of, are:

• Cloudnet in Orkney, which has been providing Internet connectivity on the inter-
island ferries and support adjacent rural applications

• New entrant Whitespace UK, which has been rolling out rural broadband
networks in Dumfries and Galloway, as well as the beautiful, but remote highland
village called Balquhidder.

Cross-References

� IEEE 802.11af Wi-Fi in TV White Space
� Spectrum Sharing Policy in Europe
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Abstract

As more user applications emerge for wireless devices, the corresponding
amount of traffic is rapidly expanding, with the corollary that ever-greater
spectrum capacity is required. Service providers are experiencing deployment
blockages due to insufficient bandwidth being available to accommodate such
devices. TV White Space (TVWS) represents an opportunity to supplement
existing licensed spectrum by exploiting unlicensed resources. TVWS spectrum
has materialized from the unused TV channels in the switchover from ana-
logue to digital platforms. The main obstacles to TVWS adoption are reliable
detection of primary users (PU) i.e., TV operators and consumers, allied with
specifically, the hidden node problem. This chapter presents a new generalized
enhanced detection algorithm (GEDA) that exploits the unique way digital
terrestrial TV (DTT) channels are deployed in different geographical areas.
GEDA effectively transforms an energy detector into a feature sensor to achieve
significant improvements in detection probability of a DTT PU. Furthermore,
by framing a novel margin strategy utilizing a keep-out contour, the hidden
node issue is resolved and a viable secondary user sensing solution formulated.
Experimental results for a cognitive radio TVWS model have formalized both
the bandwidth and throughput gains secured by TVWS users with this new
paradigm.

Introduction

Mobile communications have become integral to our daily lives with the mobile
phone now having developed into a smart device that is able to interact with its user.
Commensurately, mobile data traffic has grown exponentially due to a vast array of
services and applications for smartphones including interactive gaming, video and
music streaming, web browsing, and e-mail [1, 2].

In many countries, terrestrial TV broadcast networks are changing from analogue
to digital delivery platforms, a process already completed in North America, the
UK, and Europe [3,4]. This switchover process has continued apace because during
migration, maintenance updates were necessary to channel allocations, with the
most recent, respectively, being in 2016 and 2015 for the UK [5] and USA [6]. The
switchover released valuable spectrum in the UHF band which was subsequently
split into two categories. The first, known as the digital dividend, denoted spectrum
no longer used by terrestrial TV broadcast networks. This was auctioned for mobile
operators to develop application technologies like Long-Term Evolution (LTE) [3,4].
The second, known as TV White Space (TVWS) or interleaved spectrum, relates to
unused spectrum within given geographical locations that avoids adjacent and co-
channel interference with digital terrestrial TV (DTT) transmitters. Since the digital
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dividend spectrum has already been sold off, TVWS has come to be the primary
spectrum for cognitive radio network (CRN) services and applications.

With 5G mobile technology evolving, there are two nascent views for how
it will be successfully realized: (i) a focus on greater coverage [7–9] and (ii)
increasing throughput and lower latency [7–9]. The emergence of CRN technology
[2, 10, 11] and TVWS provides new access opportunities for unlicensed secondary
users (SU), and since TVWS exists in the low UHF band, it offers greater coverage
and increased throughput so satisfying a major 5G requirement. This chapter
presents a framework for how TVWS can effectively fulfill the aforementioned
5G criteria allowing services to not only exploit the increased spectrum released
by TVWS but also ensure long-term SU access benefits, especially as bandwidth
scarcity is still a major 5G issue [5, 6].

Sensing Strategies

CRN offers an efficient and autonomous TVWS solution to facilitate SU access by
sensing the RF environment within licensed primary user (PU) spectrum [12, 13].
Since TVWS is static spectrum, channels do not change in a particular location,
so relaxing the need for efficient PU updates as channels varies only on a spatial
and not temporal basis [12, 14]. To access unused TVWS, spectral holes [10, 11]
must be identified using dynamic spectrum access (DSA) techniques [10, 14) which
enable the CRN to learn about its neighboring RF environment and make access
decisions accordingly. DSA techniques for TVWS are generally classified into three
categories: beacons, sensing, and static databases [12, 13].

Beacons are dedicated in-band signals that advertise for SU access in the licensed
spectrum, though since the PU must administer this process, it is not practical for
DTT broadcasters due to the prohibitive overheads incurred.

Sensing techniques in contrast automatically update a PU static database to reduce
operational costs, though the ubiquitous hidden node problem [4] must be overcome
for them to be viable.

Static databases require manual upkeep, but as interference margins for PU
protection are theoretically calculated rather than based on actual measurements,
system accuracy can be compromised. This approach offers greater flexibility in
embracing scenarios where sensing is not feasible, such as program making and
special event (PMSE) radio microphones.

The principal requirement for TVWS access is reliable PU detection to avoid
interference to local DTT users. Both Ofcom and FCC favor the geo-location
database approach [12], though this entails expense to implement and maintain the
database infrastructure. It is for these reasons that alternative sensing mechanisms
are considered in this chapter. Another key sensing issue to resolve is the hidden
node problem [11, 15, 16], where a SU sensing receiver is obstructed from a
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PU transmitter, so a spectral hole is falsely detected, potentially causing major
PU disruption. This is especially critical at the cell edge where signal strength is
generally low.

While assorted cooperative sensing solutions exist [17] to overcome hidden
nodes, the novel GEDA solution presented in this chapter does not rely on either
cooperative mechanisms or compromises SU bandwidth availability. It exploits
the unique deployment pattern of DTT frequencies to determine if a PU channel
is occupied, applying an energy detector for local real-time measurements in the
decision-making, so effectively turning it into a feature detector. We will now
investigate in greater depth the rich opportunity TVWS spectrum affords for
providing extra bandwidth for SU access.

TV White Space (TVWS)

The DTT switchover from analogue TV reduced the number of TV channels,
with some being released for auction, while the remainder were allocated as
DTT channels. Unused DTT channels in a particular geographic area are TVWS
(interleaved spectrum) and in the most recent standards [5, 6] are assigned to
CRN applications. The UK 8 MHz DTT channels are shown in Fig. 1, with TVWS
channels being the unused (interleaved) spectrum in any location. The purple
channels are DTT, green channels have been auctioned, and the pink channel is
for PMSE applications.

In [3], it was noted that in the UK, 50% of locations can release 150 MHz of
spectrum and from 90% of locations, 100 MHz of TVWS. The key issue distilled
from this analysis is that for a CRN to utilize TVWS, it must be able to allocate
non-contiguous channels to all its SU. Figure 2 shows the non-contiguous nature

Fig. 1 Channel allocation after DTT conversion in the UK [5]
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Fig. 2 Contiguous TVWS Channels in Central London [3]

of channels allocated in London, where each cyan bar represents a free 8 MHz
channel. It is evident the maximum contiguous channel capacity is 16 MHz, i.e.,
two adjacent cyan bars, so to achieve greater capacity, non-contiguous techniques
such as assembly and disassembly of non-contiguous OFDM channels must be
employed.

Figure 3 provides some examples of contiguous channel capacities for other UK
locations.

As evidenced in [18], the minimum number of TVWS channels available in the
UK for a SU using a 10 m antenna and transmitting at 15 dBm yielded an extra
80 MHz of bandwidth for 90% of households and 184 MHz for 50% of households,
so confirming there are significant gains to be leveraged on available SU bandwidth
within the TVWS band. The next section briefly reviews the regulatory steps to
enable this unlicensed bandwidth to be exploited. It is interesting to note both Ofcom
and FCC [18,19] have opened a TVWS band for industry proposals, while recently
the use of TVWS for autonomous vehicles has been proposed [20].

Regulatory Standards

The adopted Ofcom and FCC standards permit CRN broadband devices to operate
in TVWS [12,13,21,22]; with the main TVWS engagement parameters specified by
both regulators alongside the corresponding IEEE 802.22 standard [13, 15], values
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Table 1 Regulatory TVWS engagement parameters [13, 15]

Rule Parameter OFCOM FCC IEEE802.22

1 DTT sensing threshold �120 dBm �114 dBm �114 dBm

2 Wireless microphone threshold �126 dBm �114 dBm �114 dBm

3 SU transmit power fixed network node 1st
adjacent Ch - PBS(N+1)

4 dBm 16 dBm �

4 SU transmit power fixed network node 2nd
adjacent Ch - PBS(N+2)

17 dBm 30 dBm 36 dBm

5 SU transmit power mobile network node
1st adjacent Ch - PM(N+1)

4 dBm 16 dBm �

6 SU transmit power mobile network node
2nd adjacent Ch - PM(N+2)

17 dBm 20 dBm �

7 Out-of-Band powers <�46 dBm �55 dBc �

8 DTT bandwidth 8 MHz 6 MHz 6 MHz

9 Probability of detection Pd 1 1 0.9

10 Probability of false detection Pf � � 0.1

are defined in Table 1. These include the respective probabilities of PU detection
(Pd ) and false detection (Pf ), the DTT sensing noise floor, SU transmit RF power
for a base station (BS) node in the presence of PU adjacent channels, and SU
transmit RF power for a mobile node in the presence of PU adjacent channel.

The Ofcom and FCC settings in Table 1 are committed to PU protection in their
respective countries. Conversely, IEEE802.22 is a SU-focused standard, with the
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specified parameters being the maximum allowable transmit-power requirements,
while corresponding PU protection is the responsibility of the respective country
regulators. While sensing has been considered by the regulators, Ofcom currently
has only proposed a geo-location database solution for industry consultation, while
FCC is focusing on the database solution, with any sensing proposal having to
undergo stringent certification with reduced radiating power [23].

The IEEE802.11af wireless networking standard [23], which is also known
as White Space Wi-Fi (White-Fi) and Super Wi-Fi, permits WLAN operation
in TVWS in both the VHF and UHF bands between 54 and 790 MHz. CRN
technology can transmit on unused DTT channels, with crucially this particular
standard stipulating PU interference bounds.

Enabling Technologies for Spectral Sensing

Historically the Open Systems Interconnection (OSI) communication stack has been
used to communicate information between layers; however, for CRN applications
this is limited by both parameter availability and acquisition time scales. Once
the parameters have been acquired, some analysis is required to interpret an
unpredictable RF environment. In the regulatory parameter settings in Table 1,
the RF transmit power can vary between a fixed SU BS and a mobile SU user.
Furthermore, the mobile SU uses minimum RF power in order to minimize the
local noise temperature outside the coverage area of the SU BS which can occur if
the mobile SU is at the edge of the BS coverage area. To achieve the coverage area
of a fixed SU BS, the mobile SU uplink must employ ad hoc routing [24, 25]. The
following sections detail some of the supporting technologies for CRN access of
TVWS.

Cross-Layer Processing

Cross-layer processing (CLP) design strategies attempt to optimize key param-
eters by using information from other OSI layers, allied with information not
readily available within the OSI communication stack. Unlike normal OSI stack
information exchange, CLP is not constrained to information that is of necessity,
contained within adjacent layers. This enables faster information retrieval because
the information does not have to be transferred through several layers before
reaching the requisite layer. Furthermore, not all information required within a layer
to perform its function is passed to other layers, so CLP permits information to be
utilized by any OSI layer.

The benefits of CLP are that it reduces the overhead within the protocol stack,
lowering the time to acquire information and configure parameters. In [10], it was
shown that if CR routing in the network layer uses information from the spectrum
management block, then enhanced routing performance can be achieved.
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There are two drawbacks of CLP. Firstly, proprietary information models must be
implemented across the cross-layer block which will vary between implementations.
Standards can be formulated between all stakeholders to frame a rigid information
model for interoperability; however, this requires considerable time overhead to
establish such a standard. The second limitation is that a higher computational
cost is incurred in implementing a CLP block with an associated increase in power
resources.

To date, this has not been an issue in CRN research [10,11], because the focus has
largely been on the physical layer. Now, however, the emphasis has shifted toward
optimizing resources to improve the quality-of-service (QoS) provision for the SU,
so the CRN needs to simultaneously influence parameters in the significant OSI
layers. Examples include optimizing the RF power for routing to spectrum access
decisions which are tailored to the application layer (Layer 7) requirements, which
directly relate to the QoS user experience.

This chapter also introduces a novel cross-layer mechanism called the cross-layer
cognitive engine (CLCE) which shares information between the medium access
control (MAC) and physical layers, so sensing measurements can readily influence
spectrum access decisions. Some of the challenges in successfully implementing the
CLCE [2, 15, 26] include:

• Modularity – The OSI layers are designed to be modular so they oper-
ate independently of each other. CLP design can compromise this property,
so avoiding technology-specific parameters being passed to the CLCE by
abstraction alleviates the need for a bespoke solution in different cross-layer
blocks.
– Information interpretability – Choosing a knowledge representation base

which is able to accommodate different implementations of the layer modules
is vital.

– Imprecision and uncertainty – Since parameters to be exported can con-
tain measurement inaccuracies, cross-layer blocks must be able to man-
age imprecision which makes incorporating a fuzzy capability an attractive
option.

– Complexity and scalability – CRN must operate with different wireless
configurations to be able to be scalable, so to optimize the wireless link to
user requirements, the cross-layer block can become complex because of the
number of possible parameters to be exported.

A number of cross-layer block implementations currently exist, with the most
prominent being considered below [26–29]:

• Radio Knowledge Representation Language [28, 29] – Each micro-world
represents a specific wireless technology which implies the CLCE needs explicit
knowledge about these technologies. This is contrary to the aforementioned
modularity and scalability features.
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• Artificial intelligence (AI) [2, 27, 30] – Solutions such as neural networks
and genetic algorithms are well suited to handling large datasets, but they
concomitantly require long training periods to be effective which is not practical
in most wireless applications.

• Fuzzy logic controllers [2, 26, 27] – These are modular, so technology-
specific information is retained in the layers with more generic information
used in the cross-layer block. Improved information interpretability is achieved
using linguistic attributes for each defined membership function. Precision and
accuracy issues are avoided by using an imprecise knowledge representation
base. The complexity of the cross-layer block is also lower than other proposals.

Ad Hoc Routing

Section “Regulatory Standards” stressed that regulatory requirements mean the RF
transmit power of both fixed and mobile SU nodes can vary up to the maximum
values in Table 1, and because of the fixed node antenna height being higher than
the mobile node, greater coverage is achieved. To compensate for this asymmetrical
coverage in the down and uplink directions, ad hoc routing can be innovatively
applied in the uplink direction (mobile to fixed node) to achieve the same coverage
in both directions.

To enable frequency reuse and thus increase spectral efficiency, low RF power
needs to be used, though a corollary of this is that ad hoc routing must be
employed to ensure CR messages reach their destination via other CR nodes. To
minimize latency in time-sensitive applications, consideration must be paid to how
the message is routed through the CRN to their destination [2, 15].

Routing protocols for mobile ad hoc networks (MANET) [2, 15, 24, 25] are well
established, though CRN introduce some new challenges which need to be solved.
These include:

i. Link availability – In the example in Fig. 4, there is a short spectral hole for
the CRN to exploit; however, unlike in a MANET, the availability window is
measured in milliseconds rather than seconds, except in the case of TVWS.

ii. Unidirectional links – Typical wireless networks use bi-directional links though
this is questionable for CRN for the above reason. Also, in TVWS scenarios, due
to the regulatory SU unidirectional power allocation, pragmatically there is only
the prospect of unidirectional links which imposes a specific design constraint
on the network layer.

iii. Heterogeneous wireless networks – Normal wireless networks are structured,
while CRN have a more ad hoc, heterogeneous node structure. This means CRN
require inter-system handover but with very short duration links routing relying
on cooperative relaying. Such heterogeneous networks pose a security risk
because the link duration is so small; there is insufficient time to authenticate
any security certificate.
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Reactive protocols devised for typical wireless networks can be adopted for CRN
to overcome some of the above issues. The two most common routing protocols
are Dynamic Source Routing (DSR) [24] and Ad Hoc On Demand Distance Vector
(AODV) [25].

The DSR protocol is based on source routing whereby all the routing information
is maintained by the mobile nodes. It is a simple and efficient routing protocol
designed specifically for use in multi-hop links for mobile nodes. DSR allows
the network to be completely self-organizing, without the need for any existing
network administration. The protocol is composed of two main phases, namely,
“Route Discovery” and “Route Maintenance,” which work together to allow nodes
to discover and maintain routes to destinations in the ad hoc network. All aspects
of the protocol operate entirely on demand, allowing the routing packet overhead of
DSR to scale automatically, since only after a route to the destination node has been
identified does packet transmission occur.

In contrast, the AODV routing protocol is intended solely for use by mobile
nodes in ad hoc networks. It offers quick adaptation to dynamic link conditions,
low processing and memory overheads, and low network utilization and determines
unicast routes to destinations within the network. AODV route table entries are
dynamically set up at each intermediate node as the packet is transmitted toward
the destination, reducing the traffic overhead.

Existing Sensing Techniques

The regulatory framework in Table 1 has formed the basis for a variety of spectrum
sensing proposals including noncooperative feature sensing and cooperative sensing
using a non-Gaussian noise covariance Rao test. This section critically analyses
these sensing solutions within a regulatory context.



60 Cognitive Radio and TV White Space (TVWS) Applications 1945

Noncooperative Feature Sensing

In [21,22], an autocorrelation algorithm for spectrum sensing was developed based
upon the correlation of the frame headers and synchronization blocks which are a
form of matched filter feature detection. Spectrum sensing is explored in the context
of the three main TV standards deployed in China, namely, Digital Terrestrial
Multimedia Broadcast (DTMB), China Multimedia Mobile Broadcasting (CMMB),
and Phase Alternating Line – D/K (PAL-D/PAL-K). For comparative purposes, only
DTMB is considered in this discussion because it is the standard that most closely
resembles the UK DVB-T standard in term of frame structure and transmission
bandwidth. In [21], a simulation platform was constructed along with a prototype
model with the detection results being displayed in Fig. 5.

Figure 5 shows both the simulation and laboratory prototypes at false detection
rates, Pf D 0:1 and Pf D 0:001. The detection rate (Pd ) for the prototype is
generally 3–4 dB lower compared to the simulation results which is explained by the
simulation not including analogue RF stage impairments like frequency offsets and
amplifier nonlinearity. Interestingly, by comparing the detection and false detection
probabilities for the IEEE 802.22 standard, Pd D 0:9, Pf D 0:1 at a signal strength
of �114 dBm (Table 1), while the corresponding simulation results for Pf D 0:1 in
Fig. 5 reveal only a Pd D 0:7 at �114 dBm, so this sensing solution fails to comply
with the IEEE 802.22, Ofcom or FCC requirements defined in Table 1.
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Fig. 6 Probability curves for ATSC DTT Signals at different levels of SNR [22]

The North American approach [22] examined the development of spectrum
sensing algorithms for Advanced Television Systems Committee (ATSC), National
Television System Committee (NTSC), and radio microphones. Sensing for both
ATSC and NTSC involves a unified signature-based, spectrum sensing algorithm,
which, in the case of the US DTT standard ATSC, is the autocorrelation of the
SYNC segment of the frame.

ATSC results are plotted in Fig. 6, which shows detection probability .Pd /

against the probability of false detection Pf at different SNR values.
If a noise floor of �100 dBm is assumed within a 6 MHz bandwidth, which is

the TVWS bandwidth in the USA, then a SNR D �18dB is represented by a signal
of �118 dBm which is below the sensing threshold of �114 dBm for both IEEE
802.22 and FCC (Table 1). From Fig. 6, at SNR D �18 dB, Pd D 0:9 and Pf D
0:05 which is the only SNR value which upholds IEEE 802.22, though it still does
not comply with the FCC detection probability requirement in Table 1. The other
SNR values (�20 and �22 dB) do not comply with IEEE 802.22 and FCC sensing
thresholds.

Cooperative Sensing Using a Non-Gaussian Noise Covariance Test
Rao [31]

Spectrum sensing for CRN in the presence of non-Gaussian noise is challenging
due the CR having to have knowledge of both the PU and SU. To overcome
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this limitation, the generalized likelihood ratio test (GLRT) can be applied which
combines unknown parameter estimation with a likelihood ratio test. While GLRT
is an optimal detector, it must compute a maximum likelihood estimation (MLE)
for the received signal power of the desired signal, the noise variance, and the
unwanted signal and so consequently incurs a large computational burden. The
Rao test is an approximate form of the GLRT which only estimates system model
parameters for unwanted signal conditions. This simplifies the Rao structure and
[31] examined its use in the cooperative mode, which is a commonly used technique
in spectrum sensing since it overcomes the harmful effects of fading and shadowing
by taking advantage of spatial diversity. It thus offers a solution to PU sensing for
non-Gaussian noise conditions. Cooperative spectrum sensing is a viable solution
for a CR sub-network comprising one SU BS and multiple SU mobiles, which
collectively detect the presence/absence of a PU within a given frequency band.
Each SU employs a Rao detector to independently sense the PU signal in the
presence of non-Gaussian noise, with local SU decisions then forwarded to the BS
which makes a final access decision.

The cooperative spectrum sensing system in [31] is an IEEE 802.22-based
solution that uses the Rao test to measure the non-Gaussian noise level to improve
the energy detection performance and includes a multiuser extension where ˇ
defines the noise model used. Figure 7 shows the results for four SU sensors at
differing ˇ settings which represent various noise profiles ranging from Gaussian
(ˇ D 2) to Laplacian (ˇ D 1). Also, the results evaluate four strategies for

Fig. 7 Family of ROC curves of cooperative for different values of ˇ [31]
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cooperative sensing. The first is the traditional cooperative sensing technologies
(OR, AND) where the proposed solution uses the cooperative technologies coupled
with the Rao test measure.

In summary, the results for both noncooperative sensing in [21, 22] and cooper-
ative sensing [31] corroborate that the requisite detection and false detection rates
specified in Table 1 are not upheld. This provided the motivation to investigate new
sensing strategies which are able to fulfil the strict sensing regulatory requirements
of OFCOM and FCC, with one innovative solution being detailed in the following
sections.

Enhanced Detection Algorithm (EDA)

This PU detection technique [17, 32, 33] was introduced to specifically facilitate
access to TVWS channels by employing the cross-layer cognitive engine mech-
anism introduced in section “Cross-Layer Processing”. This shares information
between the MAC and physical layers, so energy sensing measurements can
dynamically influence the DSA decisions [10, 17]. EDA exploits inherent patterns
in the DTT frequency deployment to determine whether a PU occupies a particular
DTT channel using a fuzzy logic model to make channel occupancy decisions. By
scanning adjacent frequencies on either side of the channel under investigation,
this effectively turns the energy detector into a feature detector, with a scan range
parameter B determining the number of channels to be sequentially scanned.
Hence, if Ch_A is the DTT channel under review, EDA symmetrically scans
Ch_A˙ 1, Ch_A˙ 2. . . up to Ch_A˙ B . Symmetrical scanning is used due to
the equiprobability of a neighboring DTT channel being either below or above the
channel of interest.

EDA affords a unique sensing option for DTT transmitters because regional
DTT frequencies are deployed in clusters of 6 channels in the UK, and due to
DTT domestic receiver antennae groupings [34], these 6 channels can only lie
within a possible bandwidth of 16 DTT channels. The corollary is that by scanning
B channels either side of the channel of interest, the majority of occupied DTT
channels in a region are detected, with crucially, low false detection probabilities
being achieved by maintaining a low B value. Selecting the best choice of B will
be discussed shortly. EDA uses the sensed energy values in the scanned channels
to resolve whether the DTT channel is occupied. This approach allied together
with a geo-location database means EDA generates an accurate map of PU channel
usage. The advantage of EDA, when coupled with a geo-location database, is that
an accurate mapping of PU channel usage is obtained. PMSE devices can also be
included in the database so reducing PU interference and increasing the available
bandwidth for SU.

The next section introduces the design principles underpinning EDA.
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Fig. 8 EDA block diagram [17, 32, 34]

EDA Design

Figure 8 shows a block diagram of the EDA [17,32,33], with fuzzy logic inference
model employing a classical fuzzy logic framework [26], so I/P (input) A is the
sensor output for the channel under investigation, while I/P B is the maximum sensor
output for 1 to B channels either up or down from the channel under investigation.

The role of the fuzzifier is to translate the input into a fuzzy set which is allocated
a membership function. This follows a normal (Gaussian) probability function used
for RF detection. The fuzzy rule block defines how EDA behaves under practical
conditions, while the de-fuzzifier produces a final crisp output using the centre of
area method [26].

B Parameter Selection

The choice of B is critical to EDA detection performance as it scans channels up
and down from the channel under investigation to B , where B is the integer number
of channels to be scanned. Three membership functions Lo, Med, and Hi are used
to assess the occupancy status of a specific channel. If a particular channel lies
within the Med probability range and another channel which is either within B up
or down and also lies within either the Med or Hi probability detection ranges, then
the outcome is weighted according to a set of fuzzy rules [34] which is defined above
and a crisp occupied or unoccupied result is returned. This reflects the phenomena
that DTT channels in a local area are generally deployed in a cluster configuration
due to DTT antenna groupings [34] in which another DTT channel eitherB channels
up or down can be located. EDA detection/false detection response against B for
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Fig. 9 B Response for the UK

signal strength of �120 dBm and averaged over 22 major DTT transmitter sites in
the UK is shown in Fig. 9, with B dynamically determined. Note, B will always be
bespoke to the country of the DTT channel deployment.

The corollary from Fig. 9 is that by scanning B channels either side of a channel
of interest, the majority of occupied DTT channels in a region are detected with
crucially, low false detection probabilities Pf achieved by maintaining a low B

value. EDA then uses the sensed energy values in the scanned channels to determine
whether the DTT channel is occupied.

EDA Performance

The detection performance of EDA is shown in Fig. 10 in comparison with [21].
This reveals EDA consistently out performs existing PU detection algorithm by up
to 9 dB when applying the IEEE 802.22 standard detection thresholds of Pd D
0:9 and Pf D 0:1, though importantly both techniques fail the stringent Ofcom
requirement of Pd D 1:0 at a signal strength of �120 dBm.

Despite its performance limitations, EDA demonstrated that a sensing strategy
for TVWS applications was feasible, and consequently it became an integral con-
stituent block in a novel adaptive-based sensing framework known as Generalized
EDA (GEDA) [17], which achieves 100% PU detection under for all regulatory
scenarios. GEDA will now be reviewed.
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Fig. 10 Detection probabilities versus signal strength

Generalized EDA (GEDA)

Introduction

As highlighted in section “Enhanced Detection Algorithm (EDA)”, while EDA
upholds the Pf D 0:1 requirement of IEEE 802.22 [22], it failed to achieve
Pd D 1:0 for the DTT sensing threshold in Table 1. This provided the motivation
for the development of the GEDA paradigm, which reuses key EDA components,
while crucially integrating a new adaptive mechanism for selecting the B parameter
to secure significant performance improvements.

GEDA Design

Figure 11 shows the block diagram of the GEDA model which reveals the key
role EDA plays. In comparison with EDA, GEDA introduces three new system
parameters, namely, BPri , BSec and a scaling factor (SF). BPri is the initial scan
range value of B used to evaluate channel occupancy in accordance with the IEEE
802.22 standard, i.e., Pd D 0:9 and Pf D 0:1, while BSec is a higher B value, if
required, which ensures an overall Pd D 1 once the first frequency scan using BPri
has been completed. It is important to stress that BSec cannot be directly used at
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Fig. 11 GEDA block diagram

the outset of sensing by GEDA because its higher value increases the likelihood of
false detections which compromises detection performance. It is, thus, only used on
occupied DTT channels that BPri cannot detect. Both BPri and BSec are country-
specific and are determined applying EDA using the corresponding B value that
yields the respective Pd and Pf values.

GEDA detection can thus use either BPri or BSec for its DTT scanning range.
The former is the initial scan range B value, and, in many cases, this is the only
value required. In a few cases, however, BSec has to be used to achieve Pd D 1.
Whether BSec is used is governed by the SF, which is the ratio of the highest to the
lowest DTT frequency energy values, both of which are stipulated by the relevant
regulatory authority [13, 34]. The role of SF will now be further investigated.

Scaling Factor (SF)
Using this highest frequency (lowest RF energy) to the lowest frequency (highest
RF energy) ratio enables a window of energy measurements to be defined within
which it is feasible that a PU DTT channel may trigger using BSec , provided
the channel is in the unoccupied channel database. Thus, by scaling the lowest-
frequency energy measurement in the DTT channel occupied database obtained
usingBPri , a threshold for usingBSec on an unoccupied DTT channel is established.
SF is formally expressed as:
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SF D

ˇ̌
F
�
RSSHi_DT TF req

�ˇ̌2
ˇ̌
F
�
RSSLo_DT TF req

�ˇ̌2 (1)

where RSSHi_DT TF req and RSSLo_DT TF req are the respective received signal
strength (RSS) measurements for the highest and lowest DTT frequencies for a
preset distance between the DTT transmitter and receiver.

GEDA Mechanism
Using BPri , the initial PU sensing results are determined using EDA, from which a
PU unoccupied list is compiled. If the criteria in Eq. (2) is upheld, EDA is reapplied,
but this time the DTT channel scanning is performed using BSec to assemble the
final PU DTT channel occupied list [17] with y being the energy measurement of
the lowest occupied DTT channel.

IF unoccupied DT T channel energy 	 y � SF THEN B D BSec (2)

Numerical Evaluation of the GEDA Mechanism

To demonstrate how GEDA resolves undetected PU channels which are outside
the BPri capture range, we shall examine the Yorkshire-Belmont UK scenario. To
illustrate how GEDA is easily transferrable to other countries, the Washington DC
FCC (6) scenario is also examined.

Yorkshire-Belmont: UK Channel Deployment GEDA Analysis
The first part of the analysis is where the BPri value is calculated for the UK DTT
channel deployment plan using the algorithm in section “GEDA Design”. From this
analysis, BPri D 4 which gives a Pd of 0.98 and Pf of 0.0692.

From this DTT channel deployment, the BSec parameter will be invoked for
two transmitter sites, namely, Yorkshire Belmont and Central-Waltham. For the
latter case, only one channel is not detected by BPri ; however, using BSec in
the same transmitter region resolves this channel. Yorkshire-Belmont is chosen
as the most challenging case study due to having two PU channels not detected,
while Scunthorpe is the location for the SU BS, since it is at the edge of the DTT
transmission area. The two channels which are not resolved to be occupied are DTT
channels 53 and 60, and the way GEDA effectively resolves these channels for the
Yorkshire-Belmont DTT transmitter is detailed in [5] and is summarized here.

Firstly, the SF for the UK is calculated from (1). The lowest DTT frequency in
the UK is 474 MHz and the highest is 786 MHz, and the energy references were
60 km away from a 100 KW DTT transmitter. The DTT propagation model is used
to obtain the two energy values below from the sensor with stated parameters:

SF D 3:4482118 � 104=1:4930635 � 105 D 0:23
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Yorkshire Belmont DTV
Transmitter

Height 343m
RF Power 100Kw

Scunthorpe SU BS
Height 10m

RF Power 4w

42.42 Km

Sheffield DTV Transmitter
Height 49m

RF Power 1Kw

Waltham DTV Transmitter
Height 301m

RF Power 25Kw

85.28 Km

58.9 Km

88.68 Km
Saddleworth DTV

Transmitter
Height 51m

RF Power 0.4Kw

SU Mobile
North
Sea

Fig. 12 Yorkshire-Belmont Analysis

Table 2 Energy responses for the Yorkshire-Belmont transmitter area to a Scunthorpe SU BS

Transmitter site and channel
Sensor measurement at SU BS in
Scunthorpe

Saddleworth Ch 39 6:0904529 � 101

Sheffield Ch 21 6:2628017 � 101

Waltham Ch 29 6:3129225 � 101

Yorkshire Belmont Ch 53 2:5336327 � 105

Yorkshire Belmont Ch 60 2:0449943 � 105

Yorkshire Belmont Ch 22 lowest channel detected by
GEDA using BPri 8:4410224 � 105

The next step is to map the Yorkshire-Belmont scenario which is shown in
Fig. 12, where Yorkshire-Belmont is the primary DTT transmitter and Saddleworth,
Sheffield, and Waltham are, respectively, the adjacent region transmitters.

The energy responses for each DTT transmitter is calculated to a SU BS in
Scunthorpe by the DTT distance model using the SU BS antenna height (10 m).
The corresponding sensor results are shown in Table 2.

The next step is to calculate the trigger for expediting a scan for a channel
using BSec . This is calculated from taking the lowest-frequency channel sensor
measurement which is detected by the GEDA using BPriwhich in this case is
channel 22 and multiplying by SF (0.23) to obtain the trigger point. From Table 2,
this will be 8:4410224 � 105 � 0:23 D 1:94143 � 105.
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Now applying GEDA, the unoccupied channel scan usingBSec D 7 is conducted,
and if the channel sensor output is 	1:94143 � 105, which means from Table 2,
the Yorkshire-Belmont DTT channels 53 and 60, then the BSec parameter is
triggered. This means when applying BSec D 7, both these DTT channels are
detected.

The GEDA mechanism has been fully validated for all UK scenarios though
not all countries follow the same channel deployment rules. Hence in order
to demonstrate the agility of this novel sensing algorithm, an alternative North
American scenario is now presented to exhibit this flexibility.

Washington DC: North American Channel Deployment GEDA Numerical
Analysis
The major differences between the North American and UK scenarios are:

1. The DTT channel bandwidth utilized in North America is 6 MHz as opposed to
8 MHz in the UK.

2. The modulation scheme utilized in North America is 8 Vestigial Sideband (VSB)
modulation where in the UK both 64 and 256 Quadrature Amplitude Modulation
(QAM) are used.

3. The way the DTT channels are distributed is quite different and mainly driven by
geography. In the North American case, distributed transmitter sites [6] are used
to service a region because real estate is not a driving factor, with the number of
channels varying between 3 and 21 depending on terrain and size of region.

For this analysis, data is required upon channel and RF parameters for the DTT
deployment which is generally available from the relevant regulator (6). Using the
channel deployment in [6], Pd was calculated using BPri D 4 giving a Pd D

0:9016 and Pf D 0:053, which conforms to the IEEE 802.22 Pd and Pf criteria.
The channel deployment matrix is converted into a detection matrix by using the
previously mentioned detection probability algorithm.

From the detection matrix, it was noted that channel 15 for Washington DC was
not detected when using BPri D 4. Figure 13 shows the Washington DC DTT
transmitter model along with a SU BS in the center of Washington in which this
forms the basis of the analysis, with ten DTT channels allocated to the Washington
DC region, supported by six transmitter sites. Each transmitter is identified by a
four-letter call sign, with the particular transmitter of interest being WFDC, which
is the channel which cannot be detected. WNVC is the transmitter whose channel is
the lowest frequency detected using BPri , while WMPB is in the adjacent region to
Washington DC.

Channel 15 cannot be detected using BPri , and the lowest frequency which can
be detected using BPri is channel 24. Figure 14 shows the model for these two
transmitters WNVC (Channel 24) and WFDC (Channel 15). WMPB (Channel 29),
which is a channel servicing Baltimore which is an adjacent region to Washington
DC, is also included to demonstrate that false triggering of BSec will not be caused
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Fig. 13 Washington DC DTT Model [6]

Fig. 14 Washington DC – WNVC, WFDC, and WMPB DTT Model [6]

by any adjacent region, as this would have the effect of increasing the probability
Pf , thereby unnecessarily triggering BSec .

WFDC (channel 15) is not detected using BPri and WNVC, which is the lowest
frequency detected in the Washington DC region thus defines the value at which
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Table 3 Washington Model sensor measurements

Transmitter site and channel Sensor measurement at SU BS in Washington

WFDC Ch 15 1:1846454 � 1010

WMPB Ch 29 adjacent region 4:9109495 � 104

WNVC Ch 24 lowest channel detected by
GEDA using BPri

2:0910753 � 107

BSec is to be used in conjunction with SF. Again using (1), the SF is calculated using
the lowest and highest DTT frequencies in the USA, which are 473 and 887 MHz,
respectively.

SF D 1360281=7907096:5 D 0:172033

This value is now used to calculate the sensor outputs for the three transmitters in
Fig. 14 to the SU BS in Table 3.

As with the UK scenario, the next step is to determine the trigger for advancing
the scan for a channel using BSec . This is calculated by taking the lowest-frequency
sensor measurement detected by GEDA using BPri , which in this case is channel
24 and multiplying it by SF (0.172033) to give the trigger point. Using Table 3,
this is 2:0910753 � 107 � 0:172033 D 3:597339 � 106. Now applying GEDA,
the unoccupied channel scan using BSec is conducted, and if the channel sensor
measurement is 	3:597339 � 106, then this means for WFDC (channel 15) BSec
is triggered. Thus, by using BSec D 9 in both the detection and false detection
algorithms, this channel is successfully detected.

GEDA Results

The sensing performance of GEDA has been critically compared with two disparate
DTT datasets. The first is DTMB which is the DTT standard in China (21), while
the other is a North American study [22]. Both results were generated from a
DTT deployment matrix of 22 sites. Given the Chinese scenario closely follows
the UK in terms of DTT bandwidth and modulation schemes, this was compared
to GEDA in a UK scenario using the same channel bandwidths and modulation
schemes.

UK GEDA Results Compared to DTMB Standard [21]
DTMB channels have a bandwidth of 8 MHz and employ five modulation con-
stellations, namely, 4-QAM NR, 4-QAM, 16-QAM, 32-QAM, and 64-QAM. The
UK DTT standard DVB-T also has eight MHz channels but only two modulation
constellations, which are 64-QAM and 256-QAM. To ensure the worst-case UK
scenario is evaluated for GEDA, the latter is used because 64 QAM will display a
greater energy level than 256 QAM, i.e., higher signal bit energy per noise energy
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Fig. 15 Comparative detection results for GEDA and DTMB standard

(Eb=No) is required to decode 256 QAM signals for the same throughput as per
Shannon’s law [35].

The BPri and BSec values are calculated using the detection and false detection
probability algorithms for compliance to Pd D 1 and found to be BPri D 4 and
BSec D 7 for the UK scenario. The GEDA results are displayed in Fig. 15 along with
the corresponding Chinese detection rates [21] at a Pf D 0:1. The results confirm
that unlike DTMB, GEDA achieves Pd D 1 at a signal strength of �120 dBm
in accordance with Ofcom requirements (Table 1) and overall produces a 9 dB
improvement over [21]. It also achieves a lower comparative Pfd D 0:069

compared to 0.1 in [24].

US GEDA Results
The next set of results in Fig. 16 show how GEDA performs against the associated
North American scenario in [22]. For FCC channel deployment, BPri D 4 and
BSec D 9, however, to have an equitable comparison, both BPri and BSec values
were varied between 1 and 9, so a wide range of Pf values were analyzed.

The results clearly demonstrate GEDA superior robustness across the range of
SNR values. The reason for this is that the comparators in [21] and [22] depend on
the detection of frame headers, which requires a certain SNR to exist. In contrast,
GEDA energy measurements are combined with DTT channel deployment patterns,
which effectively becomes a feature detector that is not dependent on demodulating
the frame and is thus autonomous of the prevailing noise environment.
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Fig. 16 FCC SNR GEDA results

Comparison of GEDA Results for UK and US
In Figs. 15 and 16, GEDA has been evaluated against other sensing solutions
deployed in the UK and USA; however, GEDA was not compared using the
same criteria. This section analyzes GEDA performance for both countries using
SNR, and the detection and false detection metrics, with Fig. 17 displaying their
comparative performance.

The graphs show the US sensing results attain a Pd D 1 before GEDA, though
both sets of results secure a Pd D 1 and Pf D 0:1 to uphold both regulatory
and IEEE 802.22 requirements. The difference is attributable to the diverse DTT
channel deployment patterns between the UK and USA (demonstrated by different
the B values used) for the same sensing thresholdD �120 dBm.

Bandwidth Available for TVWS Devices

This section critically evaluates the potential of TVWS to make available extra
bandwidth for SU cognitive devices. Two key concepts are firstly introduced.

(i) The Protection contour [34], which is a function of the DTT receiver being able
to decode a DTT picture signal, even at the edge of a reception area, without
incurring co-channel interference
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Fig. 17 Comparison between GEDA UK and US results

(ii) The keep-out contour which combines the protection contour and hidden node
issue to establish a dedicated sterilization zone for each specific DTT channel

To consider how real DTT systems operate in the UK, both the average coverage
distance from the transmitter for the Mendip area [17, 34] and the matching Egli
terrain factor were calculated. Using the Mendip DTT area as the case study [34],
without loss of generality, the Egli terrain value was empirically found to be 97%. It
will now be shown how the concepts of a protection contour and keep-out contour
can be innovatively coupled to define how much bandwidth is available for SU
TVWS cognitive devices to access. Each will be now individually considered.

Protection Contour and Interference Management

This contour [34] crucially depends upon the RSS at the edge of the Mendip DTT
area, which is the worst-case scenario for a PU where no co-channel interference
occurs. The related protection contour geometry is shown in Fig. 18.

The protection contour distance .DistPC / [34] at the edge of the receivable
DTT signal (BER D 2 � 10�6) for the Mendip area is 54.023 km for Channel
54. This DistPC value does not, however, take account of two different sources
of interference:

(i) Co-channel – interferers on the same channel
(ii) Adjacent channel – interferers on channels adjacent to the PU
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Fig. 18 Protection contour geometry for the Mendip DTT area

For (i), the DTT receiver is located on the protection contour, which for the
Mendip area means RSSPC D �86:2429 dBm. The co-channel interference signal
is now increased until the BER exceeds the 2 � 10�6 threshold, which occurs
at RSS D �131:9 dBm. Using this value, a model was developed to determine
the distance from the protection contour that would generate an interference of
�131:9 dBm at the DTT receiver. It was assumed SU BS transmit effective isotropic
radiated powers (EIRP) of 17 and 4 dBm [12] are used along with the TVWS
parameters defined in Table 1, 16 QAM at 32Mbps raw data (user application data
together with IP and MAC overheads), and an 8 MHz DTT bandwidth. This equates
to a minimum keep-out distance (DistKO ) of 3.75 km from the DTT receiver on the
protection contour for the 17 dBm SU while DistKO D 1:77 km for the 4 dBm SU.
Both DistKO distances crucially assume no margin for a hidden node.

For adjacent channel interference, the adjacent channel interference signal (NC1)
was increased on the DTT receiver at the protection contour until the BER exceeded
the 2�10�6 limit, which occurred whenRSS D �47:77 dBm. This is the maximum
allowable SU signal strength in this adjacent channel. Undertaking the same analysis
for the .N C 2/ adjacent channel gave a maximum RSS D 196:4 dBm for a SU.

To critically evaluate whether the OFCOM SU maximum transmit EIRP of
4 dBm for .N C 1/ and 17 dBm for the .N C 2/ adjacent channel interference
provides sufficient DTT PU defense against interference, the SU BS and mobile
scenarios where the interfering RSS is calculated for both 4 and 17 dBm SU transmit
EIRP on .N C 1/, 14 m away from a DTT receiver which is assumed to be the
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minimum separation of a SU BS from a PU receive antenna. The respective .N C1/
BS results were �47.78 and �34.78 dBm, which endorse the Ofcom decision to
limit the .N C 1/ transmit EIRP to only 4 dBm, as this is lower than �47.77 dBm,
so it will not generate interference from 14 m unlike the 17 dBm SU BS. The SU
mobile scenario for .N C 1/ using 4 dBm SU transmit EIRP gives protection to the
PU receiver up to 5.4 m away from the PU receiver. In contrast, for the .N C 2/
channel case, the �13 dBm RSS caused by a 17 dBm SU BS at 4 m from the PU
receiver is much lower than 196.4 dBm, so no interference is generated. In the
17 dBm SU mobile case, a RSS D �5:4 dBm is generated when 1 m away from
the PU receiver which again is much lower than 196.4 dBm, so no interference is
produced to any PU.

While these co-channel results demonstrate the minimum distance away from
the protection contour a SU can reliably transmit on the same channel, the hidden
node issue [17, 34] is not reflected. It is clear from the above discussion that no
interference is generated provided the Ofcom settings (Table 1) on the .N C 1/ and
.N C 2/ SU power restrictions are upheld.

So far, the hidden node effect has been only considered in sensing a PU very close
to an obstacle, i.e., 10 and 20 m away. The graph in Fig. 19 shows the sensor output
at distances more than 55 km away from a DTT transmitter, for differing obstacle
heights in the range 15-90 m [32–34]. The graph reveals that while the distance
to the keep-out contour distance varies between points (2), which are the minimum,
and points (3), the maximum, depending on the obstacle height, the keep-out margin
XKO remains constant.

Fig. 19 Mendip keep-out contour at 738 MHz
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At point (2), the minimum distance at 76.89 is 22.87 km from the nearest DTT
receiver (DistKO ) on the protection contour. This means from Table 1 where
the maximum allowed Ofcom transmit power is 17 dBm, a minimum distance of
3.75 km is required to avoid co-channel interference. It can then be assumed that by
using the keep-out margin XKO , no interference is caused by a SU transmitter with
an obstacle height of 90 m. For a typical residential scenario and a 15 m obstruction,
the maximum keep-out contour distance is 86.69 km at point (3), which is the
value used in channel reuse calculations. Note, the distance from the obstruction
to point (1) is just 0.58 km which represents a special case where PU detection is
only achievable using either a cooperative sensing strategy or special sensor heights
as discussed in [33] and needs to be within 1 km of the obstruction.

Keep-Out Contour

This contour defines the exclusion zone around the DTT transmitter which protects
the PU receiver by applying the protection contour even when there is a hidden
node present. It also provides sufficient bandwidth to TVWS devices to ensure their
users receive the best QoS. The difference between the protection and keep-out
contours is that the latter includes a margin loss alongside the protection contour
to permit prescribed interference RSS in the presence of hidden nodes as illustrated
in Fig. 20.

In the keep-out contour geometry of Fig. 20, the main parameters are:

DistPC D Protection contour for the lowest modulation scheme in the DTT
deployment

DistKO D Distance from the protection contour to keep-out contour

Fig. 20 Keep-out contour
geometry
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Table 4 Power control parameters

XKO Keep-out contour energy (section “Ad Hoc Routing”)

PBS.NC1/ Regulatory definition for base station EIRP for adjacent channel (Table 1)

PBS.NC2/ Regulatory definition for base station EIRP (Table 1)

PM.NC1/ Regulatory definition for mobile EIRP for adjacent channel (Table 1)

PM.NC2/ Regulatory definition for mobile EIRP (Table 1)

DBPU GEDA identified PU channel database

DBDT T DTT channel database containing channel numbers and energy measurements

DB
.Ch/
DT T DTT channel database channel number

DB
.Ch/
PU GEDA identified PU Channel database channel number

DB
.E/
DT T DTT channel database energy measurement

DistObst D Distance between an obstruction and DTT transmitter
DistObst�KO D Distance from an obstruction to the keep-out contour

To define the keep-out contour, the distance from the protection contour in the
worst-case scenario must be determined, namely, a 36 dBm SU BS (maximum RF
power in Table 1) producing an interference signal strength of �120.8 dBm plus a
margin for the hidden node. This margin is derived from the mid-variation point of
the 90 m obstacle diffraction loss at distances up to 400 m away from an obstacle,
where the most significant changes occur at 41.33 dB. Using the interference
models, the corresponding distance DistKO for this margin in the Mendip DTT
region is 47 km. Distance DistKO CDistPC now determines the minimum sensor
threshold XKO for the keep-out contour. For the Mendip DTT area, this is 138.73,
which means any sensor output value lower than 138.73 will trigger the keep-out
contour to enable the SU to access that particular channel as shown in Fig. 19.

Figure 19 reveals that while the distance to the keep-out contour varies between
the highlighted points (2) and (3), depending on the obstacle height, XKO remains
constant. For the most typical residential scenario and a 15 m obstruction, it can
be assumed the maximum keep-out contour distance is 86.69 km, which is the
value used in channel reuse calculations. Note, the distance from the obstruction
to point (1) is just 0.58 km which represents a special case where PU detection is
only achievable using either a cooperative sensing strategy or special sensor heights
[33, 34].

The GEDA model employs the keep-out contour to both determine active PU
channels and to govern whether these channels can be accessed by a SU. The
complete adjacent and co-channel interference management process is presented
in pseudo-code form in [17], with Table 4 defining the key parameters.

The interference management algorithm [17] checks every DTT channel in the
PU database, which is created during the GEDA process, against the current channel
under review. If the sensor output of the DTT under review is greater than (XKO/
and the channel number is specified in the PU database, i.e., it is a co-channel, then a
SU cannot access this particular channel. However, if the channel under review does
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not reside in the PU database or the sensor output is less than XKO , then a SU may
access the channel using RF powers of PM.NC2/ and PM.NC2/, respectively. Finally,
if the channel under review lies in an adjacent channel N C 1 or N C 2, then the
SU may use RF powers; PM.NC1/; PM.NC2/; PBS.NC1/, or PBS.NC2/, respectively,
without crucially impacting upon the PU.

In [14] and [36], the available TVWS bandwidth calculation at any location
was determined from physical RF surveys, which incurred extensive resources,
so instead GEDA adopted the innovative strategy to assess the amount of SU
bandwidth available using the keep-out contour and sterilization index (SI) [33].

The UK DTT network consists of major regions, with each having minor
transmitters operating within their boundaries to overcome local propagation issues
so ensuring populated areas have service coverage. The USA DTT deployment in
contrast has distributed major transmitter sites covering a region, though notably the
SI concept is still applicable.

Let the keep-out contour area of adjacent main DTT transmitters transmitting
intersecting a major DTT area be F km2 per DTT channel per transmitter. If Y km2

is the area covered by the furthest keep-out contour of a major transmitter serving
a UK DTT region, then for a distributed deployment like the US, this will represent
the area covered by the radius of the furthest- away transmitter keep-out contour,
added to the distance from the transmitter to the center of the region under analysis.
SI is thus formally expressed as:

SI D
F

Y
(3)

where the SI is calculated on per channel (n), per transmitter (m) basis, with each
individual simn value used to construct a primary area SI 0 matrix.

SI 0 D

0
B@
si11 � � � si1n
:::
: : :

:::

sim1 � � � simn

1
CA (4)

where the number of DTT channels n D 32 in the UK and m the number of
transmitters radiating into area Y . If two different transmitters use the same channel,
with one keep-out contour area nested within another, then the lower simn value is
set to zero.

The final step is to sum all columns and resulting rows in Eq. (4) to form a final
SI value.

SI D

nX
iD1

mX
jD1

SI 0ij (5)

The SI determines the available bandwidth in the DTT area under investigation by
(N-SI) x BW MHz, whereN DTT channels of bandwidth of BW MHz area assumed
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in the country of interest. The next section investigates how the SI can be applied to
determine the number of TVWS channels available in the specific case study area
of the Mendip region.

UK Case Study for TVWS in the Mendip DTT Transmitter Area

All the major, adjacent, and minor transmitters of either 50 W or more (5) in the
Mendip DTT transmitter area, together with their corresponding SI values, are given
in Table 5.

Using the individual SI values in Table 5, the overall SI in (5) is 15.1194
which equates to an available bandwidth of 135 MHz for TVWS SU devices, when
considering all transmitters of either 50 W or greater. However, there are 60 minor
DTT transmitters operating below 50 W that must also be taken into account. To do
this efficiently, the average antennae heights and EIRP values are used to determine
the SI. The SI for each channel was found to be 0.0133, and since three channels
are allocated to each minor transmitter, SI D 2:4. This is now added to (5) giving
a total SI D 17:5194, so the average available bandwidth for TVWS over the
entire Mendip area is 115.85 MHz. While this represents the average available
bandwidth for the Mendip DTT region, this value will vary according to locality.
In heavily populated areas, it will reduce while in rural areas it will increase. This
corroborates the findings in [13], which, based on measured availability and geo-
location database access, showed that in the largest city (Bristol) in the Mendip DTT
region, 104 MHz of bandwidth was available for TVWS devices.

Other Ofcom studies [13] suggest that over 90% of the population can access at
least 100 MHz, aggregated across the interleaved spectrum. They also estimated that
�50% of the population could have access to 150 MHz or greater and some rural
communities could enjoy more over 200 MHz of this spare capacity [17]. These
findings underscore the importance the keep-out contour threshold and SI play in

Table 5 Corresponding SI
values for the DTT major,
adjacent, and minor
transmitters of 50 W or over

Transmitter site SI

Mendip 6

Wenvoe 3.495

Pontypool 0

Bristol Kings 0.36

Cirencester 0.12

Stroud 0.162

Bath 0.132

Hannington 0.942

Cerne Abbas 0.1584

Stocklands Hill 3.15

Salisbury 0.6

Bristol IC 0
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releasing valuable bandwidth for SU TVWS exploitation while upholding the QoS
provision for PU DTT users. As an illustration, the SU gains secured for the Mendip
region using the SI is approximately 6� 20 MHz LTE RF bearers per location. This
translates to an increase in the number of active data users in a LTE cell location
from 800 to 4600, if a TVWS access node is used in conjunction with an LTE
eNodeB, i.e., an improvement of more than a factor of 5.

Future Research Challenges in TVWS and 5G

Emerging 5G technologies [7–9] recognize that coverage, throughput, and latency
are the overarching objectives in both framing and advancing any new wireless
standard. This chapter has presented a flexible framework for how TVWS can
effectively fulfill some of these aims by enabling 5G services to not only utilize the
increased spectrum released by TVWS but also safeguard long-term access benefits
for unlicensed SU.

Central to this novel TVWS access framework is the GEDA model which
uniquely depends on the DTT channel deployment patterns. It is thus motivated
by the narrowband nature of DTT UHF receiver antenna, which means only a
narrowband of channels are allocated to a specific region. To exploit the SU access
benefits of GEDA in other spectrum opportunities such has the millimeter spectrum,
it will need to be modified to be able to detect other patterns, such as timing of the
PU signals, or when new spectrum is allocated to a PU by administrators, such
patterns are factored into the allocation.

Another key challenge is to improve the SU transport QoS metrics of packet
error rate (PER) and latency when accessing TVWS. Existing TVWS regulatory
requirements [13] mean SU BS transmits at far higher RF power compared to SU
mobile units, so to achieve adequate SU coverage, the uplink signal from the mobile
device to BS needs to employ newly developed innovative routing models to achieve
the additional coverage through multi-hop network arrangements.

Furthermore, heterogeneous network environments have been introduced to
access different technologies to meet user requirements. An underlying assumption
of this development is that TVWS spectrum would be shared between multiple
mobile operators, with each setting up a separate WLAN. An interesting alternative
strategy would be to critically investigate open WLAN arrangements, involving
some commercial agreements between operators for resource sharing [37]. Multi-
operator heterogeneous networks have the advantage that any mobile operator can
route packets so increasing the number of mobiles in a routing area because it is
not restricted to one operator. This will increase the mobile routing population in an
area so reducing the PER. A major research question for such an environment, how-
ever, would be how best to create a cross-operator heterogeneous implementation
framework on existing platforms, including the cognitive TVWS access framework
presented in this chapter.
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Conclusion

This chapter has investigated how cognitive radio (CR) technologies can address
the scarcity of spectrum for the increasing demands made by today’s wireless
applications. It, in particular, explores how TV White Space (TVWS) offers a unique,
low-risk option to enhance existing licensed spectrum by exploiting unlicensed
resources due to the static temporal characteristics of the primary user (PU)
spectrum. The key hurdles to TVWS adoption are reliable PU detection allied with
resolving the hidden node issue. A review of existing TVWS regulatory standards
has been presented with the PU-centric country-related requirements detailed
together with the SU-centric requirements. A key conclusion is that any proposed
sensing solution needs to robustly demonstrate resilience to the omnipresent hidden
node problem.

Supporting technologies which facilitated the introduction of CRN including
cross-layer processing and ad hoc routing were also reviewed to address the
challenges of both supporting SU access to TVWS and overcoming latency issues of
ensuring the correct information is delivered to the required OSI layers in a timely
fashion. Ad hoc routing has been highlighted as the favored solution for ensuring
the unidirectional transmission caused by the SU RF power differentials, which do
not negatively impact on user QoS.

Finally, PU interference management has been analyzed with a novel generalized
enhanced detection algorithm (GEDA) detailed which exploits the unique way
digital terrestrial TV (DTT) channels are deployed in different geographical areas.
GEDA transforms an energy detector into a feature sensor to achieve significant
sensing improvements compared to existing detection solutions. By applying a keep-
out contour together with a novel sterilization index, the hidden node problem is
resolved and a practical SU sensing solution is formulated. GEDA and the keep-out
contour interference management paradigm leverages extra bandwidth for SU in
TVWS to achieve notably enhanced QoS provision as demonstrated in a UK DTT
transmitter case study. The advantages of GEDA has also been shown to be equally
effective in DTT deployments in other countries.
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What Is 5G?

5G is the next generation of mobile communications technology and is being
designed to provide (in comparison with 4G) greater capacity and faster data
speeds and offer very low latency and very high reliability, enabling innovative new
services across different industry sectors. The first wave of 5G commercial products
is expected to be available in 2020 although some “pre-5G” deployments are
already expected in 2018. 5G technology standards are currently under development
and will include both an evolution of existing (4G) and new radio technologies
(5G NR).

5G Use Cases

According to the International Telecommunication Union ITU [4] who has defined
the vision and requirements of IMT2020 [1], potential 5G services and applications
can be grouped into three different classes:

• Enhanced Mobile Broadband. Together with an evolution of the services already
provided by 4G, 5G is expected to provide much faster and more reliable mobile
broadband, offering a richer experience to consumers for application such a
virtual reality (VR) and augmented reality (AR) as well as cloud-based services.
The specific requirements are a minimum of 100 Mbps user-experience data rates
and 20 Gbps peak data rate.

• Massive Machine-Type Communications. The Internet of Things (IoT) – where
sensors, actuators, consumer electronics appliances, street lighting, etc. wire-
lessly connect to the Internet and each other. This is already happening on
existing 4G networks, and the technology is being used in everything from smart
homes to wearables. 5G should help the evolution of IoT services and applica-
tions and improve the interaction between different platforms as well as enable
the vision of 50 billion devices becoming connected by 2030. Possible future
applications could include real-time health monitoring of patients, optimization
of street lighting to suit the weather or traffic, and environmental monitoring and
smart agriculture. Data security and privacy issues will need to be considered
given huge amounts of data could be transferred over a public network. We note
that many IoT services are already being offered or will be offered in the next
few years over existing and evolved 4G networks, e.g., using narrowband IoT
(NB-IOT), LTE-M, or NB-LTE-M technologies. 5G, in this area, is likely to
kick in by about 20205 where we expect to see through the explosion of new
IoT services for which the evolution of LTE is unable to address the required
scalability requirements.

• Ultrareliable and low-latency communications. This class is likely to rely
on the new radio developments and includes services requiring a very high
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Fig. 1 Exemplar use cases of 5G and their requirements

reliability and/or a very low latency. Possible applications include connected
and autonomous cars and aerial vehicles, remote control of robots in extreme
conditions and hazardous situations and for industry automation (Industry 4.0),
remote surgery, and the so-called tactile Internet as well as some of the
applications in the context of smart grids.

These different services have different requirements in terms of speed, coverage,
latency, and reliability, which will demand different network solutions (the evolution
of existing network and potentially new networks) and different deployment models
(including many small cells), an appropriate network infrastructure (which will
include both fiber and wireless connectivity to the core network), and access to
different spectrum bands. Therefore, the concept of network slicing is being put
forward, where different slices of the overall 5G network infrastructure (including
spectrum) may be allocated to different types of services to end users (Fig. 1).

We note that in addition to the above three categories of 5G use cases, perhaps
surprising a new use case for 5G, the so-called fixed wireless access (FWA) or fiber-
like wireless, has recently emerged [2,3]. FWA refers to the provision of high-data-
rate (>100 Mbps) broadband wireless access to residential customers and enterprise
premises using pre-5G/5G access technologies, including full-dimensional MIMO
(FD-MIMO), massive MIMO, and millimeter-wave radio access technologies. The
FWA concept has been around for quite a long time (being known also as wireless
local loop), but only with 5G the techno-economic case for this use case has become
a compelling alternative to wired solutions, such as next-generation cable, copper-
based G-fast, and Fiber-to-the-Premises (FTTP) (Fig. 2).
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Fig. 2 5G fixed wireless access architecture

Radio Access Technologies for 5G

Different from previous generations, where a new radio access technology replaced
the old one, 5G will integrate different radio technologies. Some of these will
be the evolution of already existing radio access technologies; some will be new.
Different service classes could rely on different radio interfaces. Evolutions of the
latest version of the 4G radio interface (LTE-Advanced Pro) are likely to be used
to provide a coverage layer via macro cells. A new cellular radio interface (being
developed in 3GPP under the name “New Radio” or “NR”) operating in frequencies
up to 50 GHZ will be used to provide very high data rates and ultralow latencies
and to serve a very large number of devices via a large number of small cells.
Low-cost, low-battery consumption IoT services are likely to be delivered initially
using evolved 4G technologies, as described in the Introduction, with a gradual
transition/phaseout to 5G by 2025. Wi-Fi evolutions will also play an important
role for consumers, in particular to provide 5G services within homes or offices.
In addition it is also expected that satellite technologies also play a role in 5G, in
particular for wide area coverage in IoT application space (e.g., tracking of goods
and vehicles ) and also as a mechanism to off-load broadcast and multicast linear
TV traffic from 5G cellular networks.

5G Standards Timelines

Figure 3 shows the latest (as of 25/06/2017) timeline of 3GPP (Third Generation
Partnership Project), which is responsible for developing a global industry standard
for 5G mobile communication technologies. As can be seen from this figure, 5G
phase 1 standards, which are mainly focusing on enhanced mobile broadband
(eMBB) with some element of ultralow latency included, are expected to be ready
mid-2018, with an initial “non-stand-alone” version of the standard to be released
already by the end of 2017. The second phase of 5G technology, which encompasses
massive machine-type communications and ULL, is expected to be ready by the end
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Fig. 3 5G standardization timeline according to 3GPP

of 2019, in time for the standard to be proposed to ITU as a candidate technology
which fulfils the IMT 2020 requirements.

Spectrum for 5G

Spectrum is a critical component of wireless networks. It makes up the “airwaves”
that underpin the communication services we use every day, such as mobile, Wi-
Fi, and TV. The diverse set of 5G services and applications, described above, will
require a diverse set of spectrum bands, with different characteristics, addressing
different requirements and combining both low and high frequencies:

• Spectrum at lower frequencies, and in particular below 1 GHz, to enable 5G
coverage to wide areas;

• Spectrum at higher frequencies with relatively large bandwidths below 6 GHz,
to provide the necessary capacity to support a very high number of connected
devices and to enable higher speeds to concurrently connected devices; and

• Spectrum at very high frequencies above 24 GHz (e.g., millimeter wave) with
very large bandwidths, providing ultrahigh capacity and very low latency. Cells
at these frequencies will have smaller coverage (between 50 and 200 m), and it
is likely that build-out of 5G networks in millimeter wave bands will initially
be focused on areas of high traffic demand or to specific locations or premises
requiring services with very high capacity and/or peak data rates (Gbps) (Fig. 4).

5G Spectrum Allocation

The 2015 World Radio Congress (WRC-15) agreed on a WRC-19 agenda item
(1.13) to consider the identification of frequency bands for the future development
of International Mobile Telecommunications (IMT), including possible additional
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Fig. 4 Radio spectrum for 5G and its uses [Ofcom]

allocations to the mobile service on a primary basis, in accordance with Resolution
238 (WRC-15). This involves conducting and completing the appropriate sharing
and compatibility studies for a number of bands between 24 and 86 GHz in time for
WRC-19. The compatibility and sharing studies for these bands are being carried
out in ITU-R Task Group 5/1 until 2018. This follows work in ITU-R on spectrum
needs, deployment scenarios, sharing parameters, and propagation models which
were completed in March 2017.

Candidate bands identified for further study in WRC-15 are shown in Fig. 5. It
can be seen that there are regional differences, and in particular in the 20–30 GHz
range, it can be expected that the 27.5–29.5 band will be only available in Americas,
while other regions, including Europe, are likely to converge around the 24.25–27.5
range.

In parallel on the European level, Radio Spectrum Policy Group (RSPG) has
developed in 2016 a strategic road map for 5G in Europe. In particular, the road
map identified the following building blocks for 5G:

• Low-bandwidth spectrum at 700 MHz; Medium-bandwidth spectrum at 3.4–
3.8 GHz as a “primary” band, which will provide capacity for new 5G services;
and

• High-bandwidth spectrum at 24.25–27.5 GHz as the “pioneer” millimeter wave
band to give ultra-high capacity for innovative new services, enabling new
business models and sectors of the economy to benefit from 5G. In addition,
a European Commission Mandate to CEPT was approved by member states with
regard to the development of harmonized technical conditions in two “pioneer”
bands: 3.4–3.8 GHz and the 26 GHz band.
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5G Spectrum Sharing

Sharing Below 6 GHz Spectrum

While above 6 GHz large chunks of spectrum are expected to become available for
5G systems, the amount of spectrum the sub-GHz and below 6 GHz range is far
more limited. The sub-6GHz band is expected to support important applications
of 5G, such a machine-type communications due to excellent propagation and
indoor penetration characteristics, while the first wave of 5G mobile communication
systems are expected to be deployed in 3.6 GHz frequency range, where in con-
junction with the use of massive MIMO and full-dimensional MIMO (FD-MIMO)
technologies 100MbpsC data rates could be supported while also keeping cell sizes
sufficiently large for viable deployment. It is, therefore, of great importance to
explore options for the sharing of these very precious portions of 5G spectrum.

Due to quality of service requirement of 5G use cases that are expected to be
supported, a very important option for the sharing of these bands is the evolution
of Licensed Shared Access (LSA) [5]. In this approach licensed users, called
LSA licensees, can access underutilized licensed spectrum on an exclusive basis,
thus enjoying predictable QoS, when it is not being used by the incumbent, hence
protecting it from harmful interference.

In 2017, the Federal Communications Commission (FCC) opened up 150 MHz
of spectrum in the USA around 3.5 GHz that it named Citizens Broadband Radio
Service (CBRS) [12]. Similar to the LSA approach, CBRS enables others to use
the spectrum while it is still being used by existing incumbents, such as the
military or satellite communication (see Fig. 6). However, in addition to sharing
with incumbents – CBRS adds a “third tier” of general usage. In this third tier,
anyone can use the spectrum when it is not used by the higher tiers (the incumbents
or users that paid for a license) (see Fig. 2). Of course, if there are multiple third-tier
users in the same area, then they will share the available spectrum with each other in
a fair manner. The complexity of managing three tiers will require some additional
control. To this effect, the FCC has defined a Spectrum Access System (SAS) – a
type of database, in effect – and the Wireless Innovation Forum is helping to specify
the details to ensure that it all works in accordance with the FCC rules.

CBBS can be used by existing mobile operators to offer Gigabit LTE in more
places by making more spectrum available. One can also use this spectrum for small-
cell deployments to extend coverage and add capacity indoors. Another foreseen

Fig. 6 CBBS spectrum sharing scenario in 3.5 GHZ between an incumbent system (in this case
Navy radar) and secondary users
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use is the so-called neutral host, which is a LTE deployment that can be used by
subscribers irrespective of their service provider.

Sharing mm-Wave Spectrum

Millimeter-wave (mm-wave) communications have emerged as a key disruptive
technology for both cellular networks (5G and beyond) [6] and wireless local
area networks (802.11ad and beyond). While spectrum availability is limited in
traditional bands below 6 GHz, mm-wave frequencies offer order of magnitude
greater bandwidths. In addition, mm-wave communication is typically characterized
by transmissions with very narrow beams, enabling further gains from directional
isolation between mobiles. This combination of massive bandwidth and spatial
degrees of freedom may make it possible for mm wave to meet some of the boldest
5G requirements, including higher peak per user data rate, high traffic density, and
very low latency. The use of mm-wave bands for 5G presents a number unique
features not present at lower frequencies:

• Beamforming as a mandatory requirement: A common characteristic of all
systems operating in mm-wave frequencies is that beamforming is mandatory
to compensate for the significantly higher path loss in these frequencies. For
example, the IEEE 802.11ad standard supports up to 4 transmitter antennas, 4
receiver antennas, and 128 sectors. Beamforming is mandatory in802.11ad, and
both transmitter-side and receiver-side beamforming are supported. Furthermore
specification of beamforming for 5G is expected to be finalized by 3GPP,
as part of 5G New Radio (NR) work item. Consequently, beams provide a
common new dimension for the sharing of spectrum among multiple access
technologies.

• Potential for “infinite” spatial reuse: Wireless communications systems
already rely on spatial sharing of spectrum in two dimensions, and the entire
concept of cellular communications relies on spatial reuse of radio spectrum. In
mm-wave systems with the use of transmit-side and receive-side beamforming,
spatial spectrum reuse can be pushed even further down close to one dimension,
which the footprint of interference from each transmission link becoming very
close to the line, rather than an area, in two dimensions. In the idealized case of
ultra-narrow beams, this would allow infinite spatial reuse of spectrum.

Sharing with Satellite Services
FSS (Fixed Satellite Service) is the official classification for geostationary commu-
nications satellites that provide, for instance, broadcast feeds to television stations,
radio stations, and broadcast networks. The FSS uplink (from FSS to satellite)
is allocated in the band from 27.5 to 30 GHz, which is adjacent to the 24.25–
27.5 GHz band identified for 5G. Therefore, there could be potential issues with the
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Fig. 7 Impact of FSS uplink transmission on the coverage of a mm-wave 5G network in the worse-
case co-channel sharing of 28 GHz spectrum. Coverage maps are shown in the absence (left panel)
and presence (right panel) of a FSS’s highly directional transmitter positioned at the center of the
area

sharing between 5G and FSS due to adjacent channel interference. Several cognitive
techniques can be applied to mitigate and improve the 5G-FSS coexistence.

The coexistence between FSSs and mobile cellular BSs in the mm-wave bands
has been the subject of only few, and mainly theoretical, studies. Important new
parameters that need to be considered are how the interference levels could be
reduced by exploiting multiple antenna configurations by 5G mm-wave systems as
well as investigating the aggregate interference resulting from massive deployment
of 5G systems on uplink FSS. The studies in [7, 8], performed in the worse-case
scenario of co-channel sharing, have indicated that due to the use of a beamforming
technology, combined with the relatively short range of communications in mm-
wave frequencies, spatial sharing is much more feasible than in the case of
IMT-advanced systems. In particular, even in this worse-case scenario, the required
protection distance around FSS is much smaller (~1 km as opposed to hundreds
of km) than those recommended previously. Furthermore, by using coordination
among multiple 5G BS, further gains in spectrum sharing can be achieved. These
studies also indicate that the presence of highly directional FSS transmission can
cause outage in the coverage of 5G mm-wave network. However, due to the highly
directional FSS transmission, the outage region is well-confined, and its impact
could be mitigated using a combination of null forming at 5G UEs and cooperation
by multiple BS to boast signal strengths at the victim UE (Fig. 7).

Sharing Between Access and Backhaul (Fixed) Links
The 26 GHz frequency range is used in many countries for 4G backhaul links, also
known as fixed links (FL). Therefore it is of prominent importance to investigate
the compatibility of using the 24.25–27.5 GHz for 5G access. A recent study of
coexistence between FL and 5G access links has been performed by Ofcom [ofcom].
The study considered the deployment of 5G mm-wave base stations (BS) in London
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overlaid on the existing FS deployment. It was assumed that, to avoid harmful
interference to FS links, 5G BS can only operate if they are outside the denial
area of FS links. Denial areas where assumed to be circular and were derived from
interference analysis of a single 5G BS on a single FS link (Fig. 8).

The analysis shows that, in the non-LoS case, 5G BS would not be able to be
rolled out within 0.5 km of a typical FL without a 20% probability of causing
unacceptable levels of interference in all directions. This probability significantly
increases in the pointing direction of the FL, while the distance at which a 20%
probability of causing unacceptable levels of interference increases to 1.2 km.
Therefore, to ensure that unacceptable interference was not caused to this incumbent
FL, this area would have to be denied to IMT-2020 BSs. In fact, dependent on the
requirements of the incumbent FL and what probability of interference they were
willing to accept, this denial area may need to be significantly larger.

Figure 9 shows what impact this denial area would have on a mobile operator
wanting to deploy 5G BSs in an urban conurbation, provided they were willing to
ensure that their 5G BS did not have LoS to any FL. In this figure a denial area of
1.2 km is placed over all FLs in London which overlap with the block of 400 MHz
of spectrum from 24.5 to 24.9 GHz (shown in red).

Sharing Unlicensed mm-Wave Spectrum
A recent trend in cellular communication is to utilize both the licensed and unli-
censed spectrum simultaneously for extending available system bandwidth. In this
context, LTE in unlicensed spectrum, referred to as LTE-U, is proposed to enable
mobile operators to off-load data traffic onto unlicensed frequencies more efficiently
and effectively and provides high performance and seamless user experience.
Integration of unlicensed bands is also considered as one of the key enablers for
5G cellular systems. However, unlike the typical operation in licensed bands, where
operating base stations (BS) have exclusive access to spectrum and therefore are
able to coordinate by exchanging of signalling to mitigate mutual interference,
such a multi-standard and multi-operator spectrum-sharing scenario (as shown in
Fig. 4), this imposes significant challenges on coexistence in terms of interference
mitigation. Licensed Assisted Access (LAA) with listen-before-talk (LBT) protocol
has been proposed for the current coexistence mechanism of LTE-U. In case of mm-
wave unlicensed sharing, a major issue is that the use of highly directional antennas
as one of the key enablers for 5G networks becomes problematic for the current
coexistence mechanisms where omnidirectional antennas were mostly assumed. For
example, as shown in Fig. 10, transmission by a different nearby 5G BS or WiGig
access point (AP) may not be detected due to the narrow beam that has been used,
resulting in “beam collision” which can cause even more excessive interference than
in conventional systems (Fig. 10).

We note that such beam-collision interference scenarios can also occur in
exclusively used mm-wave spectrum as well. However in such scenarios, centralized
resource allocation algorithms from 4G can be extended to include beam scheduling
among multiple base stations to avoid such excessive interference scenarios. In
the case of unlicensed sharing of mm-wave spectrum, centralized coordination is
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Fig. 9 Denial area within 1.2 km of all backhaul links in London operating in the 24.9 GHz [11]

Fig. 10 Multi-standard and
multi-operator sharing of
unlicensed mm-wave bands in
future 5G systems, showing
also a beam-collision
interference scenario [9]

not possible, and novel mechanisms need to be developed. Work in this direction
has only recently being started as part of a new study item in 3GPP 5G-NR
which is expected to be completed in 2018 [10]. Various mechanisms for sharing
are being proposed, including distributed and self-organized mechanism for beam
coordination [9], and approaches based on spectrum pooling [13].
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Conclusion

With industry standards for 5G cellular systems rapidly progressing and firming
up, issues and challenges related to future sharing and coexistence of spectrum
are starting to take a center stage. Furthermore, there is a strong desire from
governments and regulators for efficient allocation and use of 5G spectrum.
Therefore, given the maturity of technologies such as LSA, LLA, cognitive radio,
and mm-wave communications, we can expect that spectrum sharing will be a very
prominent area for innovation, standardization, and spectrum regulation in the next
few years. Finally beyond 5G mm-wave frequencies, the World Radio Congress
in 2019 is expected to consider new spectrum beyond 300 GHz [14], where new
opportunities for spectrum sharing can be expected.
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Abstract

Cognitive radio (CR) integrates results from software-defined radio (SDR),
machine learning (ML), and neuroscience for smart radio transmission devices.
SDR enables devices to be digitally and dynamically configured in online appli-
cations; methodologies and techniques developed to introduce self-awareness
in existing systems can be based on ML. Specifically, CR can adaptively
regulate its internal parameters in response to the changes in the surrounding
environment. New physical layer security issues are also emerging, for example,
smart jamming attacks aim to reduce the quality of service or to disrupt legitimate
communications. In this context, the electromagnetic spectrum represents the
environment, while signals inside it are the individual entities. A CR-to-spectrum
interaction consists of a dynamic process that can be driven by a CR device.
Learning dynamic and measurement models from spectrum data is the main
objective in CR applications.

To learn a model, statistical signal processing techniques can be used. Such
models can be considered as parametric Bayesian filters that allow a CR to
estimate current state of observed entities (including CR itself) and to predict
their actions in the near future. Adaptive hierarchical Bayesian filters able to
cover nonstationary entity behaviors can be described through probabilistic
graphical models (PGM). Interacting entities can be modelled by coupling
multiple PGMs related to different entities.

In this chapter, state-of-the-art on representation and learning of dynamic
models for physical layer security is introduced along with some future direc-
tions. An experimental framework is then presented with two currently investi-
gated applications: Spectrum Intelligence and TV White Spaces (TVWS).

Keywords
Dynamic jamming models � Cognitive radio � Learning models � PHY-layer
security � TVWS � Interactive and Cognitive Environment � Dynamic
spectrum access � Time-frequency analysis � Self-awareness � Learning
interactions

Introduction

An Interactive and Cognitive Environment (ICE) [17] can be defined as a physical
environment with artificially extended capabilities obtained through digital artificial
cognition based on information and communication technologies (ICT). An ICE
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requires the capability to understand and to actively modulate human-machine
interactions by learning from experiences.

A CR device can be seen as an actor of an ICE. In particular, the physical nature
of the appropriate environment for a CR is the electromagnetic (EM) spectrum.
Considering that, since a CR is equipped with antennas to send signals on the
spectrum as well as to sense the frequency content in the same spectrum, it
can perform a cognitive cycle and, consequently, becomes progressively smarter
provided that it can learn models from experiences that associate the signal that the
CR can sense to signals it can send. In other words, the CR becomes smarter if it
can learn models that are able to adapt the cognitive cycles applied to maintain a
dynamic equilibrium with the external environment. Recent advances in both SDR
and ML can make this possible. SDR is a paradigm which enables a full software
implementation of radio devices making them general purpose and dynamically
reconfigurable devices (even in online applications). This means that internal param-
eters can be regulated and controlled by software according to some internal and/or
external state. Implementation of real-time adaptive systems is then feasible. By
employing ML, a paradigm is available consisting of methodologies and techniques
developed to translate big amounts of sensed data into classification and generative
models that can be used to detect and predict situations. Self-awareness can be
introduced in existing systems (such as radar, robots, and wireless equipments)
that can enable radios to become more adaptive, cognitive, and interactive. The
success encountered in this field has resulted in innovative techniques in radio
communications like dynamic spectrum access (DSA) which enables opportunistic
transmission on shared spectrum and defense against jamming attacks to address the
physical layer (PHY-layer) security problem. Spectrum Intelligence (SI) and TVWS
are two current applications of Interactive and Cognitive devices as described in this
chapter.

Since the environment is assumed to be dynamic, time information is a decisive
factor when analyzing and processing signals. To this end, time-frequency analysis
is the tool which retains both frequency and time information of signals, namely,
not only where signals are inside the spectrum of interest but also when they are
in specific bands that represent the contextual spectrum environment. Specifically,
dynamic features can be extracted from the two-dimensional representations (such
as bandwidth, central frequency, transmitting power, and shape) of each signal.
These features constitute a way to indirectly observe the state (hidden or non-
observable) in the dynamical model for each entity. The spectrum of interest is the
dynamic environment, while signals inside it represent the observations by which
the hidden state of the entities can be measured. Once the problem is described,
signal representation is the framework which enables entities and interactions
modelling. There are several techniques to perform signal representation, namely,
modelling entities in the specific environment. Basically, dynamic systems are used
in which the state is observed through noisy measurements. They consist of both a
dynamic model of the state and a measurement model. Transition probabilities of the
state refer to the probabilities of changing from an initial state to a new state. In an
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ICE scenario, single entities are described by stand-alone models, while interacting
(multiple) entities are described by linked coupled models.

In this chapter, different features and signal representations are presented along
with probabilistic models. This is necessary to go through the learning process in
order to estimate and predict state and transitions for each single entity as well as
interactions for multiple interacting entities.

The remainder of the chapter is organized as follows: firstly, PHY-layer secu-
rity is introduced in section “PHY-Layer Security” with particular emphasis to
jamming attacks and intelligent jammers. Afterwards, in section “Dynamic Signal
Representation” different representations for dynamic signals are described from
conventional features, including time-frequency representation, to probabilistic
graphical models to represent single entity state and interacting entities situation
assessment. Learning dynamic Bayesian representations is then presented in detail
in section “Learning Dynamic Bayesian Representations” including techniques
in the state-of-the-art employed to learn dynamic models for both single and
interacting entities. To this end, several current techniques and algorithms, with
some probable future work, are discussed in this context. Subsequently, Spectrum
Intelligence and TV White Spaces, two currently investigated applications, are
included in the experimental framework in section “Experimental Framework and
Results”, and some preliminary results are shown. A discussion about cognitive
dynamic jamming can be found in section “A Discussion of Application Directions
of ML Techniques to Cognitive Dynamic Jamming”. Finally, some future directions
are introduced in the conclusion of the chapter.

PHY-Layer Security

Signals can be transmitted in the shared spectrum with different objectives which
means that legitimate users occupy the spectrum in a licit way complying with
the security requirements and avoiding interference to other users, while malicious
signals are transmitted to produce interference or disrupt legitimate communica-
tions. Indeed, radio communications in wireless environments introduce security
issues due to external attacks from malicious devices. In particular, the PHY-layer
is extremely vulnerable to jamming attacks. A malicious node in wireless networks
can readily generate intentional interference for disrupting the data communications
between legitimate users, which is referred to as a jamming attack (also known
as denial of service – DoS – attack) [48]. In addition, the jammer may prevent
authorized users from accessing wireless network resources by, for example,
continuously transmitting a signal over a shared wireless channel so that legitimate
nodes always find the channel busy and keep deferring their data transmissions. This
impairs the network availability for the legitimate users.

Due to the recent developments in SDR and ML, both legitimate users and smart
(or intelligent) jammers can quickly learn the transmission parameters of the other
users in the spectrum of interest and adaptively adjust its transmission parameters
to maximize the utility function and the damaging effect, respectively [47].
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Recently, in addition to SI and TVWS discussed in the experimental framework of
this chapter, substantial efforts have also been devoted to the research and develop-
ment of the fifth-generation (5G) mobile systems. Indeed, strict security requirement
is desired for the 5G systems, since more and more sensitive information will
be transmitted wirelessly. To this end, physical layer security will be a beneficial
complement to conventional security mechanisms [48].

In this context, spectrum sensing (SS) is the fundamental method which provides
radio devices with information about the wireless spectrum in the surrounding
environment in which signals with different characteristics, such as different
modulation schemes, different communication standards, or different objectives, are
transmitted taking into account spectrum sharing techniques. In literature, various
SS techniques have been proposed for CRs, such as energy detection [9], matched
filtering detection [46], cyclostationary feature detection (CFD) [34], and wavelet
transform [42].

Dynamic Signal Representation

The first step toward learning dynamic models is signal representation through
feature-based, graphical, and probabilistic methods. This is a decisive step because
the performance of the learning process is strongly influenced by the chosen
signal representation. Consequently, features representing the signal of interest, the
corresponding model, and the necessary parameters should be selected carefully
since a sensible choice of them may produce better learning accuracy.

Features are extracted from the signal and represented in the corresponding
feature space. Some of the extracted features can provide information about the
state variable of the entity whose state needs to be dynamically estimated. They
could be, e.g., central frequency, bandwidth, transmitting power, shape, and other
more complex entity state descriptors (of analog and digital modulated signals) as
presented in this section.

Consequently, probabilistic representation of random variables related to the sig-
nal as random process can be obtained by using the extracted features. Specifically,
dynamic models (which include the state variable and its noisy observations) are
described by PGMs such as DBNs from Bayesian theory.

In this section, after discussing conventional features and algorithms to extract
them, time-frequency analysis is introduced, and then, probabilistic models corre-
sponding to both single and interacting entities are discussed.

Conventional Features and Detectors

In the CR framework, there are many SS schemes such as energy detector, matched
filter detector, cyclostationary feature detector, and wavelet-based SS.

– Energy detector (ED): this process formally corresponds to solving the decision
problem between the following two hypotheses [12]:
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Z .n/ D

�
	 .n/ ; H0

S .n/C 	 .n/ ; H1

I n D 1; :::; NS (1)

where Z .n/, S .n/, and 	 .n/ are the received signal, the transmitted signal, and the
noise samples, respectively. H0 is the null hypothesis corresponding to the absence
of the signal (in this case, received signal consists of only noise), and H1 is the
alternative hypothesis corresponding to the presence of the signal, while NS is the
number of samples acquired during the sampling process.

Finding the appropriate threshold is the principal challenge of any energy
detection scheme. The most common approaches are the constant detection rate
(CDR) and constant false alarm rate (CFAR) detectors. Energy detection is easy to
implement and does not require prior signal parameters, but its performances are
highly dependent on noise levels and interference.

– Matched filter detector (MFD): the received signal is convolved with a
conjugated time-reverse version of the transmitted signal and then compared with a
particular threshold level to recover the transmitted signal without any error. MFD
is the optimal linear filter for maximizing the signal-to-noise ratio (SNR) in the
presence of additive stochastic noise. Although in general this requires a non-flat
frequency response, the associated distortion is not significant in situations such as
radar and digital communications, where the original waveform is known and the
objective is to detect the presence of this signal against the background noise.

The main advantage of the matched filter detector is that it achieves both
high processing gain due to coherency and good robustness to noise uncertainty
with moderate computational complexity. On the other hand, it requires a priori
knowledge of the primary user signal such as the modulation type and order,
the pulse shape, and the packet format. If this information is not accurate, the
matched filter performs poorly [28]. In addition, matched filtering detector requires
a dedicated receiver structure which may not be possible in a practical CR terminal.

– Cyclostationary feature detector (CFD): it exploits the cyclostationarity of
modulated signals by detecting spectral peaks in spectral correlation function (SCF)
[34]. Major advantage of CFD-based detector lies on its abilities to perform better
than energy detector at low signal-to-noise ratio (SNR) values and to distinguish
different modulated signals. Furthermore, the cyclic spectral analysis has been used
as a robust tool for signal classification when the carrier frequency and bandwidth
information is unavailable. This performance is achieved at the cost of increased
implementation complexity.

A process x.t/ is said to be wide-sense cyclostationary with period T0 if its mean
EŒx.t/� D x.t/ and autocorrelationEŒx.t/x�.tC�/� D Rx.t; �/ are both periodic
with period T0; in such case, they can be defined, respectively, asx.tCT0/ D x.t/
and Rx.t C T0; �/ D Rx.t; �/: The major benefit of spectral correlation is its
insensitivity to background noise. Furthermore, different types of modulated signals
(BPSK, AM, FSK, MSK, QAM, PAM) with overlapping power spectral densities
have highly distinct SCFs.
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– Wavelet-based detector: wavelet transform (WT) is employed to characterize
singularities and edges exhibited in the local singular structure of the PSD of a
wideband signal r .t/, denoted by Sr .f / in frequency. Edges in the spectrum
correspond to the locations of frequency discontinuities ffig

N�1
iD1 to be identified.

WT provides good precision to detect the occupied spectrum and to identify and
locate spectrum holes in the signal spectrum even for faded signals [42].

Formally, & .f / is a wavelet smoothing function with a compact support, m
vanishing moments, andm times continuously differentiable. Widely used examples
for & .f / include the Gaussian function and the perfect reconstruction filter bank
(PRFB). The dilation of & .f / by a scale factor s is given by

&s .f / D
1

s
&

�
f

s


(2)

where s takes values from powers of 2, i.e., s D 2j , j D 1; 2; � � � ; J . Letting �
denote convolution, the continuous wavelet transform (CWT) of Sr .f / is given
by WsSr .f / D Sr � &s .f / : It has been shown that the local extrema of the first
derivative and the zero-crossings of the second derivative characterize the signal
irregularities.

The first-order and second-order derivatives of Sr .f / smoothed by the scaled
wavelet &s .f / are derived in [42].

Time-Frequency Analysis and Features

The capability of describing the frequency content of a signal is a critical objective
in diverse fields of science. Although the conventional Fourier transform (FT) is
an extremely important signal and image analysis tool, it assumes that a signal
is stationary, i.e., that the frequency content is constant at all times in a signal or
at all locations in an image. However, in real applications like speech processing,
geology, astronomy, or medicine, signals are nonstationary and frequency changes
over time or space [5]. Consequently a series of techniques have been developed
which analyze dynamic signals and extract time information about their spectral
content by representing a signal as a function of both time and frequency. These
methodologies are the foundation of time-frequency analysis, and the corresponding
signal representations are commonly referred to as time-frequency distributions
(TFDs). Cohen showed that these distributions are related to each other and provided
a generalized equation for (TFDs) in [10].

Since TF operates in two-dimensional space, both time and frequency resolutions
have to be considered, and such resolutions depend on the window choice. Time
and frequency resolutions cannot be improved simultaneously: when the frequency
resolution increases, the time resolution decreases, as a consequence of the time-
frequency uncertainty principle [33]. Several TF approaches are here described.

– Short-time Fourier transform (STFT): it is the most basic form of linear time-
frequency transform [1] and defined as follows:
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STF T .t; !/ D

Z
x .�/ h .� � t / e�j!�d� (3)

where x .t/ is the signal to be analyzed and h .t/ is the window function which is
a symmetric function and is utilized to select a certain time interval of the signal.
Changes in frequency over time are captured by sliding the window function to
provide time localization. Due to the aforementioned time-frequency uncertainty
principle, high frequency resolution is obtained with the window function as
long as possible, which contradicts the time domain resolution. The commonly
used window functions include rectangular window, triangular window, Hanning
window, Hamming window, and Gauss window (in Gabor transform).

The discrete version of the STFT distribution can be found in [26]:

X .n; k/ D

C1X
mD�1

x Œm�w Œn �m� exp�j 2�km=N RN Œk� (4)

where RN Œk� D u .k/ � u .k �N C 1/.
– Wigner-Ville Transform (WVT): another fundamental distribution in the TF

analysis is the Wigner-Ville distribution [3]. It is defined as the Fourier transform
of the bilinear product (indeed, unlike linear time-frequency transform, the signal
appears twice in bilinear time-frequency transform):

W V T .t; !/ D

Z
x
�
t C

�

2

�
x�
�
t �

�

2

�
e�j!�d� (5)

where x� .t/ is the conjugate of the signal x .t/.
Even though this distribution provides improved resolution over a single-window

spectrogram, it suffers from cross-terms due to its bilinear nature which can clutter
the corresponding TF signature [27]. Indeed, for multicomponent signals, cross-
terms are introduced, and the SNR is reduced. The more the multicomponents
are, the more the cross-terms are generated. To reduce the cross-terms, the Cohen
distribution introduced a kernel function g .�; �/ to perform as a two-dimensional
low-pass filter. There are many kernel functions, including Born-Jordan, Choi-
Williams, etc.

The discrete WVD of the time series x .n/ is given by:

DWVT .n; k/ D
N�1X
mD0

x .nCm/x� .n �m/ e�j 2�mk=N (6)

where n and m are time indexes, while k denotes the frequency index, and N is the
number of samples in the discrete time series.

– Wavelet transform (WT): it improves on the STFT by introducing the concept
of progressive resolution [14]. Transforms that incorporate progressive resolution
are known to provide better, more consistent time-frequency representations across



62 Learning Dynamic Jamming Models in Cognitive Radios 1995

the entire spectrum. The WT provides the equivalent of finer time resolution at high
frequencies and finer frequency resolution at low frequencies. However, the WT
does not measure frequency but only an analogue, called scale. Additionally, the WT
provides either no phase information or phase measurements which are all relative to
different local references. This is in contrast to the conventional concept of phase, as
provided by the FT, where all phase measurements are relative to a global reference.

Wavelet is a waveform function & .t/ with limited support in time and zero
average which indicates that it is an oscillating function. Wavelets are not periodic
and may have discontinuous derivatives; signals with rapid changes are analyzed
better with the nonperiodic wavelets. The WT is defined as the projection of the
time signal f .t/ onto a set of functions &s;d .t/ (daughter wavelets) obtained by
translating and scaling the original wavelet& .t/ (mother wavelet). They determined
as:

&s;d .t/ D
1
p
s
&

�
t � d

s


(7)

where s is the positive adimensional scale parameter and d is the delay. The scale
parameter stretches or compresses the mother wavelet and is connected to the
frequency (low scale gives compressed wavelet and thus it can better analyze rapidly
changing features which means high frequency components of a signal and vice
versa). The delay parameter shifts the wavelet along the time axis and is connected
to the time. Both parameters vary continuously. The WT of the signal is then:

W f .s; d/ D

Z C1
�1

f .t/ &�s;d .t/ dt D

Z C1
�1

f .t/
1
p
s
&�s;d

�
t � d

s


dt (8)

where wavelet coefficients W f .s; d/ are functions of scale and delay. The basis
of WT is not unique and should be chosen according to the characteristics of the
signal. Time and frequency resolutions depend on the wavelet choice. There are
a number of mother wavelets that can be used for analysis such as Gabor mother
wavelet which has the best time-frequency resolution.

The discrete version of the wavelet transform can be found in [18].
– Stockwell transform (ST): developed by Stockwell et al. [40] and based on

a sliding Gaussian window distribution. It exhibits globally referenced phase and
frequency measurements similar to those of the STFT, as well as the progressive
resolution of the WT. This combination of desirable features makes ST particularly
suitable in several fields, such as biomedical signal and image analysis applications,
and has shown promise in one of the most recent applications which has been
employing the ST extensively, namely, the automatic modulation recognition
(AMR) [39], although the computational demands of the ST, due to redundant
representation of time-frequency, in some cases limit its utility and prevent more
widespread usage.
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The ST of a nonstationary time signal is defined as

S .�; v/ D

Z C1
�1

g .t/
jvj
p
2�
e�

.��t /2v2

2 e�i2�vtdt (9)

where � and v are the transform time and frequency coordinates. This equation has
the same form as that of the FT but adds a normalized-area Gaussian window for
time localization. The center of the window is � , and the variance of the window
is 1=v2; consequently the width of the window decreases with increasing frequency.
This automatically adjusts the ST window to provide progressive resolution.

The ST of a discrete time series r Œp� is given by [2]:

ST Œm; n� D

P�1X
pD0

r Œp�
jnj

p
2�kN

e�.n
2.m�p/2=2k2N2Cj 2�pn=N/ (10)

when m D 0; � � � ;M � 1I n D 1; � � � ; N � 1; and by

ST Œm; 0� D
1

P

P�1X
pD0

r Œp� (11)

when n D 0; m is the time delay of the sliding window, n denotes the index of
frequency range, p denotes the time index, and k is a scaling factor that controls the
time-frequency resolution. When k increases, the frequency resolution increases,
with a corresponding loss of time resolution.

– Hilbert-Huang transform (HHT): a multicomponent nonstationary signal is
decomposed by using the empirical mode decomposition (EMD) technique [25],
and then, the Hilbert transform (HT) is applied to the obtained components known
as intrinsic mode functions (IMFs). Although the decomposition is adaptive and
therefore highly efficient, IMFs suffer from mode mixing issue that result in an
improper time-frequency representation.

From time-frequency analysis described in this section, features for each signal
such as the central frequency, bandwidth, and transmitting power can be extracted
and used as input dataset for the learning step to estimate model parameters for each
signal, transition probability, and interaction as discussed in section “A Discussion
of Application Directions of ML Techniques to Cognitive Dynamic Jamming”.

Single Entity State

To represent the state of each entity, probabilistic graphical models (PGMs) provide
a graph-based representation as in [30]. The main idea is to encode complex
distributions over high-dimensional spaces where causality links are defined among
model components. In the basic graphical representation depicted in Fig. 1a, random
variables of the system model such as state and observables are represented by
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Fig. 1 (a) Basic probabilistic
graphical model structure
consisting of two nodes
connected through a link, (b)
graphical representation of
the conditional probability
fXjY .xjy/

nodes, while edges (or links) express direct probabilistic relationships between
them. Temporal dependencies among nodes can also be represented (often by
horizontal edges) as can be seen later in this section. Furthermore, graphical models
also introduce a compact representation for independencies among variables in
the distribution described by corresponding graph. Considering that, probability
distribution functions (PDFs) are often in the form of some parametric functions;
the probabilistic relationship described by p .xjy/ D f .x; y; �/ is represented as
in Fig. 1b where x could be the state (hidden variable) of a dynamic system, y the
corresponding observable, and � the unknown parameter.

PGMs provide a statistical framework to model interactions and cause-effect
relationships like in interaction analysis and enable formalizing and handling
the uncertainties. The basic idea is to provide a graphical tool to decompose a
multivariate probability distribution into a factored form by providing an intuitive
and manageable visual description.

– Dynamic Bayesian Networks (DBNs) are based on Bayesian network (BN)
approach which is a graph model describing the statistical relationships among a
group of n random variables X D fXigiD1;2;:::;n. A BN is determined by its graph
structure G and distribution parameter �. A variable Xi is independent of its non-
descendants given all its parents Pa .Xi / in G. Therefore, the joint probability
distribution over X can be decomposed by:

Pr .X/ D
nY
iD1

Pr .Xi jPa .Xi // : (12)

The parameter set‚ D f�igiD1;2;��� ;n specifies the parameters of each conditional
distribution in (12). A Dynamic Bayesian Network (DBN) is the extension of a BN
to model temporal processes. In DBN, a set of random processes is represented
by the X .k/ D fXi .k/giD1;2;��� ;n, and Xi .k/ is the random variable of process
at discrete time k. The network structure G now defines the dependency among
variables over a period of time as well as those within the same time epoch.
Assuming Markovian and causal processes, a node in graph G is only linked from
the other nodes in the same or previous epoch [31]. Thus
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Fig. 2 Hidden Markov Model representation: x’s is latent variables, and z’s is the observable
variables, while the horizontal arrows describe temporal dependencies

Pr .X .k C 1/ jX .0 W k// D Pr .X .k C 1/ jX .k// ; k D 0; 1; 2; ::: (13)

Several basic dynamic models which can be represented by DBNs are now
introduced.

– a Hidden Markov Model (HMM) is a tool for representing probability distribu-
tions over sequences of observations and is in fact a special case of the more general
DBNs [22]. In Markov models, the state is directly visible to the observer, and
therefore, the state transition probabilities are the only parameters to be considered,
whereas, in a HMM, the state is not directly visible, but only outputs, dependent on
the state, are visible.

The HMM assumes that the observation at time k was generated by some process
whose state xk is hidden from the observer. It also assumes that the state of this
hidden process satisfies the Markov property, which is, given the value of xk�1,
the current state xk is independent of all the states prior to k � 1. Graphically we
can explain it as shown in Fig. 2. The graph shows the dependencies between the
variable of the model. X D fx1; x2; x3; � � � ; xkg is a sequence of unobservable states
and Z D fz1; z2; z3; � � � ; zkg is a sequence of observable emissions. Considering that
the probability of being in a particular state at step i is known once the state at step
i � 1 is known and that the probability of seeing a particular emission at step i is
known once the state step i is known, the joint distribution of a sequence of states
and observations can be factored in the following way:

P .x1Wk; z1Wk/ D P .x1/ P .z1jx1/
kY
iD2

P .xi jxi�1/ P .zi jxi / (14)

– a Switching linear dynamical system (SLDS) is defined in [20] by:

(
xk D A.ak/xk�1 C v.ak/k

zk D Cxk C wk

(15)
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Fig. 3 A SLDS
representation in which ¸’s
are the categorical variables

with akjak�1 � �ak�1
. ak belongs to a set S , f1; 2; � � � ; sg consisting of

a finite number of modes (i.e., categorical variable). When a discrete first-order
Markov chain ak with transition probabilities

˚
�ij
�
, i; j 2 S , indexes the mode-

specific linear dynamic system at time index k driven by Gaussian noise v.ak/k �

N
�
0;˙.ak/

�
, it is called Jump Markov Linear System (JMLS). A JMLS can be

seen as an extension of the (HMM), which has the same mode evolution, but
conditionally independent observations. The corresponding probabilistic graphical
representation is shown in Fig. 3. Rao-Blackwellized particle filter is an example of
a commonly used filter associated with a switching model.

In general, the filtering process is performed to filter (estimate) and predict
variables belonging to the dynamic models including nodes and links. Common
filters also include:

– Kalman filter provides optimal finite-dimensional algorithm for recursive
Bayesian state estimation in linear-Gaussian cases. A linear dynamic system is
described by the following state-space equations:

xk D Fk�1xk�1 C nk�1 (16)

zk D Hkxk C wk (17)

Equation (16) represents the process model, while Eq. (17) represents the mea-
surement model. Kalman filter assumes that the posterior pdf p .xkjzk/ at every
step is Gaussian and then it can be completely characterized by the mean and
the covariance. These assumptions hold if nk�1 and wk are drawn from Gaussian
density, and the dynamic system is linear.

The matrices Fk and Hk define the linear functions in the dynamic system.
Random sequences nk and wk are mutually independent zero-mean white Gaussian
with covariance Qk and Rk , respectively. Mean and covariance predictions are given
by:

Oxkjk�1 D Fk�1 Oxk�1jk�1 (18)

Pkjk�1 D Qk�1 C Fk�1Pk�1jk�1F
T
k�1 (19)
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respectively. In the update process, the prediction is compared to the observation
which results in the estimated mean and covariance are as follows:

Oxkjk D Oxkjk�1 CKk

�
zk �Hk Oxkjk�1

�
(20)

Pkjk D Pkjk�1 �KkSkKT
k D ŒI �KkHk�Pkjk�1 (21)

where zk � Hk Oxkjk�1 is called innovation and denoted as vk , Sk is its covariance,
and Kk is the Kalman gain. In presence of high Kalman gain, i.e., when the Pkjk�1
is large or the Sk is small, the innovation is considered as reliable. A large Kalman
gain value occurs when the prediction is not consistent and/or the innovation is
trustworthy, and it implies that the estimate xkjk relies more on the innovation than
on prediction.

– the Extended Kalman filter (EKF) is a suboptimal solution of the Bayesian
filtering problem for nonlinear systems with additive noise

xk D fk�1 .xk�1/C nk�1 (22)

zk D hk .xk/C wk (23)

The basic idea is to linearize the nonlinear functions by the first term in the
Taylor series expansion. Prediction and innovation are computed using, respectively,
nonlinear functions fk�1 and hk .

By substituting fk�1 and hk with their local linearization (first-order Taylor
approximation):

OFk D


rxk�1

fTk .xk�1/
�T ˇ̌̌

xk�1DOxk�1jk�1

(24)

OHk D


rxkhTk .xk/

�T ˇ̌̌
xkDOxkjk�1

(25)

where

rxk D

�
d

dxk Œ1�
� � �

d

dxk Œnx�

	T
(26)

and xk Œi � is the i -th component of the state vector, a linearized Kalman filter is
obtained as in Eqs. (16), (17), (18), (19), (20), (21).

Unscented Kalman filter (UKF), cubature Kalman filter (CKF), and Gauss-
Hermite Kalman filter (GHKF) are also variations of KF which handle the nonlinear
Gaussian problem. Furthermore, nonlinear filtering also includes particle filter and
its variants.
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Interacting Entities Situation Assessment

The previous section investigated single entity representation through PGMs which
well-capture dependencies of variables. More specifically, temporal dependencies
(dynamics of the system) and entity-to-entity dependencies (interactions among
objects) can be represented in graphical models.

To introduce entity-to-entity dependencies, interaction-oriented DBN structures
can be employed with linked nodes belonging to different entities (interacting
entities). Specifically, the DBN structure corresponding to a system consisting of
two interacting objects described through a SLDS model (introduced in the previous
section) is shown in Fig. 4.

Such kind of links defines the probability that a random variable of an entity
influences (or is influenced by) one or more random variables of a different entity.
Interactions may also happen among three or more objects; each of them can be
represented through PGMs.

From neuroscience, cognition and interaction are two interrelated functionalities
of biological systems. A bio-inspired approach is the main idea toward the
concept of cognitive dynamic systems (CDSs) and the development of interactive

Fig. 4 Interaction-oriented SLDS structure with linked nodes belonging to two interacting objects
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systems [17]. Dynamic systems take into account embodied and situated cognition
by adaptively changing their state. The goal of dynamic systems is to maintain
stability of the equilibrium between the object and the environment (i.e., main-
tenance of the proper level of security and/or safety). CDSs build up rules of
behavior over time through learning from continuous experiential interactions with
the environment and thereby deal with environmental uncertainties.

Specifically, a CDS can be described as a system whose design closely mimics
the human brain and is motivated by human cognition. Cognitive reasoning is
based on dynamical dispositional representations of the interactions between an
object in contextual scenario and the changed organism state it causes [13]. Such
dispositional representation of external objects with respect to a self-object is the
key aspect of the knowledge embedded on bio-inspired CDSs. The capability of
learning from experience and the idea of autobiographical memory (AM) are drawn
from the bio-inspired approach of the interactions occurring between the system and
the user. Indeed, this concept is based on neurophysiological observations of human
brain structure for modelling and learning interactions between the user and the
system and provides engineering implications in the development of context-aware
learning and predicting strategies.

Self-awareness plays a key role in the development of self-adaptation techniques.
In particular, self-adaptation based on self-awareness at the individual level means
that one single entity receives inputs both from itself or some of its components and
from the external environment and uses the input to adjust to the current conditions
[32]. Multiple entity adaptation is then obtained by introducing the interaction of
different self-adaptation techniques at the level of the single individual.

Learning Dynamic Bayesian Representations

Learning dynamic models can be considered a main objective in CR applications
where the spectrum of interest hosts several signals whose parameters (such as
central frequency, transmit power, modulation scheme, and so forth) may change
across the measurement time. To this end, learning from available data (current and
past data) should in perspective become a major approach used in this framework.
Basically, in order to learn a model which describes a single entity, parameters
are estimated and predicted by using statistical signal processing techniques and
Bayesian filters. The cycle observation-update-prediction performs learning of
parameters and dynamic models at successive time instants. In other words, when
the system collects a new observation of the state, both the predicted transition
probability of the state and the predicted measurements (obtained at the previous
step) are updated with the new data, and their predictions for the subsequent time
instant are also computed, as introduced in the KF description, for example. Again,
when a new observation is collected, a new cycle observation-update-prediction is
performed.

In this section, after introducing the basic concepts of learning, several tech-
niques employed to learn causal conditioned probabilities, dynamic models, and
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interactions are described along with some current work and probable future
directions in the field of learning dynamic models.

Learning Vocabulary, State, and State Changes

A learning approach in a Bayesian framework starts with some a priori knowledge
about both probabilistic distributions of the model structure (namely, edges in
the graphical model) and the model parameters. A prior probability distributions
over model structures and model parameters represent this initial knowledge which
is then updated using the data to obtain the corresponding posterior probability
distribution over models and parameters [21]. Denoting the prior distribution over
model structures with P .M/, the priori distribution over parameters for each model
structure with P .� jM/, and the dataset as Y D fy1; y2; � � � ; ytg, the posterior
distribution over models can be obtained through Bayes rule as follows:

P .MjY/ D

R
P .Yj�;M/ P .� jM/ d�P .M/

P .Y/
(27)

which takes into account the uncertainty in the parameters. The posterior distribu-
tion over the parameters, for a given model structure, can be obtained through:

P .� jM;Y/ D
P .Yj�;M/ P .� jM/

P .YjM/
(28)

Now, based on available data and models, the next observation ytC1 can be
computed by Bayesian prediction as:

P .ytC1jY/ D
Z
P .ytC1j�;M;Y/ P .� jM;Y/ P .MjY/ d�dM (29)

based on averages over both the uncertainty in the model structure and in the
parameters. This is known as predictive distribution for each model.

Typically, the state-space model (SSM) of a dynamic system consists of three
random processes, namely, state model, process model of the state of a signal (or
entity) which describes the transition of the state, and measurement model which
describes observations of the state:

x0 � p0 .x0/

xt jxt�1 � pf .xt jxt�1/ (30)

zt jxt � pg .zt jxt /

where xt and zt are the state and measurement vectors at time t , p0 is the
initial state probability distribution function (PDF), pf is a conditional probability
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density function (CPDF) representing the dynamics of the state, and pg is a CPDF
representing the measurement process. Interaction-oriented models include linked
dynamic systems, as described in the previous section, to represent interacting
entities in an ICE scenario.

Changes in the state of a dynamic system, described by the corresponding
transition probability, are referred to as trajectories. Each entity adopts a strategy
inside the spectrum of interest, which defines its behavior. Normal behavior means
that it is predictable because already observed, and consequently the implemented
model is capable of obtaining accurate estimates (and predictions) of the parameters
and model by using learned information gathered from past experience. When the
hypothesized model does not produce the estimates (and predictions) accurately,
the behavior is said to be abnormal. This happens when the strategy has not been
observed in past experiences or from a security point of view, that behavior is
different (or not allowed) from legitimate behavior.

Learning Causal Conditioned Distributions

Learning techniques can be classified in supervised learning based on labelled
data, but it is always an expensive training algorithm and difficult to obtain, and
unsupervised learning which does not need the labelled data making it a better
training algorithm. On the other hand, semi-supervised learning is a class of
ML techniques which is receiving increasing interest in the last decade. These
techniques combine both labelled and unlabelled data items in their training process.
Therefore, they are usually applied in datasets in which only a small subset of data
items may be effectively labelled, due to the high costs and time required in the
labelling process [4]. In this section, some methods used in the literature to learn
model parameters are introduced.

– HMMs are one of the most important techniques to model and classify
sequential data with several applications in sequence modelling problems like
speech recognition, human activity recognition (HAR), or time series analysis
[35]. The Expectation-Maximization (EM) algorithm is the classical method used
to learn the parameters of HMMs. However, it exhibits two main problems: (1)
the likelihood is multimodal so the EM is guaranteed to converge only to local
maxima, and (2) the multiple initializations required for minimizing the effects
of the local convergence and the more than quadratic growth with the number of
hidden states make EM computationally heavy with large training dataset. Bayesian
inference methods including Gibbs sampling, variational optimization, or Bayesian
non-parametric methods are even computationally heavier, and global convergence
is still not guaranteed. A spectral algorithm for learning HMMs with discrete
observations is proposed in [24]. This method adjusts the model by moment
matching instead of maximizing the likelihood, and it relies on the use of the
observable operators view of the HMM [35].

Learning of SLDSs is introduced in the practical example of section “A
Discussion of Application Directions of ML Techniques to Cognitive Dynamic
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Jamming”. Now, two supervised learning methods are briefly described, while
some unsupervised techniques are discussed in section “Some Current Learning
Techniques and Probable Future Directions”.

– Support vector machines (SVMs) are supervised learning models with asso-
ciated learning algorithms that analyze data used for classification and regression
analysis. In this chapter, SVD for regression is presented. The support vector
method for regression is formulated in solving a convex optimization problem, more
specifically a quadratic programming (QP) problem [15].

In SVM for nonlinear function regression, the main idea is to approximate the
dataset

D D f.x1; y1/ ; � � � ; .xk; yk/ ; � � � ; .xN ; yN /g ; xk 2 Rn; yk 2 R (31)

with a nonlinear function

f .x/ D< !; � .x/ > Cb (32)

where < �; � > denotes the dot product, ! 2 Rnh is the weight vector in primal
weight space, � .�/ W Rn ! Rnh is the nonlinear function that maps the input space
to a high dimensional feature space where linear regression is performed, and b is
the bias term. The optimization problem is given by:

min
1

2
k!k2 C C

NX
kD1

�
�k C �

�
k

�
s:t:

8<
:
yk� < !; � .x/ > �b � "C �k
< !; � .x/ > Cb � yk � "C ��k

�k; �
�
k 	 0

(33)
where " is the approximation accuracy that can be violated by means of the slack
variables �; �� for the non-feasible case. The constant C > 0 determines a trade-
off between flatness of f and the amount up to which deviations larger than " are
tolerated. A smaller value of C tolerated a larger deviation. From the constrained
optimization problem in Eq. 33, the Lagrange function can be written as in [44] with
multipliers ˛ and ˛�. Consequently, the resulting SVM takes the form:

f .x/ D
NX
k�1

�
˛k � ˛

�
k

�
< � .x/ ; � .x/k > Cb (34)

where the inner product < � .x/ ; � .x/k > can be defined through a kernel
K .x; xk/.

However, the major drawback of SVM is its higher computational burden
because of the required constrained optimization programming. Major breakthrough
has been obtained at this point with a least squares version of SVM, called LS-SVM.

– Gaussian processes (GPs) for regression are a powerful supervised learning
algorithm well-suited to high dimensional data analysis and nonlinear estimation
problems [6]. Basically, given the covariance function, it provides an analytical
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solution to any regression estimation problem. It does not only provide point
estimates but it also gives confidence intervals for them. In GPs for regression, the
optimization step to set the hyperparameters of the covariance function is performed
by maximum likelihood. GPs method assumes a zero-mean GP prior over the
space of possible functions and a Gaussian likelihood model. The posterior can be
analytically computed; it is a Gaussian density function as well as the predictions
given by the model.

Given a labelled training dataset (D D fxi ; yig
n
iDl , where the input xi 2 Rd�1

and the output yi 2 R) and a new input location x�, the probability distribution
for its output y�, i.e., p .y�jx�;D/, can be predicted. Assuming a Gaussian linear
prediction model for yi W p .yi jxi ;w/ D N

�
yi IwT � .xi / ; �2v

�
, where � .�/ defines

a transformation of the input space and a zero-mean Gaussian prior over w, p .w/ D
N

�
wI 0; �2wI

�
, the posterior for the weight vector w using Bayes theorem is given

by:

p .wjD/ D
p .yi jX;w/ p .w/

p .yi jX/
D N .wIw; ˙w/ (35)

where w D ˆ
Tˆ=�2v C I=�2w, y D Œy1; � � � ; yn�

T , ˆ D Œ� .x1/ ; � � � ; � .xn/�
T , and

X D Œx1; � � � ; xn�
T . The prediction for y� is obtained integrating out the posterior

over w times its likelihood:

p
�
y�jx�;D

�
D

Z
p
�
y�jx�;w

�
p .w;D/ dw D N

�
yIy� ; �y�

�
(36)

where

y� D �T
�
x�
�
w D kTC�1y (37)

�2y� D �
T
�
x�
�
˙w�

�
x�
�
D k

�
x�; x�

�
C kTC�1k (38)

being k
�
xi ; xj

�
D �T .xi / �T

�
xj
�
, .C/ij D k

�
xi ; xj

�
C

�2

�2w
ıij , and k D

Œk .x�; x1/ ; � � � ; k .x�; xn/�. To obtain the estimation given by a GP model for
regression, it is necessary only to specify its covariance function k .�; �/.

Learning Interactions

A decision support-based system should be capable of inferring on occurring behav-
iors and interactions of each entity in the corresponding environment. Behaviors
are the specific activities defined as actions of each individual object without any
external influence, while interactions are the actions inducted by pairwise exchanges
of influences between the objects [7].
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Fig. 5 Dynamic Bayesian Network (DBN) model representing bio-inspired interactions in [16]
with linked proto- and core-self nodes

Basically, coupled DBNs are introduced as appropriate models to represent
interactions between the entities [8]. Indeed, probabilistic processes and graphical
models are characterized by their capability of working in the presence of uncer-
tainty and noise in the environment of interest as well as with a large number
of interrelated variables. In addition to these intrinsic capabilities of DBNs, the
computational load is kept to a manageable level even with coexistence of many
entities and models.

A probabilistic model based on a specific type of event takes inspiration from a
bio-inspired approach and the concept of AM as described in section “Interacting
Entities Situation Assessment”. Damasio describes the cognitive entities as complex
systems with incremental learning capabilities based on experience of the interac-
tions between themselves and the external world [13]. Two specific brain processes
can be defined to formalize the above concept called proto-self and core-self.

The DBN model proposed in [16] (Fig. 5) takes into account the conditioned
probability densities (CPDs) given by p

�
xPt jx

P
t�1

�
and p

�
xCt jx

C
t�1

�
relative to the

state of each individual object in the environment, denoted through the random
variables xPt and xCt , regardless of the presence of other objects, while the
interactions between two objects are defined in terms of casual events "P and "C

through the CPDs:

p
�
xPt jx

C
t�tC

�
and p

�
xCt jx

P
t�tP

�
(39)

In particular, the two conditioned probabilities in Eq. (39) describe the probability
that the event "C , which occurred at time tC , provokes the event "P in the proto node
and the probability that the event "P , which occurred at time tP , provokes the event
"C in the core node, respectively. Causal relationships between the two entities are
then described by the following two CPDs:
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Fig. 6 Graphical representation of five different dynamic models [41]: (a) Factorial HMMs
(FHMMs), (b) Observation Decomposed HMMs (ODHMMs), (c) Multiple Observation HMMs
(MOHMMs), (d) Parallel HMMs (PaHMMs), and (e) Coupled HMMs (CHMMs)

p
�
xPt jx

C
t�tC

; xP
t�tP

�
and p

�
xCt jx

P
t�tP

; xC
t�tC

�
(40)

which consider both the interactions in Eq. (39) and the initial situation given by
xP
t�tP

and xC
t�tC

. In other words, the entity’s initial state, an external stimulus (the
cause) and its consequence on the behavior of the entity (the effect) can learn an
entity’s most frequent reaction to the action of another element in the scene.

Several widely used dynamic probabilistic methods in the literature are shown in
Fig. 6.

Some Current Learning Techniques and Probable Future Directions

– Deep learning has dramatically improved the state-of-the-art in many different
ML topics like object detection, speech recognition, and machine translation.
Following the initial development of neural networks, the recent success of deep
learning is due to its deep architecture based on the idea of a system that simulates
human brain [45]; this allows deep learning to solve many more complicated tasks.

The main objective is now to maintain the strength of neural networks while
reducing the number of computation units (or neurons). Indeed, it has been shown
that the representation of a .k � 1/-layer neural network with exponentially many
neurons is equivalent to a k-layer structure with polynomial many neurons.

In the framework of deep generative models, two examples that have been
proposed recently are generative adversarial networks (GANs) and variational
autoencoders (VAEs), discussed later in this section. Typically, learning the underly-
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ing data distribution of unlabelled signals or images can be highly challenging, and
inference on such distributions is highly computationally expensive or intractable.
GANs and VAEs provide efficient approximations, making it possible to learn
tractable generative models of unlabelled data [43]. Recent works have also
extended the VAE and the GAN from unsupervised to semi-supervised settings.

– Variational autoencoders consider a dataset X D fx.i/gNiD1 consisting of N
i.i.d. samples of observed variables x [29]. The data are assumed to be generated
from some random process that involves latent variables z as follows: (1) a value
z.i/ is drawn from a prior distribution p� .z/, and (2) a value x.i/ is drawn from
a conditional distribution p� .xjz/ where � is the true parameter. Both p� .z/ and
p� .xjz/ are assumed to come from some distribution family parametrized by � . To
learn this generative process with the presence of only observed data, it is often
required to estimate the posterior distribution p� .xjz/; however, with moderately
complex conditional distributions p� .xjz/, true posterior distributions are generally
intractable. A variational autoencoder addresses this issue by introducing an encoder
and a decoder. The probabilistic decoder maps the latent variable z to the conditional
distribution p� .xjz/, while the probabilistic encoder maps the observed variable x
to the approximated posterior distribution q� .xjz/, also called recognition model,
an approximation of the true posterior p� .xjz/.

– Generative adversarial networks have been proposed in [23] to sidestep
difficulties in deep generative models of approximating many intractable proba-
bilistic computations and of leveraging the benefits of piecewise linear units in the
generative context.

In the adversarial nets framework, the generative model is pitted against an
adversary: a discriminative model that learns to determine whether a sample is from
the model distribution or the data distribution. The generative model can be thought
of as analogous to a team of counterfeiters, trying to produce fake currency and use it
without detection, while the discriminative model is analogous to the police, trying
to detect the counterfeit currency. Competition in this game drives both teams to
improve their methods until the counterfeits are indistinguishable from the genuine
articles. This framework can yield specific training algorithms for many kinds of
model and optimization algorithm. In [23], the generative model generates samples
by passing random noise through a multilayer perceptron, and the discriminative
model is also a multilayer perceptron. To learn the generators distribution pg over
data x, a prior on input noise variables pz .z/ is defined, and then, a mapping to data
space as G

�
zI �g

�
is represented, where G is a differentiable function represented

by a multilayer perceptron with parameters �g , while a second multilayer perceptron
D .xI �d / outputs a single scalar. D .x/ represents the probability that x came from
the data rather than pg. D is trained to maximize the probability of assigning the
correct label to both training examples and samples from G, while G is trained
to minimize log .1 �D .G .z///. D and G play the following two-player minimax
game with value function V .G;D/:

min
G

max
D
V .D;G/ D Expdata.x/ ŒlogD .x/�C Ezpz.z/ Œlog .1 �D .G .z///� :

(41)
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Other learning techniques could be considered from the Game theory framework
such as Pursuit evasion game and Multi-armed bandit.

Experimental Framework and Results

Research in CR and PHY-layer security has been carried on in different fields
for both civil and military purposes. In this section, two current applications are
introduced: the SHIELD project along with SPD-Driven Smart Transmission layer
which implement Spectrum Intelligence for security against jamming attacks and
TVWS to mitigate the shortage of wireless bands. Recent research in TVWS also
addresses the problem of jamming attacks in the digital TV band. Some results are
then described for future developments in learning dynamic jamming models.

The SHIELD Project and Smart SPD-Driven Transmission Layer

Nowadays, cyber-physical systems (CPSs) and Internet of Things (IoT) are rapidly
expanding [19], and new business opportunities are being developed thanks to
the dynamic interaction between the entities involved in the business. Indeed,
dynamic interactions between entities represent the recent evolution of collabo-
rations between entities for Internet-based services. In this context, autonomous
decisions are enabled by dynamic modelling, but the lack of a measurable security
makes information exchanges one of the big challenges. Current research on
security in CPSs is far less intensive than research on security in computing and
networking leaving many devices vulnerable to attacks.

The need for measurable security in the context of interoperating services,
applications, systems, and devices in a CPS framework requires the development of
an appropriate paradigm. A step forward in that direction is made by SHIELD which
consists of methodologies for building secure embedded systems. Specifically, the
basic approach specifies security through the terms security (S), privacy (P), and
dependability (D).

The test-bed, shown in Fig. 7, is a SDR platform which consists of two SWAVE
HHs (Secure Wideband Multi-role–Single-Channel Handheld Radios) connected
through a dual directional coupler with 20dB nominal coupling (Agilent 778D
100 MHz–2 GHz) [12]. Because of the high output power of the radios, one
programmable attenuator is included in the communication path and programmed
to their maximum attenuation value – 30dB. The SWAVE HH radio terminal is
capable of generating the digital SelfNET Soldier Broadband Waveform (SBW)
waveform with bandwidth up to 5 MHz and provides operability in both very high
frequency band, VHF (30–88 MHz), and ultrahigh frequency band, UHF (225–
512 MHz). Every 3 s, a burst of 8192 consecutive complex samples of the spectrum
of interest is outputted over the RS-485 serial port. The bandwidth of the spectrum
is 120 MHz. Additional equipment can be connected to the dual directional coupler
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Fig. 7 SDR test-bed in the SHIELD project utilized to generate dynamic signals in the 0–120 MHz
spectrum including the SBW signal: (a) hardware platform, (b) diagram of the main components
of the test-bed and their connections

such as a signal generator to inject further modulated signals into the spectrum of
interest. Full details on the test-bed architecture may be found in [11].

In order to comply with the minimum requirements for smart and secure data
transmission in shared spectrum, SDR-capable devices are based on a set of
services implemented at the network level to form a smart SPD-driven transmission
layer [19]. This is made possible thanks to both the SDR technology with its
reconfigurability properties and the CR technology with its learning and self-
adaptive capabilities. Cognitive functionalities include self-awareness, spectrum
awareness, spectrum intelligence, jamming detection and counteraction, and self-
protection.

SPD-driven smart transmission layer addresses the problem of jamming attacks
to PHY-layer by providing safe and reliable communication in wireless envi-
ronments. Anti-jamming methodologies include retroactive frequency hopping
(namely, channel surfing), transmission power changing, modifying the modulation
of the transmitted waveform, as well as spread spectrum techniques. In particular,
when channel surfing is applied, the operating frequency of the radio is changed
whenever a strong interfering signal is detected. The probability of detection and
reconstruction of a signal may be enhanced by increasing the transmission power
and/or gain. Modulation altering may also be decisive in alleviating RF jamming
interference, provided that the radios are equipped with automatic modulation
recognition capabilities, allowing them to detect and classify the modulation-related
features of jamming waveforms.

Research in TVWS

In recent years, the rapid development of wireless devices and wireless services
resulted in an ever-growing demand and shortage of the wireless spectrum [36]. For
this reason, CR was proposed to efficiently utilize spectrum resources by allowing
unlicensed usage of vacant spectrum. Indeed, as reported by the Federal Commu-



2012 A. Toma et al.

nications Commission (FCC) and the UK Office of Communications (Ofcom), a
large percentage of spectrum resources is underutilized. This has encouraged the
governments to take critical steps toward releasing multiple bands for dynamic
spectrum sharing. Consequently, spectrum holes in the licensed spectrum can now
be used by secondary users (SUs) without causing any interference to primary
users (PUs). In particular, TV White Spaces (TVWS) is one of the most promising
paradigms for dynamic spectrum sharing in the digital TV band.

The experimental test-bed in [37] employed for TVWS research consists of a
RFeye node, an antenna in the digital TV band [470–790 MHz], and a processing
unit (Fig. 8a). The corresponding RF spectrum is shown in Fig. 8b in which
there are I = 40 channels over TVWS spectrum (each of them with bandwidth of
8 MHz) ranging from 470 to 790 MHz. Among these TVWS channels, channel
27 is generally vacant, whose frequency ranges from 518 to 526 MHz. During the
measurement, channel 27 was randomly corrupted by Digital Video Broadcasting-
Terrestrial (DVB-T) signals in order to mimic a malicious user.

To this end, SS is a promising solution to identify potential spectral holes and
is one of the most challenging tasks in CR networks [37]. Cooperative SS (CSS)
is an effective approach to offer significant performance gain in detecting spectrum
holes, by exploiting the spatial diversity of collaborative secondary users (SUs).
However, due to the openness of low-layer protocol stacks, CSS networks are
vulnerable to attacks from SS data falsification (SSDF). The main goals of malicious
attacks come from two aspects: decreasing detection probability for disturbing the
normal operation of PUs and increasing false alarm probability to deprive access
opportunities for honest SUs. In decentralized CSS networks, sensing results are
exchanged between neighboring SUs to improve the network reliability to link
failure. However, this characteristic makes decentralized CSS more vulnerable to
malicious attacks, as the observations at honest SUs are also available to malicious
users during the information exchanging and convergence process. Furthermore,
corrupted data can be integrated into the decisions of honest neighbor SUs, which
eventually brings significant performance degradation to the whole CSS network.

Fig. 8 (a) Measurement set-up for collecting real-world data (Queen Mary University of London);
(b) real-world signals over TVWS collected by a portable RFeye node with the corrupted
channel 27
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Dual Resolution ST Approach

As mentioned in the previous section, SS is a challenging task in CR devices.
In an ICE context, dynamic signal should be processed through time-frequency
techniques such as the ST whose complexity often limits its applicability to
wideband (i.e., high sampling rate) signals. In the Stockwell transform framework,
the dual resolution (DR) technique is conceived to exploit learning mechanisms to
adaptively learn the ST parameters for a better trade-off between time resolution and
computational time in future work. The DR greatly reduces the computational time
of the conventional ST by increasing time delay of the sliding window. Specifically,
the signal vector is divided up into sub-blocks in which the wideband signal is
assumed to be locally stationary and the sliding window is moved on the first
sample of each sub-block. This technique has been validated in a dynamic scenario
consisting of real data collected through a SDR test-bed.

Specifically, let r Œp� ; p D 0; 1; � � � ; P � 1 denote the discrete time series
corresponding to a continuous signal r .t/ with a time sampling interval T . The
corresponding discrete ST is given in Eqs. (10), (11). Considering that the time index
m in the discrete ST is the time delay of the sliding window over the signal r Œp�
and assuming that the signal is locally stationary within the time corresponding to
several time delays m, a different approach is proposed in this paper which reduces
the computational load of the discrete ST.

From Fig. 9, the P samples of the locally stationary signal are divided into s
sub-blocks consisting of P=s samples. This approach computes the ST on s equally
spaced values for m belonging to the set f0; � � � ; P � 1g, while n D 0; � � � ; P � 1

remains as before. Indeed, since in this way the time delay of the sliding window
is increased, all the values of m in each sub-block (unless the first one) are not
directly included in the computation of the ST (it is sufficient to increase the sliding
window length, by increasing k, to also cover the discarded samples). This is based
on the consideration that the signal is locally stationary over P=s m’s or (P=s)-
stationary, namely, variations of the parameters happen no faster than the time

Fig. 9 The dual resolution ST technique for high sampling rate signals
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corresponding to P=s samples and not necessarily at the boundary between two
consecutive sub-windows. For quicker changes, the length of the sub-blocks can
be reduced by increasing s accordingly. This introduces a new capability of the
ST, namely, a trade-off between time resolution and computational time that can be
adaptively controlled through s, P , and k. The frequency resolution can be changed
by regulating P or k (or both).

The .m; n/ element in the transformation matrix T can be written in a vectorial
form as follows:

ST Œm; n� D Tmnr (42)

where the P � 1 vector r D Œ r Œ0� ; r Œ1� ; � � � ; r ŒP � 1� �T is the discrete series,
while the following 1 � P vector

Tmn D


Tmn;0; Tmn;1; � � � ; Tmn;.P�1/

�

consists of elements given by [2]:

Tmn;p D
jnj

p
2�kN

e�.n
2.m�p/2=2k2N2Cj 2�pn=N/ (43)

p D 0; � � � ; P � 1. By using the sN � P transform matrix

T D
�

TT00; � � � ;T
T
0.N�1/;T

T
P
s 0
; � � � ;TTP

s
.N�1/

; � � � ;TTP.s�1/
s 0

; � � � ;TTP.s�1/
s

.N�1/

	T
(44)

the discrete ST can be modelled as a linear vectorial equation:

s D Tr (45)

in which the sN � 1 vector s consists of elements smn corresponding to ST Œm; n�.
The dimensionality of Eq. (45) is drastically reduced because m D msP=s where
ms D 0; � � � ; s � 1 is the delay index, instead of m D 0; 1; 2; � � � ; P � 1.

To validate the proposed dual resolution approach, the discrete ST has been
applied to real data in the 0–120 MHz band which includes the VHF band, as
described in section “The SHIELD Project and Smart SPD-Driven Transmission
Layer”. Specifically, at four different time instants, the carrier frequency of the
transmitted SBW signal assumes sequentially the values 41 - 51 - 61 - 71 [MHz],
while the transmit power is 7dBm. The other waveforms extracted from the
spectrum of interest include four sub-signals close to one other (spacing about
0.5–1 MHz) at low frequencies, two interference signals at 20 and 80 MHz, respec-
tively, and three sub-signals in the FM band (spacing about 2.5 and 7 MHz). The
carrier frequency of each of these waveforms is fixed over the measurement time.

According to Table 1, the analyzed parameters are P (number of samples in
the signal to be S-transformed), s (number of sub-blocks), and the scaling factor k
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Table 1 Parameters used to
validate the dual resolution
ST

P s k
256 512 640 1024 16 32 64 5 17.5 25

Fig. 10 ST representation of the wideband signal with P D 512 and k D 17:5: (a) without DR;
and with dual resolution where (b) s D 64, (c) s D 32, and (d) s D 16. The SBW jumps among
41-51-61-71 MHz at different time instants

described in section “Time-Frequency Analysis and Features”. The SBW signal is
at least (P=s)-stationary in each configuration.

Figure 10a is the conventional ST, obtained with k D 17:5 and without DR, of
a signal which consists of P D 512 samples. ms is the delay index, namely, the
time variable after ST. The waveforms in the spectrum can be clearly distinguished.
In particular, the SWB signal in the middle of the figure jumps sequentially to the
four different frequencies at four consecutive time instants. In the bottom, there are
the BB peaks (they are very close to each other; the progressive resolution of ST
produces fine frequency resolution at low frequencies [5]). Just above them, there is
the interference at 20 MHz. Beyond the SBW signal, the interference at 80 MHz and
the three FM sub-signals can be seen (the progressive resolution of ST produces low
frequency resolution at high frequencies [5]). In this case, the amount of frequency-
time samples is P �P . The dual resolution algorithm produces the ST in Fig. 10b–d
in which s is 64, 32, and 16, respectively. Although the time resolution gets worse
by reducing the number of sub-blocks, the signals in the spectrum remain clear. In
particular, the dynamic hopping of the SWB signal can be still observed. The main
advantage is that the amount of frequency-time samples is reduced to P � s, with
s 
 P .

To show the effective benefits obtained with the proposed algorithm, Fig. 11
illustrates three different indicators: the time to create the T matrix, the time to
compute the ST through Eq. (45), and the L2-norm error which illustrates the
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Fig. 11 Performance
indicators: (a) time to
generate T, (b) ST
computation time, (c)
normalized L2-norm error

difference between the 2D TF representation without DR and the corresponding
representation with DR (s D 64; 32; 16). Specifically, let "n be the normalized
L2-norm error defined as kXs�XP k2

kXP k2
, where the matrix Xs is the expanded ST

representation with DR, obtained through P=s replicas of each column, the matrix
XP is the ST representation without DR, and k � k2 is the L2-norm function.

Figure 11a, b show that in the conventional ST without DR the computational
time to both generate the T matrix and perform the ST increases sharply when
P is increased from 256 to 640. With P D 1024, Matlab is no longer capable
of generating T because of its large dimensions (P � P rows and P columns),
while the dual resolution approach reduces dramatically the computational time, and
P D 1024 is also feasible. This means that the frequency resolution can be
improved. Basically, k does not influence the computational time which is through
increased by s.

Figure 11c, where P D 512, shows that both s and k influence "n. As expected,
the error (mostly related to the time resolution) increases when at least one between
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Fig. 12 (a) ST representation of the observed 0–120 MHz spectrum with P D 512 and k D 17:5

and without DR (s D P ), (b) energy locations with threshold = 2ST (external dark-blue areas)
and with threshold = 4ST (internal light-orange areas), (c) energy locations with threshold =
2ST , (d) contours of the energy locations with threshold = 2ST

s and k decreases, and it can be reduced by increasing k when s is small. In
Fig. 11c, the corresponding ST computation time is also included which is inversely
proportional to the error. The same results hold when a different value for P is
considered.

As shown in Fig. 12, contours for each signal in the observation spectrum can be
extracted from the time-frequency representations of the wideband signal:

(i) ST representation of the observed 0–120 MHz spectrum is in Fig. 12a;
(ii) energy locations obtained with threshold = 2ST and with threshold = 4ST are

in Fig. 12b–c; ST is the mean value of the ST representation;
(iii) contours of the occupied regions detected with threshold = 2ST are in

Fig. 12d.

Dynamic features can be extracted from the two-dimensional contours of each
signal such as bandwidth, central frequency, transmitting power, and shape.

A Discussion of Application Directions of ML Techniques to
Cognitive Dynamic Jamming

A possible shared radio environment, as basis for future ICE, is depicted in Fig. 13 in
which there are several interacting agents such as a jammer, which aims to “catch”
legitimate signals and a user whose objective is to avoid the jammer. In addition,
a network manager (NM) is an external observer of the spectrum, e.g., a primary
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Fig. 13 A practical example
in a shared radio environment
consisting of two interacting
agents, a jammer and a user,
with opposite objectives and a
network manager. The NM
interacts with the user
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Fig. 14 The proposed example in which jammer, user, and their interactions are modelled through
JMSs. The NM observes the spectrum and interacts with the user. Learning and filtering blocks are
also shown in the picture

base station, that monitors dynamical spectrum joint situations generated by actions
of both the jammer and the user. Such a station can interact with the user and
could be either a human operator or an ICE system. The NM can be useful, for
example, in case the spectrum sensing computational resources are too intensive
to be implemented directly in the user device and the spectrum monitoring facility
is shared among many users of the network. Furthermore, in case the NM is the
only CDS, it can be in charge to continuously check the normality of an observed
situation, namely, to predict if the user behavior is in line with avoiding the jammer.

In general, each of the three radios representing the user, the jammer, or the
NM can be a cognitive radio that can be modelled as a CDS. In this example, the
NM is assumed to be a CDS that use two JMSs to model the observed interaction
between user and jammer as in Fig. 14. The goal is to provide a discussion on
how this model can be learned from observed spectrum behaviors where the user
successfully avoids the jammer. Such data series correspond to normality patterns
that can be used as examples from which to train NM’s CDS. First of all, features
coming from spectrum monitoring methods are extracted, e.g., by using the time-
frequency representation of the spectrum of interest as described at the end of
section “Dual Resolution ST Approach”. Such spectrum data can be used by the
learning algorithm to estimate parameters of the switching models. In other words,
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normality models are learned corresponding to models where rules that allow the
user to avoid the jammer are estimated from the data series examples where this is
known to have happened successfully. Such rules describe a dynamic equilibrium
condition that should be verified according to previous experiences recorded in
such data series if a normal situation occurs. Normal training samples are much
easier to collect than abnormality samples whose dataset could be insufficient or
unavailable [38]. After having trained the switching models using only normal data
in order to learn a representation of the normal spectrum activities, the filtering
phase produces predictions of the corresponding hidden variables and observation at
each time instant. Filtering can be also thought as a generative block for abnormality
detection; indeed, since the JMSs are not able to generate abnormal events at
testing time because trained with normal data only, a normality condition is said
to be probabilistically verified if updates and related predictions are consistent,
while excess of deviations of updated observations from predictions corresponds to
abnormalities where the jammer’s behavior is different from the patterns observed
during the training and the user is no longer capable of avoiding it.

From Eq. (15), the state vector xik for the i -th entity can be augmented into Qxi Tk D

xi Tk ; ai Tk

�
, where i D f1; 2g; then the corresponding nonlinear state-space model

(NLSSM) is given by:

�
Qxik D f

�
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i
k

�
zik D h

�
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i
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Specifically, in this example learning aims to estimate (from available data)
model parameters, continuous- and discrete-valued states, and transition and inter-
action probability distributions in nonlinear state-space models with Markovian
switching structure. Discrete switching variables (a’s), probabilistic distributions
described by links between the discrete nodes (namely, ˘ matrices) includ-
ing entity-to-entity interactions, and probabilistic distributions described by links
between discrete variables and continuous state variables (x’s) can be learnt through
unsupervised clustering techniques such as Dirichlet process mixture (DPM) model,
while continuous state variables, transition models between the state at time k and
its value at time k � 1 , and likelihood models between observations (z’s) and state
variables can be learnt through techniques like Gaussian process (GP) regression or
GaNs.
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The filtering block estimates and predicts sequentially the latent states
˚
xik; a

i
k

�
given the densities for the initial state

˚
xi0; a

i
0

�
and the measurements up to time k

(zi1Wk). For this purpose, particle filtering-based methods can be used such as Markov
Jump Particle Filter (MJPF) or Rao-Blackwellized Particle Filter (RBPF).

Conclusion and Future Directions

This chapter addresses the application of learning techniques to dynamic models
for wireless communications. Indeed, PHY-layer security is gathering ever-growing
interest in the research world due to the high vulnerability of wireless commu-
nications to external attacks such as jamming attacks. This is the main objective
for which a detailed discussion of selected techniques and scientific results in the
current state-of-the-art is provided throughout the above sections. Some probable
and interesting future directions in this framework are also introduced in order to
show the evolution of CR, which has been conceived to overcome the shortage
of available bands in the wireless spectrum, toward a wider paradigm designed
for interactive and cognitive environments. Considering that, dynamic is a decisive
concept to enable cognition and interactions which are on the basis of self-aware and
self-adaptive devices. To this end, time information seems to be a key component in
processing dynamic signals. For this reason, time-frequency analysis is included in
this chapter as a first step to detect signals in the spectrum of interest and to extract
both time and frequency information. Afterward, several statistical models are
described; most of them are based on a Bayesian approach and represented through
probabilistic graphical models which highlight both temporal dependencies, namely,
dynamic of the system, and entity-to-entity dependencies, namely, interactions. In
this framework, the concepts of learning, cognition, and interactions come from
recent results obtained in computational neuroscience. Specifically, autobiograph-
ical memory results from a bio-inspired approach which enables cognition and
interactions with external entities. To this end, several techniques from ML and
data mining are described which are employed to learn parameters, models, and
interactions.

A more practical point of view is described in the experimental framework
section which includes two applications in dynamic environments: TVWS to
overcome the shortage of spectrum availability, which can be vulnerable to jamming
attacks, and the SHIELD project which aims to implement measurable security,
privacy, and dependability (SPD) in cyber-physical systems. A time-frequency
analysis is also introduced which extracts both time and frequency information
from real dynamic signals with controllable resolution in both the domains. The
corresponding contours are then extracted for future work. In addition, a practical
example about application directions of ML techniques for cognitive dynamic
jamming lays the foundations toward complex CDSs to make ICEs become a reality.

In particular, probable future directions include employing techniques and
algorithms used for data analysis, image and video processing, robotics, and so
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forth, in wireless communications. Indeed, general concepts such as entity, state, and
trajectory can be specified to CR as signal, central frequency and bandwidth, and
time-frequency information, respectively. Specifically, representation of wireless
signals (including jammers) through, for example, multilayer perceptron, variational
autoencoders, or HMMs are not found in the current state-of-the-art, and, conse-
quently, learning techniques to learn such kind of dynamic models in a jamming
context are not either.

In addition, a bio-inspired approach, as described in this chapter, could
enhance the learning process by combining cognition with self-awareness and
self-adaptation in CR devices for future PHY-layer security.
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formulation, 1218–1219
system model, 1210
transmission subframes, 1216
underlaid D2D users, 1208

Difference of convex (DC) optimization
problem, 1464–1466

Digital signal processing (DSP), 461
Digital Terrestrial Multimedia Broadcast

(DTMB), 1945, 1957–1958
Digital terrestrial television (DTT), 208, 1684,

1936, 1946, 1948, 1949, 1952, 1953,
1956, 1959–1961, 1963–1967

channel allocation, 1938
Digital video broadcasting (DVB), 1899
Direct-to-home (DTH), 1899, 1901
Direction of arrival (DOA), 331, 341, 342, 346,

353, 368–370, 372, 373, 1911
Distributed coordination function (DCF), 1894
Distributed data projection method (DDPM),

516–518
Distributed spectrum sharing, 1835
Distributed spectrum trading

central chi-squared, 110
non-central chi-squared, 111
See also Spectrum trading Distribution

Docitive paradigm, 1862
Double auction, 951
Double threshold energy detection, 178
Downlink control information (DCI),

1418, 1420
Drone small cells (DSCs), 1280
Drone small cells (DSCs) networks

and cellular network, 1289
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DSA/CR networks architecture, 543–545
Dual radio approach, 511–512

complexity analysis for, 512–513
threshold computation for, 515

Dual resolution ST approach, 2013–2017
Dual-link FD-WiFi, 581, 582
Dynamic band switching, 1494
Dynamic Bayesian Networks (DBNs), 1991,

1997, 2001, 2007
Dynamic carrier aggregation, 754
Dynamic channel selection (DCS), 1853

MARL-based, 1866
SARL-based, 1865–1866

Dynamic exclusive use model, 460, 539
Dynamic frequency assignment (DFA), 457
Dynamic frequency selection (DFS), 808, 811
Dynamic jamming models, see Learning

dynamic jamming models
Dynamic power allocations

for AF relay CRNs, 730–733
for DF relay based massive MIMO CRNs,

733–736
Dynamic programming (DP)

algorithms, 1855
Dynamic signal representation, 1991

cyclostationary feature detector, 1992
energy detector, 1991
interacting entities situation assessment,

2001–2002
matched filter detector, 1992
single entity state, 1996–2000
time-frequency analysis and features,

1993–1996
wavelet based detector, 1993

Dynamic source routing (DSR), 1944
Dynamic spectrum access (DSA), 382,

535–565, 933–935, 947, 948, 955,
1055

approach, 186
cognitive radio paradigm, 539–545
as global resource allocation optimization

problem, 463–467
models for, 459–463, 539–541

Dynamic spectrum access (DSA), M2M
communications, 1832–1833

for smart metering, 1838–1844
spectrum management, 1837–1838
spectrum sensing, 1833–1835
spectrum sharing, 1835–1837

Dynamic spectrum access, spectrum
regulations, 1540

business case, impact assessment, 1544
spectrum pooling, 1542–1543
white space access, 1540–1542

Dynamic spectrum allocation, 540
Dynamic spectrum sharing, 682

in Poisson distributed eavesdroppers,
684–687

secure transmission schemes, 688–697
Dynamic transmit power, 703

control, 685, 693–695

E
Earth stations on mobile platforms (ESOMP),

1905, 1906
ECMA-392, 1504–1505
Economic incentive, 1055
Edge set, 1128
Effective isotropic radiated powers

(EIRP), 1961
eHealth, 1825, 1827–1828
Electronic Communications Committee

(ECC), 1625, 1626, 1630, 1633
Emergency safety messages (ESM), 1825
Empirical mode decomposition (EMD), 1996
End-to-end goals management, 1720
Energy-based detectors (EBD), 503
Energy detection, 389

with full duplex nodes, 178–179
under noise uncertainty, 135–137

Energy detector (ED), 1991
classical, 168

Energy efficient resource optimization
in multiple cognitive small cells, 648–651
in one cognitive small cell, 643–648

Energy-efficiency, MIMO, see Multiple-input
multiple-output (MIMO)

Energy-efficient power control algorithm, 644
Enhanced detection algorithm (EDA), 1948

advantage of, 1948
B parameter selection, 1949–1950
design, 1949
detection performance of, 1950
GEDA (see Generalized enhanced detection

algorithm (GEDA))
Enhanced Inter-Cell Interference Coordination

(eICIC), 1426
Enhanced-LAA (eLAA), 1895
Enhanced shadow chasing (ESC), 1421
Enhance mobile broadband (eMBB), 1972
Environmental monitoring, 1825
Equal gain combining (EGC), 393, 394
Equivalent isotropic radiated power

(EIRP), 208
Error exponent, cooperative sensing, 301–313,

320–324
Estimation-based adaptive graph coloring

(EB-AGC), 1435
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ETSI reconfigurable radio systems (RRS)
standards, 1502–1504

Euclidean distance, 390
European Commission (EC), 1623–1624
European computer manufacturers association

(ECMA), 1730, 1913
European Conference of Postal

and Telecommunications
Administrations (CEPT), 1624,
1626, 1630, 1633

European regulatory framework, spectrum
management

cooperation framework, 1625
ECC of CEPT, 1624
ETSI, 1625
European Commission, 1623–1624

European Telecommunications Standards
Institute (ETSI), 1364, 1625,
1634, 1914

and CEPT, 1584
RRS (see Reconfigurable Radio Systems

(RRS))
Europe, spectrum sharing policy, see Spectrum

sharing policy
Expectation-maximization (EM), 2004
Extended Kalman filter (EKF), 2000
Extended Langford pairing (ELP), 1173

CH sequence generation, 1177–1178
multi-channel broadcast scheme,

1179–1184
simple broadcast scheme, 1178–1180

F
Factorial HMMs (FHMMs), 2008
False-alarm probability, 258
False detection rates, 1945
Fast Data Projection Method (FDPM), 509
Federal Aviation Administration (FAA), 1281
Federal Communication Commission (FCC),

451, 1978, 2011
additional requirements, 1756
geo-location and database access, 1754
out-of-band emission, 1754
protection contours, 1756–1757
spectrum sensing, 1755

Federal Communications Commission (FCC)
rule making

FCC 3650 MHz Rule Making, 1651–1654
FCC 5GHz U-NII Rulemaking, 1648–1651
smart radio systems, 1646–1648
software defined radio, 1644

Feedback-based adaptive graph coloring
(FB-AGC), 1435

Femto access points (FAPs), 1307

Femto base station (FBS), 1419–1422
Femtocell(s), 1897
Femtocell access points (FAPs), 1898
Femtocell user equipment (FUE), 1417, 1423,

1424, 1429, 1431, 1435
Femtocell user level (FU):fairness on, 662
Fictitious play, 1098–1100
Field trials, 1531–1533
Filter-bank multi-carrier (FBMC) technology,

1501–1502
Filtered OFDM, 82
Finite state Markov model (FSMM), 1425
Fixed access devices, 1655
Fixed devices, 1750, 1754
Fixed frequency assignment, 457
Fixed links (FL), 1980
Fixed satellite service (FSS), 1905, 1906,

1979–1980
Fixed services (FS), 1906
Fixed-strategy jamming, 788
Fixed wireless access (FWA), 1973
Forward-looking water-filling optimization,

471–474
Fractional frequency reuse (FFR), 1431
Frequency partitioning, 1344
Frequency reuse, 453–456
Friis formula, 1448
Full activity scheme, 688–690
Full-duplex carrier sensing, 574
Full-duplex (FD) communication

technology, 572
Full-duplex CSMA/CD protocol

CSMA/CD protocol design, 574–576
performance analysis, 576–580
simulation results, 581–582
system model, 573–574

Full-duplex spectrum-sensing (FD-SS),
scheme with imperfect CSI,
720–724

Full-duplex system mode, self-interference
cancellation based, 718–720

Full frequency reuse (FuFR), 1436
Full-function devices (FFDs), 1494
Fusion based centralized EBSS technique, 507

G
4G, 88
5G, 88, 93

candidate frequency bands for, 1977
cellular network, 190
cognitive radio paradigm, 192–196
definition, 1972
enabling technologies, 189–190
enhanced mobile broadband, 1972
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era, 187–192
FWA, 1973
5GNR, 1972, 1983
interference challenge, 190–192
massive machine-type

communications, 1972
as network of networks, 192
radio access technologies for, 1974
requirements, 186–188
spectrum allocation, 1975–1976
standards timelines, 1974
ultrareliable and low-latency

communications, 1972
Gale-Shapley algorithm, 1382
Game

formulation, 616–617
at MNO, 618–619
at WiFi APs, 617–618

Game theory, 943, 944, 2010
cognitive radio networks (see Cognitive

radio networks)
Gamma function, 107
Gaussian function, 1993
Gaussian processes (GPs) for regression,

2005–2006
General authorized access (GAA), 1891
Generalized enhanced detection algorithm

(GEDA), 1959, 1968
block diagram, 1951
mechanism, 1953
numerical evaluation, 1953–1957
scaling factor, 1952–1953
UK GEDA results, 1957–1958
US GEDA results, 1958

Generalized frequency division multiplexing
(GFDM), 83, 710

Generalized likelihood ratio test (GLRT), 13,
18, 1947

Generative adversarial networks
(GANs), 2009

Geo-location, 1750, 1754, 1787–1790
database, 1546–1547, 1552,

1798–1802
Geostatistics-assisted radio propagation

estimation, 1812
3.8–4.2 GHz band and spectrum sharing

framework, 1698–1705
Global Positioning System (GPS), 1281
Global system for mobile communication

(GSM), 1889, 1890
GMSK signals, 26
GNU radio software, 554, 557
3GPP, see Third Generation Partnership Project

(3GPP)
GSM, 91

5G spectrum sharing
access and backhaul (fixed) links, 1980
6 GHz spectrum, 1978–1983
mm-wave spectrum, 1979
satellite services, 1979–1980
unlicensed mm-wave spectrum, 1981–1983

5G wireless networks, cognitive radio based,
711–720

H
Half-duplex energy detection spectrum sensing

(HDSS) scheme, 709
Half-duplex protocols comparison, 591
Hard/binary information fusion, 288, 293–296,

299–300, 302
Hard-fusion, 781
Harmonized European Standard, 1487

ETSI EN 301 598, 1487–1488
HD-WiFi, 582
Hedonic coalition formation game, 1032

analysis, 1030–1032
definition, 1031
value function and utility function,

1027–1029
HeNB Restricted Subset (HRS) scheme, 1428
Heterogeneous cellular networks, 1305,

1307–1310
channel contention problem, 1192–1200
hidden terminal problem, 1162–1172
multi-channel broadcast problem,

1172–1185
spectrum sharing problem, 1186–1192

Heterogeneous coexistence, 1160
Heterogeneous networks (HetNets), 196, 753
Heterogeneous statistical QoS requirements

optimizing effective capacity
with, 729

Heterogeneous WiFi APs, 623–625
Heuristic cognitive offloading strategy, 768
Hidden Markov model (HMM), 37, 40–42,

1998–1999, 2004, 2021
CHMMs, 2008
FHMMs, 2008
MOHMMs, 2008
ODHMMs, 2008
PaHMMs, 2008

Hidden terminal problem, 1161–1163
beacon transmission, TDM receiver,

1165–1167
CSMA network receiver, collisions at, 1164
dynamic quiet period, TDM transmitter,

1167–1170
simulation, 1170–1172
TDM network receiver, collisions at,

1163–1164
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Hierarchical access model, 461, 540
Hierarchical game analysis, resource

allocation, 1369–1370
infrastructure & resource providers and

mobile users, 1370–1371
service providers and infrastructure &

resource providers, 1372–1373
service providers and mobile users,

1373–1375
High throughput satellite (HTS), 1901
Hilbert-Huang transform (HHT), 1996
History set, 1031
Homogeneous coexistence, 1161
Homogeneous statistical QoS, 726
Hybrid digital-analog (LHDA), 1314
Hybrid scheme, 694
Hybrid system definition, 93

I
IEEE 1900 working groups, 1495

IEEE 1900.1, 1496–1497
IEEE 1900.2, 1497
IEEE 1900.3, 1498
IEEE 1900.4, 1498
IEEE 1900.5, 1499–1500
IEEE 1900.6, 1500–1501
IEEE 1900.7, 1501–1502

IEEE 802.11af
field trials, 1531–1533
MAC layer, 1516–1521
physical layer, 1512–1515
prototypes, 1521–1531

IEEE 802.11af Wireless local-area networks
(WLAN), 1492–1493

IEEE 802.15.4m Wireless Personal-Area
Networks (WPANs), 1493–1494

IEEE 802.22 Standard
distributed spectrum monitoring,

1790–1792
geo-location and database, 1787–1790
MAC layer implementation, 1776–1787
software defined radio chip (see Software

defined radio (SDR))
IEEE 802.22 Wireless regional-area networks

(WRANs), 1488–1489
MAC layer, 1490–1491
physical layer, 1489–1490
spectrum manager, 1491

IEEE Dynamic Spectrum Access Networks
Standards Committee (DySPAN-
SC), 1494

IETF, 1747
IETF-PAWS Working Group, 1756

Imperfect spectrum sensing, 200, 659–673
cognitive small cell with, 637–659
of CSBS, 639
joint subchannel and power allocation with,

665–668
optimization framework with, 661–663

Incentive compatibility (IC), 1062
Incentive mechanism, 1054
India

national projects of cognitive radio, 1728
policy and regulation challenges, 1728
white space sharing, 1728

Individually stable, 1032
Individual rationality (IR), 1062
Industrial monitoring, 1825
Inelastic traffic, 444
Information asymmetry, 1056, 1065–1066

feasibility of contract, 1066–1070
optimality of contract, 1070–1074

Information symmetry, 1056, 1057
feasibility of contract, 1064
optimality of contract, 1064–1065

Initial acquisition functionality, 558,
559, 561

Instantaneous measurements (IM)
strategy, 552

Integrate-and-dump approach, 333
Intelligent transportation systems (ITS),

1825–1826
Interacting entities, 1990, 1991,

2001–2002, 2004
Interactive and Cognitive Environment (ICE),

1988, 1990, 2004, 2013, 2017,
2018, 2020

Inter-cell interference coordination
(ICIC), 1890

Interference, 1512, 1517, 1520, 1523, 1525
analysis, 1733–1735
avoidance, 536
cancellation, 992–993
graph, 1128
range, 1128, 1211

Interference constraint
average constraint, 114
outage constraint, 115

Interference-limited resource optimization in
cognitive femtocells, 659–670

Interference temperature limit (ITL)
LCP formulation with, 490–492
transmit ITL, 489

International Mobile Telecommunications
(IMT) systems, 175, 1573–1575

International Telecommunication Union (ITU),
1913, 1972, 1975
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International Telecommunication Union
Radiocommunication sector
(ITU-R)

dynamic spectrum sharing, 1565–1567
role of, 1562–1565
spectrum management principles, 1576
spectrum measurements and occupancy

studies, 1575–1576
International Telecommunications, 164
Internet service providers (ISP), 1931
Internet of things (IoT), 181, 1364, 1822, 1827,

1899, 1914, 1972, 2010
Interweave paradigm, 991–1005
Interweave system

definition, 93
frame structure, 109
involved channels, 105

Intranet of things, 1822
Intra-Network Interference (Intra-NI), 191
Intrinsic mode functions (IMFs), 1996
Inverse distance weighting (IDW), 1805
Iterative energy efficiency maximization

algorithm, 643–647
Iterative resource optimization algorithm with

fairness, 668–670
Iterative spectrum balancing, 466

J
Japan, 1724

cognitive radio architecture, 1724
spectrum measurement, 1717
white space sharing, 1725–1726

Joint carrier aggregation, 416, 442
Joint scheduling and computation offloading

(JSCO) solution, 763
Joint spectrum sensing/selection (JSS)

problem, RL-CR issues
information dissemination Q-learning

based, 1876
Q-learning based, 1876
Sarsa based, 1876
SU-PU and SU-SU interference,

1879–1882
SU-PU interference, 1876–1879
system model, 1873–1874

K
Kalman filter, 1999–2000
Karush-Kuhn-Tucker (KKT) condition,

645, 732
Kernel method, 1091–1093
K-out-of-M rule, 395

Korea
policy and regulation challenges, 1729
white space sharing, 1728

Kriging method, 1806

L
Lagrange function, 1291, 1466
Langford pairing (LP)

definition of, 1173–1174
ELP, 1177–1184

Layered digital transmission, 1313
HD probability, 1329–1330
SINR distribution, 1318–1321
spectrum allocation, 1317–1318
user equipments load, 1315–1316

Layered hybrid digital-analog (LHDA),
1313, 1314

HD probability, 1305, 1330
SINR distribution, 1321–1325
spectrum allocation, 1317–1318
user equipments load, 1315–1316

Learning dynamic Bayesian
representations, 2002

causal conditioned distributions,
2004–2006

deep learning, 2008–2009
generative adversarial networks, 2009
learning interactions, 2006–2008
variational auto encoders, 2009
vocabulary, state and state changes,

2003–2004
Learning dynamic jamming models

dual resolution ST approach, 2013–2017
dynamic signal representation (see

Dynamic signal representation)
learning dynamic Bayesian representations,

2002–2010
PHY-layer security, 1990–1991
SHIELD project and smart SPD-driven

transmission layer, 2010–2011
TVWS, research in, 2011–2012

Learning interactions, 2002, 2006–2008
Licensed assisted access (LAA), 1892,

1895, 1981
and LTE-U, 1897
operation, 1896
and WiFi, 1897

Licensed cellular networks (LCNs), 1446,
1447, 1458, 1459

cost of communication, 1460
power consumption, 1460
RBs in, 1451
SNA-LCN, 1471, 1472, 1476
transmission rate adaptation over, 1457
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Licensed shared access (LSA), 95, 1541, 1547,
1628–1632, 1891, 1892, 1978, 1984

challenges, 1604
exclusion zone, 1602
intra-MNO-system interference

mitigation, 1604
protection zone, 1603
restriction zone, 1602–1603
standards and regulation framework,

1601–1602
system design, 1598–1600

Licensed static spectrum allocation
policy, 534

License-exempt access, 1922
Linear classifier, 1088
Linear complementarity problem (LCP)

formulation, with ITL, 490–492
Listen-and-talk (LAT) protocol, 709
Listen-before talk (LBT), 1892, 1895, 1981

protocol, 709
techniques, 565

LLA, 1984
Local maximum entropy detector, 305
Local minimum error probability

detector, 305
Location vector, 1128
Logical AND rule, 396
Logical OR rule, 396
Long-term evolution (LTE), 88, 175, 1889,

1892–1895, 1910, 1936
Lotka-Volterra (L-V) competition model,

1187, 1190
Low-complexity sequential spectrum sensing

algorithm, 252–255
Low density parity check (LDPC), 824
LSA, see Licensed shared access (LSA)
LTE-unlicensed (LTE-U), 1892, 1981

adaptive transmission algorithm, 1218
carrier selection, 1894
channel selection, 1217
compatibility analysis, 1225
CSAT, 1894
interference analysis, 1215
interference ranges, 1212
and LAA, 1897
MAC layer, 1208
matching formulation, 1220
on-off switching, 1893–1894
operation, 1893
PHY layer, 1208
reserved Wi-Fi subframes, 1216
sensing subframes, 1216
signaling analysis, 1225
subchannel allocation matrix, 1214

sum-rate maximization problem
formulation, 1218–1219

system model, 1210
transmission subframes, 1216
and WiFi, 1894

LTE-WiFi aggregation (LWA), 1480
LTE-WLAN aggregation (LWA), 1896
Lyapunov optimization, 599, 758, 767

M
MAC layer, see Medium access control (MAC)

layer
Machine learning (ML), 793, 1853, 1858

cognitive dynamic jamming, 2017–2020
essence and dichotomy of learning,

1085–1086
multi-agent learning (see Multi-agent

learning)
reinforcement learning (see Reinforcement

learning)
semi-supervised learning, 1094, 2004
supervised learning (see Supervised

learning)
unsupervised learning, 1093–1094

Machine to machine (M2M)
communications, 208

battery efficient, 1829
definition, 1822
DSA for (see Dynamic spectrum access

(DSA), M2M communications)
eHealth, 1827–1828
Industry 4.0 and IoT, 1826–1827
ITS, 1825–1826
latency, 1830
lightweight, 1829
LoRa, 1831
LTE-M, 1832
multiple transmissions, 1829
security, 1829
self-healing, 1829
self-instantiated, 1829
sensor networks, 1824–1825
short range, 1830–1831
smart grid communication, 1823–1824
traffic, 1829
weightless, 1832

Macro base stations (MBSs), 1344
Macro-cell, 641, 642
Macro-cell basestation (MBS), 639
Macro-cell user equipments (MUEs),

1345, 1417, 1419–1424, 1427, 1429,
1438, 1441

Macro users (MUs), 659
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Majority voting (MV) rule, 396
Many-to-many spectrum matching

combinatorial, 1399–1410
non-combinatorial, 1383–1399

Markov-based relaying model, 729
Markov chain model, 727–729
Markov decision process (MDP), 1853,

1854, 1875
Markovian models

applications, 36
bivariate Markov chains, 43–49
cognitive radio systems, 36–37
hidden Markov models, 37, 40–42
Markov chains, 39–40
multivariate Markovian models, 38
parameter estimation, 38

Markov modulated Poisson process
(MMPP), 36

Markov state transition model, 730
Matched filter (MF), 331, 388

based detection, 180
Matched filter detector (MFD), 1992
Matching theory, D2D communication,

see Device-to-device
communication in unlicensed
spectrum (D2D-U)

MATLAB simulation, 736
MAUI, 756
Maximal ratio combining (MRC), 393,

394, 824
Maximum a posteriori (MAP)

estimator, 1417
Maximum likelihood estimator, 139
Maximum likelihood estimation (MLE), 1141,

1142, 1947
Maximum-minimum eigenvalue detector

(MMED) test statistic
under H0 hypothesis, 527–528

Maximum mutual information
(MMI), 305

Maximum ratio combining (MRC), 725
Maximum weighted independent set

(MWIS), 1404
Mechanism design, 1380
Medium access control (MAC), 1942

layer, 1516, 1521, 1761–1762, 1776–1787
protocol, 404

MGF-based approach, 174, 470–790
MHz, 1683
Millimeter-wave (mm-wave) spectrum, 1979

unlicensed, 1981–1983
Millimeter-wave technology, 90, 124
Min-max approach, 504
Misdetection probability, 258–260

Mixed integer linear program (MILP), 769
Mobile ad hoc networks (MANET), 1943
Mobile apps

CDGs for, 761
partial cloud offloading for, 755
for partial offloading, 752

Mobile augmentation cloud service
(MACS), 752

Mobile cellular system evolution, 187
Mobile communication networks, 1889

cognitive femtocells, 1897
D2D communications, 1898–1899
dense network deployments, 1890
licensed bands, spectrum coexistence in,

1891–1892
NB-IoT, 1899
spectrum efficiency, 1889
spectrum resources, 1890
unlicensed bands, spectrum coexistence in,

1892–1896
Mobile computation offloading, 750, 751
Mobile computing, spectrum-aware scheduling

in, 760–763
Mobile data offloading, 598
Mobile data services

future service architecture, 1367–1369
hierarchical game analysis, 1369–1375
in heterogeneous network, 1366–1367
infrastructure layer, 1365
resource layer, 1365
service layer, 1365
traditional service architecture,

1365, 1366
user layer, 1365
visible light communication, 1367

Mobile device reconfiguration classes
(MDRC), 1605–1608

Mobile heterogeneous networks
(HetNets), 753

Mobile measurement, 1711
Mobile network, 1362

content-centric analysis for resource
allocation, 1364

heterogeneous architecture, cellular
network, 1362–1363

hierarchical game analysis, 1369–1375
service cooperation, 1363

Mobile network operator (MNO), 599, 600,
630, 1414, 1921

game at, 618–619
optimal strategy of, 621–625

Mobile switching centers (MSCs), 453
Mode I, 1750
Mode II, 1750, 1755
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Modeling noise uncertainty, 137–138
Modulated wideband converter (MWC), 330,

332, 338–341, 349
CR system prototype, 344
signal reconstruction, 347–348
support recovery, 346
uniform linear array, 341–343

Modulation and coding schemes (MCS), 1831
Monte Carlo methods, 1855
MUE Restricted Subset (MRS) scheme, 1427
Multi-access point case, 625
Multi-agent learning, 1098

collaborative filtering (see Collaborative
filtering)

fictitious play, 1098–1100
fully competitive tasks, 1101–1102
multi-agent reinforcement learning,

1100–1101
Multi-agent RL (MARL), 1855, 1856

MARL-based DCS, 1866
Multi-antenna based techniques, 787
Multi-armed bandit, 1097–1098, 1105–1108

problem, 1866
Multiband sensing, 53–54
Multi-band spectrum sensing, 248–249,

402–404
Multi-channel, 871
Multi-channel broadcast problem, 1172–1173

asynchronous multi-channel broadcast
system, 1175–1177

channel hopping, 1174–1175
Langford pairing (see Langford pairing

(LP))
multiple radios, 1175
simulations, 1183–1185

Multi-channel broadcast scheme, 1179–1184
Multi-channel full-duplex WiFi, 583–584

channel access strategy, 585–588
channel selection strategy, 589–590
performance analysis and comparison,

590–592
simulation results, 592–594
system model, 584–585

Multicoset sampling, 336–339
Multi-hop network, 992, 993, 1006,

1007, 1017
Multi-item matching, spectrum, see

Many-to-many spectrum matching
Multimedia communications, cognitive radio

networks, see Cognitive radio
networks

Multi-path TCP (MPTCP) protocols, 753
Multiple-choice sequences (MCS), 69
Multiple cognitive small cells scenario,

648–651

Multiple-data-stream transmission
continuous time allocation, optimal

solution for, 915–918
discrete time allocation, optimal solution

for, 918–920
problem formulation for, 909–911
SUs, 905–906

Multiple-input multiple-output (MIMO), 88,
99, 787, 999–1005

antennas, 479–487
anticipated results, 999
co-channel interference cancellation,

MIMO DoFs, 992–993
mathematical modeling, 994–996
mathematical reformulation, 997–999
problem decomposition and optimal

solution, 912–920
problem formulations, 906–912, 996
SUs (see Secondary users (SUs))
in transparent coexistence paradigm,

1005–1017
Multiple-input-multiple-output (MIMO) CRNs

dynamic power allocations for DF
relay

based massive, 733–736
Multiple-input-multiple-output generalized-

frequency-division-multiplexing
(MIMO-GFDM), 710

based FD-SS relaying scheme, 720–726
based PHY-layer model, 713–716

Multiple measurement vectors (MMV),
337, 365

Multiple observation HMMs
(MOHMMs), 2008

Multiple-output and orthogonal
frequency-division multiple
(MIMO-OFDM), 710

Multiple radio access technology (multi-RAT),
753, 754

Multi-RAT enabled wireless devices, cognitive
offloading for, 755

Multi-rate sampling, 334–335
Multi-RAT networking, 753
Multitaper spectrum estimation, 390
Multivariate Markovian models, 38

N
Narrowband-IoT (NB-IoT), 1899
Narrowband sensing, 49–51, 210
Nash equilibrium (NE), 475, 601, 1132, 1867

better response update, 1136
bipartite graph, 1137
complete bipartite graph, 1137
congestion property, 1134
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directed forest, 1134
directed tree, 1134
finite improvement property, 1136
potential game, 1136
regular bipartite graph, 1137

Nash-stable, 1032
Nash-Stackelberg game, 481–484
National Telecommunications and Information

Administration (NTIA), 1640, 1642,
1650, 1652, 1662, 1676

National Television System Committee
(NTSC), 1755, 1756, 1946

NC-OFDMA, see Non-Contiguous Orthogonal
Frequency Division Multiple Access
(NC-OFDMA)

Network-centric approach, 458
Network manager (NM), 2017
Network reconfiguration manager NRM), 1498
Network utility maximization (NUM)

framework, 972
Neyman-Pearson (NP) detector, 289
Neyman-Pearson (NP) test, 782
Non-combinatorial many-to-many spectrum

matching, 1383–1384, 1386–1387,
1393–1395

adapted deferred acceptance, 1387–1389
optimal matching, 1385
phase transition rule and matching

termination, 1397
properties, 1392–1393
proposed matching algorithm, 1398
simulation settings, 1398
spectrum market, 1384
stage transition rules, 1395–1397
transfer and invitation, 1389–1392
two-stage distributed algorithm, 1398

Nonconjugate CAF, 26
Non-Contiguous Orthogonal Frequency

Division Multiple Access
(NC-OFDMA), 841

benefits and challenges of, 841
hardware constraints, impact of, 843
multi-hop network, 850
single transceiver pair, 859
spectrum span, occupied and nulled

subcarrier in, 850
time and frequency mismatch, 844
transmission power reduction, 842

Non-federal spectrum sharing
elimination of barriers to the development

of secondary markets, 1645–1646
smart radio systems, FCC rule making on,

1646–1648
software defined radio, FCC rule making

on, 1644

Non-linear state-space model
(NLSSM), 2019

Non-orthogonal waveforms, 72–74
Non-RT (NRT), 1451, 1453
Non-time-slotted cognitive radio network

protocol, 717–718
Normal collaborative spectrum sensing

(NCSS), 404
Normality models, 2019
Notice of public rulemaking (NPRM), 1640,

1644, 1645, 1650, 1651, 1653–1655,
1664, 1665

NSFCloud, 754
NTSC, see National Television System

Committee (NTSC)
Null hypothesis, 1992
Nyquist wideband sensing, 212

O
Observation decomposed HMMs

(ODHMMs), 2008
Observation strategy decision-making, 552,

558, 559, 561
Ofcom, 1680, 1681, 1683, 1686–1689,

1692–1697, 1699, 1702, 1704
database, 1802
working group, 1926

OFDMA forward-looking game, 467–468
belief-directed game, 469–474
belief function, 469
environmental function, 469
equilibrium from all forward-looking

players, 478
with MIMO antennas, 479–487
Nash equilibrium, 475
predicted reward function, 469
Stackelberg equilibrium, 476–479
subsystem model for, 468–469

Offloading beneficial factor
(OBF), 618

Online (dynamic) computation
offloading, 757

Online learning, 880–882
On-off multi-RAT networking, spectrum-aware

cloud offloading using, 757–758
On-off transmission, 692
Open market, 943–945
Open sharing model, 460, 540
Open systems interconnection

(OSI), 1941
Optimal computing budget allocation

(OCBA), 54
Optimal resource allocation, 415
Optimal spectrum balancing, 465–466



2040 Index

Ordinary Kriging, 1807–1809
Orthogonal frequency division multiple access

(OFDMA), 637, 638, 659
interference channel, 464–465

Orthogonal frequency division multiplexing
(OFDM), 64, 106, 709, 1345

adaptive perspective, 74–78
for cognitive radio, 66–68
signals, 24

Outliers detection, 798
Out-of-band emission (OOBE), 1751, 1754
Overlapping coalitional game, 1025

coalition formation algorithms, 1042–1047
NTU, 1040–1042
performance evaluation, 1047–1049
system model, 1037–1040

Overlay system, 93

P
Packet error rate (PER), 1967
Parallel CDGs, 762
Parallel HMMs (PaHMMs), 2008
Partial offloading, 752

mobile apps for, 752
Partially observable Markov decision process

(POMDP), 36, 1417
Path loss model, 614
Perfect reconstruction filter bank

(PRFB), 1993
Performance evaluation

configuration, 560–561
performance results, 561–564

Periodic Beacon Messages (PBM), 1825
Periodic measurements (PM) strategy, 552
Permissible TV Channels, 1750
Personal/portable devices, 1654, 1658,

1750, 1754
Phase shift keying (PSK) signal, 106, 638
PHY-layer model, 710

MIMO-GFDM based, 713–716
Physical cognitive channel

(PCogCH), 1731
Physical downlink shared channel

(PDSCH), 1895
Physical (PHY) layer, 1512–1515
Physical layer security, 684, 704,

1990–1991
Physical resource block (PRB), 1419,

1420, 1438
Physical uplink shared channel

(PUSCH), 1895
Pilot detection under frequency offsets,

141–142

P-norm detection, 177–178
Poisson model, of eavesdropper locations, 686
Poisson point process (PPP), 1283, 1310
Power allocation, 1345
Power allocation, RL-CR studies, 1862

on information sharing, 1862–1863
without information sharing, 1863

Power control
algorithm, 644
for energy efficient cognitive small cell,

637–659
Power spectrum density (PSD), 661

based approaches, 13, 16
Precoding, 1345
Predictive distribution, 2003
Pre-processing, 101
Price of anarchy (PoA), 1139
Primary Exclusive Regions (PERs), 1282
Primary user (PU), 382, 386, 709, 711, 717,

720, 1798, 1850, 1937
Primary user emulation (PUE) attack,

790–791
channel hopping, 791
cryptographic approaches, 791
location-based, 791
radio fingerprinting, 791

Priority access license (PAL), 1891
Probabilistic graphical models (PGMs),

1996, 1997
Probability distribution functions (PDFs),

1997, 2003
Probability mass function (pmf), 1452
Probability of detection, 1026
Probability of false alarm, 1026
Programme making and special events

(PMSE), 208, 1686
Propagation-domain interference suppression

(PDIS) scheme, 718
Proportional zero frequency reuse, 1436
Protection contour(s), 1756–1757

distance, 1960
Prototypes, 1521–1531

Q
Q-learning, 1095–1097, 1108–1109

algorithms, 1856
QoS-aware communications, 536
Quadratic programming (QP), 2005
Quality discrimination, 1061
Quality-of-service (QoS), 708, 709, 1446,

1448, 1450, 1469, 1942
homogeneous statistical, 726
Markov chain model for, 727–729



Index 2041

R
Radar pulse detection

challenges in, 813
CSMA/CA based approach, 813–815
during Wi-Fi transmission, 833
Wi-Fi, 812–824

Radio access technology (RAT), 64, 1446
Radio environment analysis, geostatistics for,

1804–1810
Radio environment mapping (REM), 383, 1804
Radio fingerprinting, 791
Radio frequency (RF) energy harvesting, 1236

advantages of, 1238
ambient backscatter communications, 1247
channel access, 1238–1239
channel selection, 1244–1245
free space model, 1237
numerical results and performance

evaluation, 1265–1274
power allocation, 1243
Rayleigh model, 1237
relaying, 1240–1243
RF-powered backscatter overlay,

1248–1254
RF-powered backscatter underlay,

1255–1265
scheduling and security, 1243–1244
time scheduling, 1239–1240
two ray ground model, 1237

Radio Knowledge Representation
Language, 1942

Radio link control (RLC) signaling, 1415
Radio propagation, 1534
Radio spectrum, 452
Radio Spectrum Policy Group (RSPG), 1623,

1626, 1635, 1976
Radio Spectrum Policy Program (RSPP), 1627
Radio virtual machine (RVM), 1613–1615
Ramp energy, 1457
Random backoff mechanism, 1130
Random demodulator, 332–334
Rao test, 1947
Real-time (RT), 1451, 1453, 1454
Real-time testbed, 553

architecture, 558–560
individual node, 553–558

Received signal strength (RSS), 791, 792, 1953
Received signal strength indicator

(RSSI), 1310
Reconfigurable Radio Systems (RRS)

political, regulation and standards level,
1583–1585

software reconfigurability, 1604–1615
spectrum sharing (see Spectrum sharing)

Reconfiguration management, 1720
Reduced-function devices (RFDs), 1494
Registered location secure server

(RLSS), 1493
Regulations, dynamic spectrum access,

1539–1544
Reinforcement learning, 971

aspects, 1094
multi-armed bandit problem, 1097–1098
Q-learning, 1095–1097

Reinforcement learning (RL), cognitive radio
networks

action selection, 1871
context adaptiveness, 1858
continuous discovery, 1859
convergence speed, 1859
evaluation method, 1872
experience-based learning, 1857
joint spectrum sensing/selection scheme

(see Joint spectrum sensing/selection
(JSS) problem, RL-CR issues)

knowledge sharing, 1871
MARL algorithms, 1856
model, 1853
model representation, 1870
power allocation, 1862–1864
reduced complexity, 1858
reward representation, 1871
SARL algorithms, 1855–1856
spectrum-aware routing, 1868–1870
spectrum selection, 1864–1868
spectrum sensing, 1860–1862
state-action function, 1854
state representation, 1870
taxonomy of, 1855

Relay-based techniques, 787
Resource allocation, 1225, 1228

in spectrum sharing cognitive
heterogeneous networks,
636, 678

Resource allocation, cognitive
multihoming, 1453

complexity analysis and convex problem
decomposition, 1466–1467

DC optimization problem, 1464–1466
problem formulation, 1458–1461
single user, optimization to, 1462–1463

Resource allocation matrix (RAM), 404
Resource allocation, network virtualization

hierarchical game analysis, 1369–1375
mobile network, development of,

1362–1364
service architecture, 1365–1369

Resource blocks (RBs), 1448



2042 Index

RF front-end non-linearity, 155
Robust algorithm, 428–429
ROC curve, 170
ROCQ model, 395

S
Satellite communication networks, 1899–1900

geolocation databases, 1909
satellite bands, 1900–1903
spectrum awareness, 1907–1909
spectrum coexistence scenarios, 1903–1907
spectrum utilisation, 1907, 1909, 1910

Scalable video coding (SVC), 1456
layered video model, 1311–1312
network model, 1312–1313
transmission schemes, 1313–1315

Scaling factor (SF), 1952
Scheduling, 901
Seamless communication, 536
Secondary receiver (SU-Rx), 684, 685,

688, 694
Secondary spectrum sharing, see Secondary

spectrum trading
Secondary spectrum trading, 1055

continuous SU-type model, contract design
in, 1074–1079

contract formulation, 1061–1063
information asymmetry, optimal contract,

1065–1074
information symmetry, optimal contract,

1063–1065
problem description, 1061
PU model, 1058
simulation results, 1079
social welfare, 1060–1061
SU model, 1059–1060

Secondary throughput, 97, 114
Secondary transmitter (SU-Tx), 684, 685, 690
Secondary users (SUs), 709, 711, 716, 720,

737, 1798, 1850
energy consumption, 921–922
multiple-data-stream transmission,

905–906
single-data-stream transmission for,

904–905
Secrecy guard zone scheme, 690–692
Secrecy rate/secrecy capacity, 786
Secure encoding, 686
Secure transmission schemes

with dynamic spectrum sharing, 688–697
full activity scheme, 688–690
hybrid scheme, 694–695
secrecy guard zone scheme, 690–692
threshold-based scheme, 692–694

Security issues, in cognitive radio networks,
682–684

Security-oriented beamforming, 787
Self-awareness, 2002
Self coexistence, 1161

mode, 1492
Self-coexistence window (SCW), 1491
Self-interference cancellation, based

full-duplex system model, 718–720
Self-optimizing cognitive mobile radios,

461–463
Self-organization coordinator, 1720
Self-reconfigurable radio, 462
SelfNET Soldier Broadband Waveform

(SBW), 2010
Semi-supervised learning, 1094, 2004
Semivariogram, 1806–1809
Sensing time optimization, 637–659
Sequential CDGs, 762
Sequential detection, 249–264
Sequential learning, 871
Sequential probability ratio test (SPRT), 247,

249, 782
Sequential shifted chi-square test

(SSCT), 247
Service provider (SP), 1448
Shannon capacity, 1129
Shannon-Hartley theorem, 1281
Shannon limit, 1899
SHIELD project, 2010–2011, 2020
Short time Fourier transform (STFT),

1993, 1995
Sidelobe suppression techniques, 68–70
Sidelobe suppression with orthogonal

projection (SSOP), 69
Sigmoidal-like utility, 416, 417, 419, 421, 422
Signal processing cluster (SPC), 1767

SPC cluster access paths, 1769
SPC-DMA operation, 1769
SPC intercluster buffer, 1769
SPC shared memory buffer, 1769

Signal-to-interference ratio (SIR), 386, 1801
versus cell capacity, 456–458

Signal-to-noise ratio (SNR), 49, 130, 330, 335,
341, 342, 346, 348, 350, 360, 384,
387, 388, 390, 393, 405, 685, 1992

Simple broadcast (S-Broadcast) scheme,
1178–1180

Simulation parameters, 625–626
Singapore

national projects of cognitive radio, 1727
policy and regulation challenges,

1727–1728
white space sharing, 1726–1727



Index 2043

Single-agent RL (SARL), 1855–1856
SARL-based DCS, 1865–1866

Single-band spectrum sensing, 247–248
Single-data-stream transmission

problem decomposition and optimal
solution, 912–915

problem formulation for, 906–909
SUs, 904–905

Single network access (SNA), 1467–1472,
1474, 1476, 1479

Single radio approach, 509–510
complexity analysis for, 510–511
threshold computation for, 514–515

Single-RAT devices, spectrum-aware
offloading using, 756–757

Single-user spectrum sensing, 284
Singular value decomposition (SVD), 343
SINR expressions, 1289
Small base stations (SBSs), 1344

optimal power allocation, 1351–1353
Small cell densification, 89
Small cell user equipments (SUEs), 1438, 1440
Smart electrical grid, 180
Smart grid communication, M2M

communications, 1823–1824
Smart metering, cooperative M2M for,

1838–1844
Smart spectrum

case and future spectrum policy based on,
1818–1819

components of, 1817–1818
Smart utility network (SUN), 1823
Soft-fusion, 781
Soft information fusion strategy, 288, 292–293,

296–298
Software defined radio (SDR), 96, 462, 802,

841, 843, 1644, 1757–1758, 1989,
2013

baseband and RF module architecture,
1760–1761

channel decoding operation and generation
of payload data, 1770

cognition capability to, 778
CPE, 1761–1763, 1775
definition, 778
downlink and uplink paths, signal chain for,

1759–1760
downlink transmit processing, 1773
MAC layer architecture, 1761–1762
packing buffer and SPC-DMA

operation, 1769
partitioning for demodulation, 1770–1772
platform description, 1763–1765
SCON CPU, 1765–1768

SPC cluster access paths, 1769
SPC intercluster buffer, 1769
SPC shared memory buffer, 1769
SPROC CPU, 1768
SPxData Memory and SPxProgram

Memory, 1769
technology, 538
threats to, 803
uplink receive processing, 1773

Software reconfiguration, 1604–1605
basic technical approach, 1608–1611
MDRC, 1605–1608
regulation considerations, 1611–1612
RVM, 1613–1615

Spatial diversity, spectrum sensing, 172–174
Spatial spectrum access game, 1131

decision periods, 1141
distributed learning algorithm, 1143–1147
Nash equilibrium (see Nash equilibrium

(NE))
numerical results, 1148–1152
physical interference model, 1147–1148
price of anarchy, 1139

SPD-driven smart transmission layer,
2010–2011

Spearman’s rank correlation coefficient
(SRCC), 1398

Spectral correlation function (SCF), 1992
Spectral diversity, 871
Spectral holes, 503
Spectral projected gradient (SPG) method,

918, 923
Spectral sensing

ad hoc routing, 1943–1944
CLP, 1941–1943
models, 5–12

Spectrum access system (SAS), 1891, 1892
Spectrum-allocation policy, 1799

and smart spectrum, 1814–1815
Spectrum-aware cloud offloading

using cognitive networking, 758–760
using cognitive radios, 753
using on-off multi-RAT networking,

757, 758
Spectrum-aware mobile computing, 753,

769, 772
Spectrum-aware offloading, using single-RAT

devices, 756–757
Spectrum-aware scheduling, in mobile

computing, 760–763
Spectrum database

hierarchical, 1815–1817
measurement-based, 1799, 1802–1813
on spectrum sharing, 1810–1813



2044 Index

Spectrum decision, 541
Spectrum holes, 4
Spectrum intelligence (SI), 1989, 1990,

2010, 2011
Spectrum management, 779
Spectrum management framework motivations,

546–547
system model and problem formulation,

547–553
Spectrum measurement

China, 1711–1716
Japan, 1717
Malaysia, 1717

Spectrum mobility, 542, 780
Spectrum overlay, 541
Spectrum pooling, 1540, 1542–1543
Spectrum property rights, 540

model, 460
Spectrum scanning, 248, 264–278
Spectrum selection decision-making, 552
Spectrum selection, RL-CR studies

MARL-based DCS, 1866
RL-based spectrum trading, 1867
SARL-based DCS, 1865–1866

Spectrum sensing, 4, 209, 503, 541, 779, 1755,
1907–1909, 1991

advantages, 391
collaborative sensing, 51–53
CSS (see Cooperative spectrum sensing

(CSS))
cyclostationary feature detection, 389
detection probability, 107
detection techniques, 103
disadvantages, 391
energy detection, 103, 105, 389, 780
false alarm probability, 107
hypothesis testing, 385–386
matched filter detection, 388, 780
multiband sensing, 53–54, 57
multiuser channels, 57
narrowband, 209–211
narrowband sensing, 49–51
primary transmitter detection, 386–387
problem formulation, 166–167
radio identification based detection, 780
resource allocation, 58–60
signal feature vs. energy detection, 56–57
in standards, 181
sub-nyquist wideband, 213
wideband, 211–213
wideband sensing, 55–58

Spectrum sensing, RL-CR studies, 1860
cooperative sensing scheduling, 1861
individual sensing scheduling, 1860

Spectrum sensing techniques, 131
cyclostationarity detection, 133–134
energy detection, 132
pilot detection, 132

Spectrum sharing
adoption of, 682
capability, 1813
CBRS, 1662–1676
dynamic, 682
FCC 3650 MHz Rule Making, 1651–1654
FCC 5GHz U-NII Rulemaking, 1648–1651
federal users, 1642–1643
and 3.8–4.2 GHz band, 1695–1705
licensed shared access, 1587, 1588,

1598–1604
MIMO (see Multiple-input multiple-output

(MIMO))
model, 1811–1812
non-federal users, 1643–1648
spectrum access system, 1587, 1588
TV broadcast bands, unlicensed operation

(see TV broadcast bands, unlicensed
operation)

TV white space usage, 1586, 1590–1597
TVWS (see TV White Spaces (TVWS))
UK legal framework, 1681–1683
See also Application-aware spectrum

sharing
Spectrum sharing policy, 1626

Australia, 1729
China (see China)
collective use of spectrum, 1628
cooperation framework, 1625
CRS, land mobile service (see Cognitive

radio systems (CRS))
ECC of CEPT, 1624
ETSI, 1625
European Commission, 1623–1624
in governance framework, 1561–1562
India, 1728
ITU-R (see International

Telecommunication Union
Radiocommunication sector
(ITU-R))

Japan, 1724–1726
Korea, 1728
licensed shared access, 1628–1632
RSPG, 1623, 1626
RSPP, 1627
Singapore, 1726–1728
UHFband, 1633–1635

Spectrum sharing problem
bandwidth requirement, 1188
basic spectrum competition model, 1190



Index 2045

ecology-inspired spectrum allocation,
1188–1189

interspecific competition in ecology, 1187
L-V competition model, stable equilibrium

of, 1190
mediator-based indirect coordination, 1188
mediator system, 1186–1187
necessity of sanitized information, 1188
simulation, 1192
time-spectrum blocks, 1187
weighted-fair spectrum competition model,

1190–1192
Spectrum trading, 935, 937, 940, 941

combinatorial many-to-many spectrum
matching, 1399–1410

matching theory, fundamentals on,
1382–1383

non-combinatorial many-to-many spectrum
matching, 1383–1399

Spectrum underlay, 541
SS data falsification (SSDF), 2012
Stackelberg equilibrium, 476–479
Stackelberg game, 616, 619
State space model (SSM), 2003
Steady-state (StS) strategy, 552
Stochastic geometry, 94, 123, 1310
Stockwell transform (ST), 1995

dual resolution ST approach, 2013–2017
Store-Carry-and-Forward (SCF)

mode, 1284
Strong interference, 1907
Sub-Nyquist methods, 332

multicoset sampling, 336–339
multi-rate sampling, 334–335
multitone model and random demodulator,

332–334
MWC sampling (see Modulated wideband

converter (MWC))
Sub-Nyquist sampling techniques, 208
Sub-Nyquist wideband spectrum sensing, 213
Subgame-perfect Nash equilibrium (SPNE),

1408
Subgradient method, 1454
Successive interference cancelation (SIC)

decoders, 600, 602
benefit of, 615–616
both sides, 603–611, 626–629
one side, 611–615, 629–630

Supervised learning
boosting, 1090
kernel method, 1091–1093
learning criterion and generalization,

1086–1088
linear classifier, 1088

neural networks, 1090
support vector machine, 1088–1089

Support vector machine (SVM),
1088–1089, 2004

Swap-blocking pair, 1223
Swap matching, 1222
Swappable set, 1222
Sweeping attack, 788
Switch rule, 1027, 1031, 1043
Switching linear dynamical system (SLDS),

1998–1999, 2001, 2004
Synchronous multi-rate sampling (SMRS),

334, 335

T
Tamper-proof hardware, 802
Tani-Fantacci Test, 28
Temporal-difference (TD) learning

algorithms, 1855
Temporal diversity, 871
Temporal spectrum sensing, 35
Terminal reconfiguration manager

(NRM), 1498
Ternary local decisions, 314–320
Third Generation Partnership Project (3GPP),

1974, 1975, 1979, 1983
Tiered spectrum access, 1703–1705
Time-adaptive cognitive networks,

jointscheduling and computation
offloading in, 763

Time division long term evolution (TD-LTE),
1731–1739

Time division multiplexing (TDM), 1894
beacon transmission, 1165–1167
collisions, 1163–1164
dynamic quiet period, 1167–1170

Time-frequency analysis, 1989, 1991,
1993–1996

Time-frequency distributions
(TFDs), 1993

Time of arrival (ToA), 791, 792
Time windowing techniques, 69
Toeplitz structure, 175
Tradeoffs

estimation-sensing-throughput
tradeoff, 114

sensing-throughput tradeoff, 104, 107
Traffic demand-based cooperation strategy,

1025, 1037–1049
Traffic-dependent pricing, 416, 442, 445
Transition probability, 39
Transmission probability, 686–687
Transmission scheduling, 872–874



2046 Index

Transmission scheme design, 697–702
feasibility of constraints, 698–700
optimal design, 700–702

Transmission schemes, performance of,
695–697

Transmit ITL, 489
cognitive Nash game with, 492–496

Transparent coexistence, 991
Truncated C–SPRT schemes, 274–278
Trusted computing (TC), 803
TV band, 1516, 1523, 1526, 1530, 1531, 1534

in China, 1716
databases, 1750
devices, 1750
spectrum measurement of, 1714–1715

TV broadcast bands, unlicensed operation,
1654, 1661

fixed access devices, 1655
personal/portable devices, 1654
sensing vs. geolocation databases,

1655–1657
standards for, 1661
technical rules and requirements,

1658–1661
TV white space (TVWS), 208, 861, 866, 1683,

1687, 1818, 1938, 1990, 2011–2012
ad hoc routing, 1943–1944
beacons, 1937
characteristics, 1487
CLP, 1941–1943
contiguous TVWS channels, in Central

London, 1939
cooperative sensing, non–Gaussian noise

covariance test, 1946–1948
coordinated usage of, 1595–1597
CR enabled TD-LTE test-bed, 1731–1738
database approach, 1690–1691
DTT, 1685
EDA (see Enhanced detection algorithm

(EDA))
and 5G, 1967
4G cellular networks, 1730
geolocation databases, 1692–1693
IEEE 802.11af WLAN, 1492–1493
IEEE 802.15.4m WPANs, 1493–1494
IEEE 802.22 WRANs (see IEEE 802.22

Wireless regional-area networks
(WRANs))

interference management tools, 1694
keep out contour, 1963–1966
licence exempt approach, 1694–1695
medium access control standards,

1594–1595
in Mendip DTT transmitter, 1966–1967

mid-/long range wireless access,
1590–1591

M2M communication (see Machine to
machine (M2M) communications)

non-cooperative feature sensing,
1945–1946

protection contour and interference
management, 1960–1963

regulatory standards, 1939–1941
sensing techniques, 1937
short-range wireless access, 1591–1593
specific operating parameters, 1691–1692
sporadic use of, 1593–1594
static databases, 1937–1938
TVWS utilization, standardization activities

on, 1730
uncoordinated usage of, 1597

Two-sided exchange-stable (2ES), 1223
Two-tier heterogeneous networks

problems in, 1344
simulation results, 1355–1357

Two-tier heterogeneous system model,
1345–1348

U
UK Office of Communications (Ofcom), 2011
UK TV white spaces (TVWS), 1922

advantages for applications, 1926
Cambridge trial applications, 1928
commercial service, 1932
connectivity, 1923
cooperative approach, 1925
development of, 1923
Glasgow Tri-Band Wi-Fi, 1931
Internet of things, 1929
Isle of Bute trial, 1927
local content distribution, 1929
location based content, 1929
modulation schemes, 1925
national/regional coverage approach, 1924
nature of, 1923
Ofcom’s UK TVWS pilot, 1930
Ofcom working group, 1926
pop-up Wi–Fi hotspots, 1929
preparations, 1928
program making and special events, 1925
regulatory framework, 1932
rural broadband, 1928
single frequency networks, 1925
television broadcasting, 1923
trial measurements, 1930

Ultra-high frequency (UHF) band
TV white space, 1633–1634
use of, 1635



Index 2047

Uncertain interference, 99
Underlay paradigm, 990, 991, 1008
Underlay system definition, 93
Uniform linear array (ULA), 341–343
Uniform zero frequency reuse

(Uniform ZFR), 1436
Unique Word DFT-s OFDM, 81
Universal mobile telecommunications service

(UMTS), 1889, 1903
Universal Software Radio Peripheral (USRP),

101, 553
Unlicensed LTE (U-LTE) technology, 565
Unlicensed National Information Infrastructure

(U-NII) devices, 1648–1651
Unmanned aerial vehicle (UAV) network

application scenario, 1281
2D deployment, 1295
with different angles, 1295
definition, 1280
directional transmission scenario, 1294
mobility pattern cognition, 1297–1302
PER layers, 1283
spectrum sharing, 1284–1288
transmit power, 1297
with 2D ground networks, 1296

Unsupervised learning, 1093–1094
USA, cognitive radio and spectrum sharing,

see Spectrum sharing
User-cognizant solution, 1310–1311
User diversity/spatial diversity, 872
Utility-based methods, 800

V
Value function, 1029
Variational auto encoders (VAEs), 2009
Vector signal generator (VSG), 344
Very small aperture terminal (VSAT),

1900, 1901
Vickrey-Clarke-Groves (VCG) auction,

948–951
Video traffic model, 1456
Virtual channel construction, self-optimization

by, 484–487
Virtual machines (VMs), 752
Visible light communication (VLC), 90,

124, 1367

W
Waveform(s), 70–73
Waveform based detection, 180
Waveform-based sensing, 390

Wavelet transform (WT), 1993–1995
Weak interference, 1907
White space, 535, 1540–1542,

1551–1553
Wideband sensing, 55–56, 149–160
Wi-Far, 1489
WiFi APs, 599–601, 617

game at, 617–618
heterogeneous, 623–625
optimal strategies of, 620–621
subgame equilibrium behavior of, 632
system model, 601–602

Wi-Fi networks
detection delay, 819–820
detection vs. throughput trade-off,

821–824
exclusion region calculation, 826–827
impacts, 820
modifications for interference mitigation,

826–830
radar detection, 814–819
radar pulse detection during, 833
simulation results, 830–831

WiFi offloading, 598, 599
WiFi technologies, network basics,

570–572
Wigner Ville transform (WVT), 1994
WiMax, 88, 96, 175
Wireless access technology, 1921
Wireless communications, 450

spatial interpolation in, 1804–1806
Wireless communication systems, cognitive

radio
ECMA, 1913
ETSI, 1914
3GPP, 1913
IEEE, 1912–1913
IoT, 1914
ITU–R, 1913
mobile communication networks,

1889–1899
satellite communication networks,

1899–1911
WINNF, 1914

Wireless Innovation Forum (WINNF),
1914, 1978

Wireless LAN, IEEE 802.11af, see IEEE
802.11af

Wireless local area network (WLAN),
1438–1441, 1747, 1892, 1912

generic system architecture, 824–826
in-network transmissions, 810–811

Wireless medical telemetry system
(WMTS), 1827



2048 Index

Wireless personal area networks
(WPAN), 1747

Wireless regional area network (WRAN),
165, 1747

Wireless sensor networks (WSN), 1830
Wishart distribution, 9

2015 World Radio Congress (WRC-15),
1975, 1976

Z
Zero-Tail DFT-s OFDM, 78


	Contents
	About the Editor
	Editorial Board
	Cognitive Radio Communications
	Dynamic Spectrum Access and Sharing
	Cognitive Radio Resource Management
	Cognitive Cellular Networks
	Spectrum Policy and Cognitive Radio Standards
	Cognitive Radio Applications and Practices

	Contributors
	Part I Cognitive Radio Communications
	1 Multiple Antenna Spectrum Sensing in Colored Noise
	Introduction
	Colored Noise
	Spectral Sensing Models
	Large Sample Statistics of Sample Correlation
	Spatially Uncorrelated, Temporally Colored Noise

	Spectral Analysis Background
	Cyclostationarity Background
	Scalar Processes
	OFDM Signals
	GMSK signals
	Multivariate Processes


	Tests Using Stationarity
	Correlation-Based Approaches
	PSD Based Approaches
	Performance: Probability of Detection
	Analytical Threshold Calculation Verification Example
	Performance Analysis Verification Example


	Other Approaches

	Tests Using Cyclostationarity
	Large Sample Statistics of Sample CAF
	Nonconjugate CAF
	Spatially White and Temporally Correlated Gaussian Noise
	Finite-Memory Colored Gaussian Noise

	Conjugate CAF
	Spatially White and Temporally Correlated Gaussian Noise


	Test Statistics
	Nonconjugate CAF: OFDM Signals
	Conjugate CAF: GMSK Signals
	Single Antenna Case: Nonconjugate CAF
	Test of [10]
	Dandawate-Giannakis and Related Tests [4,14,17]
	Tani-Fantacci Test [25]



	Two-Window Approaches
	Summary
	References

	2 Spectrum Sensing Using Markovian Models
	Introduction
	Background and Overview of Related Work
	Applications of Markovian Models
	Markovian Models in Cognitive Radio Systems
	Hidden Markov Models
	Parameter Estimation for Markovian Models
	Multivariate Markovian Models

	Markovian Models
	Markov Chains
	Hidden Markov Models
	Bivariate Markov Chains
	Likelihood of Observable Process
	Forward-Backward Matrix Recursions
	Estimation of the Bivariate Markov Chain Parameter


	Spectrum Sensing Scenarios
	Narrowband Sensing
	Collaborative Sensing
	Hard Fusion
	Soft Fusion
	Performance Comparison

	Multiband Sensing
	Wideband Sensing

	Research Challenges and Open Problems
	Signal Feature vs. Energy Detection
	Multiband Sensing with Channel Impairments
	Multiuser Channels
	Wideband Sensing
	Resource Allocation

	Conclusion
	References

	3 Waveform Designs for Cognitive Radio and Dynamic Spectrum Access Applications
	Introduction
	Requirements for Cognitive Radio and Dynamic Spectrum Access
	OFDM for Cognitive Radio
	Beyond OFDM from Dynamic Spectrum Access Perspectives
	Sidelobe Suppression Techniques
	New Waveforms
	Non-orthogonal Waveforms

	Beyond OFDM for Adaptation and Flexible Utilization of Various Resources
	OFDM from the Adaptivity Perspective
	Adaptive CP
	Adaptive Modulation and Subcarrier Allocation
	Adaptive OFDMA Frame Structure: ``Adaptive Lattice''

	New Adaptive Waveforms
	Zero-Tail DFT-s OFDM with an Adaptivity Perspective
	Unique Word DFT-s OFDM
	Filtered OFDM with an Adaptivity Perspective
	Generalized Frequency Division Multiplexing with an Adaptivity Perspective


	Conclusion and Future Directions
	References

	4 Modeling and Performance Analysis of Cognitive Radio Systems from a Deployment Perspective
	Introduction
	Cognitive Radio Systems 
	Cognitive Small Cell: A Prominent Use-Case
	Network Elements 
	Spectrum Access
	Hardware Feasibility
	Indoor Deployment

	Performance Analysis of CR Systems: A Challenging Task
	Imperfect Channel Knowledge
	Modeling Imperfections
	Signal Modeling
	Signal Preprocessing
	Channel Fading


	Interweave System: A Case Study
	System Model
	Interweave Scenario
	Signal Model
	Problem Description
	Proposed Approach
	Validation
	Assumptions and Approximation

	Theoretical Analysis
	Numerical Results
	Summary

	Research Directions
	Conclusion
	References

	5 Spectrum Sensing, Measurement, and Modeling
	Introduction
	Spectrum Sensing Techniques
	Energy Detection
	Pilot Detection
	Cyclostationarity Detection
	Beyond Classical Detection Theory

	Energy Detection Under Noise Uncertainty
	Modeling Noise Uncertainty
	Compensating Noise Uncertainty

	Pilot Detection Under Frequency Offsets
	Modeling Frequency Offsets
	Compensating Frequency Offsets

	Cyclostationarity Detection Under Imperfect Synchronization
	Modeling Cyclic Frequency Offsets
	Compensating Frequency Offsets

	Wideband Sensing: Challenges and Solutions
	Adjacent Band Interfering Power
	Modeling Adjacent Interference Power
	Mitigating Adjacent Interference Power

	RF Front-End Nonlinearity
	Modeling LNA Nonlinearities
	Mitigating LNA Nonlinearities


	Summary
	References

	6 Spectrum Sensing Methods and Their Performance
	Introduction
	Spectrum Sensing Problem Formulation
	Notations
	Classical Energy Detector
	Use of the CLT
	Threshold Optimization Techniques
	ROC Curves
	Performance in Fading Channels
	Spatial Diversity for Spectrum Sensing
	MGF-Based Approach
	Antenna Correlation
	Asymptotic Performance Measures
	P-Norm Detection
	Double Threshold Energy Detection
	Energy Detection with Full Duplex Nodes

	Alternatives
	Cyclostationary Based Detection
	Matched Filter Based Detection
	Waveform-Based Detection

	Applications
	Smart Grids
	Internet of Things (IoT)

	Spectrum Sensing in Standards
	Summary
	References

	7 Non-cooperative and Cooperative Spectrum Sensing in 5G Cognitive Networks
	Introduction
	Towards the 5G Era: Requirements, Enabling Technologies, and the Interference Challenge
	Evolution of the Mobile Cellular System
	5G Requirements
	5G Enabling Technologies
	The 5G Interference Challenge
	The 5G Cellular Network
	5G as Network of Networks


	The Cognitive Radio Paradigm for 5G
	Dynamic Spectrum Access and Cognitive Radio
	The Spectrum Sensing Function


	CR-Inspired Spectrum Resource Management
	Focus on HetNets
	Solutions Based on Local Spectrum Sensing
	Solutions Based on Cooperative Spectrum Sensing
	Imperfect Spectrum Sensing
	Energy Efficiency

	Focus on Multi-RAT HetNets
	HetNets vs. Wi-Fi: Inter-NI Mitigation


	Conclusions and Future Work
	References

	8 Spectrum Sensing, Database, and Its Hybrid
	Introduction
	Spectrum Sensing
	Narrowband Spectrum Sensing
	Wideband Spectrum Sensing
	Nyquist Wideband Sensing
	Sub-Nyquist Wideband Sensing


	Sub-Nyquist Wideband Spectrum Sensing
	Compressed Sensing
	Multichannel Sub-Nyquist Sampling

	Geo-Location and Its Hybrid
	Geo-Location Database Model
	Hybrid Framework with Spectrum Sensing and Geo-Location Database

	Conclusion
	References
	Further Reading

	9 Sequential Methods for Spectrum Sensing
	Introduction
	Single-Band Sensing
	Multiband Sensing

	Sequential Detection for Single Channel
	Problem Formulation
	Preliminaries
	A Low-Complexity Sequential Spectrum Sensing Algorithm
	Evaluations of False-Alarm and Misdetection Probabilities
	Preparatory Tools
	False-Alarm Probability
	Misdetection Probability

	Evaluation of the Average Sample Number
	Numerical Examples

	Quickest Spectrum Scanning
	System Model and Problem Formulation
	The Single Observation Case
	The Delay-Constrained Scenario
	The Non-delay-Constrained Scenario

	Truncated C-SPRT Schemes
	Uniform Truncation
	Tail Truncation
	Uniformly Added Truncation
	Sequentially Added Truncation

	Numerical Examples

	Conclusion
	References
	Recommended Reading

	10 Cooperative Spectrum Sensing: From Fundamental Limits to Practical Designs
	Introduction
	Performance Scaling with SNR: Cooperative Diversity
	Sensing Strategies and Performance Metrics
	Cooperative Sensing with Soft Information Fusion
	Cooperative Sensing with Hard/Binary Information Fusion
	Performance Metric and Diversity Order

	Diversity Analysis for Single-User Sensing
	Diversity Order When Minimizing Pe
	False Alarm Diversity Versus Missed Detection SNR Gain

	Diversity Analysis for Multiuser Sensing
	Soft Information Fusion
	Hard/Binary Information Fusion
	(B.1) Number of Cooperative Users N Unknown
	(B.2) Number of Cooperative Users N Known


	Simulations
	Single-User Sensing
	Multiuser Sensing with Soft Information Fusion
	Multiuser Sensing with Hard/Binary Information Fusion

	Discussions

	Performance Scaling with the Number of Sensing Users: Error Exponent
	Joint Optimization of Local and Fusion Decisions
	Detectors Based Only on a Local Optimality Criterion
	Maximum Entropy (ME)
	Local MEP
	Maximum Mutual Information (MMI)

	A Large Deviation (LD) Solution of the Local Threshold
	Asymptotically Optimum Local Decision Rule

	Simulations
	Performance Surface and Local Threshold Convergence
	Performance Comparisons

	Discussions

	Practical Designs: Case Studies
	Sensing with Ternary Local Decisions: A Design from the Diversity Perspective
	Binary Local Decision vs. Ternary Local Decision
	Binary Local Decision (BD) and BCoS-k0
	Ternary Local Decision (TD)

	TCoS Fusion Rule
	Simulations
	Discussions

	Sensing with Joint Diversity and Error Exponent Considerations
	Diversity Analysis of the LD Solution for Spectrum Sensing
	Discussions


	Summary
	Appendices
	Appendix 1: Proof of Theorem 2
	Appendix 2: Proof of Theorem 3
	Appendix 3: Proof of Corollary 3
	Appendix 4: Proof of Theorem 4

	References

	11 Analog to Digital Cognitive Radio
	Introduction
	Sub-Nyquist Sampling for CR
	Multitone Model and the Random Demodulator
	Multi-rate Sampling
	Multicoset Sampling
	MWC Sampling
	Uniform Linear Array-Based MWC

	MWC Hardware
	MWC Prototype
	Support Recovery
	Signal Reconstruction

	Statistics Detection
	Power Spectrum-Based Detection
	Power Spectrum Recovery
	Power Spectrum Sensing: Tailored Design

	Cyclostationary Detection
	Cyclostationarity
	Cyclic Spectrum Recovery
	Carrier Frequency and Bandwidth Estimation

	Hardware Simulations: Robustness to Noise

	Collaborative Spectrum Sensing
	Collaborative Model
	Centralized Collaborative Support Recovery
	Distributed Collaborative Support Recovery
	Hardware Simulations: Collaborative vs. Individual Spectrum Sensing

	Joint Carrier Frequency and Direction Estimation
	Model and System Description
	Multicoset Approach
	The CaSCADE System

	Summary
	References


	Part II Dynamic Spectrum Access and Sharing
	12 Principles and Challenges of Cooperative Spectrum Sensing in Cognitive Radio Networks
	Introduction
	Fundamental Concepts of Spectrum Sensing
	Hypothesis Testing
	Primary Transmitter Detection

	Sensing Techniques
	Matched Filter Detection
	Energy Detection
	Cyclostationary Feature Detection
	Other Sensing Techniques

	Cooperative Spectrum Sensing (CSS)
	Cooperation Architecture
	Fusion Schemes
	Soft Combining and Data Fusion
	Hard Combining and Decision Fusion


	Performance of Cooperative Spectrum Sensing
	Cooperative User Selection
	Cooperation Overhead
	Multiband Spectrum Sensing

	Implementation of Sensing Techniques on Testbeds
	Research Challenges
	Conclusions
	References

	13 Application-Aware Spectrum Sharing
	Introduction
	Related Work
	Our Contributions

	Single-Carrier Scenario
	Optimality
	UE and eNodeB Subproblems
	Distributed Algorithm for Single-Carrier Scenario
	Simulation Example: One Carrier
	Convergence Analysis
	A More Robust Algorithm
	Simulation Example: One Carrier (Cont.)
	Multiple-Carrier Scenario
	Optimality and Subproblems
	Distributed Algorithm for Multiple-Carrier Scenario
	Simulation Example: Two Carriers
	Conclusion and Future Direction
	References

	14 Autonomous Spectrum Sharing by Well-Designed Games
	Introduction
	Spectrum Management in Cellular Networks
	Frequency Reuse
	SIR Versus Cell Capacity
	Fixed and Dynamic Frequency Assignment
	Channel Borrowing in Cellular Networks

	Models for Dynamic Spectrum Access Strategies
	Dynamic Exclusive Use Model
	Open Sharing Model
	Hierarchical Access Model
	Self-Optimizing Cognitive Mobile Radios
	Spectrum Sensing
	Spectrum Analysis and Decision
	Spectrum Sharing
	Spectrum Mobility


	Dynamic Spectrum Access as a Global Resource Allocation Optimization Problem
	The OFDMA Interference Channel
	Optimal Spectrum Balancing
	Iterative Spectrum Balancing

	The OFDMA Forward-Looking Game
	A Subsystem Model for the OFDMA Game
	A Belief-Directed Game of Forward-Looking Players
	Definitions
	The OFDMA BNE
	Forward-Looking Water-Filling Optimization

	Various Equilibria
	Nash Equilibrium
	Stackelberg Equilibrium
	Equilibrium Resulting from All Forward-Looking Players

	OFDMA with MIMO Antennas
	The Nash-Stackelberg Game
	Self-Optimization by Virtual Channel Construction


	Cognitive OFDMA
	Transmit ITL
	LCP Formulation with ITL
	A Cognitive Nash Game with Transmit ITL
	NE for Rate Competition
	The Algorithm, ITL Violation, and Settlement
	Analysis
	Results


	Conclusions
	References
	Further Reading


	15 Spectrum Sensing in Multi-antenna Cognitive Radio Systems via Distributed Subspace Tracking Techniques
	Introduction
	System Description
	Centralized Batch Cooperative Eigenvalue-Based Spectrum Sensing
	Adaptive Eigenvalue-Based Spectrum Sensing for the Single SU Case
	Single-Radio Approach
	Complexity Analysis for the Single-Radio Approach
	Dual-Radio Approach
	Complexity Analysis for the Dual-Radio Approach

	Test Statistics Distributions and Decision Thresholds
	Threshold Computation for the Single-Radio Approach
	Threshold Computation for the Dual-Radio Approach

	Cooperative Decentralized Adaptive Eigenvalue-Based Spectrum Sensing
	Distributed Data Projection Method (DDPM)
	Cooperative EBSS Techniques
	Computational and Network Complexity of the Decentralized Adaptive EBSS Techniques

	Numerical Results
	Conclusion
	Appendix: Derivation of the Distribution of the MMED Test Statistic Under the H0 Hypothesis
	References
	Further Reading


	16 Cognitive Management Strategies for Dynamic Spectrum Access
	Introduction
	Cognitive Radio Paradigm
	Dynamic Spectrum Access to Exploit Cognitive Radio Paradigm
	Dynamic Spectrum Access Models
	Cognitive Radio as an Enabler of Dynamic Spectrum Access
	DSA/CR Networks Architecture

	Proposed Framework for Spectrum Management
	Motivations
	System Model and Problem Formulation

	Real-Time Testbed Design and Implementation
	Individual Node
	Testbed Architecture

	Performance Evaluation
	Configuration
	Performance Results

	Conclusions and Future Directions
	References

	17 Full-Duplex WiFi Networks
	WiFi Network Basics
	Full-Duplex CSMA/CD Protocol
	System Model
	Full-Duplex Carrier Sensing

	CSMA/CD Protocol Design
	Performance Analysis
	Carrier Sensing Performance
	Transmission Probability
	Throughput Performance
	Comparison with the Basic CSMA/CA Mechanism

	Simulation Results

	Multi-channel Full-Duplex WiFi
	System Model
	Channel Access Strategy
	Protocol Description
	Adjustment Rule of the Contention Window Size
	Expected Throughput

	Channel Selection Strategy
	Performance Analysis and Comparison
	Comparison with CSMA/CA Protocols
	Comparison with Half-Duplex Protocols

	Simulation Results

	Summary
	References

	18 Mobile Data Offloading Through Third-Party Wi-Fis: Association Rules and Incentive Mechanisms
	Introduction
	Background and Motivation
	Related Work
	Main Contribution

	System Model
	Association Rules
	With SIC Decoder at Both Sides
	Without SIC Decoder at Both Sides
	With SIC Decoder at One Side
	Benefit of SIC Decoder

	Incentive Mechanisms
	Game Formulation
	Game at the WiFi APs
	Game at the MNO

	Optimal Solutions and Equilibrium Analysis
	Optimal Strategies of WiFi APs
	Optimal Strategy of the MNO

	Heterogeneous WiFi APs
	Optimal Strategies of WiFi APs
	Optimal Strategy of the MNO
	Multi-AP Case


	Numerical Results
	Simulation Parameters
	Association Rules
	With SIC Decoder at Both Sides
	Without SIC Decoder at Both Sides
	With SIC Decoder at One Side

	Incentive Mechanisms
	Example 1: The Utility of the MNO
	Example 2: Subgame NE Analysis


	Conclusions
	References

	19 Resource Allocation in Spectrum-Sharing Cognitive Heterogeneous Networks
	Introduction
	Sensing Time Optimization and Power Control for Energy-Efficient Cognitive Small Cell with Imperfect Hybrid Spectrum Sensing
	System Model and Problem Formulation
	System Model
	Problem Formulation

	Energy-Efficient Resource Optimization in One CognitiveSmall Cell
	Transformation of the Optimization Problem
	Iterative Energy Efficiency Maximization Algorithm
	Complexity Analysis

	Energy-Efficient Resource Optimization in Multiple Cognitive Small Cells
	Multiple Cognitive Small Cells Scenario
	Complexity Analysis

	Simulation Results and Discussion

	Interference-Limited Resource Optimization in Cognitive Femtocells with Fairness and Imperfect Spectrum Sensing
	System Model
	Optimization Framework with Imperfect Spectrum Sensing
	Imperfect Spectrum Sensing
	General Optimization Framework

	Joint Resource Optimization with Fairness and Imperfect Sensing
	Transformation of the Optimization Problem
	Joint Subchannel and Power Allocation with Imperfect Spectrum Sensing
	Iterative Resource Optimization Algorithm with Fairness

	Simulation Results and Discussions

	Conclusion
	Appendix
	References
	Further Reading


	20 Dynamic Spectrum Sharing in Secure Cognitive Radio Networks
	Security Issues in Cognitive Radio Networks
	Eavesdropping Threat
	Randomly Distributed Eavesdroppers

	Dynamic Spectrum Sharing in the Presence of Poisson Distributed Eavesdroppers
	Problem Formulation
	Dynamic Transmit Power Control
	Poisson Model of Eavesdropper Locations
	Secure Encoding

	Performance Metrics
	Transmission Probability
	Connection Outage Probability
	Secrecy Outage Probability
	Secrecy Throughput


	Secure Transmission Schemes with Dynamic Spectrum Sharing
	Full-Active Scheme
	Secrecy Guard Zone Scheme
	Threshold-Based Scheme
	Hybrid Scheme
	Illustration of Performance of Transmission Schemes

	Transmission Scheme Design
	Feasibility of Constraints
	Optimal Design

	Conclusion and Future Directions
	References

	21 Heterogeneous Statistical QoS Provisioning Over Cognitive-Radio Based 5G Mobile Wireless Networks
	Introduction
	Cognitive Radio-Based 5G Wireless Networks
	Spectrum Sensing Model Over CRNs
	MIMO-GFDM-Based PHY-Layer Model
	The Non-time-Slotted Cognitive Radio Network Protocol
	Self-Interference Cancelation-Based Full-Duplex System Model

	MIMO-GFDM-Based FD-SS Relaying Scheme
	FD-SS Scheme with Imperfect CSI
	Probability of Miss-Detection and False Alarm

	Heterogeneous Statistical Delay-Bounded QoS Guarantees Through Effective Capacity Over CRNs
	Preliminary for Effective Capacity for Homogeneous Statistical QoS
	Markov Chain Model for QoS-Driven CRN
	Optimizing Effective Capacity with Heterogeneous Statistical QoS Requirements Over CRNs
	Dynamic Power Allocations for AF Relay Cognitive Radio Networks
	Dynamic Power Allocations for DF Relay-Based Massive MIMO Cognitive Radio Networks


	Simulation Evaluations
	Conclusions
	Appendix A: Proof of Theorem 1
	Appendix B: Proof of Theorem 2
	References

	22 Spectrum-Aware Mobile Computing Using Cognitive Networks
	Introduction
	Spectrum-Aware Cloud Offloading Using Cognitive Radios (Offline/Online Scenarios)
	Spectrum-Aware Offloading Using Single-RAT Devices
	Offline Approach
	Online Approach

	Spectrum-Aware Cloud Offloading Using On/Off Multi-RAT Networking
	Offline Approach
	Online Approach

	Spectrum-Aware Cloud Offloading Using Cognitive Networking
	Offline Approach
	Online Approach


	The Effect of Spectrum-Aware Scheduling in Mobile Computing
	Joint Scheduling and Computation Offloading in Time-Adaptive Cognitive Networks
	Summary and Future Directions of Spectrum-Aware Mobile Computing
	References

	23 Cognitive Radio Network Security
	Introduction
	Spectrum Sensing in CRNs
	Fusion Data Mechanisms

	Classification of CRNs
	Security in CRNs

	Physical Layer Security
	Eavesdropping
	Countermeasures

	Jamming
	Countermeasures

	PUE Attack
	Countermeasures

	Attacks to the Learning Engine

	Link Layer Security
	Byzantine Attack
	Countermeasures

	Selfish Behavior

	Application Layer Security
	Conclusions
	References

	24 Physical Layer Coexistence: WLAN/Radar Case Study
	Introduction
	DFS Requirement in 5 GHz
	Radar Pulse Detection Using Quiet Periods in Wi-Fi
	 Model of Wi-Fi Network
	Challenges in Radar Pulse Detection
	Wi-Fi Basics
	Analytical Evaluation of Radar Detection in Wi-Fi Quiet Periods
	tPri < tBusy
	tPri ≥tBusy

	Detection Delay
	Simulation Results and Discussion
	The Impact of Wi-Fi and Radar Parameters
	The Detection Versus Throughput Trade-Off


	WLAN Modifications for Radar Interference Mitigation
	WLAN Generic System Architecture
	Exclusion Region Calculation
	Wi-Fi System Modifications for Interference Mitigation
	Simulation Results for Interference Mitigation

	Radar Pulse Detection During Wi-Fi Transmission
	Conclusion and Future Directions
	References


	Part III Cognitive Radio Resource Management
	25 System Power Minimization in Non-contiguousSpectrum Access
	Introduction
	Related Work

	System Model
	System Power Model
	Multi-hop Cross-Layer Model
	Power Control and Scheduling Constraints
	Routing and Link Capacity Constraints

	System Power Constraints
	Relation Between Channel Scheduling and System Power

	Branch-and-Bound Based Solution Overview
	Linearization of the Optimization Problem
	Feasible Solution

	Low-Complexity Algorithm Design
	Theoretical Insights from Point-to-Point Link Case
	Case I: Transmit Power Minimization
	Case II: Circuit Power Minimization
	Trade-Off Between Transmit and Circuit Power Minimization

	Polynomial Time Algorithm for a Multi-hop Networks
	Central Program
	Greedy Scheduling Algorithm
	Interference Checking Algorithm
	Computational Complexity


	Simulation Results
	System Power Minimization in a Single Point-to-Point Link
	System Power Minimization in a Multi-hop Network
	Channel Indexing Notations in Optimization Formulation
	Comparison of ``Waterfilling'' Algorithm and Our Approach


	Conclusion
	Power Consumption of Different Blocks in Transmitter and Receiver
	Power Consumption of Programmable Amplifier
	Power Consumption of ADC and DAC

	References

	26 Sequential Learning and Decision-Making in Dynamic Channel Access and Transmission Scheduling
	Introduction
	Preliminaries
	Model I: Multiuser, Single-Channel
	Model II: Single-User, Multichannel

	Offline Solutions Revisited
	Algorithm Description: Model I
	Algorithm Description: Model II

	Goal of Online Learning
	Model I: Multiuser, Single-Channel
	Model II: Single-User, Multichannel
	Weak Regret

	Design of Online Algorithms
	(Online_MU) and (Online_MC)

	Regret Analysis
	Assumptions
	Main Results for (Online_MC)
	Bounding the Exploration Regret
	Bounding the Exploitation Regret
	Discussion on Parameter L
	Main Results for (Online_MU)

	Simulation
	Comparison with Offline Solution
	Comparison with UCB1
	Effects of Parameter Selection

	Discussion
	Conclusion
	References

	27 Energy-Efficient Design in Cognitive MIMO Systems
	Introduction
	Background
	Related Works
	Summary

	System Model
	Single-Data-Stream Transmission for Each SU
	Multiple-Data-Stream Transmission for Each SU

	Problem Formulations
	Problem Formulation for Single-Data-Stream Transmission
	Problem Formulation for Multiple-Data-Stream Transmission
	Feasibility

	Single-Data-Stream Transmission: Problem Decomposition and Optimal Solution
	Multiple-Data-Stream Transmission: Problem Decomposition and Optimal Solution
	Optimal Solution for Continuous Time Allocation
	Optimal Solution for Discrete Time Allocation

	Simulation Results
	Energy Consumption
	Interference to the Primary Receivers
	Convergence

	Conclusion
	Appendix
	References

	28 Collaborative Spectrum Trading and Sharing for Cognitive Radio Networks
	Introduction
	Dynamic Spectrum Access
	Spectrum Commons Model
	Hierarchical Access Model
	Dynamic Exclusive Use Model

	Cognitive Radios

	Trading-Based Spectrum Sharing Mechanism
	Exclusive-Use Mode vs. Shared-Use Mode
	Monetary Reward vs. Resource Exchange
	Auction Market vs. Open Market
	Auction Market
	Open Market

	Summary

	The State-of-the-Art of Spectrum Trading
	Auction-Based Spectrum Sharing Initiatives by Government
	AWS-3
	CBRS at 3.5 GHz

	Spectrum Auction
	VCG Auction
	Double Auction
	Combinatorial Auction

	Spectrum Trading in Open Market

	Service-Oriented Spectrum Trading
	Design Issues and Concerns for CRNs
	Cognitive Mesh Assisted Network Architecture
	CMAN-Based Two-Tier Service-Oriented Spectrum Auction
	Mesh Network of an SSP in Tier I
	Auction-Based Spectrum Market in Tier II
	Summary
	Case Study


	Conclusion and Future Directions
	References

	29 Cognitive Radio Networks for Delay-Sensitive Applications: Games and Learning
	Introduction
	Related Work
	Multimedia Applications over Cognitive Radio Networks
	Theoretical Frameworks

	General Model for Video Applications over Cognitive Radio
	The General Model
	States
	Actions
	Payoffs
	State Transition
	Resource Constraints

	An Example Packet-Level Video Transmission Model
	States
	(Packet Scheduling) Actions
	Payoffs
	The Resource Constraint


	The Design Problem
	Optimal Foresighted Video Transmission
	Decoupling of The Users' Decision Problems
	Optimal Decentralized Video Transmission Strategy
	Optimal Packet Scheduling
	Learning Unknown Dynamics

	Strategy-Proof Resource Allocation Mechanisms
	Conclusion and Future Directions
	References
	Further Reading


	30 MIMO-Empowered Secondary Networks for Efficient Spectrum Sharing
	Introduction
	MIMO-Based Secondary Network in Interweave Paradigm
	Co-channel Interference Cancelation with MIMO DoFs
	Mathematical Modeling
	Problem Formulation
	Mathematical Reformulation
	Anticipated Results
	A Case Study

	MIMO-Based Secondary Network in Transparent-Coexistence Paradigm
	Problem Scope
	Mathematical Modeling
	Formulation
	A Case Study

	Summary and Future Directions
	References
	Further Reading


	31 Coalition Formation Games for Cooperative Spectrum Sensing in Cognitive Radio Networks
	Introduction
	Hedonic Coalition Game for Cooperative Spectrum Sensing and Channel Access
	System Model and CSSA Scheme
	Hedonic Coalition Formation Game
	Value Function and Utility Function
	Hedonic Coalition Formation Analysis

	Algorithms for Coalition Formation
	Performance Evaluation

	Overlapping Coalitional Game for Cooperative Spectrum Sensing and Access
	System Model
	Overlapping Coalitional Game for Cooperation Strategy
	NTU Overlapping Coalitional Game Formation
	Coalition Formation Algorithms

	Performance Evaluation

	Conclusion and Future Directions
	References

	32 Contract-Based Secondary Spectrum Trading
	Introduction
	Motivations
	Contributions

	System Model and Contract Formulation
	PU Model
	SU Model
	Social Welfare
	Problem Description

	Contract Formulation
	Optimal Contract Under Information Symmetry
	Feasibility of Contract
	Optimality of Contract

	Optimal Contract Under Information Asymmetry
	Feasibility of Contract
	Optimality of Contract

	Contract Design in Continuous SU-Type Model
	Feasibility of Contract
	Optimality of Contract

	Simulation Results
	Conclusion
	References

	33 Adaptive Learning in Cognitive Radio
	Introduction
	Basics of Learning
	Essence and Dichotomy of Learning
	Supervised Learning
	Learning Criterion and Generalization
	Linear Classifier
	Support Vector Machine
	Boosting
	Neural Networks
	Kernel Method

	Unsupervised Learning
	Semi-supervised Learning

	Reinforcement Learning
	Introduction
	Q-Learning
	Multiarmed Bandit

	Multiagent Learning
	Fictitious Play
	Multiagent Reinforcement Learning
	Fully Cooperative Tasks

	Fully Competitive Tasks
	Collaborative Filtering
	Neighborhood-Based Collaborative Filtering
	Model-Based Collaborative Filtering
	Knowledge-Based Collaborative Filtering


	Applications in Cognitive Radio
	Channel Selection Using Multiarmed Bandit
	Channel Model
	Problem Formulation
	Multiarmed Bandit Learning

	Routing Using Q-Learning
	Multiple User Learning
	Multiagent Reinforcement Learning
	Multiagent Bandit
	Collaborative Filtering


	Conclusions and Future Directions
	References

	34 Spatial Spectrum Access Game
	Introduction
	Related Research
	System Model
	Spatial Spectrum Access Game
	Existence of Nash Equilibria
	Existence of Pure Nash Equilibria on Directed Interference Graphs
	Existence of Pure Nash Equilibria on Undirected Interference Graphs

	Price of Anarchy
	Distributed Learning for Spatial Spectrum Access Game
	Expected Throughput Estimation
	Distributed Learning Algorithm
	Convergence of Distributed Learning Algorithm

	Extension to Physical Interference Model
	Numerical Results
	Conclusion
	References


	Part IV Cognitive Cellular Networks
	35 Coexistence of Heterogeneous Cellular Networks
	Introduction
	Hidden Terminal Problem
	Two Types of Collisions
	Type 1: Collisions at the TDM Network Receiver
	Type 2: Collisions at the CSMA Network Receiver

	Beacon Transmission by TDM Receiver
	Dynamic Quiet Period at TDM Transmitter
	Quiet Period

	Simulation
	Normalized Throughput in the Quiet Period


	Multichannel Broadcast Problem
	Definition of Langford Pairing (LP)
	Multichannel Broadcast Process
	Broadcast via Channel Hopping (CH)
	Broadcast by Multiple Radios

	An Asynchronous Multichannel Broadcast System
	Performance Metrics

	Extended Langford Pairing-Based Broadcast Protocols
	CH Sequence Generation
	A Simple Broadcast (S-Broadcast) Scheme for a Single CH Sequence Pair
	A Multichannel Broadcast (Mc-Broadcast) Scheme for Multiple CH Sequence Pairs

	Simulation

	Spectrum Sharing Problem
	The Mediator System
	Interspecific Competition in Ecology
	Framework Overview
	Ecology Inspired Spectrum Allocation
	Problem Formulation

	An Ecology-Inspired Spectrum Share Allocation Algorithm
	The Stable Equilibrium of the L-V Competition Model
	The Basic Spectrum Competition Model
	The Weighted Fair Spectrum Competition Model

	Simulation

	Channel Contention Problem
	Spectrum Contention
	Site Percolation
	Network Model
	Problem Formulation
	Global and Severe Cascades
	A Biased Spectrum Contention Protocol
	Contention Resolution Rule
	Finite Cluster Size

	Simulation
	Simulation Setup
	Phenomenon of Cascading Spectrum Contentions


	Conclusion and Future Directions
	References

	36 Device-to-Device Communications over Unlicensed Spectrum
	Introduction
	Characteristics of LTE-U, D2D, and Wi-Fi Networks
	LTE-U Network
	Underlaid D2D Users
	Wi-Fi Systems

	System Model
	Scenario Description
	Evaluation of Interference to Wi-Fi Systems
	LTE-U user
	D2D user

	Interference in the LTE-U/D2D Network
	Interference Analysis in the Licensed Spectrum
	Interference Analysis in the Unlicensed Spectrum


	Sensing-Based D2D-U Protocol
	Overview of the Proposed Protocol
	Coexistence Mechanism
	Channel Selection
	Channel-Sensing Transmission


	Problem Formulation
	Sum-Rate Maximization Problem Formulation
	Matching Formulation

	Many-to-Many Matching-Based Subchannel Allocation
	Notations and Definitions
	Algorithm Description

	Performance Analysis
	Analysis of the Protocol
	Compatibility Analysis
	Signaling Analysis

	Stability, Convergence, Complexity, and Optimality
	Stability and Convergence
	Complexity
	Optimality

	Selection of the Sensitivity Factor λ

	Simulation Results
	Conclusions
	References

	37 RF-Based Energy Harvesting Cognitive Cellular Networks
	Introduction
	RF Energy Harvesting
	Basic Concepts
	Energy Propagation Models
	Advantages of RF Energy Harvesting to Cognitive Cellular Networks

	Challenges and Solutions of Integrating RF Energy Harvesting Techniques into Cognitive Cellular Networks
	Channel Access
	Time Scheduling
	Relaying
	Relaying for Secondary Systems
	Relaying for Primary Systems

	Power Allocation
	Scheduling and Security
	Channel Selection

	Ambient Backscatter Communications: A New Communication Method in Cognitive Cellular Networks
	Extracting Backscatter Information from Ambient Signals Using ADC
	Extracting Backscatter Information from Appropriate Analog Circuit

	RF-Powered Cognitive Cellular Networks with Ambient Backscatter Communications: A New Approach

	RF-Powered Backscatter Overlay Cognitive Cellular Network
	Network Model
	Problem Formulation
	Backscatter Mode
	Transmission Rate of Backscatter Mode

	Harvest-Then-Transmit Mode
	Harvesting Energy
	Transmitting Data


	Proposed Solution

	RF-Powered Backscatter Underlay Cognitive Radio Network
	Network Model
	Problem Formulation
	Backscatter Mode
	Harvest-Then-Transmit Mode
	Harvesting Energy
	Transmitting Data


	Proposed Solution
	Optimal Time Allocation for Harvest-Then-Transmit Mode
	Optimal Time Trade-Off for Backscatter and Harvest-Then-Transmit Modes


	Numerical Results and Performance Evaluation
	Experiment Setup
	Overlay Cognitive Radio Networks
	Underlay Cognitive Radio Networks

	Conclusions and Future Directions
	References

	38 Spectrum Sharing of Drone Networks
	Introduction
	Spectrum Sharing of UAV Network
	Optimal DSC Density
	Effect of Different Path Loss Models

	Spectrum Sharing Between DSC Network and Cellular Network
	Optimal DSC Density
	Numerical Examples

	Spectrum Sharing of UAV Networks with Directional Antennas
	3D Deployment
	Density and Power Control
	Beam and Power Control

	2D Deployment
	Altitude, Density, and Power Control
	Beam Control

	Numerical Results

	Mobility Pattern Cognition of UAV Networks
	Mobility Pattern Cognition
	3D UAV Deployment
	2D UAV Deployment

	Summary and Future Work
	References

	39 User-Cognizant Scalable Video Transmission over Heterogeneous Cellular Networks
	Introduction
	Related Work
	A User-Cognizant Solution

	System Model
	Layered Video Model
	Network Model
	Transmission Schemes

	UE Load and Sub-band Occupancy
	UE Load
	Sub-band Occupancy
	Spectrum Allocation for LD and LHDA
	Spectrum Allocation for CD


	SINR Distribution and Data Rate
	SINR Distribution
	LD Transmission
	LHDA Transmission
	CD Transmission

	Data Rate

	System Performances
	LD Transmission
	LHDA Transmission
	CD Transmission

	Simulation and Discussion
	Conclusion and Future Directions
	References

	40 Precoding and Power Allocation for Two-Tier Heterogeneous Networks
	Introduction
	Coexistence Problem in Two-Tier Networks
	Current Techniques
	Frequency Partitioning
	Power Allocation
	Precoding


	System Model
	Cascaded Precoders
	Out Precoder Design
	Inner Precoder Design
	The Inner Precoder Structure
	The Optimal Power Allocation


	Discussion
	Algorithm to Reduce Computational Complexity
	Imperfect Channel Estimation

	Simulation Results
	Conclusion and Future Directions
	References

	41 Distributed Resource Allocation for Network Virtualization
	Development of Mobile Network
	The Heterogeneous Architecture Within the Cellular Network
	Service Cooperation with Other Networks
	Content-Centric Analysis for Resource Allocation

	Service Architecture
	Traditional Service Architecture
	The Development of Service Architecture
	The Mobile Data Service in Heterogeneous Network
	The Mobile Data Service with Visible Light Communication

	Future Service Architecture

	Hierarchical Game Analysis for Resource Allocation
	Interactions Between Infrastructure and Resource Providers and Mobile Users
	Interactions Between Service Providers and Infrastructure and Resource Providers
	Interactions Between Service Providers and Mobile Users

	Conclusion Remarks and Future Works
	Considerations of Both Competitive and Coordinated Behaviors for Service Providers
	Coalition Game Among Infrastructure and Resource Providers
	Switches Between Infrastructure and Resource Providers and Mobile Users

	References

	42 Many-to-Many Matching for Distributed Spectrum Trading
	Introduction
	Fundamentals on Matching Theory
	Non-combinatorial Many-to-Many Spectrum Matching
	System Model
	Spectrum Market
	Optimal Matching

	Spectrum Matching
	Preliminaries
	Distributed Matching Algorithm
	Stage I: Adapted Deferred Acceptance
	Stage II: Transfer and Invitation

	Properties
	Discussions

	Implementation of Spectrum Matching
	Stage Transition Rules on Buyers' Side
	Stage Transition Rule I for Buyers
	Stage Transition Rule II for Buyers
	Stage Transition Rule III for Buyers

	Stage Transition Rule on Sellers' Side
	Stage Transition Rule for Sellers

	Phase Transition Rule and Matching Termination

	Simulation
	Simulation Settings
	Performance of the Proposed Matching Algorithm
	Two-Stage Distributed Algorithm


	Combinatorial Many-to-Many Spectrum Matching
	System Model
	Spectrum Matching
	Preliminaries
	Matching Algorithm
	Properties

	Simulation
	Simulation Settings
	Performance of the Proposed Matching Algorithm


	Conclusion and Future Directions
	References

	43 Cooperation in Cognitive Cellular Heterogeneous Networks
	Introduction
	Implicit Cooperation in Cellular Heterogeneous Networks
	Dynamic Spectrum Access with Network-Layer Performance Assurance
	Dual Sensing for Primary User Detection
	Resource Allocation in Heterogeneous Networks Using Shadow Chasing
	Resource Allocation in Cellular Heterogeneous Networks Using CQI Feedback

	Explicit Cooperation in Cellular Heterogeneous Networks
	Cooperation in Hybrid Access Cellular Heterogeneous Networks
	Cooperation in Dense Enterprise Femtocell Networks
	Cooperation in Integrated WLAN-Cellular Heterogeneous Networks
	Conclusion and Future Directions
	References

	44 Cognitive Multihoming System for Enhanced Cellular Experience
	Introduction
	Cognitive Multihoming
	Transmission over LCN
	Transmission over CRN

	Performance Evaluation of CM-Based Access
	General Performance Measures
	User Utility and Cost
	Resource Allocation Optimization Problem
	Solution to the Optimization Problem and Call Admission Control Algorithm
	Algorithm Performance

	Application-Specific Considerations
	Video Traffic Model
	User Device Capability
	Video Transmission to CM User


	Analysis of CM-Based Resource Allocation
	Problem Formulation
	Solution to the Optimization Problem

	Results
	General Performance
	Comparative Performance of CM
	Effect of Fairness Constraint

	Video Application-Specific Performance
	Video Transmission to a Single CM User
	Effects of User Preference
	Effects of Network Parameters
	Effects of User Device Battery Energy Constraint

	Multiuser Operation

	Concluding Remarks
	Summary and Discussion
	Challenges and Future Directions

	References


	Part V Spectrum Policy and Cognitive Radio Standards
	45 Spectrum Policy and Cognitive Radio Standards
	Introduction
	ETSI EN 301 598 Harmonized European Standard
	IEEE 802.22 Wireless Regional-Area Networks in TVWS
	IEEE 802.22 Physical Layer
	IEEE 802.22 MAC Layer
	IEEE 802.22 Spectrum Manager

	IEEE 802.11af Wireless Local Area Networks in TVWS
	IEEE 802.11af Physical Layer
	IEEE 802.11af MAC Layer

	IEEE 802.15.4m Wireless Personal Area Networks in TVWS
	IEEE DySPAN-SC and IEEE 1900 Standards Working Groups
	IEEE 1900 Working Groups
	IEEE 1900.1
	IEEE 1900.2
	IEEE 1900.3
	IEEE 1900.4
	IEEE 1900.5
	IEEE 1900.6
	IEEE 1900.7


	ETSI Reconfigurable Radio Systems (RRS) Standards
	ECMA-392
	Conclusion and Future Directions
	References
	Further Reading


	46 IEEE 802.11af Wi-Fi in TV White Space
	Introduction
	Physical Layer
	MAC Layer
	Enabling Signal
	CAQ
	CVS
	CSM
	NCC

	Prototypes
	Introduction
	Requirements
	Power and Emission Limits
	WSDB Access

	Implementation
	System Architecture
	Low-Power Type Prototype Conforming to Both FCC and ETSI Regulations
	High-Power Type Prototype Conforming to the ETSI Regulation
	Compact Card-Type Prototype Incorporating Baseband IC
	Registered Location Secure Server (RLSS)


	Field Trials
	Indoor Experiment
	Outdoor Experiment

	Conclusion
	References
	Further Reading


	47 Cognitive Radio: The Need to Align Regulations with Technology
	Introduction
	Spectrum Regulations of Dynamic Spectrum Access
	Scenarios for Dynamic Spectrum Access
	White Space Access
	Spectrum Pooling

	Impact Assessment of Spectrum Access on the Business Case

	The Impact of Cognitive Radio Capabilities on the Business Case
	Sensing
	Geolocation Database
	Cognitive Pilot Channel
	Impact Assessment of CR Technology on the Business Case

	Two Levels of Alignment
	Analyzing the Case of White Space Access in the Television Broadcasting Band
	Next Steps: Finding a Sweet Spot for Cognitive Radio
	Conclusions and Recommendations
	References

	48 Spectrum Sharing Policy at Global Level
	Introduction
	Spectrum Sharing in Governance Framework
	Role of ITU-R
	Overview of Dynamic Spectrum Sharing Related Studies at ITU-R
	CRS in Land Mobile Service
	CRS Applications
	CRS Capabilities
	CRS Characteristics, Requirements, and Performance Aspects

	CRS for IMT Systems
	Spectrum Management Related Studies at ITU-R
	Spectrum Measurements and Occupancy Studies
	New Spectrum Management Principles

	Conclusions and Future Outlook
	References

	49 ETSI-RRS Reconfigurable Radio Systems Standards
	Introduction
	Reconfigurable Radio Systems and Cognitive Radio on a Political, Regulation, and Standards Level
	Spectrum Sharing
	TV White Space
	TV White Space Use Cases
	TVWS Medium Access Control Standards: A Coordinated and an Uncoordinated Approach
	Coordinated Usage of TVWS
	Uncoordinated Usage of TVWS

	Licensed Shared Access (LSA)

	Software Reconfigurability
	Reconfiguration Capabilities: Mobile Device Reconfiguration Classes
	The Basic Technical Approach for Software Reconfiguration
	Regulation Considerations
	The Radio Virtual Machine

	Conclusion
	References

	50 Spectrum Sharing Policy in Europe
	Introduction
	European Regulatory Framework for Spectrum Management
	The European Commission
	ECC of CEPT
	ETSI
	Cooperation Framework

	Promoting Shared Use of Spectrum in Europe
	Licensed Shared Access
	Sharing Concepts Targeted for the UHF Band
	TV WS
	Flexible Use of UHF Band

	Conclusion and Future Directions
	References
	Further Reading


	51 Novel Regulatory Solutions for Cognitive Radio and Spectrum Sharing in the United States
	Introduction
	Managing Spectrum Sharing Among Federal Users
	Early Regulations Supporting Nonfederal Spectrum Sharing
	FCC Rulemaking on Software-Defined Radio (Docket 00-47)
	Elimination of Barriers to the Development of Secondary Markets (Docket 00-230)
	FCC Rulemaking on ``Smart Radio'' Systems (Docket 03-108)
	Results from Early Regulations for Nonfederal Spectrum Sharing

	Early Regulation to Facilitate Spectrum Sharing Between Federal and Nonfederal Users
	FCC 5GHz U-NII Rulemaking (Docket 03-122)
	FCC 3650MHz Rulemaking (Docket 04-151)
	Results from Early Regulations to Facilitate Spectrum Sharing Between Federal and Nonfederal Users

	Unlicensed Operation in the TV Broadcast Bands (Docket 04-186)
	Initial Regulations for TV Band Operations
	Sensing Versus Geolocation Databases
	Other Technical Rules and Other Requirements
	Standards for Unlicensed Operation in TV Bands
	Results from Unlicensed Operation in TV Bands

	Citizens Broadband Radio Service (Docket 12-354)
	Evolution of the CBRS Regulations
	Technical Rules and Other Requirements
	Incumbent Protection
	Standard Development
	SAS Administrators and ESC Operators (Docket 15-319)
	Current Status and Future Plans

	Conclusion
	References

	52 Novel Regulatory Solutions for Cognitive Radio and Spectrum Sharing in the UK
	Introduction
	Spectrum Regulation in the UK
	Sharing Within the UK Legal Framework

	TV White Space
	Introduction
	The Scale of the Opportunity
	Permitting Cognitive Radio in Principle
	Authorizing Access to Spectrum
	The Database Approach
	Specific Operating Parameters
	Data Used by the Geolocation Databases
	Interference Management Tools
	The License-Exempt Approach

	The Spectrum Sharing Framework and the 3.8–4.2 GHz Band
	The Spectrum Sharing Framework
	A Framework for Spectrum Sharing
	Opportunities for Innovation at 3.8–4.2 GHz
	Characteristics of Use
	Barriers and Enablers
	A Potential Tool: The Tiered Approach
	Conclusions and Future Directions

	References
	Further Reading


	53 Spectrum Sharing Policy in the Asia-Pacific Region
	Spectrum Measurement in Asia-Pacific Region
	China
	Spectrum measurement
	Fixed measurement
	Mobile Measurement

	The Measurement Results
	SpectrumMeasurement of 440–2700 –MHz
	SpectrumMeasurement of TV Band

	Suggestions on Spectrum Innovation in TV Band of China

	Other Countries and Regions

	Spectrum Sharing Policy in the Asia-Pacific Region
	China
	Spectrum Refarming
	Spectrum Sharing
	National projects of Cognitive Radio
	Cognitive Radio Networks in China

	Policy and Regulation Challenges of Spectrum Sharing in China

	Japan
	Cognitive Radio Architecture Proposed by Japan
	White Space Sharing in Japan

	Singapore
	White Space Sharing in Singapore
	National Projects of Cognitive Radio in Singapore
	Policy and Regulation Challenges of Spectrum Sharing in Singapore

	India
	White Space Sharing in India
	National Projects of Cognitive Radio in India
	Policy and Regulation Challenges of Spectrum Sharing in India

	Korea
	White Space Sharing in Korea
	Policy and Regulation Challenges of Spectrum Sharing in Korea

	Australia

	Spectrum Sharing Test-Bed in China
	CR-Enabled TD-LTE Test-Bed Utilizing TVWS
	Spectrum Sensing in TVWS
	Interference Analysis
	The CR-enabled TD-LTE protocol stack

	Test-Bed and results

	References

	54 IEEE 802.22/802.22.3 Cognitive Radio Standards: Theory to Implementation
	Introduction
	WRAN System Overview
	Summary of FCC Rules on Operation in the TV White Space
	Classes of TV Band Devices
	Permissible TV Channels
	Transmission Power Limits
	Antenna Requirements
	Out of Band Emissions 
	Interference Avoidance Mechanisms
	Geolocation and Database Access
	Spectrum Sensing
	Additional Requirements
	Protection Contours


	Implementation of the IEEE 802.22 Standard Using a Software-Defined Radio Chip
	Architecture of the Signal Chain for Downlink and Uplink Paths
	Baseband and RF Module Architecture
	MAC Layer Architecture
	Customer Premise Equipment (CPE)
	SDR Platform
	Platform Description
	Signal Conditioning (SCON) CPU
	Signal Processing (SPROC) CPUs
	SPC Cluster Access Paths
	SPC Intercluster Buffer (SPC ICB)
	SPC Shared Memory Buffer (SHMBank)
	SPx-Data Memory and SPx-Program Memory
	Packing Buffer (DEINT BFR) and SPC-DMA Operation
	Channel Decoding Operation and Generation of Payload Data

	Suitability of the Platform for 802.22 Implementation
	SDR Partitioning for Demodulation

	802.22 WRAN PHY Implementation on SDR Platform
	Downlink Transmit Processing
	Uplink Receive Processing
	Customer Premise Equipment (CPE)


	MAC Layer Implementation
	Test Methodology for the IEEE 802.22 and Results
	Spectrum Mask
	Effect of Carrier-Frequency Offset and Sampling Frequency Offset
	Over-the-Air Tests of the IEEE 802.22 Device
	Implementation Challenges of the IEEE 802.22 Standard
	AGC Response Time
	Turbo-Like Interleaver Implementation on SDR
	Compliance to 802.22 Spectrum Mask
	Alternate Implementation of the IEEE 802.22 Spec

	Geolocation and Database
	IEEE 802.22 Future Enhancements and Other Activities

	Distributed Spectrum Monitoring: IEEE 802.22.3 Standard on Spectrum Characterization and Occupancy Sensing
	Sensing Engines: Spectrum Analyzer, Low-Cost Solutions, and SDR

	Conclusions
	References
	Further Reading



	Part VI Cognitive Radio Applications and Practices
	55 Spectrum Database and Smart Spectrum
	Introduction
	Geolocation Database
	Radio Propagation Prediction from Empirical Model
	Available White Space

	Measurement-Based Spectrum Database
	Geostatistics for Radio Environment Analysis
	Overview of Spatial Interpolation in Wireless Communications
	Semivariogram
	Ordinary Kriging
	Procedure for Received Signal Power Estimation

	Effect of Measurement-Based Spectrum Database on Spectrum Sharing
	Spectrum-Sharing Model
	Error Characteristics of Geostatistics-Assisted Radio Propagation Estimation
	Performance of Spectrum-Sharing Capability


	Future Smart Spectrum World
	Spectrum Allocation Policy and Smart Spectrum
	Hierarchical Spectrum Database
	Components of Smart Spectrum
	Case and Future Spectrum Policy Based on Smart Spectrum

	References

	56 Dynamic Spectrum Access for Machine to Machine Communications: Opportunities, Standards, and Open Issues
	Introduction
	Use Cases
	Smart Grid Communication
	Sensor Networks
	ITS
	Industry 4.0 and IoT
	eHealth

	M2M Operational Characteristics
	M2M Range
	Short-Range M2M
	Long-Range M2M


	Dynamic Spectrum Access for M2M
	Spectrum Sensing
	Spectrum Sharing
	Spectrum Management

	Case Study: Cooperative M2M for Smart Metering
	System Model

	Conclusion and Future Directions
	References

	57 Reinforcement Learning-Based Spectrum Management for Cognitive Radio Networks: A Literature Review and Case Study
	Introduction
	Related Works
	Overview of Reinforcement Learning
	SARL Algorithms
	MARL Algorithms

	Reinforcement Learning in Cognitive Radio Scenarios: Pros and Cons
	Reinforcement Learning in Cognitive Radio Scenarios: Applications-Driven Taxonomy
	Spectrum Sensing
	Individual Sensing Scheduling
	Cooperative Sensing Scheduling

	Power Allocation
	RL-Based Power Allocation Based on Information Sharing
	RL-Based Power Allocation Without Information Sharing

	Spectrum Selection
	SARL-Based DCS
	MARL-Based DCS
	RL-Based Spectrum Trading

	Spectrum-Aware Routing

	Reinforcement Learning in Cognitive Radio Scenarios: Learning Methodology-Driven Taxonomy
	Case Study: RL-Based Joint Spectrum Sensing/Selection Scheme for CR Networks
	System Model
	RL-Based Problem Formulation
	Analysis I: SU-PU Interference Only
	Analysis II: SU-PU and SU-SU Interference

	Conclusions and Open Issues
	References

	58 Overview of Recent Applications of Cognitive Radio in Wireless Communication Systems
	Introduction
	Mobile Communication Networks
	Spectrum Coexistence in Licensed Bands
	Spectrum Coexistence in Unlicensed Bands
	Other Applications in Mobile Communication Networks

	Satellite Communication Networks
	Satellite Bands of Interest for Cognitive Radio
	Spectrum Coexistence Scenarios
	Cognitive Radio in Satellite Communications

	Cognitive Radio in Other Wireless Communication Systems
	Conclusion and Future Directions
	Cross-References
	References

	59 TVWS: From Trial to Commercial Operation in the UK
	Summary
	Introduction/Background
	Wireless Access Technology Is a Good Fit with Improving Rural BroadbandConnectivity
	License-Exempt Access Is a Key Tool in Community Service Provision
	The Attraction of Spare Frequencies in the TV Band

	A Brief History of UK TVWS
	Concerns Over Poor Connectivity Drove Interest in the TV White Spaces
	Nature of TV White Spaces in the UK
	Development of the UK TVWS Rules
	Television Broadcasting in the UK
	National/Regional Coverage Approach Has Created more Openings for TVWS
	Future DTT Planning Evolution Squeezes White Spaces
	Single-Frequency Networks
	White Space Pioneers: Program Making and Special Events
	A Cooperative Approach Toward Establishing TVWS Regulations
	Ofcom Working Group
	TV White Spaces Advantages for Applications
	First UK TV White Spaces Trials: Cambridge and Isle of Bute
	The Isle of Bute Trial
	The Cambridge Trial
	Preparations
	Cambridge Trial Applications
	Rural Broadband
	Local Content Distribution
	Location-Based Content
	Pop-Up Wi-Fi Hotspots
	Internet of Things: Waste Management
	Trial Measurements: Proving the Rules

	Ofcom's UK TVWS Pilot
	UK TVWS Pilot: Glasgow Tri-band Wi-Fi

	Finalizing the Regulation
	Into Commercial Service
	Cross-References
	References

	60 Cognitive Radio and TV White Space (TVWS) Applications
	Introduction
	Sensing Strategies
	TV White Space (TVWS)
	Regulatory Standards
	Enabling Technologies for Spectral Sensing
	Cross-Layer Processing
	Ad Hoc Routing

	Existing Sensing Techniques
	Noncooperative Feature Sensing
	Cooperative Sensing Using a Non-Gaussian Noise Covariance Test Rao [31]

	Enhanced Detection Algorithm (EDA)
	EDA Design
	B Parameter Selection
	EDA Performance

	Generalized EDA (GEDA)
	Introduction
	GEDA Design
	Scaling Factor (SF)
	GEDA Mechanism

	Numerical Evaluation of the GEDA Mechanism
	Yorkshire-Belmont: UK Channel Deployment GEDA Analysis
	Washington DC: North American Channel Deployment GEDA Numerical Analysis

	GEDA Results
	UK GEDA Results Compared to DTMB Standard [21]
	US GEDA Results
	Comparison of GEDA Results for UK and US


	Bandwidth Available for TVWS Devices
	Protection Contour and Interference Management
	Keep-Out Contour
	UK Case Study for TVWS in the Mendip DTT Transmitter Area

	Future Research Challenges in TVWS and 5G
	Conclusion
	References

	61 Opportunities and Enabling Technologies for 5G and Beyond-5G Spectrum Sharing
	What Is 5G?
	5G Use Cases
	Radio Access Technologies for 5G
	5G Standards Timelines

	Spectrum for 5G
	5G Spectrum Allocation

	5G Spectrum Sharing
	Sharing Below 6 GHz Spectrum
	Sharing mm-Wave Spectrum 
	Sharing with Satellite Services
	Sharing Between Access and Backhaul (Fixed) Links
	Sharing Unlicensed mm-Wave Spectrum


	Conclusion
	Cross-References
	References

	62 Learning Dynamic Jamming Models in Cognitive Radios
	Introduction
	PHY-Layer Security
	Dynamic Signal Representation
	Conventional Features and Detectors
	Time-Frequency Analysis and Features
	Single Entity State
	Interacting Entities Situation Assessment

	Learning Dynamic Bayesian Representations
	Learning Vocabulary, State, and State Changes
	Learning Causal Conditioned Distributions
	Learning Interactions
	Some Current Learning Techniques and Probable Future Directions

	Experimental Framework and Results
	The SHIELD Project and Smart SPD-Driven Transmission Layer
	Research in TVWS
	Dual Resolution ST Approach

	A Discussion of Application Directions of ML Techniques to Cognitive Dynamic Jamming
	Conclusion and Future Directions
	Cross-References
	References


	Index



