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   Foreword   

    Apps for Pediatrics: Using Informatics to Facilitate, 
Optimize, and Personalize Care 

 I was born before electronic computers existed. Two key tools of my early educa-
tional years were a slide rule and a typewriter. Just as I emerged from clinical train-
ing as a pediatric cardiologist and research training in biochemistry in 1977, 
calculators and word processors became tools to facilitate clinical care, laboratory 
research, and medical and scientifi c communication. I was fascinated by Mendelian 
disorders and wondered why congenital heart defects sometimes ran in families, but 
DNA sequencing and other tools to approach genetics did not exist. Only 40 years 
later, medicine, including pediatrics, and biomedical research, especially genetics 
and genomics, have been totally changed by biomedical informatics, such that even 
our American president and other international leaders can propose with confi dence 
initiatives to provide personalized and precision medicine to each individual. 

 Even with the next generation of tools, from DNA and RNA sequencing to natu-
ral language processing of patient and physician notes through artifi cial intelli-
gences, however, the essential questions of how to apply these current tools to 
optimize learning and patient care remain. In this second edition of  Pediatric 
Biomedical Informatics , with the guidance and tutelage of John Hutton as editor and 
with the expertise of the faculty and their colleagues who have contributed chapters, 
the “apps” and approaches to optimize learning, assess clinical outcomes on a popu-
lation scale, aggregate genomic data for huge numbers of individuals, and organize 
all of the “big data” created by patients in electronic medical records are explored 
and presented. The topics discussed include the major core informatics resources 
needed, from the EMR itself to transmission of information in it for storage and 
management to security required for patient protection, creation of usable patient 
data warehouses, and integration of patient information (the phenotype) with bio-
banked tissue and DNA for research, all critical infrastructure to optimize care and 
research. In addition, some intriguing “apps” in both patient-oriented research and 
basic science are provided, to illustrate how population-based studies, assessment 
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of language, support for decisions, and generation of networks can be done. These 
“apps” focus on perinatal, neonatal, and pediatric needs. An emphasis on larger, 
multi-institutional networks and distributed research networks is apparent and 
essential if we are to more quickly assess the genomics, epigenomics, environmen-
tal impact, and treatment outcomes of the relatively rare disorders that we see in 
pediatrics. 

 Biomedical informatics is the key to our future, as we integrate clinical care, 
genomics, and basic science to improve outcomes and discover new therapeutics. 
With careful design and acquisition of information, we can tame the avalanche of 
data. We can link and integrate data across institutions to achieve greater power of 
analysis and increase the speed of discovery and evaluation of treatments. This book 
provides insight into how to use data to benefi t children around our world through 
“apps” for pediatrics.    

   Department of Pediatrics     Arnold     W.     Strauss    
 University of Cincinnati College of Medicine 
  Cincinnati ,  OH ,  USA   

  Cincinnati Children’s Research Foundation 
 Cincinnati Children’s Hospital Medical Center 
  Cincinnati ,  OH ,  USA     

Foreword
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  John J. Hutton, MD, a pioneer and visionary leader across the gamut of Biomedical 
Research for nearly 50 years, died on June 19, 2016, after a brief but frightening and 
rapidly progressive form of Amyotrophic Lateral Sclerosis that began to appear 
over his last year. 

 Dr. Hutton brought enthusiasm, energy, and effectiveness to virtually all his 
endeavors, and as some of his physical means were becoming diffi cult, his energy 
was particularly fi erce about fi nishing this very book. For this edition, he was pas-
sionate that it should address critical issues in biomedical informatics to improve 
data collection, integration, analysis, discovery, and translation. 

 Dr. Hutton’s career led him to be both a scientifi c and administrative leader 
within and above many groups that had specialization within specifi c areas across 
the entire process of biomedical research, clinical care, education, and even how to 
balance the costs of doing all this. He saw the potential of informatics as a natural 
means of advancing medicine and human health and embraced its mission to build 
tools, collect and distill data and observations, and to fruitfully carry out, collabo-
rate with, or enable others to perform analyses and propagate signifi cant data and 
knowledge. That achieving these missions could provide resources to entire com-
munities of educators, researchers, practitioners, and the public raised its signifi -
cance in Dr. Hutton’s view. And he realized this when he graciously asked me if he 
could come back to do a postdoctoral research project in my computational biology 
group back in 2003, just after he stepped down after serving as University of 
Cincinnati Medical School Dean for 15 years. After getting a couple of research 
projects done and published that mapped and analyzed the signifi cance of gene 
expression and gene regulatory regions associated with immune cells, tissues, and 
disease states, and taking a few classes in programming, he was ready to take on 
running my department! And then from 2005 to 2015 he served as Bioinformatics 
Division Director and Senior Vice President for Information Technology at 
Children’s Hospital Medical Center, the oversized Pediatrics Department for the 
College of Medicine. 

 A native of eastern Kentucky, Dr. Hutton graduated in Physics from Harvard and 
attended the Rockefeller University and Harvard Medical School where he obtained 

  In Mem oriam  
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an MD degree and completed postgraduate training in internal medicine with a 
research focus in biochemistry, genetics at the National Heart Lung and Blood 
Institute, and clinical training in hematology-oncology at the Massachusetts General 
Hospital. From 1968 to 1971 he served as a Section Chief at the Roche Institute for 
Molecular Biology, then 1971–1980 as Professor and Medical Service Chief at the 
University of Kentucky, then 1980–1984 as Professor and Associate Chief at the 
University of Texas Medical Center San Antonio, and from 1983 to 1988 as a member 
and Chair of the famous NIH Biochemistry Study Section. Dr. Hutton returned closer 
to his original Kentucky home in 1984 as the Albert B. Sabin Professor and Vice 
Chairman, Department of Pediatrics, Cincinnati Children’s Hospital Medical Center. 
In 1987, he was appointed Dean of the College of Medicine, and he served in that role 
up until 2003, also serving national roles in the American Society of Hematology, and 
as Executive Council Member for the Association of American Medical Colleges. All 
of this experience contributed to his understanding the nature of the multidisciplinary 
problems that computational biology could, and should, solve. 

 Dr. Hutton’s research career included editorial oversight of textbooks in internal 
medicine and pediatric bioinformatics and more than 200 peer-reviewed papers, 
including among the fi rst trials of gene therapy for inborn immunodefi ciency. 

 As Dean, he was principal investigator of a multimillion dollar Howard Hughes 
infrastructure improvement grant, which focused on development of resources in 
genomics, proteomics, and bioinformatics. And after stepping down as Dean, he 
won a $1.7 million IAIMS grant from NIH/National Library of Medicine, which 
was awarded to support innovative research in and development of information 
management systems. Other of Dr. Hutton’s passions included the College of 
Medicine’s MD-PhD Physician Scientist Training Program, which was nationally 
recognized for its high quality and received peer-reviewed funding from the NIH, 
and also a strong emphasis on the development of programs in Ethics for Medicine 
and Medical Research. An endowed annual Hutton Lectureship was established in 
Medical Ethics, and an endowed Hutton Chair in Biomedical Informatics was 
established for Cincinnati Children’s Hospital Research Foundation, and I am 
extremely honored to be its fi rst recipient. 

 Dr. Hutton’s family includes his wife, Mary Ellyn, a classical musician who also 
writes about classical music for the Cincinnati Post and other publications. His 
daughter, Becky, graduated from the UC College of Nursing, married Thomas Fink, 
has four children, and lives in Tipp City, Ohio. His son, John, graduated from 
Davidson College and the UC College of Medicine, married Sandra Gross, has two 
children, and lives in Mt. Adams. His daughter, Elizabeth, graduated from Harvard 
in 2001, works in Boston, and will enter the Ohio State University College of Law 
in August 2003. 

 Dr. Hutton leaves us all a rich legacy of achievement and inspiration to be and 
empower the next generation of computationally empowered students, researchers, 
educators, and practitioners. 

 Bruce Aronow, PhD, the John J Hutton, MD Professor of Biomedical Informatics, 
University of Cincinnati Department of Pediatrics, Department of Biomedical 
Informatics, Cincinnati Children’s Hospital Medical Center.  

In Memoriam
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    Chapter 1   
 Electronic Health Records in Pediatrics                     

     S.     Andrew     Spooner       and     Eric     S.     Kirkendall    

    Abstract     Most pediatric healthcare providers use an electronic health record (EHR) 
system in both offi ce-based and hospital-based practice in the United States. While 
some pediatric-specifi c EHR systems exist for the offi ce-based market, the majority 
of EHR systems used in the care of children are designed for general use across all 
specialties. Pediatric providers have succeeded in infl uencing the development of 
these systems to serve the special needs of child health (e.g., immunization manage-
ment, dosing by body weight, growth monitoring, developmental assessment), but 
the pediatric community continues to press for further refi nement of these systems 
to meet the advanced needs of pediatric specialties. These clinical systems are typi-
cally integrated with administrative (scheduling, billing, registration, etc.) systems, 
and the output of both types of systems are often used in research. A large portion of 
the data from the clinical side remains in free-text form, which raises challenges to 
the use of these data in research. In this chapter, we discuss workfl ows with data 
implications of special importance in pediatrics. We will also summarize efforts to 
create standard quality measures and the rise in EHR-based registry systems.  

  Keywords     Pediatric EHRs   •   EHR market   •   Pediatic workfl ow   •   Growth charts   • 
  Pediatric drug dosing   •   Developmental monitoring   •   Immunizations  
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1.1        Current State 

 To understand the inherent challenges and potential of using pediatric EHRs for 
research, one must understand the extent to which EHR systems are used in various 
pediatric settings.  Information   on adoption of these systems in child health is best 
known for the United States, but trends are similar in other developed countries. 

1.1.1     Adoption Rates 

 Child health providers—specifi cally, pediatricians—are thought to be slower than 
general practice providers in adopting electronic health record technology (Lehmann 
et al.  2015 ; Leu et al.  2012 ; Nakamura et al.  2010 ). Children’s hospitals, because 
they tend to be urban and academic, are often ahead in adoption as are institutions 
of larger size (Andrews et al.  2014 ; Nakamura et al.  2010 ). The reason for the 
slower adoption in pediatric practices probably relates to the diffi culty of fi tting 
child health needs into a product designed for general, adult care. In this way, cur-
rent EHRs violate the pediatric adage that “children are not small adults.” If EHRs 
are not designed or cannot accommodate the unique needs of the pediatric  popula-
tion  , healthcare providers are not likely to be quick adopters of such systems. A 
recent estimate of pediatric adoption of fully-functional EHRs in ambulatory prac-
tice are at about 6 % (Leu et al.  2012 ), although by now this is undoubtedly higher 
given recent trends (Lehmann et al.  2015 ). 

 The U.S. Meaningful Use program of the  HITECH      Act (Blumenthal and 
Tavenner  2010 ; HHS  2009 ) of the American Recovery and Reinvestment Act of 
2009 intends to provide fi nancial stimulus to physicians and hospitals to adopt EHR 
technology. There is a version of the program for Medicare (the the U.S. federal 
public payment system for the elderly) and for Medicaid (the U.S. state/federal 
program for the poor and disabled). Since pediatricians do not generally see 
Medicare patients, child health providers and hospitals usually qualify for the 
Medicaid program. In this program, individual providers may qualify for an incen-
tive payment if they have a minimum of 30 % Medicaid patient volume, or, if they 
are pediatricians, 20 % Medicaid volume. This criterion covers about half of the 
offi ce-based pediatricians in the United States (Finnegan et al.  2009 ) but does leave 
out a signifi cant number with very low Medicaid volumes. These providers tend to 
practice in more affl uent areas, but pediatrics is not a specialty with very high mar-
gins under the best of circumstances, so Meaningful  Use   will not directly affect the 
adoption rates for this large group. Member survey data from the American Academy 
of Pediatrics estimate that up to 2/3 of U.S. pediatricians may be eligible for some 
incentive payment (Kressly  2009 ), so the next few years may be a time of rapidly 
increasing pediatric deployment of EHRs.  

S.A. Spooner and E.S. Kirkendall
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1.1.2     The Pediatric EHR Market 

 The pediatric EHR market includes small pediatric practices of one or two practitio-
ners all the way up to large, hospital-owned practices of hundreds of pediatricians. 
There is similar variability in the crowded U.S. EHR vendor market, where a given 
company specializes in offering its product to practices of a certain type or specialty 
area. In the early 1990s, almost all electronic medical record systems were of the 
home-grown variety. Today, several hundred companies in the U.S. market offer 
over 3000 different EHR systems (ONC  2016 ) and the services that accompany 
their deployment, customization, and maintenance. While there has been some ven-
dor dropout and consolidation (Green  2015 ), the EHR marketplace is far from the 
point where only a few major companies service the majority of customers. Because 
of the small size of the pediatric EHR market, there have been very few companies 
that have succeeded in marketing a product that is specifi c to pediatrics.  

1.1.3     Vendor Systems 

 EHR systems today are sold by software vendors attempting to gain a large enough 
customer base to sustain a business. While this model provides a more sustainable 
source for software than the home-grown model, it creates a problem for child 
health providers: Most customers are not pediatric, so most EHRs are not designed 
specifi cally for pediatric care. A further problem for child health researchers is that 
practically none of these systems are designed with research in mind. Instead, they 
are designed for patient care and the administrative tasks that support patient care. 
Figure  1.1  is a mock-up of an EHR screen that highlights these assumptions.

   While these assumptions are not truly prohibitive of these systems’ use in a pedi-
atric environment, they often force workarounds that affect the  quality   of data in the 
system. For example, when faced with the unavailability of an adequate fi eld to 
capture a concept, one may feel forced to use a free- text   fi eld intended for some 
other purpose to store the information. In this case the data loses integrity (such as 
a conversion from structured to unstructured data) and it becomes impossible to 
apply computational methods to the data. 

 Child health professional groups have attempted to promulgate catalogs of func-
tionality necessary for the care of infants and children (AHRQ  2013 ; CCHIT  2010 ; 
Kim and Lehmann  2008 ; Spooner  2007 ; Spooner and Classen  2009 ). Fortunately, 
vendors who sell systems to pediatric practices and children’s hospitals are gradu-
ally creating mature systems that respond to their customers’ pediatric-specifi c 
needs.  

1 Pediatric EHRs and Research
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1.1.4     Homegrown Systems and Publication Bias 

 Despite the prevalence of vendor systems in the marketplace, the bulk of reported 
literature on the use of EHRs from the initial  reports   of the 1970s through most of 
the fi rst decade of the 2000s is based on experience with home-grown systems 
(Friedlin et al.  2007 ; Gardner et al.  1999 ; Miller et al.  2005 ). The result is that the 
evidence on which to guide the  implementation   of EHRs is only partially applicable 
to most installed systems. Add to this the complexities of systems customized for 
pediatric care and the connection between the results of the adult-oriented, home- 
grown software and installed, vendor-provided systems is even more tenuous. This 
phenomenon makes the pediatric EHR environment ripe for research to be con-
ducted on the systems themselves, but it also makes it hard to defi nitively answer 
questions about what works best. As such, reports in the informatics literature 
should be critically analyzed to determine the external validity of published results, 
in particular whether the system being tested or described is a vendor solution or 
homegrown application.  

1.1.5     Pediatric Versus General Environments 

 The main features that differentiate the pediatric environment from that of general 
adult care are:

  Fig. 1.1     Elements of an EHR    user      interface     that imply an exclusive orientation to adult 
patients . In the case of tobacco history for an infant, one would be interested in recording passive 
smoke exposure, which is not included in this display. In the education section, it is implied that 
one’s years of education are fi xed and in the past, as they would be for most adults       

 

S.A. Spooner and E.S. Kirkendall
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•     Diseases And Conditions That Are More Prevalent In The Young  ;  Congenital 
disease and conditions related to abnormal growth and  development   are not usu-
ally part of adult care. Templates, data fi elds,  terminology   systems, and other 
clinical content in an EHR may therefore require customization to meet different 
clinical needs.  

•    Parental/Guardian Proxy;  In the pediatric environment  parents   (or guardians) 
are almost always involved in encounters and responsible for care decisions. 
While there are certainly family members of adults involved in the care of the 
patient, in most cases the patient is competent to make health care decisions. 
Siblings may receive care at the same encounter.  

•    Physical And Developmental Growth;  The pediatric patient is growing and 
developing physically and mentally at a fast clip. Weights change rapidly, espe-
cially in the fi rst year of life. Developmental capability to participate in self-care 
increases with age. Because of children’s dependent status, social situation has a 
much greater impact on health than in most adult care.     

1.1.6     Pediatric Subspecialties Versus the General 
Purpose EHR 

 If it were not diffi cult enough to apply pediatric assumptions to general-purpose 
systems, the diffi culty is compounded in the case of pediatric specialties. Specialty 
care entails more detailed, less common, and often more granular, special require-
ments. There is also more variation of care practices at the subspecialty level as 
there tends to be less evidence available to standardize procedures and protocols. It 
is not uncommon for several physicians within the same group to have differing 
opinions on best practices when little evidence exists to guide the way. In many 
cases there may also be a paucity of pediatric research (as compared to adults), 
further complicating the issues of standardization. 

 In pediatric specialties, the very clinical content of the practice may be quite dif-
ferent from their adult counterparts. Pediatric cardiology, for example, is chiefl y 
concerned with congenital disease, whereas adult cardiology focuses more on 
acquired cardiovascular disease. This shifting of focus on disease etiology and 
pathology disallows any loose extrapolation and adoption of adult data to the pedi-
atric  population  .  

1.1.7     Data from Natural  Workfl ow   vs. Research, Primary vs. 
Secondary Use of Data 

 As EHRs are designed to support clinical care, data that makes its way from the 
EHR into a data repository is of lower quality than what one might fi nd in data spe-
cifi cally collected for research. Data validation, completeness, and  standard   

1 Pediatric EHRs and Research
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processes are very much secondary to successful completion of clinical work. It is 
for this reason that most research from clinical environments is based on claims 
data, where some energy is expended to ensure data accuracy and completeness. Of 
course, claims data is at least one step removed from the important clinical details 
of the patient encounter.   

1.2      Workfl ow   and the EHR 

1.2.1     Data  Entry   

 The function of an EHR is not primarily to serve as a data-entry  tool  . Its purpose is 
to facilitate patient care for individual patients. In doing so it offers some opportuni-
ties for data extraction for other purposes (operations analysis, research, quality 
measurement). Since EHRs are not designed for research, analytics, or  population   
management, there will always be a need to input research-specifi c EHR data into 
the data repository, as well as methods to extract it. The value of that data is directly 
related to the quality of the data entry. Missing values threaten the validity of any 
 measures   based on the data and data cleansing, a time and resource-consuming 
endeavor. For this reason, it is best to use data that is already captured reliably (like 
orders for tests) or to make workfl ow changes to increase reliable data entry. In a 
busy clinical environment where clinicians are already working at capacity to meet 
documentation guidelines for billing, there is little opportunity to make these 
changes. Clinicians will often ask for a “hard stop” reminder to enter data (or, more 
commonly, to get someone else to enter data), but the effectiveness of alerts is very 
limited (Strom et al.  2010 ) and hard stops are usually abandoned as annoying. Any 
effort to make sense of the quality and integrity of EHR data must take into account 
some knowledge of the clinical workfl ows that produced it.  

1.2.2     Multiple Job Roles and Their Interaction with the Record 

 Like the paper record, the electronic record accepts input from people in multiple 
job roles: physician, advanced-practice nurse, physician assistant, nurse, medical 
assistant, and multiple clerical roles, among others. Effective data organization 
depends on clear job roles related to the record. For example, if it is not clear who 
is responsible for the accuracy of the patient’s  medication   list, the data extracted 
will be of low quality. When one puts together a plan for the use of EHR data, part 
of the workfl ow analysis should include the establishment of how clear the job roles 
are. Job roles, or “profi les” as EHR systems refer to them, usually defi ne how data 
is viewed and input in the  user    interface  . When this variation occurs, it is not unusual 
for data to be entered (or not entered) in multiple ways. Great attention should be 
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paid in designing or customizing these screens and standardization of entry and 
viewing carried out whenever possible.  

1.2.3     Special Pediatric Workfl ow Issues 

  Multiple Patients Per Encounter      Siblings   within the same family are often seen 
together, especially for well-child care. In no other area of medicine is this type of 
multi-encounter a common experience. EHRs can be confi gured to allow access to 
multiple patient records at once, but data  sharing   between patients is not typically 
supported. In the pediatrics, there are areas of EHR data that ought to be shared 
between patients, like family history and social history, or guarantor information, 
but typically this must be entered separately for each patient.  

 One example where linking of records could be helpful in both the adult and 
pediatric EHR would be to provide the capability to update and/or duplicate the 
family history section in related patients’ charts. For instance, if two siblings are 
taken care of by the same practice, family history in their direct ancestors would be 
identical. If the records were linked through an EHR social network, updated data 
in one sibling’s chart could offer a prompt in the other sibling’s chart that useful 
information needs to be verifi ed and inserted into the record. This form of network-
ing could also prove helpful in generation of genograms. In a more practical fash-
ion, duplication of pregnancy circumstances and  perinatal   events in the charts of 
twins would reduce large amounts of manual data  entry  . There are a variety of 
medico- legal and ethical concerns with these kind of  linkages   that will not be 
addressed here, but the reader should be aware of the current paucity of this func-
tionality and its implications in research data obtained from EHRs. 

  Multidisciplinary Clinics     The large number of rare disorders seen in pediatrics, 
coupled with the relative rarity of pediatric specialists with expertise in these disor-
ders, creates the need to bring multiple specialists together into a single patient 
encounter. Arranging visits this way is a great convenience to the family, but also 
allows specialists to work together on diffi cult multi-organ problems that might 
otherwise take months to coordinate. In children’s hospitals, numerous clinics of 
these type are created or the constituents modifi ed every year. EHR  systems   should 
support this kind of workfl ow, but since it is not typical in adult or non-specialty 
care, it is not a smoothly implemented, standard feature of most EHRs.    

1.3     Special Functional Requirements and Associated Data 

 The following section describes some of the functionality and associated data 
requirements that are, for the most part, unique to pEHRs. We discuss both basic 
functionality that should be considered required, as well as optimal, ideal function-
ality that would greatly increase the data  quality   captured in EHRs. 
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1.3.1     Growth Monitoring (Including Functions of Interest 
Only to Specialty Care); Basic Growth-Chart 
Functionality 

 Perhaps the one clinical activity that distinguishes pediatric care from adult care is 
growth monitoring. While weights, skinfold measurements, and even height are 
measured in adult care and tracked, the assumption is that these are stable measures. 
Growth and development are fundamental processes in pediatrics, especially in the 
ambulatory setting. The rapid progression in both are carefully tracked in the longi-
tudinal health records and constantly evaluated for normality or deviation from 
expected patterns. As such, it is expected that optimal EHRs have the ability to 
robustly track and identify both healthy and pathologic growth. In children, of 
course, there are growth patterns that constitute a wide range of normal, and growth 
patterns that signify disease. Some diseases, like growth hormone defi ciency, affect 
growth directly. Others, such as infl ammatory bowel disease, affect growth nega-
tively through catabolic and energy-consuming infl ammatory processes. Other 
abnormal growth patterns are part of inherited conditions like Prader-Willi syn-
drome (obesity) or Turner syndrome (short stature). In routine, well-child care, 
examination of the growth chart is standard practice. In the ongoing management of 
specifi c, growth-affecting conditions, growth chart analysis is similarly routine. 
EHRs that intend to support pediatric care must support display of these data in a 
way that goes beyond a simple time plot of the values. Critical to the functioning of 
a growth chart display is concomitant display of growth norms, in order to allow 
interpretation of patterns (Rosenbloom et al.  2006 ).  

1.3.2     Data Found in Growth Chart 

  Weight  and  stature  are the very basic data tracked in growth charts, but the concept 
of height for patients who cannot stand (or stand cooperatively) is usually concep-
tualized as length. Norms for young children (less than 2 years old) are typically 
separated from those of older children in this respect. In a typical EHR, there are 
growth charts for children 0-36 months old and for those over 2 years old. Data  stor-
age   for the points that are plotted on the stature curves may therefore vary as to 
which is a height and which is a length. Growth percentiles of the same data point 
will also vary across different chart types, which can be particularly confusing in the 
24–36 month age range. The same height or weight, for example, will often gener-
ate discrepant percentiles when a  user   alternates between views of different growth 
charts. 

 See Fig.  1.2  for examples of typical growth charts in use in an EHR. The essen-
tial function of the growth chart is to give the  user   a sense for where the patient falls 
within a similar age  population  , expressed as the percentile at that age. Values 
higher than 95 % or so or below 5 % or so are considered abnormal, but must of 
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course be interpreted in the context of the child’s overall growth. For example, if a 
normal child happens to be small, owing to their genetic predisposition, they may 
never rise to a particular predetermined percentile. Their growth velocity may be 
considered normal as it hovers around the 2nd percentile throughout life. Such ten-
dencies are referred to as “following their own curve”; in fact, departures from that 
curve into “normal” range may indicate an abnormal state for that patient. It is this 
complexity that makes growth charts irreplaceable by number-driven decision  sup-
port  . There does not appear to be a current substitute for a clinician viewing the 
curve graphically against a set of norms.

    Head Circumference     is also essential for basic growth chart functionality. In stan-
dard growth charts used in general pediatric care, these charts go up through age 36 
months. There are norms for older children and young adults (Nellhaus  1968 ; 
Rollins et al.  2010 ), but these are used only in specialty practices like oncology or 
neurosurgery to monitor head growth after radiation or tumor removal.  
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  Fig. 1.2     Mockup of a growth chart as deployed in an electronic health record system . The 
isobars represent constant age-specifi c percentile for the metric (in this case, weight). In this case 
the patient has crossed the 3rd, 10th, and 25th percentile isobars. This might represent an abnormal 
growth pattern (gaining too much weight) or recovery from chronic illness to a normal weight, 
depending on the clinical situation       
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  Body Mass Index     calculated from weight and stature, is also becoming a standard 
growth chart in pediatric practice. In adults, when BMI is used as an index of the 
severity of either obesity or malnutrition, the cutoff values to indicate abnormal 
body mass index are the same for all ages. In children, interpretation of BMI rests 
on the percentile value within the child’s current age. The U.S. Centers for Disease 
control publishes these norms (CDC  2012 ) so that graphs can be made and percen-
tiles calculated.  

  Height Velocity     In specialized areas of pediatrics, where growth is the focus (e.g., 
endocrinology), there are normative curves, implemented much like the curves for 
primary anthropometrics, for the rate at which height changes over time. These 
curves are used to evaluate the severity of growth impairment and to monitor the use 
of drugs which might affect growth one way or the other. There are no published 
curves for weight velocity, although the current interest and prevalence of obesity in 
the U.S. may change that.  

  Other Anthropometric Values     Norms for chest circumference, skinfold thick-
ness, and leg length have been developed, but are used infrequently. In any case, the 
techniques for display, where data are displayed against normative curves, remain 
the same.  

  Percentile/Z-Score Calculations     While plotting primary data against norms 
makes for an effective visual display to support clinical decisions, information sys-
tems can compute the applicable percentiles given a measurement and an age, pro-
vided the proper normative data are available for the calculation. The U.S. CDC 
provides tables for this data for the datasets they publish, and a process for comput-
ing the percentiles (CDC  2012 ) (see the WHO vs CDC subsection below). Most 
growth charts are published merely in graphical form, and the data required to per-
form the computation is not provided. The computation process calculates a z-score 
(number of standard deviations above or below the mean for an age) and then 
applies assumptions about the distribution to come up with a percentile within that 
distribution. For extremes of growth, the z-score itself may be more useful, since the 
difference between a weight at the 99.96th percentile may be hard to distinguish 
from a weight at the 99.99th percentile otherwise. Few EHRs provide the z-score 
directly, but it is a desired functionality for pediatric specialists who focus on 
growth.   

1.3.3      Special  Population   Data 

 Up until now, we have discussed EHR functionality associated with normal growth. 
In this subsection, we address the topics of collecting and managing special  popula-
tion   data. 
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  Congenital Conditions     Disordered growth is a major feature of a variety of con-
genital conditions such as Noonan syndrome (Ranke et al.  1988 ), Laron dwarfi sm 
(Laron et al.  1993 ), and Williams syndrome (Martin et al.  2007 ). The measurements 
are the same, and the growth charts work the same way, but the normative data are 
different. EHR systems generally provide some of these normative curves that can 
be selected manually or automatically depending on clinical conditions.  

  Extremes of Growth     In conditions causing extreme failure to thrive or in obesity, 
the usual normative curves that express curves close to the 99th and 1st percentile 
may not be adequate. In these cases, the data points are so far removed from the 
highest and lowest curves that  users   fi nd it diffi cult to describe patterns based on the 
curves. In these cases it is better to create normative curves based on z-scores, so 
that users can express the patient’s growth state relative to the position of these 
curves far outside the normal range.  

  Intrauterine Growth     Similar to post-natal curves, intrauterine curves, based on 
 gestational age  , combined with parameters measurable via ultrasound (crown-rump 
length for stature or biparietal diameter for head size) are useful for expressing 
growth patterns of fetuses. These sorts of curves are more often found in system 
designed for obstetric use, but may be useful in the immediate post-natal age.  

  WHO vs. CDC     The World Health Organization has published a set of growth 
charts for infants that are based on a sample of healthy, breast-fed infants (Grummer- 
Strawn et al.  2010 ) The motivation for creating these charts is to present a more 
physiologically accurate view of how normal infants should grow. Because the 
CDC growth data has been in use much longer, EHR system vendors have had to 
deal with the ambiguity of two widely accepted growth charts for normal infants. 
Researchers using percentile growth data from EHRs should be aware and take note 
of the source in order to make accurate comparisons.  

  Specialized Growth Analysis     Growth chart data must sometimes be temporally 
related to other physiologic events. For example, one may want to indicate on the 
growth chart a child’s sexual maturity rating, since advanced stages of sexual  matu-
ration   are associated with cessation of normal growth. One might also want to 
 indicate the “bone age” (an estimate of age based on the appearance of bones on 
plain-fi lm radiography) on the growth chart in cases where the age of the patient is 
uncertain, as in some cases of international adoption. There are no standard ways of 
displaying these data within a growth chart, but practitioners who focus on growth 
cite this function as essential to full growth chart functioning (Rosenbloom et al. 
 2006 ).  

  Correction for Gestational Age        Infants born prematurely, because of their smaller 
size, require special growth charts (Fenton  2003 ; Fenton and Kim  2013 ). Outside 
the immediate post-natal period, though, practitioners generally use regular growth 
charts, and graphically indicate a correction factor for prematurity. The expectation 
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is that premature infants will eventually catch up to other infants of the same post-
natal age. Part of the analysis of growth charts in premature infants is the time it 
takes them to achieve this catch-up growth .    

1.4      Drug  Dosing   

 Given the inherently changing growth of children,  prescribing   the appropriate dose 
of medications can be diffi cult. What follows is a discussion of the practical and 
research implications of  prescribing   medications through an EHR. 

  Weight-Based Calculations     Medications in infants and small children are gener-
ally dosed by body weight. As body weight increases with age, children grow into 
the adult dose; the weight at which one can receive an adult dose varies by medica-
tion. Such weight dependence makes the act of  prescribing   medications to young 
people more complex. In addition to the act of  prescribing  , there are complexities 
related to the storage of the prescription and the  decision support   that might be pro-
vided to the  user  . EHRs used in the care of children should, at a minimum, provide 
the ability to calculate a given dose of a medication based on the actual weight 
(Kirkendall et al.  2014 ; Shiffman et al.  2000 ; Spooner  2007 ). More advanced func-
tionality includes providing standard weight based doses, offering dose range 
checking, and providing dose ranges dependent on clinical factors, like diagnosis.  

  Weight Changes     As infants grow, their body weight changes rapidly enough that 
they may “grow out of” a medication at a given dose. Providers who care for infants 
on chronic medications know to re-prescribe when body weight changes, but a suf-
fi ciently sophisticated information system can help to support the decision to re- 
prescribe, or at least to make it easier by carrying forward weight-based dosages to 
subsequent prescriptions. Data structures used to store prescriptions must therefore 
retain the weight-based dose (e.g., 40 mg/kg/day) as data.  

  Dosing Weight     It is not always the case that actual body weight is the best datum 
to use in calculating weight-based prescriptions. In very young neonates, who lose 
signifi cant amounts of weight as they adjust to life outside the womb in the postnatal 
period, one may prefer to use a “dosing weight” to keep prescriptions consistent. 
Similarly, patients who gain weight due to edema will need a more appropriate 
weight upon which to base dosing decisions. EHR systems need to take into account 
different methods of storing and using weight in support of  prescribing  .  

  Daily vs. Single-Dose Reasoning     In dose-range  decision support  , there are limits 
for single doses and for total daily doses, both of which must be accounted for in 
decision support. Pediatric  prescribing   guidelines are usually written in mg/kg/day 
divided into a certain number of doses. This format takes into account the per-dose 
and daily dose parameters, although EHR dosing rules may provide these two 
parameters separately.  
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  Power-of-Ten Errors     In providing small doses to small people one of the most 
common and most dangerous dosing errors is the situation where the dose is higher 
by a factor of 10 or 100, due to confusion between the volume to administer (e.g. 
2 mL) and the mass to be administered (20 mg), faulty multiplication, or the migra-
tion of a decimal point (Dart and Rumack  2012 ). In adult care, doses tend to be 
standard, so there is no way for practitioners to recognize the “usual” dose, since 
there is no usual dose. Dosing  decision support   in EHRs is mainly intended to miti-
gate these kinds of errors.  

  Physiologic Variation with Development     A subtle factor that affects some pedi-
atric  prescribing   is the effect of  maturation   of organ systems in the immediate post- 
natal period that affect drug clearance rates. In order to provide adequate decision 
support for these dose variations, the ideal system would need to be able to compute 
different ideal doses at ages measured in days or even hours, and to take into account 
prematurity. For example, for the antibiotic gentamicin, which is commonly pre-
scribed to neonates in the intensive care setting, one common guidelines is that a 
premature neonate weighing less than 1000 g at birth would get 3.5 mg/kg/dose 
every 24 h, but a term neonate less than 7 days old and weighing more than 1200 g 
would get 2.5 mg/kg/dose every 12 h, but the same infant over 7 days old (but less 
than 2000 g at birth) would get the same dose every 8–12 h (Taketomo et al.  2011 ). 
It’s easy to see how such complex rules can be diffi cult to model in a  prescribing   
system, and diffi cult to present to  users   in an intelligible way.  

  Off-Label Use     Vendors of drug-dosing decision support databases, commonly 
used in EHR and e- prescribing   products, offer guidelines for dosing that are used in 
 decision support  . Because many of the drugs used in pediatrics are not actually 
approved for use in children under a certain age, it can be seen as controversial for 
a vendor to provide a non-FDA-approved dose range. Because of the absence of 
FDA-approved dose ranges, local variation in these ranges is common. Such varia-
tion makes it even more diffi cult for drug-dosing  decision support   database vendors 
to provide this decision support confi dently. The result is a database with incom-
plete data, where  users   of EHRs that use these data must fi ll in the blanks. Across 
data from multiple institutions, tremendous variation is seen in the dosing rules that 
are brought to bear on these prescriptions.  

  Metric vs. English Controversy     Because of the dependency of changing body 
size on therapies, pediatric clinicians are in the habit of using metric-system mea-
sures for weight, height, temperature, and other measurements. Dosing guidelines 
are typically in milligrams (of drug) per kilogram (of patient’s body weight) per 
day, and liquid concentrations are expressed in milligrams (of drug) per milliliter 
(of constituted drug product). The American public, however, has not taken up the 
metric system, so child health providers fi nd themselves converting weights from 
kilograms to pounds, and doses of liquid medicines from milliliters to teaspoons. 
This conversion offers opportunity for error in the communication between physi-
cians and families. It also offers a source of error in the data that is recorded for 

1 Pediatric EHRs and Research



16

prescriptions. Systems in an academic medical center will typically adhere carefully 
to metric units, but systems in community settings are more likely to store dosing 
guidelines and prescription records in terms of these imperial units. Merging data 
across sources must therefore take into account this conversion.  

  Compounded and Combined Medication Forms     Owing to the inability of young 
children to swallow pills and the impracticality of the pharmaceutical market to 
provide liquid forms for all conceivable drugs, a small but signifi cant number of 
medications must be converted to liquid form by a compounding pharmacy. Because 
the formulas for these compounded medications are not standard, the records for 
these drugs embedded in the EHR are not standard. Even within an institution, there 
can be multiple instances of compounding of the same medication that make com-
parison of  prescribing   data complex. Combination preparations, where more than 
one drug is in a preparation, are particularly common among compounded medica-
tions. Decision  suppor  t aimed at one component of a combination medication may 
not be appropriate for the other components of the preparation, and  users   may be 
uncertain as to which component is the  target   of the decision support. The data 
 model   for the data in any analysis has to take these complexities into account.  

  Extra Requirements for Decision Support Rules     Rules put in place to guide 
 prescribing   decisions in child health need to take body mass and age into account. 
As with any factor that makes decision rules more complex, the maintainability of 
the corpus of rules quickly outstrips the ability of any organization to maintain these 
rules. An effective general strategy for managing this complexity remains an 
unsolved conundrum (Conroy et al.  2007 ) .   

1.5      Immunization  Management   

1.5.1     Decision Support to Determine Currency 
of Immunizations 

 While adults receive immunizations according to schedules and risk factors, the 
complexity of the decision-making about which immunizations to give at what time 
is an order of magnitude greater. This is partly due to the higher number of targeted 
pathogens in immunization preparations, but also to the greater number of vaccine 
products on the market, the changing nature of vaccine guidelines, and the complex-
ity of the temporal reasoning required for effective immunization administration. In 
addition, administration rules may change over time, presenting yet another chal-
lenge for accurate decision support. Below are the guidelines for administering the 
rotavirus vaccine. These rules illustrate the complexity that must be supported in an 
information system designed to give decision support for the administration of these 
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medications. It is also illustrates the common observation that some of the concepts 
used in the  decision support   are not computable from available data (“whenever 
possible,” “clinically stable”). 

 Rotavirus vaccine administration rules (Cortese et al.  2011 )

•    For Product 1, there are three required doses, to be given at 2, 4, and 6 months.  
•   For Product 2, there are two required doses, to be given at 2 and 4 months.  
•   The series should be completed with the same product whenever possible.  
•   The minimum age for administration of the fi rst dose of either product is 6 weeks 

0 days.  
•   The maximum age for administration of the fi rst dose of either product is 14 

weeks 6 days; if this deadline is missed, the vaccine should not be 
administered.  

•   The minimum interval between administrations of either product is 4 weeks.  
•   There is no maximum interval between doses, but the maximum age for admin-

istration of the fi nal dose of either product is 8 months and 0 days  
•   Rotavirus vaccine may be give concomitantly with DTaP vaccine, HiB vaccine, 

IPV, hepatitis B vaccine, and pneumococcal conjugate vaccine  
•   Preterm infants can be immunized at the same schedule as term infants, based on 

the preterm infant’s chronological (post-delivery) age. The preterm infant should 
be clinically stable, and should be given no earlier than the time of discharge 
from the neonatal intensive care  unit   or nursery.     

1.5.2       Decision Support   to Schedule Immunizations 

 The decision about what immunizations to deliver today is different from the deci-
sion about when the next doses are due. A convenient way to simplify this decision- 
making has evolved by way of the recommended schedule of well-child visits 
(Haggerty  1987 ). When new vaccines are introduced, their schedule conforms to 
this schedule in order to make it easier to administer. The rotavirus vaccine cited 
above, for example, conforms to the standard pattern of “well-baby checks” at 2, 4, 
and 6 months familiar to most  parents  . If a patient is able to stick to the prescribed 
schedule, there is little need for decision support to for what ought to be given at the 
visit and when to return for the next immunizations. Unfortunately, the real-life 
ability to adhere to this schedule is low (Selden  2006 ) so child-health providers are 
left with a great deal of decision making that they expect their information systems 
to help with. Only a minority of current EHRs do so (Kemper et al.  2006 ). This 
defi ciency is due to the complexity of the logic required for sensible recommenda-
tions and the dependency on that logic on manually entered data .  

1 Pediatric EHRs and Research



18

1.5.3     Immunization Registries and Information Exchange 

 One solution to the problem of missing immunization data and recommendations 
for current or future doses lies in the technology of immunization registries, now 
more widely known as immunization information systems (IIS) (Yasuda and 
Medicine  2006 ). Because of the state-based organization of public health programs, 
and the state-based organization of the Medicaid program, these IIS are usually 
established to operate within a specifi c state or a region within a state. The state- 
based nature of these systems presents challenges to usability in  populations   that 
live near state borders. It also means that resources available to administrators of 
these systems are as constrained as any state-funded program ( Blavin and Ormond 
2011 ). The case for IIS is that since each patient typically receives immunizations 
in a variety of settings (doctors’ offi ces, public health clinics, immunization fairs, 
schools, pharmacies) a unifying system will allow all providers to make decisions 
about who needs immunizations, and public resources can be directed to improve 
immunization rates in the highest risk areas. Standards exists for the  transmission   of 
immunization information (ref:  HL7   v. 2.5.1 Implementation Guide for Immunization 
 Messaging  ) but are usually customized in a way that makes  interoperability   between 
systems diffi cult. The U.S. federal Meaningful Use program (HHS  2009 ) at Stage 1 
requires providers to conduct a test of data transmission to a public health agency; 
one choice in the menu of items aimed at this goal is the state immunization  registry  . 
While this is a far cry from requiring full  interoperability  , it is a step in the right 
direction toward encouraging the development of mature data  sharing  . In the mean-
time, providers who implement EHRs are faced with the dual challenge of getting 
local logic set up to support improvements in immunization rates while providing 
data to state IISs using manual methods and batch uploads .   

1.6     Patient Identifi cation 

1.6.1      Newborn  -Infant Transition 

  Newborn   infants must be registered with a new medical record number (MRN) and 
a suitably distinctive name at the time of birth to allow normal clinical  workfl ows  . 
Typically these infants are assigned a name based on the mother’s name, as is “Boy 
Jane Smith” or “Jane Smith Twin A.” While the infant retains his or her MRN after 
this temporary name is changed to the child’s given name, the MRN remains 
unchanged, but clinicians tend to assign more salience to a name than to a number. 
This change can make it challenging to integrate information across the  perinatal   
period, especially when the venue of care changes (e.g. from the nursery to the doc-
tor’s offi ce). EHRs used in the care of newborns must allow  users   to track patients 
based on either name. This is functionally similar to the tracking of adults who 
change their names after marriage, but in this case it happens to practically all 
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individuals. At stake in this identifi cation process is the newborn screen results, sent 
in for analysis in the fi rst few days of life, but whose results come back to the out-
patient provider well after the baby’s given name is established.  

1.6.2     Fetal- Newborn   Transition 

 The rise of techniques useful in the diagnosis and treatment of fetal problems pres-
ents special problems for healthcare record-keeping. Typically, patients do not 
receive a distinct record in the system until after they are born. Records maintained 
on fetal procedures are usually stored in the mother’s chart, as is appropriate at the 
time of the procedure. Tying the information about fetal procedures to the record of 
the infant after birth requires at least a  linkage   between the mother’s chart and the 
baby’s. Ideally, there should be a way to split out information from the mother’s 
chart into the infant’s chart, in a way that preserves the usual  privacy   standards (just 
because it is clinically appropriate for one to access one person’s chart does not 
mean it is appropriate to access another’s). Currently in EHR systems this kind of 
fi ne  access control   is not technically possible. The clinician is left with the task of 
manually extracting information from the mother’s chart into the baby’s, pending 
development of systems that take fetal care into account.  

1.6.3     Maternal-Fetal/Infant Linking 

 There is one circumstance where access to one person’s chart entails some access to 
another’s. In  newborn   care, there are elements of the mother’s  perinatal   chart that 
are just as clinically relevant to the baby as the mother: Group-B Strep colonization 
status of the mother at birth, HIV status of the mother, medications given to the 
mother around the time of delivery, and so forth. While one can tie charts together 
in some EHR modules specifi cally designed for  perinatal   care, the movement of this 
information into the baby’s chart in a way that would make this information extract-
able for analysis or available for  decision support   does not exist in general purpose 
EHR systems. Manual abstraction or a workaround using an external system is usu-
ally what is needed to support these data functions.  

1.6.4     Pediatric-Adult Care Linking 

 Another instance where charts need to be linked across venues is when a pediatric 
patient “graduates” to adult care (Cooley  2011 ). Currently, from the information 
system perspective, the best practice is to transmitting a subset of the clinical data 
in the form of a care summary using the Continuity of Care Document (CCD) 
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format. In current technology there is no practical way to transmit the entire corpus 
of information on a particular patient.   

1.7     Developmental Monitoring 

 A central feature of health supervision is  screening   for developmental delays. These 
delays in speech, motor function, or other abilities may indicate primary neurode-
velopmental disease or be secondary to systemic disorders or socioeconomic fac-
tors. In any case, it is in the domain of the primary-care child health provider to 
screen for delays and to refer to needed services, like audiology, speech pathology, 
or neurology (ref: AAP Counc Child Disab 2006). The best practice for this activity 
is to use standardized developmental evaluation instruments—questionnaires—that 
can be fi lled out by the clinician or in some cases the  parent  . From the data perspec-
tive, the problems to be solved include how to marry  parent  -entered data into the 
medical record of the child, how to share developmental  screening   data for public 
health purposes, and how to track a very diffuse referral and follow-up process to 
ensure that no patients’ needs go unaddressed. In addition, most of the developmen-
tal  screening   tools available are proprietary, which makes widespread implementa-
tion costly if not impossible. 

1.7.1      Newborn   Screening 

 Another  screening   process performed on practically all newborns in industrialized 
countries is newborn  screening   for congenital disorders. Often called “metabolic” 
 screening  , because of the emphasis on such metabolic diseases as phenylketonuria 
and hypothyroidism, most newborn  screening   programs now include  screening   for 
hearing loss (albeit not via a blood sample). Since these programs are state-run in 
the U.S., each state has a slightly different panel of disorders that it screens for. 
Challenges in the management of data for newborn  screening   include correct iden-
tifi cation of the infant as he or she changes names, correct identifi cation of the fol-
low- up provider, presentation of the data in a way that can be stored and acted upon, 
and  interoperability   between state databases and provider EHRs. In the current envi-
ronment, there is not widely implemented technical solution for any of these 
problems.  

1.7.2     Well-Child Care 

  Applicable Guidelines     The American Academy of Pediatrics has published rec-
ommendations for well-child care according to a schedule for many years (refs). 
State Medicaid programs expect that this schedule of visits (typically at birth, 1–2 
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weeks, 2, 4, 6, 9 and 12 months, then 15 and 18 months, then at 2 years and annually 
thereafter) be provided to their benefi ciaries. The  immunization   schedule is arranged 
around the assumption of this schedule of visit, as are other guidelines for  screening   
(anemia, developmental delay, lead poisoning, etc.). In addition to the timing of 
these visits, the AAP recommends what clinical events should occur at these visits: 
measurements, sensory  screening  , lab tests, and advice for  parents  . The Bright 
Futures guidelines (  http://brightfutures.aap.org    ) provide more detail on the content 
of these visits.  

  Required Data     Insurers and State Medicaid agencies set standards for the content 
of these well-child visits. In Medicaid programs, these requirements are embodied 
in the Early and Periodic Screening, Diagnosis, and Treatment program (EPSDT). 
Audits enforce these standards, but some agencies are requiring  reporting   of the 
actual data collected in these visits, such as the records of immunizations given, 
 screening   test results, and diagnoses. A  messaging   standard has been developed for 
this  reporting   (ref California EPSDT format). Quality measures for pediatric pri-
mary care are built on the assumption that this schedule of well-child visits is 
occurring.    

1.8      Terminology   Issues in Pediatric EHRs 

 Like all specialized areas of health care, pediatrics uses terminology differently 
from other areas. While there are special terms used in patient histories and exams, 
those terms general live in free-text portions of the record. Terminology specializa-
tions are most obvious in the regions of the EHR that focus on diagnoses (such as a 
problem list, past medical/family/social history, or billing section). For a diagnostic 
terminology system to be usable in child health, it must:

•    Allow detailed descriptions of family historical risk factors  
•   Be descriptive of specifi c congenital syndromes and their subtypes  
•   Have detailed descriptors of anatomic anomalies that may lie outside of 

syndromes  
•   Allow description of chromosomal anomalies  
•   Describe patient behaviors that represent risk factors for undiagnosed behavioral 

disorders  
•   Describe family stressors that may affect child health and development  
•   Describe maternal conditions that affect the infant (e.g., “Maternal Group B 

Strep colonization”)  
•   Describe  developmental  , educational, or anthropometric states (none of which 

may be a disorder  per se ) throughout the lifespan     
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1.9     Pediatric Quality Measurement and the EHR 

 Quality measurement has been an important part of EHR implementation for adult 
care providers for many years (McColm and Karcz  2010 ) but the maturity of quality 
measures applicable to children is far behind that of adults. Part of this is due to the 
fact that outside of  asthma   and attention defi cit hyperactivity  disorder  , chronic dis-
ease in children consists of small  populations  , in contrast to the large adult popula-
tions entailing diabetes, coronary artery disease, congestive heart failure, 
osteoporosis, and other high-prevalence adult conditions. For these numerous 
smaller populations, there are few simple proxy measures available to measure out-
come, as one can do with diabetes (through the hemoglobin A1c percentage blood 
test) or process (as one can do with osteoporosis with data on the timing of bone- 
density studies). Nevertheless, there is increasing interest in pediatric measures that 
can be extracted from EHR data (Fairbrother and Simpson  2011 ; Kallem  2011 ) and 
the U.S. Federal Meaningful Use program is included more pediatric measures in its 
Stage 2 program (CMS  2012 ). As with any other measure, reliable data  entry   is 
prerequisite, so any data entry outside the normal  workfl ow   of ordering procedures, 
receiving lab test results, or  prescribing   medications is apt to be invalid. Special 
improvement programs aimed at data collection quality would usually be necessary 
to get to an acceptable level of validity if clinician data collection is expected. 

 Most quality measures are computed from claims data, owing to claims data’s 
higher quality requirements as compared to EHR data. Those higher quality require-
ments are met in large part because the data requirements for claims are far simpler. 
The lack of detail in these simpler data sets fails to express the full complexity of 
care, so current efforts to develop more meaningful quality measures are taking 
EHR data into account, with some success (Angier et al.  2014 ; Bailey et al.  2014 ). 

 One phenomenon that tends to hamper the spread of pediatric quality measures 
is that all quality measures require suffi cient numbers of patients to offer power to 
detect differences and to provide meaningful  population   estimates. While a large, 
tertiary children’s hospital, may see enough patients with, say, testicular torsion in 
a year to afford a decent sample of patient outcomes data, the same is not true for 
general hospitals and community practices. It is therefore diffi cult to build momen-
tum for quality measurement for most pediatric conditions. One recent study (Berry 
et al.  2015 ) noted that even among U.S. children’s hospitals, few institutions had 
suffi cient quantity of data to detect a drop in care quality for sickle cell disease, 
appendectomy, cerebrospinal fl uid shunt surgery, gastroenteritis, heart surgery, and 
seizure of a reasonable amount over the 3-year timeframe of the study.  

1.10      Registries and  Population   Management 
Within the EHR 

 The word   registry    can mean different things in the context of  health information 
technology  . Classically, a healthcare  registry   is a carefully curated set of data main-
tained for a specifi c analytical purpose, like tracking the current state of patients in 
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a geographic region with a particular chronic disease (e.g, cystic fi brosis (Sanders 
et al.  2015 ; Sykes et al.  2016 )) or undergoing a particular kind of care (e.g., surgery 
for congenital heart disease (Husain et al.  2014 ; Pasquali et al.  2014 )). In this form 
of  registry  , data from the electronic health record is usually extracted, reformatted 
to match the defi nitions of the  registry  , and uploaded through a standardized pro-
cess. With the increasing prevalence of EHR systems in physicians’ offi ces and 
hospitals, some curators of registries are crafting more direct, less expensive meth-
ods of identifying candidates for  registry   inclusion (Sarkar et al.  2014 ) or populat-
ing data directly into registries (e.g., The American Academy of Neurology’s AXON 
 registry   (Goldenberg  2015 )). Extracting data directly from the EHR places a burden 
on clinical  users   to assure high data  quality   (Kern et al.  2006 ); it remains to be seen 
whether direct connections to these kinds registries will truly obviate the labor-
intensive data-formatting process of more traditional  registry   data loading. 
Inevitable variance between the data  models   of the EHR and the  registry   may 
require changes in either the EHR or the  registry   in order to facilitate seamless load-
ing of data from one to the other (Merrill et al.  2013 ). 

  Registry  in another sense refers to functionality found within the EHR system 
itself, in which patients are identifi ed as being part of a group that is managed 
according to a plan of monitoring and outreach (Navaneethan et al.  2011 ). Typically, 
the inclusion and exclusion of a patient in a given  registry   is at least in part deter-
mined by criteria recorded in the EHR as part of routine care, like diagnoses. Once 
in the EHR  registry  , data on patients’ disease state or risk  stratifi cation   can be 
viewed to allow clinical workers to identify patients most in need of services. EHR 
registries typically facilitate the tracking of outreach activities (phone, email, let-
ters, etc.) and the results of disease-modifying interventions.  Decision support   
focused on the members of the  registry   can be implemented for only those patients, 
thereby helping to narrow alerts and reminders to the appropriate  population  . 
Because the  registry   provides a well defi ned denominator, the system can better 
compute meaningful measures of process and outcome, typically displayed in a 
dashboard-style display designed to drive clinical activities. Likewise,  registry   
membership provides a validated way to identify  populations   for research studies 
and for the computation of metrics that require defi ned denominators, like  immuni-
zation   rates or measures of disease activity. Membership in a  registry   within the 
EHR is usually tracked with a data element (fl ag) that can be manipulated manually 
or computed from other data. Researchers using EHR data will need to use these 
fl ags to assure fi delity between clinical and research fi ndings .  

1.11     Conclusion/Summary 

 EHRs used in the care of infants, children, and adolescents must support different 
functionalities than systems designed for adult care. Adaptations to these systems to 
accommodate pediatric clinical work will affect the type of data available. Those 
who seek to use data from pediatric EHRs should examine how well the specialty 
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 workfl ow   is supported by the EHR in order to be able to interpret the system’s out-
put. Use of pediatric healthcare data for secondary uses such as quality  reporting   
and registries must take all of these factors into account in order to be effective.     
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    Chapter 2   
 Protecting Privacy in the Child Health EHR                     

     S.     Andrew     Spooner     

    Abstract     In the United States and other industrialized countries, laws demand that 
all individually identifi able health information be secured from unintended disclo-
sure and handled as private, sensitive information. While this protection extends 
equally to all information in a health record, information that pertains to mental 
health, reproductive health, physical abuse, and certain other areas with social 
impact is usually considered even more sensitive than other types of health informa-
tion. The latter types of information may have special laws or professional standards 
that apply to how it is handled. All of these privacy and security issues become more 
complex in situations where minors are involved, because of real or perceived con-
fl icts between the interests of the child and the interests of parents or guardians. In 
the care of adolescents, these issues become particularly diffi cult, and may affect 
how data are recorded or displayed in the EHR system, and the extent to which data 
may be available for research. Additional areas that present diffi cult challenges to 
privacy include fetal care, foster care, and situations where genetic information 
must be stored and interpreted. Security policies for access to systems intended to 
be used by patients (personal health records and patient portals) are complex. They 
can become even more challenging when the child has participated in clinical 
research and unexpected clinically relevant results are obtained. In this chapter we 
will discuss the prevailing regulations in the United States and the European Union 
that apply to privacy and security, and highlight pediatric aspects of these rules that 
apply to data.  

  Keywords     Data integrity   •   Privacy   •   Security   •   HIPAA  

        S.  A.   Spooner ,  M.D., M.S., FAAP      (*) 
  Departments of Pediatrics and Biomedical Informatics, Cincinnati Children’s Hospital 
Medical Center ,  University of Cincinnati College of Medicine , 
  3333 Burnet Avenue, MLC-9009 ,  Cincinnati ,  OH   45229 ,  USA   
 e-mail: andrew.spooner@cchmc.org  

mailto:andrew.spooner@cchmc.org


28

2.1       The  Information   in an EHR 

2.1.1     Basic EHR Data Integrity 

 Like the research record, the data in the electronic health  record   demands a high 
level of integrity. While the goal of research record data integrity policies is to 
ensure scientifi c rigor, the goals of EHR data integrity are of a different nature:

•    Unlike a research record, the EHR tends to be inclusive of all data--not just vali-
dated data. For example, a health record may contain two blood pressure record-
ings at an offi ce visit because the clinician decided to repeat the measurement. 
One would not expect the original recording to be deleted. In a case where “the” 
encounter blood pressure needs to be recorded for research, the researcher has 
the dilemma of what to do with such an inclusive data set.  

•   Whereas data collection for research typically follows rigid and well-defi ned 
data collection processes, this is not so for the clinical health record. The result 
is that a clinical record is much less structured than a case  report   form. Automated 
extraction of data for research is therefore challenging.  

•   The data in the EHR belong to the patient, and must be provided to the patient or 
the applicable guardian at any time. The patient can also request changes to the 
chart (although these requests do not have to be honored if they are inappropri-
ate) and the patient/ parent   may also add documentation to the chart at any time 
under  HIPAA      (OCR  2002 ) in the United States.  

•   The EHR plays an important role in legal defense of malpractice claims. Although 
the medical record is classifi ed as hearsay (Elias  2003 ), one may still use it in 
court if one can show that the record is maintained in a businesslike way. Any 
evidence that the medical record is being used for purposes other than clinical 
care may render the record useless in legal defense. For this reason, there are 
usually limitations on which people in which job roles are allowed to make 
entries in the record.     

2.1.2       Data  Entry   

 Clinical care is documented typically by the recording of a large amount of free  text   
and a small amount of discrete data. While EHRs can vary in the extent to which 
they demand discrete data entry, it is accepted that free-text entry (in the form of 
dictation, text-generating macros, or typing) is necessary to capture the complexity 
of clinical care. One might be able to reduce very simple patient encounters to a 
series of check-boxes with associated discrete data elements, but in academic medi-
cal centers where even moderately complex disease is addressed, it is not reasonable 
to expect clinicians to adhere to templates that generate primarily discrete data. 
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 There are areas of the EHR, like laboratory test results and  medication   orders, 
that do contain a preponderance of discrete data, but there are some limitations to 
the uses of these data for research. In these areas there are usually a number of regu-
latory agencies that govern how these data are structured. For example, U.S. clinical 
laboratory procedures are certifi ed through a program (CMS  2014 ; Kroger  1994 ) by 
federal law. Under these conditions, one is not free to set up investigational clinical 
laboratory tests as a part of routine care. Likewise, prescription data must conform 
to data  standards   that allow electronic  prescribing   (Liu et al.  2011 ), so investiga-
tional drugs present a challenge to represent in clinical EHRs. For example, if the 
investigational medication is not yet on the market, and therefore is not yet assigned 
a code from the system used to identify retail products, it might be diffi cult or 
impossible to encode as discrete data in the EHR. These regulatory hurdles, while 
they serve a good purpose, may make it impossible to use the EHR itself as a 
research record, even if the proper institutional review  board   assurances are 
obtained. “Shadow records” that parallel the clinical record for research can cause 
confusion in the clinical operation, especially when the research activities overlap 
with normal clinical activities. 

 Another particular challenge of maintaining research data that parallels clinical 
data is how to handle discrepancies between the two. It is customary to apply data 
 quality      standards to research data. For example, one may want to select a particular 
blood pressure, collected under certain conditions, for a data point in a research 
study. One might then delete all other blood pressures from the research record in 
order to establish the data point of interest. This kind of deletion of data is not pos-
sible in an EHR, assuming the data were not collected in error. All data are retained, 
and deleting data—even if it is erroneous—must be done in a way that retains the 
data for future inspection. Most clinical operations that allow corrections of data in 
the EHR have strict policies about how the change is documented. It would be 
unusual to see a situation where data from a clinical research study would fl ow back 
to the clinical record as a correction, regardless of how valid the correction might 
be. In any case, only those personnel authorized to make entries in the clinical 
record can initiate those changes  .   

2.2     Privacy Concepts in Pediatrics 

 Health care information is sensitive, and as such is protected by the Administrative 
Simplifi cation provisions of the Health Insurance Portability and Accountability 
 Act   of 1996 (Chung et al.  2006 ), as well as state laws. Because every episode of 
pediatric care involves at least two people in a patient role (the patient and the 
patient’s  parent   or guardian), and perhaps many more, the task of securing informa-
tion while maintaining the appropriate level of access is especially challenging in 
pediatrics. As technology moves toward fulfi lling the goal of faster information fl ow 
and higher transparency, these issues are exacerbated. Pediatric clinical research, 
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especially in  genomics  , can also generate health care information that creates  pri-
vacy   concerns. These issues are discussed in Chap.   6    , Data Governance and 
Strategies for Data  Integration      and Chap.   7    , Laboratory Medicine and Biorepositories. 

2.2.1     HIPAA 

 The U.S. Health Insurance Portability and Accountability  Act   of 1996 intended to 
provide for continuity of health insurance coverage after a change in employer. This 
initial goal never materialized, but the portion of the law that required electronic 
 transmission   of health care claims (Title 2) remained. This portion of the regulation, 
known as “Administrative Simplifi cation,” raised concerns about  privacy   and  secu-
rity   of the claims information that was required to be sent. This concern spawned 
the  HIPAA   Privacy Rule and the HIPAA Security Rule, enacted in April 2003 and 
currently enforced by the U.S. Offi ce of Civil Rights (HHS  2002 ). While the full 
detail of these rules is beyond the scope of this text, it is important to appreciate that 
HIPAA remains the main driver of how clinicians behave to protect health informa-
tion ( privacy   rules, mostly) and how systems are designed to protect it (security). An 
important principle regarding the use of EHR information is the “minimum neces-
sary” rule, which states that those who access the record see only that part of the 
record that is necessary for performance of their job. This principle affects (or 
should affect)  users  ’ behavior, but it also guides policies for who is given access to 
what parts of the EHR. A researcher wanting to examine records of patients solely 
for the purposes of research would violate this rule. The  HITECH   Act of the 
American Recovery and Reinvestment Act of 2009 (HHS  2013 ) strengthen  HIPAA’s   
 privacy   and security requirement, and impose stiffer penalties.  

2.2.2      HIPAA   Business Associate Agreements 

 Those who work with health data, unless the data are suitably rendered anonymous, 
are subject to the  HIPAA    privacy   and security rules, and the attendant penalties, 
through business associate agreements. These agreements bind recipients of health 
care data to the same rules that the clinical originators of data must follow, and 
applies the same penalties for breaches of  confi dentiality  . Recent changes in US law 
regarding business associates ( 2013 ) have reinforced the seriousness of the govern-
ment in its intent to enforce these rules.  

2.2.3     Pediatric Aspects of HIPAA 

 The  HIPAA   Privacy Rule allows  parents   or guardians access to the child’s health 
information in almost all situations. Exceptions include when the minor is the one 
who  consents   to care and the consent of the  parent   is not required under State or 
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other applicable law; or when the minor obtains care at the direction of a court; or if 
the  parent   agrees that the minor and the health care provider may have a confi dential 
relationship (HHS  2002 ). Privacy laws vary from state to state, and providers are 
obliged to follow the most stringent one. Since control of children’s health informa-
tion is sometimes a hot political topic (as in the case of minors’ access to reproduc-
tive health services) these legal confl icts can make control of data very complicated 
(Chilton et al.  1999 ).  

2.2.4     FERPA 

 A law that existed many years before  HIPAA   was the Family Educational Rights 
and Privacy Act (Kiel and Knoblauch  2010 ) which attempts to give students some 
control over the use of their educational records. When healthcare is provided at a 
school, the line between health records and educational records is blurred, and there 
can appear to be confl icts between HIPAA and FERPA. If one is attempting to 
aggregate data from both educational and healthcare settings, these specifi c laws 
may come into play. The U.S. Department of Education and the U.S. Department of 
Health and Human Services published joint guidance on navigating these appar-
ently confl icting laws in 2008 (HHS  2008 ).  

2.2.5     Release of Information 

 A common function of the information systems in a healthcare organization is the 
release of information based on a request from a patient,  parent  , guardian, lawyer, 
State agency, or other suitably approved group. Release of information (ROI) in a 
hospital is typically handled via a controlled process through the Health Information 
Management department or similar entity. Before the age of EHRs, the actual con-
veyance of medical records was achieved by a tedious and time-consuming process 
of photocopying paper records or printing images of documents from archived stor-
age. It was considered normal for this process to take several weeks. The diffi culty 
of this process rendered the medical record effectively inaccessible to all, but the 
most dedicated patients and their representatives. 

 In the information age, expectations about the ease by which one can get infor-
mation are changing. The Continuity of Care Document project (Ferranti et al. 
 2006 ) is a manifestation of the expectation that electronic health  records   can  produce 
immediate summary information for the purposes of sharing across venues of care. 
The expectation of immediate access has spread to all areas of the EHR (How et al. 
 2008 ). These expectations entail more sophisticated  authentication   methods than 
the typical notarized  permission   form that usually initiates the process of ROI today. 

 ROI is important to understand in pediatric care because it means that all infor-
mation in the chart (or at least that part designated the “legal medical record”) is 
available to the guardian at all times. While it may have been comforting to assume 
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that the information is “secure” from prying parental eyes because of a 6-week wait 
for photocopying, that wait will eventually be reduced to practically zero through 
electronic methods. Parents or guardians will have contemporaneous access to all 
details in a child or adolescent’s chart. We have not yet had the opportunity to evolve 
habits in practice that take this into account, or sophisticated  privacy   policies that 
balance the need to keep things truly private between a provider and a minor patient 
under the assumption of immediate parental electronic access.  

2.2.6     Clinical Data  Sharing   vs. Financial Data Sharing 

 Regardless of  privacy   policies put in place, the fact that guardians receive billing 
information about health services provided also runs counter to the concept of keep-
ing things private between a minor and a provider. Doctors who treat adolescents 
have been known to write prescriptions on paper or provide samples rather than run 
the risk of notifying a  parent   via a pharmacy claim. Regardless of how one feels 
about the appropriateness of such confi dential care, such practices do create holes 
in the  protections   set up in the electronic record.  

2.2.7     Parental Notifi cation vs.  Consent   to Treat 

 Adolescents can consent to treatment at an age younger than the age of majority in 
certain clinical contexts (Weddle and Kokotailo  2002 ). For example, an adolescent 
at age 12 can, in the states of California or Illinois (as of 2003 (English and Kenney 
 2003 ; Kerwin et al.  2015 )) consent to treatment for mental health services. In North 
Carolina, the minor can consent at any age. This varying age of consent has little 
impact on EHR functionality or data  storage  , but it is often confused with the con-
cept of  parental notifi cation  . Just because an adolescent can consent to treat for his 
or her own care does not make the record of that treatment confi dential, or obviate 
parental notifi cation regulations. Once again, the availability of that information in 
the medical record may appear threatening to both patient and provider, to the point 
that the provider may record data in a non-standard place (like a “sticky note” fi eld 
that is not part of the legal medical record). Once again, full appreciation of the 
 workfl ow   used to produce health data is necessary in order to  construct   meaningful 
queries and analysis.  

2.2.8     Mandated Reporting 

 Child health workers are obliged under the law of all U.S. states to report suspected 
child abuse. This obligation overrides  HIPAA   or other concepts of health informa-
tion  privacy   (AAP  2010 ).  
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2.2.9     The European Data Protection Directive 

 In the European Union, the right to  privacy   and its effect on data management is 
refl ected in Directive 95/46/EC, commonly known as the Data Protection Directive 
(DPD) of 1995 (Barber and Allaert  1997 ), and the subsequent 2012 proposed 
reforms of this law (Saracci et al.  2012 ). The scope of this directive is larger than 
health care, but does apply to EHR data. The focus of these laws is to ensure  protec-
tion   of inter-country transfer of information as part of clinical care, but any inter-
country use of data, including research, would be affected. Of course, within-country 
handling of data would be governed by laws within that nation. In many European 
countries (e.g., Denmark, Finland), there are centralized database of health informa-
tion, but the use of these databases for research is controversial (Lehtonen  2002 ) 
and the DPD does not specifi cally address how data might be used in medical 
research (Sheikh  2005 ). Similarly, adolescent  privacy   is not specifi cally addressed 
in the DPD, although it is reasonable to assume that the laws of individual countries 
would take precedence. As the “right to be forgotten” legislation from the European 
Union (Jones  2016 ) indicates, European  privacy   laws that might apply to medical 
data may be even more restrictive than in the United States. It is unclear whether this 
focus in  privacy   will work for or against an adolescent’s interest, since  parents  ’ 
interests and the adolescents’ interest can be in confl ict.   

2.3     Health Information Privacy in  Adolescent Care   

2.3.1     The Nature of Adolescent Practice 

 The care of adolescent patients—as in the care of all patients—must address issues 
of particular sensitivity: reproductive health, sexually transmitted disease, substance 
abuse, physical abuse, eating disorders, sexual abuse, mental health, and sexual ori-
entation (Gray et al.  2014 ). The difference with adolescents that affects EHR  imple-
mentation   is that the patients are more sensitive to the effects of  confi dentiality   on 
their decision to seek care (Ginsburg et al.  1997 ; Ginsburg et al.  1995 ). Most agree 
that adolescents need to share in the decision-making about their care, regardless of 
their inability to legally  consent   to their treatment. For sensitive topics, adolescents 
may forego care in order to hide information from  parents   (Britto et al.  2010 ; Ford 
et al.  2004 ). Since a fundamental goal of  health information technology   is usually 
to make information  easier  to share, the adolescent’s prerequisite to restrict infor-
mation dissemination may be impossible to accommodate without the establish-
ment of special policies and procedures. As a result, clinical  users   may resort to 
obfuscation of data or the use of paper to manage the information that would other-
wise be contained in the EHR. Obviously, this would have major downstream effects 
on the interpretation of data derived from these environments.  
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2.3.2     Data Access Policies in the Adolescent Patient 

  Adolescent Health, Privacy and  Research       Adolescents participate as subjects in 
clinical research, but the process for weighing the risks and benefi ts of parental 
 consent   are complex. Even when parental consent is not a sensitive issue, research-
ers intending to engage in clinical research involving adolescents should familiarize 
themselves with local legal issues regarding assent and  consent   at various ages. The 
Society for Adolescent Health and Medicine maintains guiding policies for these 
issues (Bayer et al.  2015 ; Santelli et al.  1995 ).  

  Confi dential Care     It is a basic principle of adolescent healthcare, endorsed by 
professional societies, that they be offered confi dential care when appropriate 
(ACOG  2014 ; Ford et al.  2004 ; Gans Epner  1996 ). Since health information is 
already considered confi dential, a promise of confi dential care essentially means 
that information will be kept from  parents   or guardians, a concept that fl ies in the 
face of some state law and EHRs designed to provide information to  parents   or 
guardians in the form of printed summaries and on-line portals. As of this writing, 
there are no standards for adolescent  privacy   policies to govern such patient- 
accessible information, whether for clinical care or research.    

2.4     Health Information Privacy and Mental Health 

 Mental health information was singled out in the  HIPAA   Administrative 
Simplifi cation rules in the sense that “psychotherapy notes” do not have to be dis-
closed to patients or families as part of the usual release of information. These kinds 
of notes are usually made to record a therapist’s thoughts during a patient’s therapy, 
and, if a patient accessed these notes, they might be damaging to the patient’s prog-
ress. The regulation specifi es that these notes cannot contain “medication prescrip-
tion and monitoring, counseling session start and stop times, the modalities and 
frequencies of treatment furnished, results of clinical tests, and any summary of the 
following items: diagnosis, functional status, the treatment plan, symptoms, prog-
nosis, and progress to date” (HHS  2001 ). 

 This minor exception to the idea that a patient or family owns the information in 
the chart with complete access rights has no direct effects on data analysis. It does, 
however, impose requirements for more complex  access control   on developers of 
EHRs. It also has the potential to confuse clinical  users  , who are already struggling 
with how to practice medicine in the era of patients’ immediate access to their infor-
mation. For example, if psychotherapy notes should not be shared, are there not 
other classes of data in the chart that ought to be afforded this same  protection  , for 
the same reasons?  HIPAA   did not describe other exceptions, but clinicians’ desire to 
document care without disrupting care may create new use cases that make data 
access policies even more complex than they are now.  
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2.5     Guardianship Issues (Adoption, Foster Care, Fetal Care) 

 In pediatrics, as with elder care, the patient is not assumed to be the main decision- 
maker in health care decisions. For most children, the  parents   are responsible for the 
child’s care as well as the fi nancial and administrative transactions involved in that 
care. In some cases, the guardian must be distinguished from the fi nancial guaran-
tor. For children whose  parents   have had their parental rights severed, or who have 
otherwise been taken from the care of their  parents  , other adults are designated 
guardians. In specifi c legal proceedings, a court may appoint a  guardian ad litem  
with defi ned decision-making authority for the child. The only impact these com-
plex arrangements may have on data used for research is that it may affect the  con-
sent   processes associated with the study.     
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    Chapter 3   
 Standards for Interoperability                     

     S.     Andrew     Spooner       and     Judith     W.     Dexheimer     

    Abstract     Semantic interoperability between clinical information systems is a 
major goal of current pediatric IT implementations and ongoing research. For both 
clinical care and research collaboration, successful exchange of meaningful clinical 
data depends on fl exible, standard formats for the construction of messages, and 
widely accepted terminologies to capture the clinical concepts. In 2016, most mes-
sages take the form of delimited character strings that adhere to the Health Level 7 
(HL7) version 2.X standard. We review the state of the art of version 2 HL7 mes-
saging types and describe a well known example of this kind of messaging in the 
CDC Implementation Guide for Immunization Messaging. Version 3 of HL7, built 
on XML, has the potential for richer semantics but is not yet widely used. We use 
the Continuity of Care Document as a pediatric example of the use of this standard 
in real systems. Terminology systems, both open and proprietary, are used to encode 
clinical and administrative concepts in pediatrics. We will review terminology sys-
tems in current use and their pediatric-specifi c limitations, and mention some cur-
rent efforts to create a platform for applications that interact with EHRs 18 (SMART) 
with the messaging standard that supports it (FHIR).  
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3.1       Introduction 

  Semantic interoperability     —that is, the sharing of data between EHR systems where 
clinical meaning is preserved—is a major goal of governments, the EHR industry, 
and the fi eld of  medical informatics   (ONC  2016 ). Because clinical data is always 
the product of  workfl ow  , and because workfl ows differ between environments, 
between specialties, and even between providers, maintaining clinical meaning is 
challenging. Add the fact that software used for the same purpose is usually imple-
mented very differently across vendors and even across customers within the same 
software developer’s installed base, and it is no wonder that semantic  interoperabil-
ity   of health data has been described as the holy grail of  medical informatics   (Benson 
 2012 ). Data  interchange   and analysis would certainly be easier if all  information   
systems used the same data  model  . Despite the  development   of the Health Level 7 
Reference Information Model (Rocca et al.  2006 ; Shakir  1997 ) realities of software 
 implementation   preclude such uniformity, so the informatics community must con-
centrate its standards-development activities on the format of data  transmissions   
between systems ( messaging  ) and the semantic payload contained in the transmis-
sion ( terminology  ). In this chapter, we will review the basics of  messaging    stan-
dards   used in  health information technology  , and review terminology systems of 
importance to pediatric care.  

3.2     Standards Development Organizations and Messaging 
Standards 

 Voluntary standards development organizations (SDOs) aim to gather consensus on 
the structure of  messaging   standards that can be employed for practical use cases. 

3.2.1     ANSI 

 The American National Standards Institute accredits standards and the organiza-
tions that produce them. It coordinates the efforts of voluntary SDOs and sets stan-
dards for behavior to assure openness in processes and robustness of product. There 
is no pediatric-specifi c subgroup within ANSI.  

3.2.2     HL7 

 Health Level 7 (after level 7 of the Open Systems Interconnection model) is the 
most widely recognized health-related standards development organization in the 
world. Its  messaging   standards are used commonly in the data  interchange   between 
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clinical systems, like laboratory systems and electronic health  record   systems. 
There is a Child Health Workgroup within  HL7   ( 2012 ). HL7 produces a wide vari-
ety of standards, including some that are not  messaging   standards. For example the 
Arden Syntax for Medical Logic Systems (Anand et al.  2015 ; Hripcsak et al.  2015 ; 
Samwald et al.  2012 ), is a standard way to represent medical decision-making rules, 
including the required inputs, the expected outputs, the  text   of alerts, and embedded 
orders. The aforementioned Reference Information Model (Rocca et al.  2006 ; 
Shakir  1997 ) is not itself a  messaging   standard, but it guides the data structure of all 
artifacts generated within the HL7 universe of standards. 

 HL7 messages are complete units of data intended to be transmitted between 
systems in a single  transmission  . Segments within the message contain logical 
groupings of data fi elds. A fi eld contains up to a defi ned number of characters that 
comply with the defi nition of a  data type   (string, integer, etc.). Depending on the 
version of  HL7   you are using, fi elds can be delimited as logical units within an 
XML message (version 3) or merely delimited by the pipe (“|”) character in a char-
acter string (version 2). Figure  3.1  illustrates the contrast between a version 2 and 
version 3 message.

   An implementation guide is a  user   manual intended to instruct system program-
mers on how to construct compliant messages.  HL7   International publishes these 
guides in conjunction with subject matter experts and organizations. For example, 
the HL7 Version 2.5.1 Implementation Guide for  Immunization   Messaging (Savage 
and Williams  2014 ) describes message formats for requesting immunization 
records, for receiving information on candidate patient patches from a  query  ,  immu-
nization   administration records, and administrative  reporting      related to vaccine 
adverse  events  . This guide is a collaboration between  HL7  , the U.S. Centers for 
Disease Control, and the American Immunization Registry Association. 

  HL7 Version 2     This version is widely implemented in all healthcare settings. It is 
a much simpler (but more loosely defi ned) model for  messaging   than version 3, 
consisting of defi nitions of strings that can be assembled on the sending end and 
parsed on the receiving end into semantically appropriate components. The HL7 
version 2  messaging   standard allows for locally-defi ned “Z” segments not defi ned 
by any HL7 standard. Use of Z segments leads to localizations of messages that 
make them impossible to use without special customizations on the receiving end.  

  HL7 Version 3 and the Clinical Document Architecture     A more modern  mes-
saging   standard developed by HL7 in 2000 is the Clinical Document Architecture 
or CDA (Dolin et al.  2001 ,  2006 ; Goossen and Langford  2014 ). It is more “mod-
ern” in that it is based on a reference information model—specifi cally the  HL7   
Reference Information Model—and development of document defi nitions follows 
a standard modeling process. CDA document defi nitions are expressed in XML, so 
specimens that conform to these defi nitions can use XML document-type defi ni-
tions to present multiple views, including human-readable ones. In a sense, a CDA 
document is always more than a message, since it is, by defi nition, a complete 
clinical document that exists in a clinical context. One advantage of CDA is that it 

3 Standards for Interoperability



40

supports incremental  interoperability  , insofar as implementers can start with a sim-
ple document, with appropriate semantic tags, and still exchange data while wait-
ing to implement more complex semantics as the application matures. Later in this 
chapter we will examine an example of CDA, the Continuity of Care Document.   

3.2.3     Committee E31 on Healthcare Informatics of ASTM 
International 

 ASTM ( 2016 ) (formerly American Society for Testing and Materials) promulgates 
standards relevant to health care. The guides produced by ASTM tend to be less 
clinical and more administrative, as in standards for passing transcribed text or 
securing transmitted health information. There is no pediatric-specifi c subgroup 
within ASTM International. ASTM and  HL7   collaborated on the Continuity of Care 
Document, described below.  

  Fig. 3.1     Contrast between versions 2 and 3 of    HL7      messaging     standards.  In each case below, 
the portion of the message shown is intended to convey a blood glucose value (182 mg/dL) 
obtained 12 h after a stress test. The message includes the normal expected range of 70–105 mg/
dL. The version 3 fragment is much longer, but embeds much richer semantics. The object identi-
fi ers (e.g., “2.16.840.1.113883.19.1122.4”) are standard index numbers of other standards embed-
ded in the message, like specifi c  terminology   systems       
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3.2.4     Accredited Standards Committee (ASC) X12 

 This group develops  messaging   standards for electronic data  interchange   of admin-
istrative data in a variety of industries, including healthcare (ASC  2016 ). ASC X12 
standards are not very clinical and have no particular pediatric fl avor, but research-
ers may see these standard messages used in conjunction with clinical systems for 
transmitting insurance and payment information.  

3.2.5     The National Council for Prescription Drug Programs 
(NCPDP) 

 Computer systems have proven patient  safety      utility in the area of  medication    pre-
scribing   (Johnson et al.  2013 ; Kaushal et al.  2010 ). For electronic  prescribing   to 
reach its full potential, there needs to be a standard way of exchanging prescriptions 
between providers and pharmacies (among other actors). NCPDP, a not-for-profi t, 
ANSI-accredited SDO produces a suite of standards that allow  transmission   of data 
related to pharmacy operations, including the SCRIPT standard for prescriptions, a 
federally endorsed standard (CMS  2010 ; Liu et al.  2011 ). While the EHR may store 
its medication orders and prescription data in its own data  model  , the required stan-
dard for transmitting the prescription to the pharmacy is the SCRIPT standard, 
which forces the EHR to format the data to satisfy the requirements for constructing 
a valid SCRIPT message.   

3.3     Trends Toward Interoperability 

3.3.1     Meaningful  Use   

 The  Health Information Technology for Economic and Clinical Health (HITECH)   
act within the 2009 American Recovery and Reinvestment Act (HHS  2009 ) called 
for the appropriation of federal funds to stimulate the adoption of electronic health 
 records   among U.S. health care providers. To ensure that the systems that providers 
implement were actually fully-functional EHRs, there was a requirement that these 
systems be certifi ed that they could perform certain functions. There was another 
requirement that providers be able to demonstrate that they were using the systems 
“meaningfully”—in other words, in a way that might conceivably benefi t the patient. 
Several provisions of this “meaningful use” (MU) rule entailed the use of standards, 
like electronic  prescribing   and exchanging data with other providers. An unfortu-
nate side effect of MU was that  compliance   with MU, which arguably voluntary, 
absorbed much of the resources of providers and vendors that might otherwise have 
been spent on innovation and responsive design. Penalties for not complying with 
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MU (part of the Medicare program that adult providers, but not pediatric providers, 
would participate in) raised legitimate questions as to whether the program could be 
said to be truly voluntary. In any case, the initiative defi nitely increased the adoption 
of  health information technology   and the concomitant use of data standards by child 
health providers (Lehmann et al.  2015 ; Nakamura et al.  2015 ). As of this writing, 
the MU program is still in effect, although interest in it is waning across all special-
ties as incentive money dries up.  

3.3.2     Direct Messaging 

 Fundamental to the goal of  semantic interoperability      is the ability to send secure 
messages containing clinical information directly from one clinical provider to 
another. Today, in the United States, most such communication occurs by fax, since 
there is no widely implemented, uniform method of addressing recipients or of 
ensuring  security   of electronic forms of communication. The Direct Project (ONC 
 2014 ; Sujansky and Wilson  2015 ) establishes the protocols by which trusted agents 
known as Health Information Service Providers (HISPs) manage the secure  mes-
saging   backbone for these messages. Occasionally the project is referred to as the 
DIRECT project (Sujansky and Wilson  2015 ), but the word is not an acronym. 
HISPs all over the United States are working out how providers should communi-
cate these messages to them, using a uniform message-addressing system also spec-
ifi ed by these standards. Of course,  HIPAA   standards for  privacy   and security apply 
to these communications, but to the extent they do, Direct offers the fi rst reasonable 
way for data to move between electronic health  record   systems. At fi rst, most of the 
messages will simply be messages intended to be read by human recipients, but 
plans are in place for allowing structured data to be carried in these messages. 
Reports exist in the literature citing the rapid rise in the use of Direct  messaging   to 
populate EHRs and patient portals (Reicher and Reicher  2016 ).  

3.3.3     Electronic Prescribing 

 In Stage 1 of the U.S. MU program, providers were required to send at least 30 % of 
prescriptions via electronic  prescribing  ; for stage 2, it was 50 %. While it does not 
affect pediatricians, the Medicare Improvements for Patients and Providers Act of 
2008 (MIPPA) (CMMS  2008 ) requires most adult providers to adopt e- prescribing   
as well. Because most providers are adult providers, this has ensured the rapid 
spread e- prescribing   as the most common method of providing prescriptions in the 
United States. The opportunities for rich datasets for analysis under these condi-
tions will be revolutionary.  
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3.3.4     Quality Reporting Programs 

 The rise of electronic health  records   comes with an increased interest in direct, 
electronic  reporting   of  quality    measures  . While it does not affect child health pro-
viders (since they see no Medicare patients outside the narrow context of end-stage 
renal disease) the Physician Quality Reporting Initiative (PQRI) incentive program 
as part of Medicare has already stimulated the creation of techniques for data extrac-
tion from health information systems. Between MU and the Child Health Insurance 
Program Reauthorization Act (CHIPRA) of 2009, child health providers are also 
getting into the business of direct quality measure  reporting  . Stage 2 of the MU 
program included a signifi cant number of pediatric-relevant quality measures for 
electronic  reporting  . The net effect of these programs is that providers will have to 
adopt systems that have more robust data management capabilities than before. As 
a secondary result, they will be more likely to want to use those capabilities for 
analysis outside of mandated  reporting  .  

3.3.5     Personal Health Records and Consumer Empowerment 

 Prior to the widespread implementation of EHRs, information, stored on paper, was 
diffi cult to move. It was laborious to package up copies of papers for other provid-
ers, so, in some cases, providers wrote letters to each other, summarizing care. 
Patients or families who wanted access to their health information were similarly 
hobbled by the process of photocopying, but were often willing to create an inde-
pendent summary record of health care, in such systems as the now defunct Google 
Health or the currently active Microsoft Health Vault (Do et al.  2011 ). Such unteth-
ered personal health record systems are themselves diffi cult to maintain without 
unusual levels of dedication. As providers use computers more and more, patients 
will value summary information from these systems. Health care providers will 
provide information from their offi ce systems to share with personal health records, 
or at least provide a patient portal into a subset of the provider’s system. The need 
to combine records across very diverse health care providers will encourage the 
adoption of standards for both moving the data and retaining the meaning of these 
records as they move into different contexts.   

3.4     HL7 Examples 

3.4.1      HL7   v2 Example: Immunization Data  Messaging   
(CDC Implementation Guide) 

 Within child health, the task of maintaining statewide  immunization   information 
systems (formerly known as registries) is the most important inter-institutional data 
exchange task. The implementation guide for  immunization    messaging   (Savage and 
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Williams  2014 ) written by the American Immunization Registry Association 
(AIRA) and the Centers for Disease Control and Prevention (CDC) is therefore the 
most clinically relevant example of real-world pediatric data exchange. This imple-
mentation guide lays out how messages containing information on patients, their 
immunization history, and immunization events (administrations, reactions, fore-
casts), without constraining how the EHR handles immunization data  storage   or 
 decision support   internally. Figure  3.2  illustrates the structure of a version 2 
message.

3.4.2         HL7   v3 Example: Continuity of Care Document 

 Fundamental to consumer empowerment in health care is consumers’ access to 
summary information like diagnoses, medications, allergies,  immunizations  , and 
past medical events. While the record contains much more that just these summary 
data, much of the remaining data has limited usefulness beyond its original tempo-
ral context. These data are also useful to other providers, of course. Base on a paper 
form used in inter-hospital transfer in Massachusetts, the Continuity of Care Record 
project was born, and grew into an electronic message format defi ned by ASTM 
(Ferranti et al.  2006 ). Eventually this message standard was harmonized with the 
 HL7   CDA and became the Continuity of Care Document (CCD). CCD is the basis 
for exchanging summary records in at least some electronic systems. The expecta-
tion is that all electronic systems will be able to read and write CCDs. Desire for 
accurate CCDs (accurate because providers will get feedback from patients and 
other providers if there are errors) will drive processes for accurate data on which to 
base them, which can only be good for the state of patient data in electronic systems. 
Figure  3.3  illustrates the structure of a portion of a CCD.

  Fig. 3.2     In this fragment of an HL7 version 2 message, an    immunization      registry     is sending 
a record of an immunization.  In real life, this message would be “wrapped” in data indicating the 
identity of the patient, the sender, and the receiver. RXA is the segment that contains a record of 
the administration of the vaccine. Within the RXA segment there are items such as RXA-5, which 
identifi ed the substance administered (measles-mumps-rubella vaccine, in this case, encoded from 
a standard  terminology   system), and RXA-11, the location of the organization where the adminis-
tration occurred. Other data include the identity of who administered the vaccine, the lot number, 
and the expiration date. The RXR segment describes the anatomical site to which the vaccine was 
delivered, in this case the  left arm        
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3.5          Terminology   Standards 

3.5.1     Defi nitions 

  Terminology Systems     Terminology systems are collections of related concepts 
defi ned within a discipline—are intended to convey unambiguous meaning within a 
defi ned context. Many terminology systems exist as defi ned standards, maintained 
by standards-development organizations, which specify the applicable domain, the 
meaning of the words, the relationships between the words, the mapping to codes, 
and use cases within the clinical domain. Unfortunately, in real clinical systems, 
system implementers react to  user   dissatisfaction with the rigidity of using a tightly 
defi ned list of terms by opening the list up to local customizations. Those who must 
grapple with data extracts from EHRs need to clarify to what extent a terminology 
standard is being used in its pure form, or even within its intended domain. The 
most important reason to adhere to the pure form of a terminology is to support 
 interoperability  —both between people and between machines.  

  Terminology   systems exist for a variety of clinical domains, like diagnoses, pro-
cedures, exam fi ndings, organisms, anatomic terms, psychosocial problems, and 
other clinical concepts. To the extent that system implementers use the appropriate 
terminology for the right part of the application, terminologies can facilitate  seman-
tic    interoperability      ; that is, the meaning of the record can be conveyed across orga-
nizational boundaries. This kind of data exchange is a major goal of the U.S. effort 
to create a National Health Information Network (Dixon et al.  2010 ). 

  Post-coordination vs. Atomic Concepts     When designing the terms for a termi-
nology system that a human  user   will see, developers have the dilemma of how 
much coordination of concepts to do. If one does no pre-coordination (bringing 
together of separate concepts into a more complex concept, as in “fracture of the 
humerus,” where “fracture” and “humerus” are the atomic [indivisible] concepts) 
then users will be left with the laborious task of bringing them together themselves. 
If one does too much pre-coordination, then users may not be able to fi nd the exact 
concept they want to express (e.g., “exacerbation of mild intermittent  asthma  ” may 

  Fig. 3.3     Fragment of XML from a continuity of care document.  The above XML expresses a 
resolved problem of hyaline membrane disease, which you might fi nd in a Continuity of Care 
Document from a  newborn   intensive care admission. SNOMED-CT is indicated by the use of the 
object identifi er (OID) 2.16.840.1.113883.6.96       
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be an inappropriate term for a child with exercise-induced asthma with exacerba-
tion). For terminology systems that are attached to common, real-world processes, 
the level of coordination may be straightforward (e.g., in  LOINC  , the term 57698-2 
refers to “lipid panel with direct LDL,” a heavily pre-coordinated term, but one that 
represents a laboratory test that is actually obtained in practice). Clearly, pre- 
coordination imposes a tremendous maintenance burden on the terminology devel-
oper, since there are new, complex concepts created every day in clinical medicine. 
It also creates an issue with historical data, since a given pre-coordinated term might 
not have been available at the time the data were collected. A  classifi cation   system 
that groups related concepts is often necessary when aggregating terms that were 
collected via clinical processes over many years. All terminology systems, no mat-
ter how pre-coordinated, undergo periodic updates, of course, but the more clini-
cally relevant the terminology is, the more rapidly it will be updated. These updates 
present special challenges for data aggregation, as mentioned, but in pediatric appli-
cations there are apt to be more local terminology customizations to accommodate 
special pediatric terms not found in standard terminologies.  

  Types of  Terminology   Systems      Sets of terms are usually designed with a specifi c 
purpose in mind. An   interface     terminology system  is made to support data  entry   (the 
“ interface  ” here is the human-computer  interface  ). As such, an  interface   terminol-
ogy system emphasizes the use of natural language terms with synonyms. Terms in 
these systems are heavily pre-coordinated, in order that they may be selected rapidly 
for real clinical situations. SNOMED-CT is an example of an  interface   terminology 
system. In contrast, a  reference terminology system  is designed for data processing 
like retrieval, aggregation, and determination of equivalent data points. Reference 
terminology systems may appear to a clinical  user   to be overly rigid, but this is the 
result of a reference terminology system’s main functional requirement to eliminate 
ambiguity. A   classifi cation    is a set of terms intended to divide concepts into groups 
for a defi ned purpose. The most familiar classifi cation system is the International 
Classifi cation of  Diseases      (e.g.,  ICD-9  , Clinical Modifi cation, used to encode diag-
noses for all U.S. healthcare claims), maintained by the World Health Organization. 
A common blunder in system implementation is to use a classifi cation like ICD- 
9- CM when an  interface   terminology system would much better capture the con-
cepts that clinical  users   are trying to express. Interface terminology systems typically 
map their terms to an appropriate  classifi cation   so that it can be captured for admin-
istrative purposes, allowing the user to use the more appropriate reference informa-
tion system.   

3.5.2     Pediatric Aspects of  Terminology   Systems 

 Terminology used to describe pediatric concepts must match the fi ndings, condi-
tions, and treatments found in the pediatric environment, of course. But there are 
some requirements of pediatric terminology systems that go beyond the simple 
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description of clinical phenomena. In addition to very specifi c descriptions of dis-
eases seen only in pediatrics, terminology systems must also accommodate the cap-
ture of data where terms may need to apply to the patient and the  parent   separately. 
For example, a term like “38-week gestation” may refer to the mother’s pregnancy 
or the child’s time of delivery. Likewise, terminologies must capture the fl uid nature 
of children’s  growth   and development, and social situations that apply only to the 
young. For example, descriptors of a patient’s capability of self care may represent 
an abnormal state in adults but a normal state in infants. 

  Diagnoses and Conditions     The most familiar use of a standard terminology sys-
tem in pediatric medicine is for diagnoses, including descriptions of conditions for 
which no diagnosis is (yet) known. Physicians are usually very familiar with the 
assignment of diagnosis codes in the billing process. Since the terminology system 
used for billing (the  classifi cation    ICD-9- ICD-9  -CM) is not especially rich, physi-
cians will often incorrectly assume that computer systems cannot adequately cap-
ture clinical concepts with adequate specifi city. In fact, there are several terminology 
systems that clinicians can use that do an excellent job of capturing clinically rele-
vant concepts. The dilemma the system implementer has is which one to use, and 
whether to try to ask  users   to use a reference terminology system directly, or a more 
clinically relevant  interface   terminology.    

3.6      Terminology   Systems 

3.6.1     SNOMED-CT (The Systemized Nomenclature 
of Medicine-Clinical Terms) 

 SNOMED-CT is a extensive clinical terminology standard formed in 2002 when the 
College of American Pathologists merged the England and Wales National Health 
Service’s Clinical Terms (a UK-based terminology for primary care previously 
known as the Read Codes) (Harding and Stuart-Buttle  1998 ) with the reference 
terminology subset of  SNOMED   known as SNOMED-RT (Cornet and de Keizer 
 2008 ). The resulting system, called SNOMED-CT (for Clinical Terms) is intended 
to be used as a general-purpose reference terminology system, including the 
domains of diagnoses, conditions, historical fi ndings, exam fi ndings, and test 
results. SNOMED began as a pathology terminology system, it has expanded its 
domain to the point that the National Library of Medicine (NLM) licensed it for use 
throughout the United States in 2003 (Cornet and de Keizer  2008 ). Since 2007, 
SNOMED-CT has been maintained by the International Health Terminology 
Standards Development Organisation (IHTSDO) with the goal of promoting inter-
national adoption of its use. One can obtain direct access to SNOMED-CT by 
obtaining a license to use the NLM’s Metathesaurus (  https://www.nlm.nih.gov/
databases/umls.html    ).  
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3.6.2     Unifi ed Medical Language System 

 The goal of any terminology system, including SNOMED-CT, is to reduce variabil-
ity in data capture and encoding in order to facilitate better clinical care and research 
(Ruch et al.  2008 ). Unfortunately, no terminology system has perfect coverage of all 
conceivable concepts, so the natural evolution of terminology systems in clinical 
care is to customize the content, or develop home-grown terminologies. Mapping 
such homegrown systems to standard  terminologies   usually shows that the refer-
ence terminology system fails to cover all the needed concepts by a signifi cant mar-
gin (Rosenbloom et al.  2008 ; Wade et al.  2008 ). The U.S. National Library of 
Medicine’s Unifi ed Medical Language System’s (UMLS) Metathesaurus is an 
attempt to draw lines of semantic equivalence between terms of various systems, but 
is not itself used as a clinical terminology system. The Metathesaurus is, as the 
name implies, more of a thesaurus than a terminology system. Via the UMLS 
Terminology Services web site (  https://uts.nlm.nih.gov/    ) one can access 
SNOMED-CT and other terminologies that are mapped within UMLS. 

 SNOMED-CT is a good example of a terminology system that includes a seman-
tic network, indicating relationships between concepts. The simplest romantic rela-
tionship is the “is a” relationship, as in “von Gierke disease  is a  glycogen storage 
disease” (a network of terms connected by “is a” relationships is also known as a 
 taxonomy ). In this relationship, “glycogen storage disease” is the  parent   of the child 
concept, “von Gierke disease.” Semantic networks can be useful in EHRs, but their 
navigation adds complexity to the  user    interface   that limits their use. For example, 
a user may want to take a concept that is in the record and express it with more 
specifi city. Following “is a” links to child concepts can achieve this specifi city, pro-
vided that the EHR embeds those links. Semantic relationships can be more sophis-
ticated, and can, for instance, connect diseases to the symptoms that it causes or a 
drug to its common side effects. Other relationships include “is caused by,” “site of 
fi nding,” and “manifests as.” An EHR equipped with semantic links between terms 
can give signifi cant  decision support   to a  user   who, for example, may want to gener-
ate a list of symptoms commonly associated with a disease “on the fl y” for docu-
mentation purposes. The structure of SNOMED CT contains the current concept, 
 parents   and children of that  concept   and descriptors of the concept including defi n-
ing relationships, qualifi ers, and descriptions or synonyms. It is freely available for 
research use and can be accessed both online and through the Internet  (  http://
snomed.dataline.co.uk/    ). 

 SNOMED-CT can be used within pediatrics; adaptation and extension of the 
terms has been performed in a research setting to help improve pediatric care and 
concepts (James et al.  2009 ).  
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3.6.3     ICD 

 International Classifi cation of Disease (ICD)     classifi cations   ( ICD-9-CM  ,  ICD-10  ) 
encompass many of the same domains as SNOMED-CT (diagnoses, symptoms, and 
procedures), but are not intended to be an  interface   terminology system. ICD-10’s 
larger number of terms may make it seem to  users   that ICD is becoming more 
usable as an  interface   terminology system for diagnoses. While it is true that the 
higher granularity of ICD-10 will allow better use of administrative (claims) data in 
clinical decision  support  , ICD is still a  classifi cation   system, so system implement-
ers should continue to use a true  interface   terminology system to capture these data. 

  ICD-9 vs. ICD-190      ICD-10   contains approximately 70,000 codes for diagnoses 
compared to ICD-9’s 14,000. Many (~48,000) of these new codes are simply due to 
the introduction of the concept of which phase of care the patient is in (initial,follow-
 up, or sequelae) and 25,000 of the new codes simply add laterality (left, right, bilat-
eral) to the associated term. Eleven thousand terms merely add the concept of phase 
of bone healing for fractures. Even so, ICD-10 does add some more detail to many 
existing diagnoses, making these codes arguably more useful for both clinical care 
and data analysis. The Clinical Modifi cation of ICD-9, in use in the U.S. since 1979 
(Slee  1978 ) is entrenched in datasets, so it will be years before the new code set, 
mandated in the U.S. since October 1, 2015, can be used without reference to its 
 predecessor  . Unfortunately, the mapping from  ICD-9   to ICD-10 is not one-to-one or 
even one-to-many, so there is no way to automatically map older codes to new ones. 
An apt pediatric example is the reconfi guration of the codes for  asthma  . The old 
 classifi cation   in  ICD-9   of asthma into extrinsic, intrinsic, chronic obstructive, and 
other is now replaced by mild intermittent, mild persistent, moderate persistent, and 
severe persistent types. While this reclassifi cation is a welcome modernization of 
the terminology on  asthma  , it makes managing a dataset spanning the transition dif-
fi cult (Slee  1978 ). Particularly unfortunate is the observation that the extra detail 
afforded by  ICD-10   does very little to add detail necessary for recording important 
features of pediatric disease. For example, ICD-10 allows recording of whether an 
ear infection is on the left of the right—a detail of dubious importance in almost any 
research project. And yet ICD-10 does not include detail on which mitochondrial 
myopathy a patient has—a detail that would be of much more scientifi c value. EHRs 
have implemented systems to help clinicians navigate this unfamiliar territory 
through  decision support     

3.6.4      LOINC   

 Logical Observation Identifi ers Names and Codes (LOINC) is a freely available 
“universal code system for laboratory and clinical observations” developed in 1994 
by the Regenstrief Institute and Indiana University (Huff et al.  1998 ). The database 
includes medical and laboratory codes, nursing diagnoses, nursing interventions, 
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outcome  classifi cations  , and patient care data. The laboratory coding in LOINC 
includes chemistry, hematology, serology, microbiology, and toxicology. The clini-
cal portion of the coding includes vital signs, intake/output, procedures, selected 
survey instruments and other clinical observations. LOINC’s primary use is to iden-
tify  laboratory   tests. It is endorsed by the American Clinical Laboratory Association 
as well as the College of American Pathologists. Since laboratory systems used in 
child health settings use certifi ed clinical labs, LOINC supports the coding of tests 
used in pediatrics.  

3.6.5     SMART and FHIR 

 Initiatives on implementing new healthcare data exchange standards, such as the 
Fast Healthcare Interoperability Resources (FHIR) framework (HL7  2015 ; 
Kasthurirathne et al.  2015a ,  b ), have been introduced to standardize data across 
EHRs. The FHIR framework as an emerging standard for the interoperable exchange 
of EHR data, contains previous standards from  HL7   and an application program-
ming  interface   (API) for exchanging data. Going hand in hand with FHIR is a proj-
ect known as Substitutable Medical Applications and Reusable Technologies 
(SMART), a standards-based, open-source technology platform designed to create 
applications that share data across EHR resources including  warehouses  , health 
information exchanges, EHRs, and any other repository of data in the healthcare 
system. “SMART on FHIR” (Alterovitz et al.  2015 ; Mandel et al.  2016 ) aims to 
integrate applications with EHRs and other health information data  warehouses  , and 
is gaining popularity in the research world applications. The organizers of the 
SMART project offer a gallery of working applications that have been deployed 
with real HER systems (SMART  2016 ). 

 The impact of an app-based health IT system on the data for clinical research is 
as yet unknown. The main argument for the SMART platform is that it will allow 
more fl exibility in functionality and  user    interface  , which arguably could support 
more productive data-capture processes, or promote more  robust   health information 
exchange (Bender and Sartipi  2013 ). The FHIR standard, in draft form as of this 
writing, has been embraced by all major health IT vendors as a way to help solve the 
 interoperability   challenge.  

3.6.6     Other Terminology Systems 

 There are many other terminology systems in use in pediatric applications, like 
terms from the American Psychiatric Association’s Diagnostic and Statistical 
Manual of Mental Disorders, Fifth edition (APA  2013 ) or the American Medical 
Association’s Current Procedural Terminology (Abraham et al.  2011 ). Outside the 
United States,  ICD-10   has been used for several years to classify diagnoses, and 
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SNOMED-CT has gained traction as a reference terminology since it incorporated 
the Read codes and is maintained by an international agency. Of course,  interface   
terminologies, which must refl ect the language and clinical practice of real end 
 users  , will continue to be especially heterogeneous across countries.  

3.6.7     Proprietary Systems 

3.6.7.1     MEDCIN 

 MEDCIN® is a proprietary system of standardized vocabulary developed by 
Medicomp Systems, Inc. (Chantilly, VA,   http://www.medicomp.com/products/
medcinengine/    ) for use as an  interface   terminology system for  electronic medical 
records  . Introduced in 1978, it now includes more than 280,000 clinical concepts, 
linked to each other by a rich semantic network. MEDCIN terms describe chief 
 complaints  , symptoms, exam fi ndings, diagnostic test fi ndings, and diagnoses, 
among others. The semantic network can be implemented within an EHR to allow 
one to generate a template of symptoms associated with a possible disease on the 
fl y, for example. The terms in MEDCIN are mapped to terms in reference terminol-
ogy systems and  classifi cations   like SNOMED-CT,  LOINC  , and  ICD  .  

3.6.7.2     Intelligent Medical Objects 

 Intelligent Medical Objects (IMO, Northbrook, IL,   http://www.e-imo.com/    ) devel-
ops and maintains medical terminology systems for problems (symptoms, diagno-
ses), procedures, and medications. IMO’s emphasis is on providing pre-coordinated 
terms that a clinician in practice would normally use, allowing clinicians to use 
clinically relevant descriptors rather than the exact code necessary to achieve some 
administrative goal. The result of this approach is there are many synonymous 
terms, which vary from each other only in minor lexicographic features. As with 
any heavily pre-coordinated terminology system, there is much ongoing develop-
ment, and the terms are updated continuously. Customers can request new codes 
based on new clinical phenomena. Using a dataset coded in IMO will necessarily 
involve referring to the crosswalk to standard terminology systems, or consulting 
with a clinician about nuances of meaning between similar terms. IMO is particu-
larly useful in pediatrics due the terminology’s ability to cover  rare disease   found 
primarily in pediatric practice.  

3.6.7.3     Others 

 There are other terminology systems available, like the commercial products offered 
by Health Language (Denver, CO,   http://www.healthlanguage.com/    ) and the public 
domain Omaha System, used chiefl y by nurses in classifying patient problems, 
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interventions, and outcomes. In all cases,  expertise   about the intended use of the 
codes is required in order to use these systems in data analysis. Appropriateness for 
pediatric applications varies among these systems and in certain clinical domains 
within each one.    

3.7     Medications 

3.7.1     RxNorm (  http://www.nlm.nih.gov/research/umls/rxnorm/
index.html    ) 

 Standardized vocabularies also exist for medication-specifi c uses. While one could 
use straightforward chemical descriptions to name medications (like 
2- acetoxybenzoic acid for aspirin) these standard names are not used in real clinical 
practice, and are absurdly complex to boot (e.g., (2S,5R,6R)- 6-([(2R)-2-amino- 
2-(4-hydroxyphenyl)- acetyl]amino)- 3,3-dimethyl- 7-oxo- 4-thia- 
1- azabicyclo[3.2.0]heptane- 2-carboxylic acid for amoxicillin). The National 
Library of Medicine embarked upon development of a standard naming  terminol-
ogy  , RxNorm, that attempts to assign a unique concept identifi er for each synony-
mous drug term complied from several drug databases. The databases from which 
RxNorm draws terms are sold commercially or published by the U.S. government. 
The avowed purpose of RxNorm is to provide drug names that describe medications 
that patients actually receive, which explains the approach of aggregating real- 
world drug databases. The technique RxNorm uses is to identify non-confl icting 
codes from within the combined data, and to assign a concept identifi er. RxNorm’s 
data  model   includes semantic relationships between concepts like “has-ingredient” 
for combination preparations or “has-tradename” to identify brands. Because 
RxNorm is derived from databases that primarily comprise products that are sold, it 
is lacking in content for drugs that are prepared ad hoc by compounding pharma-
cies. This defi cit has profound implications for pediatrics, where there are children 
who must be treated with medications that are not available commercially, like a 
compounded liquid preparation derived from a crushed pill ordinarily used in adults. 
Another challenge to pediatric coding of medications is in compounded combina-
tion preparations for topical drugs. These recipes are not standardized. RxNorm is 
free and there is a publicly available browser (  http://rxnav.nlm.nih.gov/    ).  

3.7.2     Proprietary Medication Databases 

  Medi-Span     Medi-Span is maintained by Wolters Kluwer Health (Medi-Span, 
Indianapolis, IN). Like other commercial drug databases, Medi-Span includes not 
just a coding system for medications but also clinical content regarding drug inter-
actions, allergens existing in drug products, acceptable dose ranges, and other clini-
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cal information needed for appropriate  prescribing  . It is this information that 
represents the main value that these databases offer. None of these databases are 
specifi c to pediatrics.  

  First Databank     First Databank (FDB) is a clinical drug and drug interaction data-
base designed and maintained by First Databank, Inc (South San Francisco, CA).  

  Multum     Multum is a drug database maintained by Cerner Corporation (Kansas 
City, MO) and is embedded with the electronic medical record systems and health-
care services they provide, but can also be implemented in non-Cerner systems.  

  Other Commercial Databases     There are other, similar commercial databases 
(e.g., Gold Standard’ Elsevier, Netherlands) which implementers might choose. The 
wide diversity of these coding systems presents challenges to data aggregation, but 
RxNorm promises to help. In some EHR systems, implementers can choose which 
commercial drug database to embed in the system. In others, the EHR application is 
tied to a particular database. EHRs that are otherwise identical, then, can be funda-
mentally non-interoperable based on the variance in the coding scheme used to 
represent drug concepts. It is this variance that RxNorm is intending to rectify, but 
the technical overhead of mapping to standard terms is not yet commonly 
undertaken.    

3.8     Conclusions 

 There are other standards operating in healthcare, like the  imaging   standards set by 
the  Digital Imaging and Communications in Medicine (DICOM)   standards for diag-
nostic  imaging  . To the extent that data standards for  terminology   and  messaging   
achieve national scope, they will necessarily be focused on the needs of large, 
national  populations  —namely, adults. It is unlikely that any pediatric-specifi c data 
standard would gain enough traction to achieve widespread use. For this reason, 
pediatric informaticians recognize that advocating for the needs of children within 
larger data standards is a more productive than trying to make systems that special-
ize in pediatric needs. Researchers who work with data that employ these standards 
need to be aware that standards implemented in the pediatric healthcare environ-
ment are at high risk for non-standard implementations because of the differences 
between pediatric and adult care.     
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    Chapter 4   
 Data Storage and Access Management                     

     Michal     Kouril       and     Michael     Wagner    

    Abstract     One of the most basic challenges arising from the increasing use of elec-
tronic data in both clinical practice and research lies in the design and implementa-
tion of storage solutions capable of accommodating modern demands. Complex 
organizational structures, which often cross clinical care and basic research, the 
often sensitive nature of data, and the ever growing volume of both structured or 
annotated and unstructured data all motivate innovations, e.g., in identity manage-
ment, audit trails, monitoring and security, and permissions management. Clinical, 
translational, and health services research generate very large amounts of data and 
take place within a complex regulatory environment. Data management, proper 
placement, including long-term preservation of value, requires careful attention to 
security, ease of use and access, transparency, and compliance with numerous state 
and federal laws. It also demands close collaboration and mutual trust between of 
the IT group responsible for support of research and the IT group responsible for 
support of clinical care and business operations in a complex research intensive 
medical center.  
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4.1       Introduction 

 Many research-intensive medical centers struggle with an ever-increasing deluge of 
electronic data. While the per-unit cost of storage infrastructure has steadily and 
rapidly declined, there are signifi cant costs (which can trump the hardware expenses) 
associated with the technical and managerial challenges of how to keep up with the 
growing storage demands. Furthermore, the trends of  integration   of storage with 
processing increases the complexity even further and puts additional strains on the 
expertise of the  users  . Questions are inevitable about the value of data and whether 
its long-term preservation is justifi ed. At the same time, the increasing volumes of 
data increase demands on processes to ensure data integrity and  security  , including 
the need for  audit trails   on recording all access requests. Often the local resources 
are no longer suffi cient or developing an expertise to store data on-site is impractical 
and organizations are turning towards off-site managed resources such as cloud 
providers. Emergence of cloud providers have profound impact on the industry with 
far reaching consequences. This chapter relays several of the challenges our 
Research IT group has faced around the broad topic of data  storage   and access man-
agement, as well as some solutions that have worked well. Much of the content is 
written purely from the vantage point of a centralized Research IT Services group, 
i.e., with a focus on a global view of an institution’s strategic IT needs rather than 
from the point of view of an individual investigator or research group. Rather than 
focus on specifi c technologies or software solutions, we instead describe the chal-
lenges and solutions in general terms. Finally, we write this chapter almost entirely 
based on our subjective experience and our unique circumstances. Nevertheless we 
believe that many of our conclusions and strategies described herein are applicable 
in other settings.  

4.2       Classifi cation   of Data  Types   

 Before delving into any specifi c strategies for data  storage  , we will fi rst describe the 
types of electronic data typically encountered in (but not specifi c to) a pediatric 
medical research institution, their categorization, and how the various types of data 
can be leveraged to maximize the long-term value of the data. From our vantage 
point as Research IT Service providers and with our goal of effi cient management 
and long-term data value preservation in mind, we have found it useful to distin-
guish two broad categories of electronic data, the main criterion being whether and 
how well the stored data (we will simply call the stored data a fi le) is described by 
meta-data. 

  “Unstructured” Data     In traditional fi le storage  systems  , an electronic fi le can 
only be identifi ed by its fi le path (the folder it resides in), its name (including, if 
applicable, its extension), its creation, access or modifi cation date, its size and pos-
sibly by  permissions  . These attributes are typically not suffi ciently informative to 
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allow someone to understand the context and purpose of the data in the fi le, say, 
years after it was generated. This includes many cases of plain-text fi les, but is espe-
cially problematic for binary data, which typically require specialized software for 
processing. Unless the team that originally generated the data is involved and has, 
say, suffi ciently well-kept laboratory notebooks, it could well be impossible to re- 
process the contents of the fi le. Unstructured data fi les clearly present a challenge 
when it comes to long-term preservation of value, as they are unlikely to be easily 
interpreted and re-processed long after they were initially generated.  

  “Structured” Data     We call data “structured” if they are described by standard-
ized, consistent, and well-defi ned metadata (structured  information   about the data in 
the fi le in question). This metadata must contain the minimum necessary informa-
tion about the data fi le in order for it to be “useful” in the long term, e.g., amenable 
to re-processing. Note that the detailed requirements for minimum necessary infor-
mation differ for each  data type  , and that much care needs to be taken to defi ne 
suffi cient  standards   for different data types. The structure of the data and metadata 
can then be exploited to help, for example, with storage, retrieval, and access. 
Examples of structured data include well-annotated databases, where specifi c infor-
mation is stored in well defi ned, fi xed fi elds within a record, but also, say, a DNA 
 microarray   primary data fi le that is described by suffi ciently rich metadata. Note 
that many unstructured data fi les can rather easily be turned into structured data, if 
processed for example, by a simple parser. Conversely, data that may be amenable 
to being categorized as structured (i.e., where the required minimum metadata can 
easily be parsed out directly from the fi le) may not be identifi ed as such and simply 
stored on an ordinary network  storage    device  . The latter case represents a missed 
opportunity of increasing the ease of retrieval and interpretability of this data fi le 
and is something to be avoided and/or detected with  automated   methods.  

 It is clear that in order to maximize the long-term value of data, an institution 
should strive to maximize the proportion of structured to unstructured data. This, 
however, comes with signifi cant challenges, especially in a large pediatric research 
setting where individual investigators enjoy a great deal of autonomy in terms of 
deciding on which processes and  workfl ows   to implement in their daily operations. 
The defi nition and capture of metadata can be burdensome and involve signifi cant 
changes in processes. End-users who see few or no short-term benefi ts will likely 
resist change. Our approach toward overcoming these challenges has been three- 
fold. We encourage the use of user-friendly  tools   such as electronic laboratory note-
books and web-based data  portals   that can to some extent automate the generation 
of metadata (see the following sub-section). Secondly, we made the decision to 
discourage unstructured data  storage   by levying charge-backs for networked stor-
age drive, which are not conducive to retaining metadata. Thirdly, we have worked 
closely with the various institutional research cores that generate large amounts of 
data (e.g., fl ow cytometry,  DNA sequencing  , etc.) in order to ensure that most of the 
data generated is appropriately categorized, annotated and stored, e.g., in web-based 
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data  portals   (see the following section). As a consequence, a large fraction of  data   
can be captured and categorized at the source, and this minimizes the chances of the 
same data ending up as unstructured fi les .  

4.3     Sample Systems for Structured Data 

 In this section we will provide examples of ways to capture, store, and share struc-
tured data. The requirement that metadata accompany each primary data fi le makes 
the use of a (typically relational) database along with a fi le storage suitable for these 
data types. We discuss a variety of different options for different types of data in the 
following subsections. Clearly all require signifi cant investments, whether they are 
commercially available solutions or home-spun  implementations  , and there is sig-
nifi cant overhead associated with the addition of a database system on top of the fi le 
storage solution. However, we believe these are the best ways to maximize the long- 
term value of data, and we strongly advocate incentivizing their use by 
investigators. 

 A database, almost by defi nition, holds well-structured data, which is decom-
posed in the case of a relational database into tables, columns and rows. Typically, 
end-users do not interact with databases directly, instead they usually enter and 
retrieve data from a database through a middleware software layer. While well- 
designed databases almost naturally fall into the category of structured data  storage   
systems, care must still be taken to ensure the long-term value of the data, e.g., by 
ensuring that properly curated data dictionaries are included in the database’s docu-
mentation. Databases provide many advantages and features to help with fast stor-
age and retrieval of information, such as indexing of values for fast search, optimized 
underlying data  storage  , etc. Many database engines also have the capability to 
control access to the data up to individual tables and rows. To optimize the storage 
and retrieval mechanisms, especially when working with a large homogenous data-
sets, databases might not hold the data itself, but merely contain metadata and links 
to the large data fi les. Other considerations include the fact that not all data are 
amenable to being stored in databases, and that there is a signifi cant overhead asso-
ciated with the  de-novo  design and implementation of a database. 

 One must also consider the scalability of the database- and, in general, 
computational- engines – the traditional model of processing relational data is 
becoming unsustainable for very large datasets or datasets with very high through-
puts. A number of frameworks emerged such as Apache Hadoop, Spark, Cassandra, 
SOLR, etc. 

 Another factor is the choice to store and process data on-premise or in the cloud. 
Many cloud providers offer fl exibility to choose among many database engines such 
as Oracle, MySQL, MSQL with a click of a button signifi cantly reducing the instal-
lation and setup costs and time. In fact the  user   can often bring their own license 
(BYOL) to potentially lower the cost or just migrate the existing on-premise licenses 
into the cloud. 
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 We have implemented several web-based data  portals   for data  storage   for spe-
cifi c data fi le types, and we briefl y outline their functionality in the following sub-
section. There also are several off-the-shelf commercial or open-source data capture 
and storage solutions that rely heavily on databases and have found widespread use 
in medical research centers. A number of these will be discussed in subsequent sec-
tions of this chapter. 

4.3.1     Web-Based Data Portals 

 Typical sources of large data streams in a biomedical research institution are the 
research cores such as fl ow cytometry,  DNA sequencing  , RNA  expression  ,  imaging   
and microscopy. These data-generating laboratories are typically centralized facili-
ties used by large numbers of investigators, and they often generate very large num-
bers of large data fi les that are inherently amenable to what we term structured data 
 storage  . Typical metadata for these primary research data fi les should include details 
about the instrumentation that generated the data, details about the experimental 
setup, the sample sources etc., much of which can be parsed out of the fi le or 
extracted from the software that controls the instrument that acquires the data. In an 
effort to capture these data soon after it is generated, we have opted to develop 
(separate) web-accessible “data  portals  ” for each  data type  . These user-friendly, 
accessible software packages let  users   upload, store, search for, retrieve and share 
their primary data securely and effi ciently. Advantages include their web accessibil-
ity (zero footprint on client computers!), a powerful, fl exible search engine which 
allows searching through a large amount of metadata to retrieve a dataset, the secu-
rity provided by enterprise  authentication   (including single sign-on) and user-driven 
 permissions   management. Depending on their level of access, end-users can provi-
sion others with controlled access to their data. This minimizes the need for sharing 
data by creating copies on fi le systems, which represents an unnecessary, wasteful 
and costly burden on the storage systems. Finally, the web-based portal software 
can be enhanced with processing  pipelines  , e.g., to move data to a high-performance 
computational cluster, thus relieving end-users of the need to tax their desktop com-
puters with memory- and CPU-intensive computations. We have implemented such 
systems for  genotype   calling,  Genome  -Wide Association Studies,  microarray   pro-
cessing, and next-generation DNA sequencing. End-users can launch analysis jobs 
using state-of-the-art processing software on a high-performance computational 
cluster without requiring in-depth familiarity with Linux-based commands or inter-
actions with cluster batch scheduling systems. Challenges with these systems 
include the need to help end-users overcome the change in  workfl ow   that inevitably 
comes with the use of any new software system, as well as to convince them to 
provide and enter suffi ciently rich metadata. From an institutional point of view, 
there is an up-front cost and effort to develop these systems and to defi ne standards 
for minimal metadata that must accompany any fi le of a given type. Open-source 
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solutions like the iRODS system (  http://www.irods.org    ) (Rajasekar et al.  2006 , 
 2009 ) are beginning to mitigate the need for home-grown solutions. 

 Many companies are building cloud-based, managed data services to allow cus-
tomers to take advantage of the hosted infrastructure with a click of a button. One 
must pay attention to the organizational specifi cs and carefully evaluate whether 
potential customizations are possible with reasonable cost. In case of genomic ser-
vices with increasing (now PBs) size datasets storage and processing is often beyond 
on-premise capabilities of individual organizations. Such use-cases are then taking 
full advantage of the elasticity of the cloud expanding the computational resources 
as needed.  

4.3.2     Databases for Clinical and Translational Data Capture 

 Clinical research data, while quite different in nature than the data  types   described 
in the previous subsection, are also very amenable to being stored in systems based 
on databases. The electronic health record (EHR)    can serve as a source of data to 
support  translational research   as discussed in Chaps.   6    ,   8    , and   10    . To complement 
the EHR and support research projects by direct data  entry  , we briefl y mention two 
applications that are used by a large number of investigators in our institution. Many 
other solutions are available.

•     REDCap:  REDCap (Research Electronic Data Capture,   http://project-redcap.
org/    ) (Harris et al.  2009 ) is a widely used, almost self-service secure web-based 
application designed to support data capture for  translational research   studies. It 
is installed locally on web and database servers and provides an intuitive  inter-
face   for validated data entry,  audit trails   for tracking data manipulation and 
export procedures, automated export procedures for seamless data downloads to 
common statistical packages, and procedures for importing data from external 
sources. It has been most widely used for studies that do not need to comply with 
extensive regulatory requirements.  

•    OpenClinica:  OpenClinica (OpenClinica  2016 ) is a widely used, web-based 
open source (LGPL – Lesser General Public License) software for managing 
clinical trials (  https://www.openclinica.com/    ). It is modular in design and  users   
are permitted to review, modify, and share its underlying source code. Investigators 
can build studies, design electronic Case Report Forms (eCRFs), and conduct a 
range of clinical data capture and clinical data management functions. 
OpenClinica is designed to permit  compliance   with Good Clinical Practice 
(GCP) and regulatory guidelines such as 21 CFR Part 11 via differentiated user 
roles and privileges, password and user  authentication   security, electronic signa-
tures, SSL  encryption  ,  de-identifi cation   of  Protected Health Information (PHI)     , 
and comprehensive  auditing   to record and monitor access and data changes. 
There are tools for data cleaning, clinical data management, and site monitoring. 
Datasets can be extracted in real time and in a variety of formats for analyses.  
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•    In addition to aforementioned free offerings there are a number of commercial 
vendors (such as Medidata Rave) to provide fully supported environment with 
appropriate regulatory controls addressed.      

4.3.3     Electronic Laboratory Notebooks (ELNs) 

 Just as software such as Microsoft Offi ce has provided a user-friendly replacement 
for paper-based documents, one can reasonably expect that electronic laboratory 
notebooks (ELNs) will eventually replace paper-based laboratory notebooks. ELNs 
accept input of data from laboratory personnel via computers. Times of data acqui-
sition and changes made in the data can be tracked to meet regulatory requirements. 
Data is stored in a standard database (e.g., Oracle) and therefore is fully searchable. 
Modern ELNs will also have ontology-based semantic search features. 

 In a research environment ELNs are not easily implemented because they require 
changes to the way researchers traditionally collect and record data. Paper note-
books provide almost unlimited freedom in data collection and in use of free- text  . 
Although the electronic version can be very fl exible, it requires a mind-shift, 
together with the availability of appropriate software tools. Numerous commercial 
solutions are available. 

 Our institution chose a particular ELN product in 2007 (CERF by ELN 
Technologies, Inc.) and has been incentivizing the use of this tool by covering all 
associated software license fees. Nevertheless, because of the signifi cant changes in 
 workfl ow   required when ELNs are used, adoption rates have been rather low and 
only a relatively small percentage of eligible investigators have chosen to forgo 
paper-based solutions. 

 Cloud based ELN offerings are now equally competitive with the on-premise 
products. There is an extra complexity related to e.g. regulatory  compliance  , access 
security, data  storage   and movement, etc.  

4.3.4     Example Custom Data Capture Systems 

 It is often the case that no single off-the-shelf software completely satisfi es the data 
capture, storage and processing demands of a particular project. If suffi cient fund-
ing and local IT expertise are available, then the best option may be to design and 
implement custom software to support the project. We will describe two examples 
of complex, grant-supported, research projects that have required extensive 
resources to plan and develop appropriate data management systems for them. 

  Genome-Wide Association – Data Management Support     Genome-wide asso-
ciation studies ( GWAS  )    use genome-scale information about single-nucleotide  vari-
ants   in large cohorts and correlate the  allele   frequencies with phenotypic data that is 
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generally derived from electronic health  records  .  Phenotyping   is complex and may 
require use of  Natural Language Processing (NLP)   of text in the EHR. Phenotyping 
is discussed in Chap.   12    , Natural Language Processing – Applications in Pediatric 
Research. The desired outcome of a  GWAS   study is a list of genomic markers that 
are (statistically) signifi cantly associated with a  phenotype   of interest, thus suggest-
ing they be followed up for functional studies. The data required for these kinds of 
analyses consists of (typically very large) genome-wide  Single Nucleotide 
Polymorphism (SNP)    variants   assayed on human samples (typically blood or saliva) 
in conjunction with demographic, clinical and phenotypic data for the individuals in 
the study. At the present time, SNP data are increasingly being replaced by data 
from genomic sequencing, which adds to the complexity of data management. The 
SNP  genotypic   data typically simply consists of information about whether a sam-
ple is  homozygous   for the major  allele  , heterozygous or  homozygous   for the minor 
allele, which in turn can be easily encoded in a very compressed two-bit format as 
00, 01 or 10. The value 11 can thus be reserved for the cases where the data is miss-
ing, e.g., for the case where the software that interprets the acquired fl uorescence 
images fails to make a confi dent call. This leads to a very compressed representation 
of  SNP   data and implies that data from chips with millions of  genotypes   can be 
stored easily in a relational database as a binary string.  

 While several excellent packages for  GWAS   data analysis are readily available 
(e.g, PLINK,   http://pngu.mgh.harvard.edu/purcell/plink/    ) (Purcell et al.  2007 ) and 
systems such a research patient data  warehouse   that extracts, transforms, and loads 
data from the institutions EHR (Data Storage and Access Management, this chapter). 
Software such as REDCap or OpenClinica can also be used to capture and store the 
clinical data. It was critical for our purposes to have a system in place that would 
integrate the clinical  phenotypes   and the  genotypes   in one single database and thus 
facilitate integrated analyses and fl exible queries by end-users, who are not neces-
sarily well-trained. Hence, we implemented a web-accessible database using open- 
source tools such as PHP and MySQL. A relational database stores all demographic 
and phenotypic information and also holds the  genotypes   in binary strings. The 
 query    interface   then permits  users   to assemble, for example, combined phenotypic 
and genotypic data for case-control studies, which can be further analyzed using 
standard open-source software (See Chap.   18    , From  SNP   Genotyping to Improved 
Pediatric Healthcare). 

 From the perspective of data  storage  , which is the primary topic of this chapter, 
however, it is important to stress that this represents a solution that clearly falls into 
the “structured data” category: the primary data (genome-scale  variant   data) is well 
annotated by individual demographics and clinical data, making it useful for further 
downstream analysis. If the same data were stored as disjoint fl at data fi les and 
spreadsheets on a network drive, in all likelihood it would be of little value to 
researchers in the future who would be unfamiliar with details of data accrual. The 
web  interface   and the highly optimized database, while certainly not inexpensive 
because of the need to repeatedly involve programmers and designers, do provide 
structure and preserve the value of these data in the longer term. 
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  MRI Imaging Data Management Support     A customized data management sys-
tem was developed to support a specifi c project that requires integration of neuro-
psychological test data on normally developing children ages 0–18 years with data 
from neuroimaging ( functional Magnetic Resonance Imaging (fMRI)  ). The purpose 
of the study is to establish a normative database of  brain    development   in children 
that can be used as a reference in studies of diseases. Similar to the  GWAS   database 
described above, this study requires storing very disparate data  types   (clinical, neu-
ropsychological, and  imaging  ) which would be very diffi cult to link together and 
ensure their integrity, if they were stored as spreadsheets, text fi les and images. A 
relational database, however, together with its web-based  interface   was developed 
to provide a uniform, user-friendly gateway for entering, storing and processing all 
data pertaining to the study. As with the  GWAS   database, role-access is provisioned 
via an enterprise  identity management   system, all data changes are logged. In con-
trast to the  GWAS   database, data can be entered directly by study coordinators 
through the web gateway, using double-data entry where appropriate (if transcribing 
from paper-based forms). fMRI data is even larger and more unwieldy than genome- 
wide genotyping data, and so in this case the data are stored in protected fi les on the 
fi le system and only references to the fi les are stored in the database. The web  inter-
face   supports a very general search function that permits  users   to  query   the more 
than 500 variables stored in the data and to retrieve images satisfying search criteria. 
The data can be downloaded and processed offl ine, or it can be submitted directly 
from the web  interface   to the LONI  Pipeline   (  http://pipeline.loni.ucla.edu/    ) (Rex 
et al.  2003 )  workfl ows  , which run on the local Linux cluster. For more information 
the interested reader is directed to the project web site:   http://research.cchmc.
org/c-mind    .  

 To summarize this section, both of the examples provided are instances of large, 
well-funded projects that warranted custom data  storage   and management solutions. 
In both cases the databases along with the respective web  interface   facilitate access 
to diverse data  types   and very large, unwieldy fi les in a central repository. The abil-
ity of end-users to directly access, search (using rich meta-data!), download, and 
process complex data sets, the built-in security, audit and  quality   control features as 
well as the ability to access the data easily with only a web browser have made these 
tools indispensable. The initial design and development costs are certainly high, but 
these can be amortized by offshoot projects that only require relatively minimal 
modifi cations to the initial designs (e.g., other  fMRI   research studies).   

4.4     Unstructured Data 

 As examples of unstructured data  storage   options, we briefl y describe network 
attached shared (NAS) disk data  storage   and the newly emerging online  cloud stor-
age   technology. 
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4.4.1     Personal and Shared Network Storage 

 Personal and shared network  storage   referred to as NAS (Network Attached Storage) 
is generally set up to mimic a local hard drive. Similarly to local drives, NAS solu-
tions allow  users   to store fl at fi les without imposing any requirements on metadata 
or other structure. NAS servers typically provide added benefi ts including sharing 
stored fi les and data with multiple people or devices via a network. NAS devices are 
in general centrally managed and backed up by an IT group, thus eliminating the 
need to manage backups on individual workstations. Often NAS devices also sup-
port audit functions, which means that a history of all operations on the fi le system, 
including who performed them and from where, is stored. This facilitates (but is 
certainly not suffi cient for)  compliance   with regulations such as  HIPAA   (HIPAA 
 1996 ). The resiliency of the unit is often favorable compared to local storage. NAS 
units are often able to withstand the loss of one or more disks before an actual data 
loss occurs. To provide physical security, NAS servers are typically located in data 
centers, which protect them from theft and unauthorized physical tampering. 

 There are two leading protocols to access data over a network: CIFS/SMB 
(Common Internet File System/Server Message Block) – often referred to as 
Windows based fi le sharing – developed by Microsoft and NFS (Network File 
System) – Unix/Linux-based fi le sharing – originally developed by Sun 
Microsystems. 

 Network transfer speeds are improving and the times to store and retrieve data 
from NAS systems are becoming comparable to a local hard drive. Potential disad-
vantages of using NAS devices are related to the complexity of the NAS setup 
(which requires some in-depth technical expertise) and their maintenance (com-
pared to local disk). Moreover, NAS systems by default generally do not support 
tying metadata to the primary fi les, and thus the associated ILM (information life-
cycle management), if one exists at all, is somewhat less effective than ILM imple-
mented over structured data. NAS storage is currently the most common mechanism 
to store data in medical research centers. Personal network data  storage   is typically 
restricted to fi les that do not need to be shared. Shared network data  storage      on the 
other hand typically contains business and research fi les that do need to be shared.  

4.4.2     External Hard Drives and USB Flash Drives 

 External hard drives (sometime called USB hard drives) are popular because of their 
low price and portability. Their use is strongly discouraged within an academic 
health center, except for special purposes such as encrypted data transport. Their 
major drawbacks include:

•    General lack of support for  encryption    
•   Poor physical security (easy to steal)  
•   Prone to failure and typically do not support any kind of internal redundancy  
•   Can only be connected to a single computer   
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Flash drives (sometime called USB memory sticks) are often used for data transfers, 
presentations, and movement of data sets from one computer to another or possibly 
to another institution. This fl exibility has to be accompanied by strong  encryption   
because the stored datasets in an academic health center often contain Protected 
Health Information and fl ash drives are very easy to lose. In order to use USB fl ash 
drives properly, an institution should strongly consider deployment of an enterprise 
 encryption   solution for USB fl ash drives.  

4.4.3     Online and  Cloud Storage   for Unstructured Data 

 To address the ubiquitous needs for sharing data and easy availability and accessi-
bility of data anytime and anywhere, several companies offer so-called cloud stor-
age. In reality these cloud-based storage solutions are (merely) internet-accessible 
servers with large amounts of storage. Cloud storage vendors often develop clients 
for multiple platforms so that a  user   can access the same fi le from multiple sites, e.g. 
a laptop at home, a workstation at work, a smart phone, or a tablet computer. The 
major advantage of using online or cloud storage is the users’ ability to access 
stored data from virtually anywhere and to share data with other users. 

 There are concerns for an institution adopting an external cloud solution com-
pared to deploying an in-house solution. First there is an issue of  compliance   with 
laws and rules governing access to and use of many types of information, such 
protected health information. Institutions and vendors must assure compliance 
before allowing general use of cloud storage. Second, transfer speeds can be a prob-
lem with bottlenecks, possibly on a vendor side or related to connectivity between 
the vendor and the institution. Problems arise with transfer of the huge data sets 
characteristic of many types of biomedical research. Last, but not least, there is the 
question of costs, including subscription, internet  bandwidth  , support, etc.   

4.5       Compliance   and  Retention   

 With any type of data  storage   (structured or unstructured), retention, compliance, 
and security are always of concern, both for investigators and for host institutions. 
Strategies to deal with these issues differ for different types of data. Our institution 
and projects are often a subject to  HIPAA  , FISMA, 21CFR-Part11 compliance, 
various state- and project-specifi c data use agreements, etc. 
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4.5.1      Disaster Recovery   

 Strategies for disaster recovery for different data  types   can take many different paths 
based on the criticality, sensitivity, and amount of data that must be protected. 
Traditional methods for backing up and recovering data (such as tape drives) may 
be adequate for smaller data sets, however these are becoming increasingly diffi cult 
to utilize because of the very large size and scope of datasets that are commonly 
generated in  translational research  . A number of key considerations must be taken 
into account before establishing a strategy that is appropriate for the environment.

•     Business Impact Assessment (BIA):  The BIA will document the criticality, 
impact, and sensitivity of the data in relation to other applications, systems, and 
data within the environment.  

•    RPO vs. RTO : The BIA planning usually operates with a couple of metrics 
which differ among an application based on the business impact of how much 
data does the business withstand to loose during a disaster as well as how quickly 
must a particular application be up and  operation  . The fi rst is called Recovery 
Point Objective (RPO) and indicates how recent must the data be in the restored 
application (1 h RPO means that the institution can only loose last hour of data 
prior to a  disaster  ). The second metric is called Recovery Time Objective (RTO) 
and indicates how quickly we must restore the service (1 h RTO means that the 
institution expects the application to be up within 1 h disaster). Usually the 
shorter the RTO or RPO the more complex and expensive technology is used to 
protect the data and applications.  

•    Types of recoveries:  The types of recoveries that are going to be required must 
be cataloged. Strategies for recovery of structured and unstructured datasets can 
be different. With structured data, the recoveries in all likelihood involve backing 
up and restoring entire databases, which can imply that very large amounts of 
data need to be copied on a regular basis, and maintained in the environment. 
With unstructured data, the fi les that are generated and need to be restored in the 
event of a recovery may be small in size, but could be large in number.  

•    Implementation:  Once the BIA and types of recoveries are established, a solu-
tion needs to be implemented. Based on the criticality and impact of the data, this 
solution will typically be multi-faceted and have several guises. A disk-to-disk 
and disk-to-tape solution will work for most situations. In the disk-to-disk sce-
nario, backups are performed using secondary disks to store the backups for 
rapid recovery and speed of backups. For longer-term retention and where data 
 volume   allows it, the backup set on the disk is transferred to tape for off-site stor-
age and data retention.     
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4.5.2     Retention 

 Data retention strategies are among the most diffi cult to implement in the context of 
institutional data. Most data is generated and then stored  indiscriminately   because 
of complexities related to establishing institutional retention policies or strategies 
over all data generated by an institution. This leads to storage of large amounts of 
data that are used once or never used. This is an expensive waste of institutional 
resources. When establishing an institutional policy for data retention, it is impor-
tant to keep the following key considerations in mind.

•     Usability:  How long does the data maintain its usability for the institution? 
Many data sets, once generated and analyzed, can be destroyed because they are 
no longer useful to investigators. On the other hand, some data must be retained 
to meet regulatory requirements or to document critical research or business 
 reports  . Institutions should establish policies with time frames for retention of 
data derived from different sources for different purposes.  

•    Impact:  In the event of a breach or loss of data, what is the potential impact on 
the institution? If data is no longer needed, then it should be destroyed so that it 
is no longer a potential source of institutional liability should a breach occur.  

•     Privacy    /Compliance:   Protected health information (PHI)   is typically stored to 
support  translational research  . Regulations require that once such data is no lon-
ger needed or if the owner of the PHI requests its removal, then the data must be 
deleted. Data may be subject to other types of regulations, such as those promul-
gated by the Food and Drug Administration for data related to clinical trials or by 
the Defense Department or Homeland Security.   

Once an institutional policy and a  strategy   are developed, they must be imple-
mented. Processes must be in place to allow for the removal of data elements, once 
they are no longer needed or have reached their retention lifetime. The content of 
fi les containing unstructured data is generally poorly documented. This poses major 
challenges in fi le management. Typically, the fi les containing unstructured data will 
need to be indexed before decisions about deletion can be made. For structured data, 
indexes exist and can guide the removal of data elements from tables/structures.  

4.5.3      Encryption   

 Encrypting structured and unstructured data can be diffi cult, depending on the for-
mat of the data, how it is accessed, and how it is transported. File access protocols 
such as CIFS do not have  encryption   built-in, which can make it diffi cult to protect 
the data when being transmitted. To make it more diffi cult, compliance standards 
may require that protected information be encrypted when being transported or 
stored.
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•     Transport (data in fl ight):  Encrypting the data while it is transmitted across 
networks and between systems.

 –    This provides  protection   of data during transport so that malicious  users   can-
not intercept and read it     

•    Storage (data at rest):   Encrypting   the data when written to systems for storage 
and access.

 –    This provides  protection   against lost disks or other physical attacks against 
storage locations      

For unstructured data, depending on how the data is accessed (CIFS, NFS, HTTP), 
services can be added to provide  encryption  . When working with protocols such as 
CIFS,  encryption   is not inherently built-in so additional tools such as  Virtual Private 
Networking (VPN)   must be implemented to provide the  encryption  . By moving the 
storage location behind a VPN device, all access to unstructured fi les using the 
CIFS protocol will be transmitted down an encrypted tunnel to the CIFS volume 
thus providing the level of  protection   required. Other protocols such as NFSv4 and 
http allow the addition of  encryption   to the protocol, using built-in standards (e.g. 
HTTPS, NFSv4  encryption  ). When working with structured data, access is gener-
ally by protocols that support  encryption   (HTTP(S)). Since the application is pre-
senting the data,  encryption   such as SSL/TLS can be added to the protocol to 
encrypt the data in transport from the application. 

 Encrypting data  storage   can be achieved through different methods and must be 
applied to all locations (e.g., primary and backup locations). Tools such as Full Disk 
Encryption (FDE) and Full Database Encryption (FDbE) can provide the  encryp-
tion  , when written to systems. No matter what method of  encryption   is used, there 
are important items to remember when implementing  encryption   in an 
 environment  :

•     Key Management:  When implementing  encryption  , it can only be as secure as 
the keys that are used to encrypt the data. Use of weak keys or poor  protection   of 
keys, can allow attackers to decrypt data and bypass the  encryption  . It is essential 
to choose strong keys when encrypting data and ensure that key access is limited 
to those individuals who require access.  

•    Key Rotation:  Encryption keys, like any other password, are susceptible to com-
promise. While keys may be large enough to make this diffi cult, with computing 
resources available, they may be guessed at some point. To address this, keys 
should be rotated at least periodically to reduce the possibility of their being 
guessed and used to decrypt protected information.  

•    Performance:  Encryption requires additional processors to handle the  encryp-
tion  /decryption operations. In high-volume environments,  encryption   places sig-
nifi cant overhead on servers, reducing the overall performance of the system. 
Where possible, hardware devices such as Hardware Security Modules (HSM) 
and SSL Offl oad should be added to the system to handle the   encryption  /decryp-
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tion, since they have cryptographic  processors   and are purpose built to handle 
these operations    .      

4.6      Management of  Permissions   and Access 

  Translational research   generates huge amounts of data that is sensitive and must be 
access-protected. While there are extensive regulatory requirements regarding the 
 protection   of data from human subjects, it is clear that other types of data must be 
stored securely for a variety of reasons, for example, to protect investigators’ intel-
lectual property rights or to meet requirements of state and federal agencies that 
support research in the United States, such as the NIH, CDC, FDA and the 
Departments of Defense and Homeland Security. Furthermore, investigators must 
be able to ensure the integrity and validity of their electronic data, which would be 
impossible without tight control of access to their data. 

 A less obvious question is that of data ownership and responsibility for data  pro-
tection  . While host institutions usually hold claim to all data generated by their 
employees, academic investigators typically retain a great deal of independence and 
demand that they control access to all data generated under their supervision. This 
is typically very different from a corporate environment, where the company retains 
complete control and ownership of all data and thus can decide how access to sensi-
tive data will be provisioned and justifi ed. 

4.6.1     Permissions 

 The complexity of large research organizations fundamentally dictates that any data 
 storage   solution (be it for structured or unstructured data) have a well-defi ned pro-
cess for  permissions   and access management. Such a process is typically anchored 
in an institutional  identity management   solution, which uniquely identifi es the data 
every defi ned entity (individual, application etc.) is permitted to access. Ideally, a 
self-service solution is in place that allows end-users to request access to data and 
resources. Changes in  permission   for an individual or group become effective as 
soon as all required authorizations have been granted, that is, the process between 
the request for access and the authorization and implementation of change is smooth 
and timely. Changes in  permission   to access should be audited and be transparent to 
both end-users and data owners. In practice, the process to grant  permissions   is 
generally better defi ned than the process to deny or withdraw  permission  , as when 
a  user   leaves the institution or moves to another department. This issue can be miti-
gated by carefully tracking the owner of data (e.g., a protected folder, database, etc.) 
and requiring periodic entitlement reviews to confi rm the current list of provisioned 
users. 
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 A specifi c example of a self-service  permissions   management system for unstruc-
tured data  storage   that works well in the author’s institution is the commercially 
available DataPrivilege package (Varonis Inc). The initial setup involves defi ning all 
protected directories on the fi le systems and importing them into the  permissions   
management system. For each protected directory, a list of authorizers must be 
defi ned. They have the power to confi rm or deny requests for  permission   to access 
data. Once the system is setup,  users   can login to a webpage to request  permissions  , 
which triggers an approval  workfl ow   potentially resulting in provisioning access. 
This workfl ow does not require involvement of IT specialists and is entirely self- 
service. An IT team is required only to keep the system running, monitor for unau-
thorized changes, and help users setup new protected directories. This system has 
worked especially well in our setting because investigators can fully control and 
oversee  permissions   for all folders containing their data. Furthermore, the  audit 
trails   in the system, as well as the various monitoring functions, allow staff to fi nd 
rare cases of unauthorized changes in  permission  . 

 Standard database engines (such as those used for web-based storage portals and 
clinical research data capture system) offer role-based access for the management 
of  permissions  . If  ad-hoc  applications provide the front-ends to databases, then 
 compliance   with institutional guidelines for control of  permission   and access should 
be followed.  

4.6.2     Access  Auditing   

 In addition to processes for data  protection   and access, it is important to have an 
audit infrastructure in place to capture who is accessing data, when they are access-
ing it, and how they are accessing it. Audit data is important when investigating 
unauthorized changes in data, security breaches, and failures of  compliance  . Audit 
capabilities need to be enabled within the applications and systems hosting the 
structured and unstructured data. This can be as easy as enabling built-in audit fea-
tures or can require additional development within applications to document access 
to data hosted by the application. In either case, once the audit data is enabled or 
generated, the  audit   data needs to include the following items to ensure it can be 
used. The fi elds are built-into most protocols such as the Syslog and Windows event 
log:

•     Date/time of event:  All audit data should include the date/time of the event. This 
should be synchronized with other systems to ensure consistent time across 
events within the environment.  

•    Log source:  The location/facility that generated the event (e.g. server, applica-
tion, etc).  

•    Outcome:  Whether the event was successful/failure.  
•     User    /system:  The users and/or system that generated the event.   
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Once the audit data are generated and stored it is benefi cial to correlate it with other 
events within the environment. Tools such as Security Incident and Event 
Management (SIEM), Security Incident Management (SIM), or Security Event 
Management (SEM) can be used to collect, store and correlate event data from mul-
tiple sources. These tools will take the event data and normalize it with other sources 
in the environment to provide a consistent picture of the event data and can be used 
to alert personnel in the event of pre-defi ned rule violations. Audit data are typically 
reviewed on a regular basis so that suspicious events are not missed and possible 
breaches are quickly detected. Event data should be maintained within the event 
correlation systems for at least a month and can then be rotated to offl ine storage. 
This permits timely investigation of unauthorized access. Offl ine storage should be 
maintained for at least a year to ensure  records   can be restored and reviewed when 
required. This will provide adequate time to perform investigations and to meet 
 compliance   requirements.  

4.6.3     Sharing Data with External Collaborators 

 While investigators need convenient options for sharing information with col-
leagues, host institutions need to protect themselves and their staff from data leak-
age, unintentional exposure of often-sensitive data, and hacking. Data can be 
transmitted by email or uploaded/downloaded using many of the data transfer pro-
tocols such as FTP and HTTPS. Content management systems such as Microsoft 
SharePoint, or the open source Drupal and Plone content management systems 
(CMS) have capabilities to securely share data fi les, but are not often optimized for 
large data sets. Xythos (Blackboard, Inc.) is an example of a commercially available 
application to facilitate data  sharing  . It provides a web  interface   to local storage 
with many convenient features, such as quota management, data sharing via web 
tickets, automated work fl ows, subscription services, and automatic expiration of 
access provisions. 

 E-mail, despite being a technology that is now several decades old, is still one of 
the most common ways to share data. Email is transmitted as plain text unless 
attachments are explicitly encrypted. Email servers have built-in size limitation, 
which is often the reason why researchers switch from email to an online storage for 
fi le sharing. Most institutions employ so called spam fi lters, which remove unwanted 
or harmful emails. Such fi lters can interfere with an exchange of attachments. There 
are commercially available  encryption   devices, which ensure that the emails and 
attachments are delivered to the intended  user   over an encrypted channel. In order 
to address limitations inherent to email, alternatives such as ZIX (  http://www.zix-
corp.com/    ) or Xythos are often deployed on premises to complement email. Besides 
the on-premise alternative, cloud solutions, such as Microsoft OneDrive, DropBox 
and Google Drive, can be used for certain types of data, provided that the institution 
enforce appropriate conditions and limitations. 
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 Data availability itself is often not enough and we end up looking for the right 
solution. HTTP/S protocol is very fl exible, but not very effi cient for large datasets 
being transferred over medium to large distances. Application integration with high 
speed application transfer software such as Aspera or Data Expedition Expedat is 
necessary to be successful in sharing large data sets. 

 In addition to availability and speed we have seen many use-cases for managed 
data transfer orchestration. During the transfer the service is capable of performing 
additional steps on the transferred piece data to improve security,  compliance   and 
ease of collaboration .   

4.7     Managing  Growth   

  Translational research   programs pose enormous challenges in data  storage   and 
management because of the enormous growth in the quantity of data that is being 
generated. For example, because next-generation DNA sequencers and confocal 
 imaging   microscopes are capable of generating terabytes of data in a matters of 
days, the focus is shifting from how to create petabyte size storage servers (a rela-
tively simple task) to deciding how to effectively  manage  what is stored on these 
servers and how it is stored. The key is exploring the data itself – what do they 
contain and can we leverage metadata to create an effective strategy for information 
lifecycle management. 

4.7.1     Managing Growth of Structured 
Versus Unstructured Data 

 Structured data, by defi nition, is annotated by metadata and thus can be incorpo-
rated more easily into an information lifecycle. The implication is that the decisions 
around what to require for specifi c data  types   in terms of their associated metadata 
are crucial and have a high impact on the ability to manage the data effectively. One 
should attempt to fi nd a balance among the quantity of information that needs to be 
stored, how it should be stored, how it will be backed up with appropriate methods 
of  disaster recovery  , and associated costs. Data-generating research cores such as 
the fl ow cytometry facility, confocal  imaging   core, sequencing cores and others 
represent a large fraction of the demand for storage. Therefore, it is especially desir-
able to ensure that all data generated by these cores can be stored in well-structured 
and annotated forms, making it conducive to cost effective strategies for informa-
tion lifecycle management. Typically, the growth in demand for storage by these 
cores is fairly predictable, using simple assumptions such as average core utilization 
rates. 
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 Of greater concern is growth in unstructured data, which can arise when  users   
download (often large) data sets from public sources without annotating them or 
store duplicate copies of basic research data, which also resides in a repository in 
structured form. Growth in unstructured data is often unpredictable, especially if 
data  storage   is made readily available, and users have little or no incentive to be 
selective in what they store. The challenge for IT service groups is to steer growth 
from storage of unstructured data to storage of structured data with accompanying 
metadata.  

4.7.2     Chargebacks and Quotas 

 Chargebacks create a fi nancial incentive to minimize data  storage   and to delete data 
when it is not longer needed. For example, research groups must decide whether to 
keep all intermediate data related to an experiment or only those that can not be 
recreated easily. The investigator must weigh the costs of storage (through charge-
backs) against the cost to re-generate the data.  Users   can be assigned disk space they 
“own”, i.e users pay for allocation of a disk, which they then manage, rather than 
paying for storage as needed, which is assigned and managed institutionally. 

 A storage quota typically refers to the maximum amount of data a user can store. 
Once the user crosses the pre-set threshold, the system can lock the directory, fi le 
system, etc. and prevent the  user   from writing additional fi les. Alternatively, cross-
ing the threshold can trigger an alert to notify the users, who then negotiate either a 
quota increase at increased charge or fi le removal.   

4.8     Joint Management – Hospital and Research 

  Translational research   typically occurs in a clinical environment. IT services in sup-
port of research may be managed by a hospital or by a separate academic organiza-
tion. Hospitals typically have a large IT staff to support clinical care and business 
operations, especially if they have implemented an electronic health  record  . In the-
ory, the hospital IT group could support the less demanding needs of research pro-
grams. In practice, this poses challenges because support of clinical care and critical 
business functions will always be of higher priority than support of research. In 
addition, research programs generally use many different customized software 
applications and platforms, while hospital operations typically are supported by 
products of commercial vendors. To support research in a clinical environment, it is 
important to defi ne clearly who is responsible for providing IT support to the differ-
ent missions – patient care, business operations, and research. In the authors’ insti-
tution, clinical and business operations are supported by hospital information 
services (IS), while research is supported by biomedical informatics (BMI). The 
two groups are separately staffed and budgeted, but must collaborate very closely to 
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provide coherent support to the overall research and clinical enterprise. The two 
have developed a responsibility matrix (Table  4.1 ), which has served the organiza-
tion well and prevented misunderstandings. A similar matrix of responsibilities 
should be developed by institutions conducting  translational research   that requires 
collaboration among components of the organization or with other organizations 
(such as a medical school, university, hospital, clinical practice group, research 
foundation). In our case, the research group has taken advantage of the hospital’s 
need to have a secure 24/7/365 data center and has incorporated a research data 
center in the same physical facility. Research has service agreements with the hos-
pital to take advantage of the hospital’s facilities and staff for data backups and 
 disaster recovery  . Because translational research requires extraction of data from 
clinical systems (see for example, Chaps.   6     – Data Governance and Strategies for 
Data  Integration   and   10    . Informatics to Support Learning Networks and  Distributed 
Research Networks  ), BMI complies with the hospital’s policies and procedures 
related to security and  protection   of information (Table  4.1 ).

    Table 4.1    Distribution of responsibilities for support of research between Hospital Information 
Services (IS) and Biomedical Informatics (BMI)   

 Issue  IS  BMI 

 Centralized enterprise data  storage   for research  X/J  P 
 Specialized data  storage   for research  J  X/P 
 Backups and archives of research data  X/J  P 
 Security  X/P  J 
  Authentication    X/J  P 
 Research applications hosting  J  X 
 Research web server hosting  J  X 
 Open source and non-enterprise software for research  J  X 
 Support for research applications  J  X 
 Support for enterprise applications that support research administration (e.g. 
grants administration, Institutional Review  Board  , animal care) 

 X/P  J 

 Content ownership, end-user training & support for enterprise research 
applications 

 J  X/P 

 Software evaluation and development for research  J  X/P 
 Clinical software implementation  X/P  J 
 Enterprise software evaluation & implementation to support faculty research 
(e.g. Electronic Laboratory Notebook, REDCap) 

 J  X/P 

 Manage licenses for commercial enterprise software  X/P  J 
 Manage licenses for research non-enterprise software  J  X/P 
 Help desk 24/7, Desktop support  X  J 

   X  primary responsibility for operational support,  P  primary responsibility to formulate policies, 
 J  participates in formulation of policy  
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    Chapter 5   
 Institutional Cybersecurity in a Clinical 
Research Setting                     

     Michal     Kouril       and     John     Zimmerly    

    Abstract     The principal challenge facing IT groups that support research on a daily 
basis lies in striking a fi ne balance: On one hand researchers must share data and use 
cutting edge analytic tools on a variety of computing platforms to enhance their 
creativity and productivity. On the other hand, much of the data that supports trans-
lational research contains personal health information derived from patients’ medi-
cal records. Hospitals are justifi ably concerned about the highly sensitive nature of 
the data and the need to comply with a myriad of federal, state, and local laws, and 
contractual regulatory requirements that demand high levels of security and access 
control. A number of frameworks exist to help with the process. In this chapter we 
discuss these challenges and the approaches taken at a research intensive children’s 
hospital to put a policy framework in place that enacts standards for security, risk 
evaluation and mitigation, monitoring, testing, and design of the IT infrastructure. 
These protect the institution, while enabling collaboration and innovation among 
researchers. We stress the organizational need for a close and collaborative relation-
ship between IT groups that support research and those charged with support of the 
medical center’s clinical and business operations. It is also important to recognize 
that technology alone cannot assure security. Institutional policies and user security 
awareness education also play key roles in assuring that confi dential information is 
in fact protected.  
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5.1       Introduction 

  Translational research   typically requires access to data that reside in geographically 
distributed data  warehouses   that are called upon by a team of collaborators using a 
variety of software applications.  Information   technology support of this type of 
translational research requires networks to permit data  sharing  , while maintaining 
high levels of  security  . Without networking, investigators cannot access the applica-
tions, servers, and other resources in a distributed environment. Given this criticality 
to providing services, networking can be the major infrastructure that provides an 
environment where access to data is restricted to authorized  users   and the overall 
system is protected from malicious attacks by unauthorized individuals (data 
breaches). According to the Verizon  2011  Data Breach Report (Verizon  2011 ), 
which outlines the incidents investigated by Verizon security response teams and 
publicly accessible data, the top 2 of 10 threats to systems involved direct hacking 
against servers. Given this threat, network security and sound network security 
practices can provide a large layer of  protection   against current threats to the secu-
rity of the environment.  

5.2     Secure Network Design 

 In this section, secure network design practices along with models for architecting 
secure networks will be covered including data- centric network  ,  fi rewalls  ,  intrusion   
prevention and detection systems (IPS, IDS), and secure remote access including 
 virtual private networking (VPN)  . 

5.2.1      Data- Centric Networking   

 The traditional model for building enterprise networks takes into account the differ-
ent trust zones within which applications must be accessed and published. These 
typically include: (1) the internal zone for trusted employees and machines on the 
Local Area Network (LAN), and those authorized to remotely access the network; 
(2) the Demilitarized zone (DMZ), a subnet that provides limited connectivity to the 
internal network; and (3) the external untrusted Internet zone. This model has 
worked well for most organizations, providing a barrier between internal and exter-
nal environments, as well as segregating different  populations   of  users  . However, 
access requirements for most applications are evolving, as technology changes so 
this model may not work for all situations. Medical centers are fi nding that users are 
increasingly using mobile devices, requesting access from all locations, and requir-
ing more help with troubleshooting, when accessing applications from different 
locations. Given this, the barriers between the internal and external environment are 
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becoming less clear and less stringent than they were originally intended. To address 
this, the concept of data-centric networks has evolved. The aim is to re-architect 
networks around protecting data, unify the internal/external experience, and build 
core  protections   for what must be protected; the data. 

 Figure  5.1  outlines the setup of a typical network with the different trust zones, 
using an application server that has a database backend. External  users   and any 
malicious users on the Internet will be restricted from accessing the database server 
directly and have limited access to the Web/Application server through  fi rewall   fi l-
tering. However, any user who is on the internal network (malicious or not) will 
have direct access to the database server, where the application data may be stored. 
Given vulnerabilities or misconfi gurations that may be present within the server or 
database application, users may be able to bypass the application protections and 
pull data directly from the database, whether they have been authorized or not. 
Given the scale and size of most enterprise networks, the malicious  user   in Fig.  5.1  
could be accessing via remote offi ces, affi liates, or other locations that may not have 
the same level of physical security as a main campus or offi ce may have.

   To address the risks posed by the direct access to data as shown in existing net-
work design, data-centric networking looks at building rings of  protection   around 
data. Figure  5.2  provides a high-level overview of this design philosophy. This 
architecture follow similar security designs used within CPU privilege rings (so- 
called Ring 0 access) (Cruse  2016 ). Starting from the center of the circle and mov-
ing outward, the rings and access become progressively less trusted. No  user   or 
process can jump a ring without going through a ring above it. This forces all access 
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  Fig. 5.1    Typical architecture of a network with different zones of trust       
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to data through known applications and paths that can be hardened, monitored, and 
protected using internal controls. This layering approach can also help in the princi-
pal of containment of malicious activity. Rings include:

•     Data Ring: This would include all structured and unstructured data sources such 
as database servers, fi le servers, etc.  

•   Application Ring: This would include all application servers serving content or 
publishing data that is accessed, used, or manipulated by  users  .  

•   Access Ring: This is the main ring that presents the initial login,  authentication  , 
and authorization to the  users  . This would typically include  VPN  , proxy servers, 
etc. that are used for access to the environment.  

•   Untrusted Ring: This is anything outside of the environment. This can include 
both the Internet and internal network segments.  

•   Management Block: This would include management systems used by system 
administrators to maintain the environment, such as patching,  authentication  , 
backups, etc.   

   Figure  5.3  shows a network with the same type of  users   as the network in Fig.  5.1 , 
but has been re-architected in accord with the data-centric network model. As shown 
in the Figure, there is no direct access to the database server or application except 
from the management layers. Users can access an application only through the 
access server, which will present the data back to them. All access to the application 
is through the external  fi rewall  , to the access server, and then to the application. At 
these initial rings, fi ltering for users, locations, etc. can be put in place to further 
limit the scope of access by users. None of the traffi c is ever sent to the application 

  Fig. 5.2    Building rings of protection around data       
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or database server until it has been properly authorized to be legitimate traffi c within 
the environment. The data-centric network model reduces the access footprint on 
the database server from the typical 50–200 ports that may be accessible in the tra-
ditional model down to zero ports because only the application server can access the 
database server. This reduces the risk of unauthorized internal  users   accessing the 
database server. It also decreases the possibility that malicious  users   can gain access 
to the internal network or access the server to launch attacks. Some of the other 
benefi ts of this model include:

•    Defi ne Firewall Access: Since all application and data access must go through a 
 fi rewall    interface  , specifi c inventories of port usage are gathered during the 
deployment of applications and can be used for  auditing   and  compliance  , when 
reviewing servers and applications in the environment.  

•   Unifi ed User Experience: A single method of access is used by all authorized 
 users   regardless of location, i.e. the process of access is the same, whether they 
are at an internal (e.g. at work) or external (e.g. at home, travelling).  

•   Enforced  Standards  /Monitoring: Since all access to the applications from within 
the internal and external zones is funneled through a limited number of access 
methods in the access ring, more monitoring of access and enforcement of stan-
dards can be enabled to reduce the potential of successful attacks on the 
environment.  

•   Outbound Access  Protections  : Since all the application and database servers are 
on internal limited access segments, outbound access from the servers can be 
denied. This will reduce the possibility of an attacker gaining access to the sys-
tem and installing software to copy data to outside sources. A  user   who gains 
access to the internal network through the  fi rewall   can only access services/
resources that have been pre-authorized. This reduces the possibility of data 
escaping the environment.  
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  Fig. 5.3    The network shown in Figure  5.1  has been re-architected in accord with principles of the 
data-centric network model       
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•   Reduced Horizontal Attack Surface: Since most environments are only as secure 
as their weakest server or application, limiting access between rings and systems 
within the rings reduces the possibility of a lower-security application server 
being compromised and then used as a pivot point to launch attacks against more 
secure systems.   

There are a number of challenges that must be overcome in using the data-centric 
network model. These include:

•    Performance: In a typical application/database scenario, data access is relatively 
simple and is over a switched network or routed across a core router (Fig.  5.1 ). 
Typically, performance is excellent. In a data-centric network, all application 
database access must be sent through a  fi rewall   with limited access (Fig.  5.3 ). 
This can impact database access times and cause application performance issues 
based on the bandwidth the  fi rewall   can handle. Large infrastructure  fi rewalls   or 
 fi rewall   service modules in core routers/switches can address this and allow for 
setup of different network and trust zones.  

•   Network Re-Architecture/Change: Implementing the data-centric model requires 
a re-design of existing environments and for example, moving servers, retraining 
staff, rerouting connections, and implementing additional  fi rewalls  . This is 
expensive,can be quite stressful to the IT staff, and can impact operations  

•   User Access: When database servers are on internal networks,  users   may become 
complacent/accustomed to accessing servers directly when they are in their 
offi ce/workspace. In the new model, users at the offi ce, as well as at home, will 
be required to  VPN   or use other remote access methods to access databases and 
other unstructured data within the environment. Users may require substantial 
training to learn new processes.  

•   Firewall Changes: When there are no  fi rewalls   or other  protections   in place, 
server owners and administrators may not have accurate inventories of what 
ports are required for an application to run. When moving to the data-centric 
model, issues can arise because non-standard ports are being used and may not 
have been added to new  fi rewall   rules, thus causing issues with application 
access/operation. Proper sniffi ng and network monitoring can help identify the 
ports so that  fi rewall   policies can be established before applications are migrated 
to the new environment.  

•   Application  Development  : Developers writing applications for the data-centric 
environment need to make sure they are writing their applications to use standard 
database ports or confi ned port ranges to ensure they can work through different 
layers of  fi rewalls  . When ephemeral ports and other dynamic ranges are used, 
this can cause issues in negotiating  fi rewall   policies.  

•   Outbound Application Access: Many applications today are built to have auto- 
update or other web service  integration   to pull in and process data used within 
the application. In an environment with limited to no outbound-access, applica-
tion calls to external resources must be inventoried and allowed to use the infra-
structure or other proxies to access. Open source products such as Squid Proxy 
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(Squid  2016 ) or built-in proxies in  fi rewalls   can be used to allow access to a 
restricted number of external resources.  

•   Desktop applications: Many application are design to run on  user   desktops with 
connectivity to a remote database or fi lesystem. In the data-centric network 
model these application are usually moved to the VDI (Virtual Desktop 
Infrastructure) setup residing within the protected network. Alternatively a  VPN   
connection is granted to the backend data servers for those users. Generally we 
try to avoid granting a direct access through the  fi rewalls   to the backend 
resources – if it becomes necessary very narrow  fi rewall   rules are highly 
recommended.   

When implementing the data-centric network model, it is important to assess the 
environment and use of applications within the environment. Given the right archi-
tecture and use of the model, the footprint of threats to applications and data within 
the environment can be drastically reduced with improvement in security .  

5.2.2     Intrusion Prevention/Detection 

 Once the secure infrastructure and  fi rewalls   are properly implemented, unwanted 
traffi c is stopped. Given the frequency of attacks and the number of potential vul-
nerabilities in all systems, best practices dictate that monitoring be in place to alert 
when possible attacks are taking place within the environment. Continuous moni-
toring will help respond to attacks in a timely manner, reduce the potential impact 
of the attack, and reduce the possibility of the attack occurring again within the 
environment. To achieve this, Intrusion Prevention Systems (IPS) or Intrusion 
Detection Systems (IDS) can be confi gured to monitor key ingress/egress points and 
critical segments of the network to alert and/or block attacks as they occur:

•    IPS – actively interfering with unwanted traffi c  
•   IDS – merely monitoring the traffi c and alerting or  reporting   on observed anoma-

lies or known threats   

There are different types of IPS/IDS as well as different models for deployment to 
be considered, when planning to implement monitoring of the environment. The 
main types of IPS/IDS include (Scarfone and Mell  2007 ):

•    Network-Based: monitors network traffi c across particular network segments or 
devices and analyzes the network and application protocol activity to identify 
suspicious activity. The IPS/IDS simply applies predetermined (mostly vendor 
provided) rule set to detect anomalous traffi c.  

•   Network Behavior Analysis (NBA): examines network traffi c to identify unusual 
traffi c fl ows that may represent threats, such as distributed denial of service 
(DDoS attacks), certain forms of malware, and policy violations. The IPS/IDS 
fi rst learns typical network behavior and then reports deviations from the 
baseline.  
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•   Host-Based: monitors the characteristics of a single host and the events occur-
ring within that host for suspicious activity.    

 Network-based IPS/IDS is generally the most prevalent type of monitoring, but 
host-based monitoring is a rapidly improving technology and provides detection of 
a broader range of internal and external attacks. The host-based IPS/IDS are typi-
cally bundled within a suite of  tools   in addition to e.g. antivirus. When planning to 
deploy an IPS/IDS system, the deployment model plays a key role in determining 
what the system can provide and how it affects the entire environment. In a tradi-
tional IDS role, the system is placed in an out-of-band mode (Fig.  5.4 ), whereby a 
monitor port or tap is copying all traffi c to the monitoring system. IDS analyzes the 
traffi c to detect an  intrusion  /attack. In this scenario, a possible attack generates an 
alert to a console or response team that responds to mitigate the attack and address 
the vulnerability that lead to the attack. This model is used in environments with 
concerns over blocking legitimate traffi c, and the possible impact an inline device 
may have on fl ow of legitimate traffi c.

   In the Intrusion Prevention Mode all traffi c is routed directly through the IPS 
system, inspected, then sent to the destination host/network (Fig.  5.5 ). In this sce-
nario, traffi c designated as an attack is dropped directly inline and is not sent to the 
destination. This model of implementation can potentially affect performance of 
legitimate traffi c leading to careful evaluation of the placement prior to deployment. 

  Fig. 5.4    Out-of-band intrusion detection system       

  Fig. 5.5    In-band intrusion prevention system       
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However, in terms of attack mitigation, IPS provides the quickest response and most 
effective way of detecting and responding to attacks.

   When planning to deploy an Intrusion Prevention System, options are available 
that can help address the typical concerns. The key options include:

•    Performance: When purchasing/building an IPS, the network must have enough 
bandwidth to handle the amount of traffi c that will be forwarded through the 
device. A number of vendors have technical specifi cations published for appli-
ances, but purchasers must test the inline inspection using traffi c simulators to 
ensure the system can handle the volume of traffi c it will be inspecting in their 
institution. In any case, based on the IPS model, number of deployed rules, level 
of inspection and traffi c patterns the impact on the traffi c fl ow can be signifi cant 
with possible business impact.  

•   Network Taps: When placing the system inline, bypass network taps must be 
purchased or built so that systems can be taken offl ine without affecting traffi c 
fl ow in the environment. In maintenance windows, bypass taps can be put in 
bypass mode allowing reboots, updates, etc. without affecting the traffi c in the 
environment.  

•   Placement: An IPS deployment for every network segment within an environ-
ment would be very costly. When planning to implement IPS, the institution 
should plan to place it in critical segments or ingress/egress points to get as much 
coverage as possible, without being required to deploy multiple devices to get 
complete coverage of the network. Systems placed within access infrastructure 
and key uplinks to routers/switches can give coverage across the environment, 
while not requiring multiple expensive devices to cover all segments of the 
network.  

•   Tuning/ Confi guration  : Each vendor provides a set of signatures (confi guration 
rules to identify bad behavior). These signatures are updated regularly to refl ect 
the emerging threats. A number of implementations fail because signatures have 
been disabled, tuned out of use, or removed. Most vendors have so called ‘Low- 
Fidelity’ or ‘High-Accuracy’ signatures, which accurately distinguish between 
legitimate and illegitimate traffi c, thereby minimizing false-positives that may 
block legitimate traffi c. At a minimum, high accuracy signatures must be enabled 
for true blocking, whereas less accurate signatures are enabled for detection only. 
The number of enabled signatures might affect the performance of the IPS due to 
additional processing needed to match the signatures to the network traffi c.  

•   Spend Time Tuning: When deploying the system, it is critically important to 
spend time developing a baseline to learn what is normal traffi c in the environ-
ment, i.e. tuning the system. Ad-hoc  confi gurations   and deployments without 
adequate tuning can lead to a situation where signatures that have not been prop-
erly tested must be disabled and are not monitoring the environment. Adequate 
time spent tuning and building the signatures will lead to more effective monitor-
ing and blocking.    

 Once an IPS is in place and properly tuned, it can provide a wealth of knowledge 
and visibility into the environment. In networks with high traffi c fl ow, inevitably 
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both true and false alerts will be generated. Alert fatigue may occur. True alerts of 
attacks may be ignored or missed in the myriad of alerts that are generated by the 
IPS. To address this, a plan for monitoring and responding to alerts must be devel-
oped before the IPS is implemented. Unless there is a 24/7 presence of staff within 
the environment, organizations should evaluate the possibility of using a Managed 
Security Services Provider (MSSP) to monitor the system and alert staff when an 
attack is detected. An MSSP augments current staff and will help them gain knowl-
edge of current trends. Such knowledge can be helpful in identifying actual attack 
traffi c and reduce the amount of time spent monitoring and responding to attacks. 

 IPS/IDS systems complement  fi rewalls  . They allow monitoring of traffi c that has 
been authorized for possible malicious content and facilitate responding to attacks 
in a timely manner. Properly deployed and confi gured within the environment, IPS/
IDS provide additional layers of  protection   for the institution, which handles sensi-
tive information and is potentially liable for breaches of security. Many modern 
 fi rewalls   have IPS/IDS built in and presented as part of the Unifi ed Threat 
Management (UTM).  

5.2.3     Remote Access/ VPN   

  Translational research   is inherently collaborative with both researchers and data 
frequently located at multiple geographically separate sites. Researchers need 
remote access to multiple networks. An infrastructure to support remote access 
must be implemented to allow  users   to access the private environment securely and 
reliably. There are many methods of remote access, ranging from traditional  Virtual 
Private Networking (VPN)   to other methods such as Remote Desktop/Terminal 
Services. Advantages and disadvantages of each must be considered when planning 
the infrastructure to permit remote access. It is important to take into account all the 
different methods that are going to be used/required/supported for remote access to 
the environment. Given the data-centric model for the application infrastructure, all 
access to applications can be considered ‘remote’ since there is no internal network. 
Looking at remote access in this way is valuable, when deciding what is going to be 
supported in the environment. To begin, planners must inventory:

    1.    the applications within the environment that are going to be accessed;   
   2.    how  users   will access the applications; and   
   3.    how administrators will access the applications.    

Most recently developed applications utilize World Wide Web (www or web ser-
vices), or have some form of web service client that accesses the application. Given 
this, some form of web remote access will be required and is generally provided 
through web reverse proxy servers or some other form of remote access or gate-
ways. Administrators of applications may require access to terminal services or to 
some other type of client/server application. Table  5.1  can guide an inventory of the 
type of remote access that is going to be required for the environment.
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   Once the applications and their methods of remote access have been established, 
a proper set of remote access tools can be selected and  implemented  . When looking 
at remote access tools, remember that more than one method will generally be 
required. Not all applications,  users   and security models for remote access are going 
to work for all applications and users in the environment. It is important to select a 
few options that will work for most of the environment, then work to integrate the 
few that do not work into what is supported. Table  5.2  lists several options/methods 
for remote access along with their typical use, advantages and disadvantages.

   Once methods for remote access have been selected for a particular environment, 
administrators can focus on the tools necessary to support all  users   and can confi g-
ure them properly. Proper  confi gurations   include:

•    Limited Access:  Users   should be restricted to those applications and services for 
which they have been pre-authorized. The default ‘any’ or ‘allow all’ methods of 
access should not allowed in the environment with an exception of administrator 
access well protected through a VPN. Different institutional policies are gener-
ally required for different classes of users.  

•   Logging/Monitoring: Logs of access by  users   regardless of method must be in 
place. Syslog and other Security Information and Event Management (SIEM) 
tools can be used to collect and analyze the remote access logs so that they can 
be generated when needed.  

•   Central  Authentication  : Ensure the remote access infrastructure uses a common 
identity format so that users are not required to remember multiple usernames/
passwords and/or tokens to access the environment. Inconvenient access can 
encourage people to share credentials or methods of remote access, which can 
lead to elevated access privileges and violation of institutional policies.  

•   Multi-factor  Authentication  : Passwords are susceptible to multiple attack vectors 
including email phishing. Organizations are encouraged to add a second factor to 
the  authentication   process for remote access and highly sensitive servers. The 
second factor is typically in the form of a hardware token, mobile app token,  text   
or call confi rmation.  

•    Encryption  : While encryption: While  encryption   of data in fl ight within a local 
network might be optional based on the network inspection needs and level of 
other mitigating controls – traffi c through external networks is typically encrypted 
by default.   

A well-conceived strategy for remote access with methods supported by the enter-
prise can provide access to internal systems and applications in a secure manner. 
 Systems   that are convenient for  users   permit them to perform their jobs in a secure 
environment, while ensuring that the institution complies with federal and state 
laws, regulations, and policies that govern access to sensitive data.   

   Table 5.1    Methods of remote access by various applications   

 Application  Remote  user   access  Remote admin access 

 Public site  http/https  DB Server Studio, https 
 eCommerce site  https  https 
 eMail  https, eMail Client (MAPI)  VDI, https 
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   Table 5.2     Targeted   use, benefi ts, and issues with various methods of remote access   

 Method  Target use  Benefi ts  Issues 

  VPN   (IPSEC)  Full network 
access to the 
environment 

 Is mature and been 
around a long time. Is 
built into most security 
and  fi rewall   devices. 

 Can be problematic with 
slow/unreliable 
connections 
 Gives user full network 
access (IP access) to the 
environment 
 Network ports may not be 
opened from some secure 
networks 

  VPN   (SSL)  Full network 
access to the 
environment 

 Uses standard https 
protocols 
 Reliable across slow/
unreliable network 
connections 
 Open from most 
environments 

 Gives user full network 
access (IP access) to the 
environment 

 HTTP  Web-based 
applications over 
public and 
private networks 

 Browser-based 
 Familiar to most users 
 Has handlers/methods for 
building security onto 
protocol 

 Can be insecure in default 
deployments 
 Very visible attack 
footprint 

 VDI (Virtual 
desktop 
infrastructure) 

 Access to a 
selected 
application or 
individual 
desktop 

 Thin client – small foot 
print, low bandwidth 
requirements unless 
video intensive 
applications. Security 
controls. 

 Complex setup, 
compatibility, performance 
for higher latency 
networks. 

 Terminal 
services/remote 
desktop 

 Full console 
access to remote 
servers and 
devices 

 Traditional desktop 
experience 
 Full access to remote 
system 
 Built-into Windows 
operating systems 

 Can be insecure in default 
deployments 
 Older tools may not 
support 
 authentication  / encryption   
requirements 
 Can give elevated access to 
systems 
 Is not built for open/public 
networks using default 
 confi guration   

 Secure shell 
(SSH) 

 Remote user 
login to shell 
(linux) 
 Remote user 
tunnel 

 Secure transport protocol 
for open/public networks 
 Low cost 

 Takes more confi guration 
from client side 
 Requires confi guration 
changes on some client 
machines 
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5.3     Operating Systems and Cybersecurity 

 Operating systems of applications are probably second to networks in terms of 
implications for security of the environment. Operating systems of servers are com-
plex, and. have vulnerabilities that can lead to compromise of applications. It is 
important to choose operating systems that meet institutional needs, secure them by 
default, and continuously monitor and improve the security of the operating systems 
within an institution’s particular environment. This section reviews challenges of 
securing operating systems with specifi c examples of how these can be addressed. 

5.3.1      Confi guration   

 Confi guration standards, policies, and processes document the setup steps and pro-
cedures for confi guring applications, network devices, servers, etc. within the envi-
ronment. Confi guration standards should be documented for each application or 
device within the environment. This ensures that applications and devices are con-
sistently setup, securely built based on best practices, and are accessible in the event 
that primary support personnel are not available. 

 Initial confi guration standards must be built for a particular environment. They 
should include:

•    Best Practices: Do not re-invent the wheel. There are a number of sources of 
standards that have been well tested and can serve as a starting point for an insti-
tution (Scarfone and Mell  2007 ; Quinn et al.  2015 ; CIS  2016 ; NIST-NVD  2016 ).  

•   Do Not Copy Standards: Many of the available standards are purpose-built for 
specifi c regulatory and/or security requirements and may not be fully applicable 
to your particular organization and its  environment  . Institutions should use the 
standards of others as a guide, but standards adopted by an institution must fi t its 
specifi c needs.  

•   Conduct Regularly Scheduled Reviews: Once a standard is written, it needs to 
change over time as technology, regulations, and the environment change. 
Confi guration standards should be reviewed at least annually to make sure they 
are still relevant and accurate.  

•   Auditable:  Compliance   with standards must be auditable. This can be done by 
manual, scripted, or automated reviews. The Security Content Automation 
Protocol (SCAP) provides specifi cations and practical guidance to enable auto-
mated vulnerability management and audits of compliance (Quinn et al.  2010 ; 
NIST- SCAP  2016 ). Furthermore modern vulnerability scanners can validate set-
ups (such as OS, database, applications) against published standards such as 
Center for Internet Security – CIS, Defense Information Systems Agency – 
Security Technical Implantation Guides (DISA STIG), etc.   
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There are a number of good sources for confi guration standards and checklists. 
Examples include:

•    Center for Internet Security (CIS)

 –    http://benchmarks.cisecurity.org/en-us/?route = downloads.benchmarks     

•   NIST National Vulnerability Database Confi guration Checklist Project

 –    http://web.nvd.nist.gov/view/ncp/repository      

In addition to these vendor neutral databases, most vendors provide guides to setting 
up the operating system with proper levels of security. Important items to consider, 
if a vendor guide is not available or is incomplete include:

•    Services/ Daemons  : Disable all unnecessary services, programs, applications, 
and daemons that are not explicitly needed by the operating system. This reduces 
the footprint of the server and reduces the possibility of unneeded software 
affecting the operating system.  

•   Limited Access/Authorizations: Only allow local access to those administrators 
and power  users   who must directly access the system. This can be achieved 
through local  authentication  /authorization requirements along with network 
level controls for limiting access to administrative ports and services. This might 
also include disabling or renaming local accounts, changing default passwords, 
etc.  

•   Secure Management: When allowing remote management, insecure manage-
ment protocols such as telnet, rsh, VNC, etc should be disabled and only secure 
management protocols enabled. This will reduce the possibility of individuals 
intercepting credentials of administrators and using them for malicious 
purposes.  

•    Auditing  /Logging Events: System should be confi gured to log access and 
changes to the system. This will provide an audit  trail   of who made what changes 
and when. This can be useful in investigations of possible breaches of security 
and in troubleshooting.  

•   Patching/Updating: Each organization should build requirements into the stan-
dards to require periodic patching and updating of systems to ensure they have 
the latest software and any vulnerabilities that have been identifi ed are patched 
as soon as possible.   

When writing confi guration standards, they should not be limited to operating sys-
tems and other network based devices, but should include any applications within 
the secure environment. This helps ensure consistent setups, knowledge  transfers  , 
and continued secure builds of applications running within the environment.  
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5.3.2     Patching 

 Given the size and complexity of applications and operating systems, it is inevitable 
that vulnerabilities will be found and require patching. This is highlighted in the 
latest Symantec Internet Threat Report (Symantec  2015 ), which noted a 30 % 
increase in the number of vulnerabilities in software releases in 2010 compared to 
2009. Patches are released to address vulnerabilities, after a period of delay while 
methods of correction are developed. If left unpatched, the vulnerabilities can lead 
to compromise of the system. To ensure these patches are applied and the systems 
are secure from these vulnerabilities, a patching program that includes regular scan-
ning and updating needs to be put in place. 

 The fi rst step in implementing a patching process is to regularly scan the environ-
ment for potential required patches. The scans should not be limited to server and 
applications, but should also include the network equipment (switches, routers,  fi re-
walls  , etc) within the environment. Vendors generally release patches and updates 
for their equipment. Systems such as Windows and Linux have automatic update 
capabilities that can download and install the available patches for the system. There 
are products that automate scanning to identify vulnerabilities and available patches. 
Examples include Windows Server Update Services (WSUS) (Microsoft-WSUS 
 2016 ), Freeware OpenVAS ( 2016 ), Microsoft Baseline Security Analyzer (MBSA) 
(Microsoft-MBSA  2016 ), and Flexera Personal Security Inspector (PSI) (Flexera 
 2016 ). Once the list of required patches is developed and the available patches are 
downloaded, they must be installed on all the affected systems. As verifi cation that 
patches have been installed properly within the environment, verifi cation scans 
should be run against all the systems. This can be part of the follow-on monthly 
scans to ensure continuity and continued updating of systems within the 
environment. 

 The real challenge to implementing a patch process is setting a standard and 
regular process for installing patches. Most vendors have moved to a once a month 
release of patches (outside of critical updates). Organizations can follow the same 
schedule and regularly install patches on all systems, applications, and network 
devices within the environment. This will ensure the continued update and review 
of all the systems within the environment. 

 The best practices of patch management suggest a careful selection of patches to 
apply and apply them in succession to test environment before production for vali-
dation and avoid interference with production application. This is not always feasi-
ble given the staffi ng levels and amount of patches being issued by various 
vendors. 

 The inevitable argument that is raised is: ‘This will cause issues with my [sys-
tem, application, device]’. If a patch or update has been shown to have compatibility 
issues with a particular application or device, there must be a process to document 
the exception, approve it, and regularly review it. The documentation should include 
the source of the exception (from support, through testing, etc), who generated the 
exception (owner), and the expected timeframe for resolving the problem. During 
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the regular scanning and installing of patches, all exceptions should be reviewed to 
ensure they are still applicable and required within the environment. Failure to 
resolve exceptions can lead to accrual of systems and applications within the envi-
ronment that are out of standard and create potential vulnerabilities that could 
adversely affect the rest of the environment.  

5.3.3     Vendor Management and Evaluation 

 In the fast paced world of information technology and cyber security many new 
vendors emerge every day with solutions that are often appealing from the execu-
tion, cost, feature and other perspectives. Organizations usually develop institu-
tional standards for vendor and vendor products evaluation to assess conformance 
with industry standards, attention to security during the development and imple-
mentation, long term business viability, customer service, etc. 

 At minimum the organization should ensure that:

•    vendor supported systems have a set schedule and that is agreed to upon contract/
support agreement signing  

•   vendor is held accountable to appropriate standards      

5.4     Protecting Sensitive Information 

 Sensitive information such as Personal Health Information is commonly used in 
 translational research   and must be protected. Typically, it is captured and stored in 
three types of systems: Research Patient Data  Warehouse  , tools for Electronic Data 
Capture that may include data  storage  , and Research Data Storage systems. 

5.4.1     Protected Health Information 

 Protected Health Information, also known as Personal Health Information, (PHI) 
does not include publicly available information that is lawfully made available to 
the general public from federal, state, or local government records. Protected health 
information that cannot be exposed to individuals without  permission   of the patient 
is defi ned as information that when used alone or in combination with other infor-
mation can identify an individual (whether living or deceased). Table  5.3  lists these 
identifi ers, as defi ned in the United States by the  Health Insurance Portability and 
Accountably Act (HIPAA)    Privacy   Rule.
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5.4.2        Research Patient Data Warehouse 

 The Research Patient Data Warehouse (RPDW) is one of the most highly protected 
components of the IT infrastructure in a research-intensive medical center. Typically 
it contains information from the  electronic medical records   of large numbers of 
patients. See Chap.   6    , Research Patient Data Warehousing, for an extended discus-
sion of data  warehouses  . Protection of PHI within a RPDW requires special atten-
tion to:

•    Access control  
•    Auditing   of control and data changes  
•   Strict change control of any alteration of the system   

A RPDW typically contains huge amounts of data, e.g. patient’s demographics, 
diagnostic and procedure codes, medical history, results of laboratory tests, images, 
and genomic data. Accruing, storing, and searching the data in a timely manner 

   Table 5.3    List of 18 HIPAA PHI identifi ers   

 Identifi er 

 1.  Names 
 2.  All geographical subdivisions smaller than a State, including street address, city, county, 

precinct, zip code, and their equivalent geocodes, except for the initial three digits of a zip 
code, if according to the current publicly available data from the Bureau of the Census: 
(1) The geographic unit formed by combining all zip codes with the same three initial 
digits contains more than 20,000 people; and (2) The initial three digits of a zip code for 
all such geographic units containing 20,000 or fewer people is changed to 000. 

 3.  All elements of dates (except year) for dates directly related to an individual, including 
birth date, admission date, discharge date, and date of death and all ages over 89 and all 
elements of dates (including year) indicative of such age (except that such ages and 
elements may be aggregated into a single category of age 90 or older) 

 4.  Telephone numbers 
 5.  Fax numbers 
 6.  Electronic mail addresses 
 7.  Social security numbers 
 8.  Medical record numbers 
 9.  Health plan benefi ciary numbers 
 10.  Account numbers 
 11.  Certifi cate/license numbers 
 12.  Vehicle identifi ers and serial numbers, including license plate numbers 
 13.  Device identifi ers and serial numbers 
 14.  Web Universal Resource Locators (URLs) 
 15.  Internet Protocol (IP) address numbers 
 16.  Biometric identifi ers, including fi nger and voice prints 
 17.  Full face photographic images and any comparable images 
 18.  Any other unique identifying number, characteristic, or code (excluding a random 

identifi er code for the subject that is not related to or derived from any existing identifi er) 
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requires high performance systems. Security systems must be carefully designed to 
avoid overly compromising performance of the  warehouse  . It requires a balance 
between ability to process and deliver data in a timely manner and ability to imple-
ment security controls that adequately protect the data. Performance can be 
improved by moving some controls to auxiliary systems surrounding the RPDW:

•    Increased physical security of the data center as a trade off for on-disk data 
 encryption    

•   A dedicated network segment surrounded by a  fi rewall   as a trade off for an in- 
band  fi rewall    

•   Accessing data through an application server with a tight control rather than a 
direct database connection  

•   Application server to database connection might not be encrypted for perfor-
mance reasons putting an additional burden on security of the application server  

•   The audit  trail   might be stored externally rather than stored on the system hold-
ing the RPDW   

Many of the trade-offs are specifi c to an institution, its environment, and infrastruc-
ture. Institutional specifi city might be related to:

•    Processes for change control  
•   Types of queries or in general how the system is utilized  
•   The process of loading data (nightly full or incremental refresh, continuous/

online versus batch load)  
•   The system of data backups such nightly, online DR, virtual vs. physical tape, 

etc.  
•   Method of  user   access (accessing a single RPDW or accessing a separate dat-

amart that contains an extract of the primary data in a separate database)  
•   Reporting utilities and the security of service accounts accessing the data  
•   Utilizing all database built-in security controls – row level security,  encryption       

5.4.3     Tools for Electronic Data Capture 

 Tools for electronic data capture are commonly provided to investigators as part of 
the design and implementation of  translational research   projects. These allow 
researchers to collect data to be used in studies, clinical trials, etc. From the point of 
view of those responsible for security, it is important to note that tools for electronic 
data capture are typically  user   facing and hence require strong identity and  access 
management  . One such system might host a few or 100 s of studies making it a high 
level  target   for unauthorized users. In order to minimize the possibility of data 
compromise:

•    Encryption between the client and the server is a must. This is typically done by 
SSL (https), but additional layers such as  VPN   or SSL VPN might be used  

M. Kouril and J. Zimmerly



97

•   Regularly scheduled changes in passwords must be enforced, typically at 90 day 
intervals  

•   Role management – distinguish between study coordinators and data  entry   per-
sonnel. Grant  permissions   based on need and role.  

•   Entitlement reviews – ensure that only the people who are entitled to access to 
particular data sets or studies receive access, and regularly review these 
entitlements.  

•   Comply with best practices such as regular server patches, centralized review 
and storage of the logs, change and  confi guration   management.     

5.4.4     Research Data Stores 

 Biomedical research institutions typically house many data generating groups/
cores. In order to share data effi ciently, network attached storage (NAS) or online 
(web) based storage systems are generally used. Much of the data in a medical 
research institution will contain Protected Health Information, as previously dis-
cussed for Research Patient Data Warehouses. There are a several basic consider-
ations, when planning to protect information. In a NAS environment it is important 
to realize that;

•    The data in fl ight might not be encrypted. The Common Internet File System 
(CIFS) does not have  encryption   built-in, whereas the Network File System 
(NFS) does in version 4 (IAPS  2007 ). Direct Internet access to fi le servers should 
be provided only through  VPN  .  

•   Although  users   can manage  permissions   to some degree themselves in CIFS and 
NFS environments, the built-in  permissions   management might not be ideal. Add 
on products and careful monitoring of  permissions   is encouraged in order to keep 
the  permissions   well-defi ned and manageable long term.  

•   Identity within the NAS is only as strong as the institution’s  identity manage-
ment   system. Inadvertent additions of users to groups, confusion of  users   with 
the same or similar names, unclear defi nition of groups and the data to which 
members have access are some of the issues that can plague an  identity manage-
ment   system and must be clearly resolved. It is important to develop standard-
ized  workfl ows   for addition and deletion of  users   and groups.  

•   Audit- trails   are essential not only for  compliance   with laws and regulations, but 
as a best practice. Many  users   fail to realize the side effects of, for example, mov-
ing or removing data directories. Having the ability through audit trails to quickly 
identify who did what, when and where helps dispel many misconceptions and 
improve trust in the system.  

•   Data  classifi cation    
•   Data  storage   guidance (what goes where)   

Web based data stores typically handle internet access better that NAS, yet can be 
mounted as a network drive e.g. using WebDAV (Web Distributed Authoring and 
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Versioning) protocol. With regard to security, some characteristics of web based 
data stores are:

•    Encryption using SSL (https)  
•   Authorization/ permissions   are not limited to pre-defi ned protocols, but are 

dependent on the hosting application.  
•    Audit trails   are easy to add  
•   During the upload process, information can be automatically parsed from the 

data and hence allow more fl exible searches  
•   Typically stores “structured” data      

5.5     Role of  Users   in Protecting Information 

 The focus of this chapter on institutional cybersecurity has been on technology. In 
reality, breaches of security with loss of protected or confi dential information usu-
ally occur because users fail to comply with institutional policies and standards 
rather than because of technical failures of network security and  intrusion   preven-
tion systems. For example, theft, loss, and/or misuse of portable devices are one of 
the most common breaches of security across industries (Verizon  2011 ). It is criti-
cally important that institutions develop and enforce policies defi ning acceptable 
and unacceptable uses of information resources. Institutional policies and standards 
should address such issues as:

•    Behaviors of users must be consistent with the mission, vision, and core values 
of the institution.  

•   Users must comply with applicable  laws  , regulations, and policies.  
•   Users acknowledge that sharing of Confi dential Information with unauthorized 

individuals may result in the waiver of legal  protections   and may place the user 
and employer at risk of criminal or civil liability or may damage their fi nancial 
standing, employability,  privacy  , or reputation.  

•   Users are individually responsible for maintaining the  confi dentiality  , security 
and integrity of their chosen passwords.  

•   Users must promptly and properly dispose of, sanitize, and/or destroy confi den-
tial information in any form (e.g., paper, electronic, on Portable Devices) when 
no longer useful  

•   Users  consent   to institutional  auditing   and monitoring for excessive or inappro-
priate personal use, criminal activity, regulatory violations.  

•   Users understand that violations of any policy may subject them to disciplinary 
action up to and including termination of employment.  

•   Users must ensure that: Confi dential Information is not visible in an unattended 
work area or on an unattended workstation; they log off of systems after access; 
they do not post passwords or user IDs in visible areas.  

•   Users are responsible for ensuring optimum security of Portable Devices (regard-
less of device ownership) that access, transmit, or store the institution’s 
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 Confi dential Information. Users must immediately report any loss or theft of 
computing devices.  

•   Users are prohibited from interfering with the intended functioning of the infor-
mation system, e.g. disabling security devices, inserting viruses, inserting net-
work monitoring devices, installing unapproved software, destroying fi les.  

•   Security awareness training – having system users understand the types of threats 
that they could fall victim too, such as social engineering and phishing cam-
paigns and the risks associated with them.   

To summarize, maintenance of high levels of cybersecurity to protect confi dential 
and protected health information requires a combination of best practices in tech-
nology and thoughtful institutional policies that are enforced. One without the other 
precludes success. 

 A number of frameworks have been developed to aid organizations with risk 
assessment and mitigation. Our organization is subject to  FISMA   (Federal 
Information Security Management Act) for a number of federal contracts. FISMA 
uses NIST 800-53v4 (JOINT-TASK-FORCE  2013 ) “Security and  Privacy   Controls 
for Federal Information Systems and Organizations” and we follow NIST standards 
for the annual Information System Security Plan (ISSP).  

5.6     Joint Management – Hospital and Research 

 As discussed in Sect.   4.8    , to support research in a research oriented medical center, 
it is important to defi ne clearly who is responsible for providing IT support to the 
different missions – patient care, business operations, and research. In the authors’ 
institution, clinical and business operations are supported by hospital information 
services (IS), while research is supported by biomedical informatics (BMI). The 
two groups are separately staffed and budgeted, but must collaborate very closely to 
provide coherent support to the overall research and clinical enterprise. With regard 
to operation of networks and implementation of cybersecurity, IS and BMI have 
developed a responsibility matrix (Table  5.4 ). This has served the organization well 
and prevented misunderstandings. IS is responsible for installing and maintaining 
the physical networks, including  fi rewalls  . BMI works with IS to design networks 

  Table 5.4    Distribution of 
responsibilities for support of 
research between Hospital 
Information Services (IS) and 
Biomedical Informatics 
(BMI)  

 Issue  IS  BMI 

 Physical networks  X/J  J 
 Security  X/J  J 
  Authentication    X/J  J 

   X  primary responsibility for operational 
support,  P  primary responsibility to formu-
late policies,  J  participates in formulation 
of policy  
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that support research programs and to develop standard operating procedures for 
identity and  access management  . The goal is to create an environment in research 
that is secure and meets regulatory requirements with regard to  protection   of sensi-
tive information. With this in place, the hospital can transfer clinical information 
from  electronic medical records   to the research data center with assurance that the 
information will be properly protected.
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    Chapter 6   
 Data Governance and Strategies for Data 
Integration                     

     Keith     Marsolo       and     Eric     S.     Kirkendall     

    Abstract     Recent years have seen a dramatic increase in the overall adoption of 
electronic health records and other ancillary systems in health systems across the 
United States. This has led to a corresponding increase in the volume and breadth of 
data that are generated during the course of health care operations. Institutions have 
a strong desire to mine this information for analytic, improvement and research 
purposes. Most efforts involve the integration of data from multiple source systems, 
transformation and synthesis into a consolidated view. Several common strategies 
exist, including the use of data warehouses or integrated data repositories, as well as 
the creation of project-specifi c data marts. We describe several of the most common 
data models used to when creating integrated data repositories for research pur-
poses, as well as the basic steps required for implementation. We also discuss the 
importance of data governance in healthcare, which includes the tools, policies and 
procedures that ensure data are used effectively within an institution. This includes 
efforts around data characterization and data quality, the use of data stewards, man-
agement of metadata, and more.  
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6.1       Introduction 

 The increased adoption of electronic health records (EHRs) in the United States 
over the past few years has led to a tremendous increase in the amount of data that 
are captured during the course of clinical care and has stimulated efforts to ensure 
that information is put to “meaningful  use  ” (Blumenthal  2009 ,  2010 , Blumenthal 
and Tavenner  2010 ). This increase has led to a corresponding desire to analyze and 
mine that information for research and quality improvement purposes (Weiner and 
Embi  2009 ). Despite the increased implementations of enterprise EHRs, data often 
exist in multiple disparate systems. As such, there is a need for systems that support 
the integration of data from multiple sources and of multiple types into a coherent 
view, which can then be used for decision support, analysis, and reporting purposes. 
Initial efforts within healthcare have focused largely on the creation of data  ware-
houses   (also called integrated data repositories) (Mackenzie et al.  2012 ), which 
have been employed by the business community for decades to integrate and ana-
lyze fi nancial data (Kimball  1996 ,  1998 ). Because of cost to develop and maintain 
an enterprise-wide data  warehouse  , and the complexity of integrating specialized 
data sources, recent years have also seen the spread of more single-purpose solu-
tions, such as project- or content-specifi c datamarts. These marts may be focused on 
a single condition, such as heart disease, and may be designed with a single purpose 
in mind, such as reducing cost or eliminating variations in care. Instead of there 
being a single solution to the problem of data integration, they exist on a spectrum, 
with specifi c architectures optimized to meet specifi c needs. The decision on which 
option to choose will depend on the project. The fact that there may not be a single, 
physical source of truth for all things data within an organization also indicates why 
data governance is an increasing area of focus for many healthcare institutions.  

6.2     Spectrum of Clinical Information Systems 

 Clinical information systems exist on a continuum within the healthcare delivery 
environment (Fig.  6.1 ). EHRs, by their nature, are patient-centric, allowing  users   to 
interact with the record of a single patient, one patient at a time. They are designed 
to be high-availability, and as such, are typically transactional in nature. This results 
in an application and data  model   that makes it very diffi cult to perform  population   
or cohort-level analysis.

   To offset these limitations, many EHRs are packaged with an  operational data 
store (ODS)  , a database that can be used for  reporting   purposes. Most ODSs are still 
very transactional in nature, often refl ecting the underlying architecture of the EHR 
(to simplify the process of refreshing the ODS with updated data). As the name 
implies, one of the primary uses of an ODS is to generate data that provides insight 
into the operations of an institution – clinical, fi nancial, or otherwise. However, they 
are complex. For example, the ODS for the Epic EHR (Clarity) has over 15,000 
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tables. It is often diffi cult, if not impossible, to integrate information from outside 
sources into the ODS. In addition,  population   level analysis is still a challenge, as 
the relevant data may be spread out over dozens of different tables. 

 Integrated data repositories are designed to overcome the limitations of ODSs. 
Data are pulled from multiple tables/sources and combined into a single integrated 
record that can then be queried and analyzed. These repositories may exist as large, 
enterprise-wide data  warehouses   that incorporate clinical, fi nancial and administra-
tive data; they may be research-focused repositories that adhere to a common data 
 model   that allows for queries to be replicated or distributed across multiple institu-
tions; or they may be tailored analytical structures that are designed to focus on a 
specifi c domain or condition. Research-specifi c or analytical-specifi c structures 
may be populated with their own specifi c loading procedures. Any one of these 
models may then be used to service  user   queries, either in a self-service fashion or 
through a mediated process. For the purposes of this discussion, we will focus on 
those repositories that are intended to support the research enterprise.  

6.3     Research-Specifi c Integrated Data Repositories 

 To facilitate research and  quality improvement  , many institutions have or are now 
creating research-specifi c integrated data repositories (Eggebraaten et al.  2007 , 
Lowe et al.  2009 , Murphy et al.  2010 , Zhang et al.  2010 , Mackenzie et al.  2012 ). 
While it is possible to use an operational data  warehouse   for research purposes, a 
research specifi c-repository is intended to support a different set of use cases and 
 workfl ows   and will often include additional data sources (e.g., genomic, sensor 
data). In order to address  privacy   and  security   concerns, particularly those related to 

  Fig. 6.1    Example data fl ow within a healthcare institution. Data are captured in the EHR during 
an encounter, and are then transferred to an operational data store and/or enterprise data  warehouse   
using an operational  extract-transform-load (ETL)   process. A secondary ETL may then be used to 
populate one (or more) common data  models   that are to be used for research, as well as any other 
analytical data structures needed by the institution. Data are provided back to  users   through a 
mediated process or self-service  query   tool       
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the  Health Insurance Portability and Accountably Act (HIPAA)   Privacy Rule and 
 Health Information Technology for Economic and Clinical Health (HITECH)   Act 
( Title 45 Code of Federal Regulations , Blumenthal  2010 ), they typically add addi-
tional safeguards like  de-identifi cation   or obfuscated access. 

6.3.1     Use Case 

 For any research data repository, the initial step of almost every  query   is almost 
always some form of  cohort identifi cation  , i.e., fi nd patients who meet criteria X, Y 
and Z. Query criteria can include demographics (age, race, gender), diagnoses, lab-
oratory results, procedure codes,  medication   orders, etc. and can be constrained by 
date, exclusion/absence or number of occurrences. While cohort identifi cation may 
seem like a rather trivial use case, it is often the fi rst step for any kind of biomedical 
analysis, as it is necessary to fi rst defi ne the  population   in question. This holds 
whether the  query   is to support clinical care, research or  quality improvement   (e.g., 
fi nd all patients of a particular doctor or clinic, all patients with a given disease/
genetic anomaly, all patients who have not come to clinic during the past 6 months). 
If the data are housed in a single  warehouse  , cohort queries can be complex, but are 
feasible. If the data are stored in a set of siloed source systems, they can become 
incredibly time-consuming, if not impossible, to complete. 

 Once an initial cohort has been generated, a data  warehouse   can be used to facili-
tate the analysis of data about its members. This can occur through  tools   that have 
been developed to sit on top of the  warehouse   and interact through a middleware 
service, as in STRIDE,  i2b2  , and Physio-MIMI (Murphy et al.  2006 , Mendis et al. 
 2007 , Lowe et al.  2009 , Zhang et al.  2010 ), which allows for self-service or medi-
ated access by super  users   (example below). Alternatively, the warehouse can be a 
source of cohort- or project-specifi c datasets, serving as the source of extracts or 
data marts that can be analyzed with a user’s favored statistical package. 

 While  cohort identifi cation   is typically the primary use case for an integrated 
data repository, other use cases include: searching for and requesting biosamples 
available for research (another version of cohort identifi cation); augmenting it with 
patient outcome and process  measures   (which would be stored as derived observa-
tions), and as a data source for research and  quality improvement   registries.  

6.3.2     Data Model 

 There are a number of different data  models   that can be chosen to underlie an inte-
grated data repository. The simplest and most traditional is the star schema, which 
is employed by the Informatics for Integrating Biology and the Bedside ( i2b2  ) 
framework (Murphy et al.  2006 ,  2010 , Kohane et al.  2012 ). In this model, a central 
fact (observation) table is linked to a number of different dimension tables, which 
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are used to group related data (for example, by patient, visit, or provider). In a 
research data  warehouse  , observations can be anything from the presence of a diag-
nosis, a patient’s birthdate, a lab result or a billing record. A slightly more complex 
version of this model is the snowfl ake schema, where a single fact table is linked to 
a number of dimensions that are normalized into multiple tables (Kimball and Ross 
 2002 ). Other alternative data  models   include the Health Level 7 – Reference 
Information Model (HL7-RIM) (Eggebraaten et al.  2007 ), the Observational 
Medical Outcomes Partnership (OMOP) Common Data Model (Reisinger et al. 
 2010 ), which is managed through the Observational Health Data Science and 
Informatics (OHDSI) program (Hripcsak et al.  2015 ), the Virtual Data Warehouse 
Common Data Model (Ross et al.  2014 ), Mini-Sentinel (Curtis et al.  2012 ) and the 
PCORnet Common Data Model (Califf  2014 ). 

 The choice of data  model   should be infl uenced by the by the primary use case of 
the repository. There is no single “best” model that is optimized for all research 
needs. All of them will require tradeoffs in one form or another. Some models, like 
 i2b2   are designed to effi ciently represent data and quickly identify cohorts, but 
require additional transformations to effi ciently support downstream analytics. 
Others, like Mini-Sentinel and the PCORnet CDM (which is derived from the Mini- 
Sentinel model) are designed for analytic utility and to be easily understood the end 
 user  , but use ineffi cient table structures. The OMOP model, on the other hand, 
requires a larger degree of standardization when loading data, though that effort is 
rewarded with more simplifi ed analytical queries. Groups have begun to create 
transformations that allow users to convert from one model to another, though due 
to differences in the table structure or  terminologies  , information may be lost. In 
addition, converting from the same source system to different data  models   may 
yield different analytical results (Rijnbeek  2014 , Xu et al.  2015 ).  

6.3.3      Terminologies   

 A particular challenge in creating integrated data repositories revolves around ter-
minologies, or how to code a particular data element. There are two major 
approaches: either rely on a “local” code (typically derived from the coding scheme 
of the source system, though the source system may utilize a  standard   terminology 
for specifi c domains), or transform the data so that it is consistent with one of the 
many terminology standards, like  ICD-9  /- 10   or  SNOMED   for diagnoses,  LOINC   
for laboratory results, or RxNorm for medications. For data domains that may be 
represented by many different terminologies, such as diagnoses, which are often 
coded as ICD-9, ICD-10 and SNOMED,  users   may decided to standardize on a 
single terminology and represent all data of that type using that coding scheme. This 
is the approach behind the OMOP model. Terminologies are also discussed in Chap. 
  3     (Standards for Interoperability). 
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 The decision to transform the data again depends on the primary use of the repos-
itory. If data will be routinely shared with outside institutions, transforming an ele-
ment to a standard can ease the process of ensuring semantic  interoperability     . If the 
main  users   of the repository are primarily internal customers, it may be benefi cial to 
retain a link to the coding used in the source system(s). Local users will be familiar 
with local terms that appear on the application screens of the source and can navi-
gate more easily in the research  system  . While this decision often had to be a binary 
choice, many CDMs now include the option of storing the original source value as 
part of the observation, which allows the end user to verify the mapping and inves-
tigate the original coding, if desired. 

 One benefi t to utilizing local source terminologies is that it may help eliminate 
confusion for end  users  . If an EHR uses  ICD-9   as an internal coding for diagnoses, 
for instance, and the repository converts them to  SNOMED  , a  query   for all “ asthma  ” 
patients run on the clinical ODS may not match the results returned from the 
research repository because SNOMED codes at a different level of granularity than 
ICD-9. ICD-9 is a relatively coarse terminology system, and converting to a fi ne- 
grained terminology like SNOMED can lead to errors if not done correctly. 
Discrepancies of this kind can lead to frustration on part of staff, as they seek rea-
sons for the discrepancy in results obtained from searches of the two local reposito-
ries that are supposed to be populated from the same data sources. Such discrepancies 
can cause users to lose faith and trust in future results. 

 A particular advantage to using internal terminologies is that they are easier to 
maintain. If the source system changes the way that items are defi ned, the terminol-
ogy of the  warehouse   can simply be updated to refl ect the modifi cations. If items are 
mapped to a reference terminology, the work is essentially doubled. The internal 
terminology will need to be monitored for modifi cations, as will the reference ter-
minology. While there are tools to help with mapping (Rubin et al.  2006 , Musen 
et al.  2012 ), the process almost always requires time-consuming manual reconcilia-
tion. Government regulations like Meaningful  Use   are also spurring the adoption of 
standards within the EHR and other  source   systems (Blumenthal and Tavenner 
 2010 ), which should help eliminate the proliferation of local coding schemes, 
though it will take some time to propagate fully through the industry.  

6.3.4     Data Provenance 

 Clearly understanding the original source of a data element (data provenance) 
within an integrated data repository is essential, but is a signifi cant challenge. 
Within an EHR, there may be multiple diagnoses and each may come from a differ-
ent source within the system (admission, discharge, problem list, encounter, billing, 
etc.). Depending on how the diagnosis was generated, some sources of the data ele-
ment, may have more “credibility” than others. For instance, a diagnosis of lupus 
erythematosis assigned in an optometry clinic may not be as reliable as one assigned 
by a rheumatologist. Within an EHR or  ODS  , items like diagnoses are typically 
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stored in a location that is based on how the data is entered into the system. In an 
integrated repository, all of this information is brought together into a single table 
of observations. If care is not taken to denote where a value came from, or to allow 
 users   to add fi lters so that they can  query   on multiple parameters such as clinic, 
provider, and billing offi ce, then results returned to users may not mean what they 
think it means. This becomes a concern particularly when users are allowed to gen-
erate self-service queries.  

6.3.5     Extract-Transform-Load (ETL) 

 One of the biggest challenges in creating an integrated data repository lies in the 
procedures used to extract the data from the source systems, transform it to the cor-
rect format and load it into the  target   tables (Kimball and Caserta  2004 ). This pro-
cess (extract-transform-load) is often referred to as ETL. Maintaining an  ETL   
process can be expensive in terms of both people and software. Enterprise EHRs are 
generally supplied by commercial vendors and are constantly being updated with 
new versions. Organizations may also modify the local EHR to meet needs of inter-
nal  users  . Automated ETL tools like Microsoft SQL Server Integration Services 
(SSIS), Oracle Data Integrator, Informatica, and Talend can help monitor the quality 
of the source data and notify administrators of any changes. In many cases, though, 
manual SQL procedures must be created to optimize and customize the process. 

 The design of an  ETL   process depends on the frequency of the data refresh from 
the source systems, as well as the frequency of refresh to the  target  . Dealing with a 
laboratory information system (LIS) that sends results as real-time  HL7   messages is 
a more complex endeavor than one that transmits results as a daily fl at fi le. The 
closer to real-time the  transmission   of data from a source is, the more diffi cult it is 
to monitor and maintain the ETL process. The same rule applies when refreshing a 
 target   system. A challenge when dealing with EHR data is that the size of an  ODS   
can be in the range of terabytes. A complete refresh of an integrated data repository 
with data of this size will eventually take longer than the available refresh window. 
This can be mitigated by the creation of an incremental or delta refresh, where the 
only data that are loaded are the new/changed elements. A refresh like this is more 
challenging to architect, as one must determine which elements have been added/
deleted/modifi ed, which can be diffi cult depending on the size and complexity of 
the source. While ETL processes to load EHR data into a repository can occasion-
ally be shared among institutions, most EHR implementations include a fair degree 
of customization, requiring similar customization in the corresponding ETL pro-
cess. If data are routinely pushed from the repository to other sources (data marts, 
registries, etc.), this adds complexity to the refresh process because a system must 
be in place to move data from the source to the repository to the  users  ’ application 
in a timely manner.  
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6.3.6     Privacy 

 Laws governing human research vary from country to country. This discussion 
focuses on requirements in the United States. Issues of  privacy   and  consent   are dis-
cussed in more detail in Chaps.   2     (Protecting Privacy in the Child Health EHR) and 
  5     (Institutional  Cybersecurity   in a Clinical Research Setting). In order to conduct 
research with patient identifi able patient data,  users   must obtain consent (Title 45 
Code of Federal Regulations). The alternative is to work with a de-identifi ed data-
set, or a dataset that has been stripped of all personal health information (PHI). 
Working with de-identifi ed data is not considered to be human subjects research and 
does not require an  IRB      protocol. This makes the creation of an integrated data 
repository for research purposes a challenge, as the act of creating the repository 
requires the use of identifi able patient data. Users of repositories that have been cre-
ated for clinical or operational purposes do not face these challenges because the 
use of PHI in those contexts is covered under the  HIPAA   Treatment, Payment and 
Operations (TPO) exclusion. There are several strategies that can be employed to 
satisfy the requirement that  consent   be obtained from a patient in order to have their 
data included in a research  warehouse  . The fi rst is simply to have each patient sign 
a consent form denoting whether their data can be included. This approach is rela-
tively expensive and time-consuming, however, because of patient volume, and is 
almost never used. A variation of this approach is to have hospital registrars ask for 
patient  consent   as part of the registration process (Marsolo et al.  2012 ). Such a 
“self-consenting” process, i.e., a member of the research staff is not immediately 
available, may grow in favor as enterprise EHRs with integrated registration become 
more prevalent, and as the Department of Health and Human Services considers 
changes to the Levenson ( 2015 ). Another strategy, which has fallen out of favor in 
recent years, is to employ a passive consent, or “opt-out” strategy, where all patients 
and their data are included by default unless they explicitly request to have their 
information excluded. At this point, the most common approach is to request that an 
 IRB   waive the consent requirement, the justifi cation being that it is impractical to 
obtain  consent   from every single patient at a hospital. The fi nal method is to include 
language in the clinical consent-to-treat document that all patients must sign stating 
that any of their data may be used for research and included in a research patient 
data  warehouse  . 

 Because many  warehouses   are established under an  IRB   protocol that waives 
patient  consent  , they typically operate under the “honest broker” principle (Dhir 
et al.  2008 ). An honest broker serves as an intermediary between the individual 
providing the data and a researcher ( SACHRP 2010 ). The broker aggregates and 
integrates identifi ed data from multiple sources, removes the identifi ers and then 
provides the resulting dataset to the investigator. They provide a service, but do not 
function as a member of the research team (i.e., they cannot participate in the analy-
sis of the data). The same principle can be applied to biorepositories and  biospeci-
mens  , as covered in Chap.   7    , Laboratory Medicine and Biorepositories. 

 Table  6.1  lists the 18 identifi ers specifi ed by  HIPAA   as PHI and whether they can 
be included in a de-identifi ed or a  limited dataset  . The traditional method of  de- 
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   Table 6.1     HIPAA   identifi ers and whether they can be included in a de-identifi ed or  limited dataset     

 Identifi er  Included in de-identifi ed dataset 

 Included in 
limited 
dataset 

 1. Names  No  No 
 2. Postal address information  The initial three digits of a zip code, if, 

according to the current publicly available 
data from the Bureau of the Census: (1) The 
geographic unit formed by combining all zip 
codes with the same three initial digits 
contains more than 20,000 people; and (2) 
The initial three digits of a zip code for all 
such geographic units containing 20,000 or 
fewer people is changed to 000; 

 Yes 

 3. Social security numbers  No  No 
 4. Account numbers  No  No 
 5. Telephone & fax numbers  No  No 
 6. Elements of dates for dates 
directly related to an individual, 
including birth date, admission 
date, discharge date, date of 
death 

 No – except for year  Yes 

 7. Medical record numbers  No  No 
 8. Certifi cate/license numbers  No  No 
 9. Electronic mail addresses  No  No 
 10. Ages over 89 and all 
elements of dates indicative of 
such age 

 No  No 

 11. Health plan benefi ciary 
numbers 

 No  No 

 12. Vehicle identifi ers & serial 
numbers, including license plate 
numbers 

 No  No 

 13. Device identifi ers & serial 
numbers 

 No  No 

 14. Web Universal Resource 
Locators (URLs) 

 No  No 

 15. Internet Protocol (IP) address 
numbers 

 No  No 

 16. Biometric identifi ers, 
including fi ngers and voice 
prints 

 No  No 

 17. Full face photographic 
images & any comparable 
images 

 No  No 

 18. Any other unique identifying 
number, characteristic or code 
that is derived from or related to 
information about the individual 

 No  No 
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identifi cation   is through the HIPAA “safe harbor” standard, which states that if all 
of the 18 identifi ers listed under the HIPAA Privacy Rule are removed and if there 
is an expectation that it is not possible to use the remaining data to identify a person, 
then the data are de-identifi ed (the other method, Expert Determination, involves 
statistical  de-identifi cation   and is not routinely used because of its complexity and 
requirements for certifi cation). Investigators may use a de-identifi ed data set in their 
research without IRB approval. A limited dataset is one where 16 of the 18 HIPAA 
identifi ers are excluded, the exceptions being full dates and zip code. The use of a 
limited dataset requires that the investigator submit a protocol to the  IRB   and receive 
approval before conducting research using the limited data set.

   In order to provide investigators with information on patient age more specifi c 
than a year (i.e. age in months, days or weeks), and to provide data on date of admis-
sion, discharge, or service, without requiring an  IRB   protocol for every dataset, one 
approach is to use “scrambled” dates. Before loading the data into the  warehouse  , 
one applies a date shift to each patient’s record. For example, for a given a patient, 
all dates in the record are shifted backwards a random number of days between 1 
and 180. The shift is consistent within a patient’s record so that sequences of events 
are preserved, but each patient in a cohort is shifted by a different randomly chosen 
number. This makes the data unusable for surveillance research, but does allow for 
complete information about sequences of events to be released to investigators as 
part of a de-identifi ed dataset. Depending on the institution, the use of this approach 
may require that the repository undergo the Expert Determination method of  de- 
identifi cation  , demonstrating that the shift leaves the data de-identifi ed.   

6.4     The  i2b2   Research Patient Data  Warehouse   

 This section describes an example of a widely used research data  warehousing   plat-
form and how it can be deployed within an institution. This example focuses on 
 i2b2  , an informatics framework developed by the NIH-funded i2b2 National Center 
for Biomedical Computing. One of the initial, motivating use cases of i2b2 was to 
serve as a bridge between clinical research data and the vast data banks arising from 
basic science research in order to better understand the genetic bases of complex 
diseases. i2b2 has been released as a collection of open source software tools that 
facilitate the collection and aggregation of patient data, both clinical and research, 
into a  translational research   repository (Kohane et al.  2012 ). 

 The basic function of the software is to allow the  user   to identify  cohorts   of 
patients from a large repository of observations. The core code manages projects, 
fi les, a  query   ontology, data and  workfl ows  . It is designed to allow developers to add 
functional modules, called cells, to the core code. Cells have been developed to 
extend the core to a multitude of activities like natural language  processing  , 
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  annotation   of genomic and image data, data analysis, concept mapping, and  linkage   
to other research systems (Mendis et al.  2007 ,  2008 ). 

 The functional design of  i2b2   is based around a central ontology of  query   terms 
consisting of standard and local  terminology   to describe clinical and research obser-
vations. The i2b2 ontology is fully extensible to local terminology sets and contains 
terms for diagnoses, procedures, demographics, laboratory and microbiology tests, 
visits, service providers,  genomics  , proteomics and imagery.  Users   select terms 
from the ontology in logical combinations (like a Venn diagram), and i2b2 gener-
ates a  query   against its underlying database to deliver cohorts of patients meeting 
the selected criteria. 

  i2b2   employs a data  model   based on the data-warehousing-standard star schema 
and runs on common database engines like Oracle and SQL Server. All of the 
patient observations are contained in a central database table. Each observation is 
linked to a concept which links back to the central ontology. More detail is provided 
in the following section. 

 Communication in  i2b2   occurs through a  middleware   of web services. These 
services pass information between the different components, from the database 
layer up to the front-end application. Currently,  users   access i2b2 through one of 
two different approaches. One is by using a derivative of the open source Eclipse 
 workbench   that runs as a workstation-based client and the other is through a 
browser-based web client. 

6.4.1      i2b2   – Data  Model   

 The data model embedded in  i2b2   uses a variation of the entity-attribute-value 
model, where a number of attributes, each with a corresponding value, are stored 
about an entity (patient). Attributes are facts, measures or observations about a 
patient, such as demographics, diagnoses, or laboratory results. It is also possible to 
defi ne de novo attributes or create variables that are derivations or combinations of 
existing ones. Observations are tagged with one or more concepts, which can come 
from standard  terminologies   like  SNOMED   or  LOINC   or from custom defi nitions 
specifi c to a project. These codes are used when querying the warehouse. Collectively 
these concept codes are the items that can be used in a  query  . For example, when a 
 user   submits a  query   asking for all patients with a diagnosis of ‘ asthma  ’, the i2b2 
 query   engine will look for anyone with an observation that has the code associated 
with ‘Asthma.’ It is also possible to assign synonym codes, so that a search for 
‘Asthma’ would return all patients with a corresponding  ICD   or SNOMED 
diagnosis.  
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6.4.2      i2b2   – Privacy Mechanisms 

 The  i2b2   framework employs a number of measures to ensure the  protection   of 
patient identity and  privacy   (Murphy et al.  2011 ). Access in i2b2 is granted on a 
project level, with the ability to assign a different role and access level to the same 
user for each project.  Users   can be  administrators , which gives them full control 
over a project, a  manager , which allows them to see all the previous queries of the 
project’s users, or simply a  user , where all they can see is their own queries. In addi-
tion, i2b2 uses a number of different access levels to restrict the amount of data that 
a particular user can see. The lowest level of access is at the  obfuscation  level, where 
the user can only see the approximate results of an aggregate  query  . A Gaussian (of 
1.7) is applied to the aggregate count and the values are returned with an accuracy 
of +/− 3. A user’s account is locked if they try to run the same  query   more than a 
certain number of times, as doing so would allow them to try and zero in on the true 
aggregate value. A user with the  aggregate  level can see the exact aggregate counts, 
but not individual patient data. The  limited  role allows the user to see individual 
patient data, but only the information that is available in a limited data  set   (i.e. de- 
identifi ed plus dates of birth and dates of service).  Users   who have access to a proj-
ect at the  limited + de-identifi ed  level can see all of the data in the  limited dataset   
plus (presumably) de-identifi ed  text   results, assuming they are available. Finally, 
 users   can be granted  full  access, with the ability to see fully identifi ed patient 
records. Custom access levels can also be created if needed.  

6.4.3      i2b2    Workbench   

 The  i2b2   workbench allows  users   to execute self-service cohort queries, as illus-
trated in Fig.  6.2  (these screenshots refl ect the workbench developed at CCHMC). 
The workbench includes a search tool (1) that can be used to fi nd search terms within 
the ontology (2). These terms can be dragged and dropped into a into a Venn dia-
gram-like  interface   (3). Upon execution (4), the  query   will return an obfuscated 
count of the number of patients that meet the specifi ed criteria (5). If a user wishes to 
access their previous results, they can do so through the previous  query   section (6).

6.5         Data Governance 

 The descriptions of integrated data repositories in this chapter have focused on 
those intended for research use. At most, if not all healthcare institutions that are 
involved in research, there are operationally-focused efforts in areas such as  quality 
improvement  , analytics, clinical or fi nancial  decision support  , predictive analytics, 
and so forth. The steps to prepare a dataset for these activities are essentially the 
same as those needed for research. However, for a variety of reasons, including 
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technology, funding, personnel, operational, or legal reasons, they often happen in 
isolation from the rest of the institution. Even within the operational teams, the 
group making decisions related to  quality improvement   may not be in frequent com-
munication with those involved in predictive analytics. As a result, there is growing 
recognition of the need for data governance within healthcare, in order to make sure 
that there is alignment in how decisions are made about data across an institution. 

  Fig. 6.2    Screenshot of an  i2b2    query   tool.  Users   can select inclusion/exclusion criteria in order to 
identify patient cohorts       
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 Data governance is one of the most important factors in how well an organization 
maximizes and uses its data assets. While many entities generate an abundance of 
data, not many take the necessary steps to effectively and effi ciently manage the 
storage, cataloguing, assessment, cleaning, transformation, and provisioning of the 
data. Each of these activities (and others not listed above) requires additional effort 
that may constitute an upfront cost. However, the long-term benefi ts of performing 
these tasks will outweigh the initial investment if planned intelligently and in a man-
ner that makes sense for the organization. 

 The exponential proliferation of data and data sources at healthcare institutions 
is exposing the suboptimal nature of traditional data management practices and 
highlighting the need for a more formalized approach. Emerging technological 
trends such as the Internet of Things, co-creation of data, RFID tagging, and the 
concept of big data in general are contributing to the health sector’s recognition of 
the problem. If institutions do not take corrective actions, the  growth   of data will 
only serve to become an even bigger version of the ‘ garbage in = garbage out ’ prob-
lem familiar to all informaticists. Much of the value of that data will remain unreal-
ized, as the cost to understand it will continue to increase with the growth. 

 Data governance programs come in many different shapes and sizes, as they 
must be customized to address many different organizational factors. One way to 
create an implementation roadmap is to frame data governance design and imple-
mentation in the widely accepted people – process(es) – technology framework 
(The MDM Institute  2016 ). By doing so, you can map all major data governance 
drivers and activities to at least one of the pillars of the framework, which is already 
well-known to those in information technology-heavy disciplines. In the upcoming 
paragraphs we will describe data governance in this manner. 

6.5.1     People and Roles in Data Governance 

 One of the most diffi cult aspects of implementing a data governance program may 
be managing the people and roles of those involved in the different aspects of data 
management. Often there is the need to centralize, consolidate, or dramatically alter 
job descriptions and duties to meet the larger needs of the healthcare organization. 
This involves changing data activities in a way that may not initially seem advanta-
geous to those affected. Data management optimization will usually require more 
active sponsorship from senior leaders than previously committed, and inevitably 
all levels of an organization undergoing anything other than a trivial data gover-
nance effort will need to contribute (Loshin  2009 ). Those playing the most active 
roles in DG usually reside in a typical hierarchy such as the one shown in Fig.  6.3 .

   The Steering Committee typically provides guidance and helps set the direction 
of data governance, serving as an advisory board and ratifi cation body. The Data 
Governance Operational Workgroup(s) are the main tactical force, relaying the 
frontline data management needs and carrying out the approved data governance 
activities. The Data Governance Council acts as the connecting body between 
the Operational Workgroup and Steering Committee, working to communicate 
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  Fig. 6.3    Hierarchy of 
roles in a data governance 
program       

   Table 6.2    Description of roles in a data governance program   

 Data governance role  Description 

 Executive sponsor  Can be 1 person or an entire committee 
 Leader  Leads all data governance activities 
 Program manager  Acts as initiative manager, coordinator 
 Data domain owner  Data domain subject matter expert, works with Data Steward on all 

data governance activities related to their domain 
 Data steward  Carries out data governance work processes under direction of the 

Data Domain Owner and in alignment with data governance processes 
and policies 

 Enterprise data steward  Data Steward with a holistic view of the organization’s data needs, 
coordinates work of various Data Stewards 

 Data analyst  Interacts with data output from data governance processes, to serve 
the needs of  Users   

  User    Consumers of the data 
 Data architect  Informs the design of the data  warehouse   and data governance-related 

Information Technology 
 Data modeler  Builds the data  models   necessary to house the data 
 Database administrator  Carries out the day-to-day maintenance of the data governance-related 

Information Technology hardware 
 Security analyst  Helps set security policies for access, informs hardware build, 

monitors for  intrusions   and unapproved access 
 Business intelligence 
developer 

 Assists others in drawing insights and value from data 

progress, problems, and proposed solutions across all groups. It is very common to 
have individuals working within multiple levels. 

 There are many different roles that can be associated with data governance pro-
grams, depending on the size and scope of the overall program. Table  6.2  lists some 
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example roles, but is by no means all-inclusive. Because many of these roles have 
overlapping skillsets (particularly the technical roles), it is common to create a 
Roles, Accountability, and Responsibility Matrix to delineate ‘who does what’ in 
the data governance program.

6.5.2        Data Governance Processes 

 The foundation for any successful data governance program is designing and imple-
menting the activities the various roles will carry out (Haines  2015 ). Standardizing 
 workfl ows   and acceptable practices will provide optimal expectation management, 
effi ciency, reproducibility, and most importantly, reliability of the data governance 
program’s output. A few of the more salient activities data governance programs 
focus on are highlighted here (Loshin  2009 ). These processes assume the data has 
been modeled and loaded into a data  warehouse   or other data source. 

6.5.2.1     Training/Onboarding 

 After roles are established and personnel are assigned, the onboarding process 
should begin. During this time personnel are oriented to the data governance pro-
gram, trained to fi ll skillset gaps, and coached through their fi rst data governance 
activities by the Enterprise Data Steward or other Trainer. Training often involves 
didactics, independent learning, or side-by-side, ‘at the elbow’ interactive training.  

6.5.2.2     Policies 

 Documentation in the form of policies helps guide all  users   to acceptable practices. 
They are a source of reference to settle disputes and guide expected actions, among 
other things. Policies should be linked and integrated to already existing organiza-
tional documentation so as to avoid duplication, confl icting information, or increased 
maintenance. Typical data governance policy subjects include data security, access, 
ownership, data  quality  , and  retention  , just to name a few.  

6.5.2.3     Data Quality 

 Data  quality   can be divided into many different dimensions. Common dimensions 
include integrity, completeness, consistency, accuracy, timeliness, conformity, 
validity, duplication, range, and accessibility. Each data governance program should 
determine the dimensions that make the most sense for their situation. 

 Data  quality   begins with an assessment of the data and its characteristics. This 
initial activity involves taking a high-level view of the data and documenting the 
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fi ndings, an activity known as  data discovery and    profi ling   . Simple evaluations of 
the data can give one insight into how successful the  extract-transform-load (ETL)   
process was. The next step is to defi ne the data using documentation of data entities 
and terms in a  business glossary . This tool serves as a common catalog of the data 
for other  users  ,, thereby increasing transparency and effi ciency of access.  Business 
rules  are used to transform the data into useable, semantically appropriate datasets 
that can be used to answer questions or provide insight. Each of these manipulations 
or transformations must be documented as well, alongside the  data’s lineage  so 
future troubleshooting of output is possible without much effort. Some of these 
processes can be automated through software solutions and the results can be shared 
through  monitoring metrics  and viewing  data dashboards . Similar dashboards 
can be used to document the value of the data governance program, demonstrating 
and justifying the program through a return on investment (Informatica  2013 ).  

6.5.2.4     Communication 

 An effective communication strategy should be constructed to convey the intent, 
value, timeline, and impact of the proposed data governance program. Large orga-
nizations will fi nd that many different communication formats and channels are 
required to reach their many data constituents, and that different variations of the 
message may need to be crafted for each group. Messages should be succinct but 
contain enough information to be useful for the receiver. It is recommended that for 
larger data governance programs a repository of materials be made available for 
interested parties to view. References to these centrally located materials will enable 
the primary message to be short and more likely to be read. Data governance com-
munication leaders should also take advantage of already established communica-
tion channels when possible.   

6.5.3     Data Governance Technology 

 Data governance technology, like most other aspects discussed in this chapter, is 
very diverse and dependent upon the data environment of the healthcare organiza-
tion. Data governance can be applied to any information technology system that 
generates, stores, or otherwise processes data. Generally speaking, however, health-
care institutions are large and complex both in physical structure and technological 
infrastructure. The larger and more robust the data environment is, the more diffi cult 
and complex the technologic needs for data governance tend to be. Solutions may 
range from application of new data governance policies and processes across exist-
ing data tools to implementation of entire suites of software, hardware, and accom-
panying policies, procedures, and personnel restructuring. An exhaustive list of all 
types of data governance technology is out of scope for this chapter, but we will 
briefl y describe tools and solutions in the next few paragraphs as an introduction. 
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 Most institutions that start a robust data governance program have also purchased 
hardware that allows them to build centralized data repositories. The hardware is 
often engineered to provide the structure for an Enterprise Data  Warehouse  . 
Enterprise Data Warehouses usually accept data feeds from multiple distributed 
data sources and act as the cross-functional platform for integrating data in a central 
location. Other related terms the reader may come across include data farms, data 
universes, data lakes, or central data repositories. Each of these is closely related, 
but structured differently to enable different functions. Data governance should 
strongly align with the capabilities of the program’s technologic infrastructure, as 
well as the capabilities and expected functions. 

 There are many different data governance software solutions currently on the 
market, including many modular options from vendors. The software selected 
should match priorities and fulfi ll the needs of the institution. Products are available 
to help with every stage of the implementation, from hardware management, data 
 modeling  , to data  quality   and monitoring. More advanced activities supported 
include Master Data Management and Metadata Management, which are often 
implemented at the more advanced and mature stages of data governance programs 
(Informatica  2013 ). Most of these tools allow  users   to work collaboratively to 
enforce and provide data governance best practices. 

 Even more numerous are the tools available for presenting data to users. Many of 
these tools are meant to enable a self-service model once the underlying data is of 
high enough quality to be made available, which helps to relieve data acquisition 
bottlenecks from dependencies on report writers, data analysts, and stewards. There 
is no shortage of business intelligence and data visualization software options on the 
market today.   

6.6     Conclusion 

 The use of integrated data repositories can enable the effi cient use of electronic 
health  record   data for research purposes. Care should be taken, however, in choos-
ing a data  model  . Each model was designed for a specifi c purpose, and as such, has 
been optimized to meet the needs of that particular use case. As a result, there are 
tradeoffs when trying to use a model for a purpose for which it was not intended. 
Procedures now exist that allow  users   to transform data from one model to the other, 
but one cannot assume 100 % fi delity in a transformation. When looking at the use 
of data across an institution, data governance is crucial to ensuring that decisions are 
coherent across the enterprise. And while there are many strategies that can be used 
to implement data governance, whatever hardware and software is ultimately 
selected, implemented, and used, the old informatics adage of incorporating the 
technology into  workfl ow   still holds true – the people, processes, and technology 
must all mesh seamlessly and without friction for any one part to function at the 
highest level.     
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    Chapter 7   
 Laboratory Medicine and Biorepositories                     

     Paul     E.     Steele      ,     John     A.     Lynch      ,     Jeremy     J.     Corsmo      ,     David     P.     Witte      , 
    John     B.     Harley      , and     Beth     L.     Cobb    

    Abstract     Biorepositories provide access to specimens for biomarker investigation 
of subjects with or without a given condition or clinical outcome. They must record 
collection, transport, processing, and storage information to ensure that specimens 
are fi t-for-use once a particular analyte has been identifi ed as a candidate biomarker. 
Ongoing (post-collection) clinical and outcome documentation provides more value 
to researchers than a static, clinical snapshot at the time of collection. Frequently, 
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biorepository specimens are residua from those obtained for clinical management of 
a patient; whether routine clinical processing is acceptable, given the stability pro-
fi le for a given analyte, will dictate whether non-standard processing will be 
required. Introducing nonstandard steps into clinical lab processing in order to pre-
serve an analyte such as RNA or protein requires careful workfl ow planning. 
Accreditation for biorepositories is now available; standards have been developed to 
ensure that biorepository personnel, equipment, laboratory space, information sys-
tems, and policies/procedures, including those for quality management, meet the 
same high standards by which clinical laboratories are judged and accredited. An 
additional accreditation standard relates to the development of, and adherence to, 
policies surrounding informed consent. The current regulatory landscape for pedi-
atric specimen research requires consideration of many issues around informed con-
sent, assent, and reconsent at the age of majority for the collection and use of 
identifi able specimens for research. Consideration of these requirements based on 
the current (and evolving) regulatory landscape can be diffi cult, in light of pending 
legislative and regulatory changes. Issues surrounding return of incidental fi ndings 
is another challenge for institutional review boards.  

  Keywords     Biobanking of biospecimens   •   Consent and assent   •   Genomics   • 
  Incidental fi ndings   •   Sample tracking  

7.1       Introduction 

 The challenge in bioinformatics for the support of biorepositories is anticipating, 
and fulfi lling, the data requirements of future biomedical researchers who wish to 
solicit samples that have been in storage, from days to decades. 

 What future questions will be posed to the biorepository manager? We can antic-
ipate these questions:

•    What is the specimen type, and how was it obtained?  
•   What were the demographics of the subject who was the source of the 

specimen?  
•   What were the clinical condition and the medical/family/social history of the 

subject?  
•   Since collection, how has the subject’s clinical condition evolved?  
•   What were the environmental conditions, timing, and processing steps that char-

acterized the pre-storage handling of the collected specimen, and how do these 
handling conditions relate to the stability of the analyte(s) of interest to the 
researcher?  

•   How has the specimen been stored, and how has the storage condition and time 
of storage affected the ability to recover the analyte(s) at levels equal to that at 
the time of collection?  
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•   What is the nature of the  consent   obtained at the time of specimen collection with 
regard to research use, access to demographics, use of subject medical/family/
social history before and after specimen collection, subject identifi cation, and 
 return of results   (including  incidental fi ndings   and genetic discoveries); what 
changes in this consent, if any, have occurred since the original consent?  

•   Can the above parameters be specifi ed in an automated data search that could 
identify acceptable stored specimens for a given research investigation?  

•   Is the biorepository accredited, if so by what agency, and what operational impli-
cations does that accreditation carry?     

7.2     Data Collection 

 Specimen type is of course a basic parameter for  biobanks  , but  information   on the 
method of collection, as well as the conditions under which collection occurred, 
must also be captured. For example, a clean-catch urine, catheterized urine, and a 
urine obtained by suprapubic aspiration are all different with respect to probable 
microbial contamination. Liver tissue obtained during a surgical operation versus an 
autopsy may be vastly different in regards to the particular analytes present. For 
autopsies, the interval between the time of death and the collection of an autopsy 
specimen must be recorded, as must the temperature conditions of body storage, 
since analytes can degenerate or move variably from one body compartment to 
another after death. All of these factors must be recorded and available to maximize 
the specimen’s value for research. 

 Alongside specimen data, basic demographic information must be effectively 
captured. While the  biobank   may have access to complete information on the sub-
ject, including birthdate and other  protected health information (PHI)  , restrictions to 
the release of PHI in most situations and many jurisdictions would mean, for exam-
ple, that instead of the birthdate, age at the time of collection would accompany the 
specimen. Since date of collection is also provided to researchers, the biobank must 
ensure that the specifi cation of the age (e.g., in days, weeks, or months) does not run 
afoul of PHI defi nitions. 

 Basic demographic information includes the sex of the subject. While assign-
ment of sex is typically straightforward for most subjects, it is more complex for 
transgender individuals, because the relation between the time of specimen collec-
tion and interventions (such as hormone treatment) may be relevant. Ancestry and 
ethnicity are of obvious interest; the accuracy with which ancestry and ethnicity 
have been determined may be uncertain. It is helpful to record capture method for 
said data. 

 These are the most fundamental demographics, but there are others that are rel-
evant for particular research studies. For example, where the subject lives, and has 
lived, their current and past socioeconomic status, and other such data may be rel-
evant (e.g., studies of environmental exposure, etc.). For other studies, body-mass 
index may also be an important variable to consider. 
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 The clinical condition of the subject is of prime importance; the International 
Classifi cation of Disease (ICD)    codes are important data to capture and are often 
used to dramatically narrow a search of study relevant subjects, increasing the use-
fulness of  biobanked   materials. While helpful, the limited specifi city of ICD codes 
demands further data interrogation. Knowing that a patient has been diagnosed with 
type I diabetes mellitus raises questions about the length of their illness, the status 
of comorbidities, type, length, and effectiveness of treatment, etc., even in the 
absence of the confi dence that this diagnosis is the most appropriate for the patient 
in question. Their disease age-of-onset, past medical history, social history, family 
history, habits (e.g., smoking), are all likely to be important, as research studies 
involving biorepository samples will often be case-control studies for which the 
investigator will match study subjects and controls for many of parameters that can 
be found in the patient’s history. 

 The value of a biorepository is enhanced by continuing to collect and store data 
on the clinical condition of subjects from whom samples have been collected. Not 
only could future clinical information include a disease that was present, but not yet 
diagnosed at the time of specimen collection, but also the record may also provide 
follow up information such as treatment response or clinical course that would be 
essential to a researcher who is studying a prospective biomarker for its value in 
treatment choice and/or assessment of prognosis. 

 Data documented at time of specimen collection may not include all of the 
demographic and clinical status data that might be desirable to a future researcher. 
The logical choices for accessing future data include medical record review, and if 
permitted, recontact of the subject. Both of these choices demand careful attention 
to the details of the relevant Institutional Regulatory Board-approved, protocol and 
 consent  . Both the protocol and the consent documents must specifi cally authorize 
researcher access to PHI (protected health information) and or subject recontact. 
Permission for direct contact with the subject may be prohibited, but in instances 
where the subject has approved of it, direct contact with the subject may permit an 
opportunity to gain information that does not reside in the medical record. 

 One effective strategy to deal with the need to protect the identity of research 
subjects, while permitting researchers to gain access to medical record information 
that was in the record at the time of specimen collection as well as information that 
was subsequently placed there, is the use of an “honest broker” (Choi et al.  2015 ). 
The broker stands between the medical record of the institution and the researcher; 
the broker can examine the nature of the  consent   and provide permitted data about 
the subject without revealing the identity of the subject to the researcher.  

7.3     Specimen Handling, Processing, Labelling, and Storage 

 While many data elements can be retrieved from the medical record, details about 
the handling, processing, labelling, and storage of the specimen will not be in the 
medical record and so must be captured in the biorepository’s software application. 
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There are a number of commercially-available software packages that may be used 
to capture this data (Boutin et al.  2016 ; McIntosh et al.  2015 ); in-house developed 
software may provide needed customized features, although the requirements 
demanded of the software by  biobank   accrediting  standards   make in-house- 
developed software a challenging, but not insurmountable choice (College of 
American Pathologists  2015 ). 

 The data elements relevant to handling, processing, labelling, and storage may be 
found in Table  7.1 .

   A common unique identifi er is the patient medical record number; if the patient 
sample comes from a multi-institutional setting such as a hospital consortium, there 
may be a master index number that supercedes the medical record number. The 
medical record number is unique to the subject, but is typically used for all encoun-
ters, and so an encounter-specifi c, unique identifi er is also needed; typically, this 
encounter-specifi c number is the fi nancial information number (FIN) or a clinical 

   Table 7.1    Data records for specimen handling, processing, labelling, and storage   

 Date, time, name and description of each sample handoff transaction 
 Medical Record Number 
 Unique identifi er for each subject, including encounter identifi cation 
 Project identifi er and project name 
 Time and date of collection 
 Specimen type, including anticoagulant (tube type), preservative, additives 
 Specimen volume 
 Specimen concentration 
 Sample processing instructions including Standard Operating Procedure (SOP) name and 
version 
 Temperature or any other exceptional conditions during handling and processing, if outside the 
SOP 
 Conditions of initial centrifugation and any subsequent centrifugation for derivative samples 
 Method used for preparing derivative samples 
 Quality and purity of  parent   and derivative samples 
 Time and date of entry into storage 
 Unique identifi er for each aliquot of each  parent   specimen (and each of its derivatives) 
 Number of aliquots, with volume of each 
 Date and time of each freeze and thaw with the residual volume 
 Storage location: room, freezer, shelf, rack, box, position within box 
 Storage barcode identifi er 
 Sample requester name and contact information 
 Sample requester designee information 
 Sample request IRB protocol ID 
 Total # of samples retrieved per retrieval 
 Date of sample retrieval request 
 Date of sample retrieval provision 
 Sample request description of each sample (concentration, Optical Density, container type) 
 Sample request release information: signature of releasee, date and time 
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laboratory intake identifi er, often known as the accession number. If the subject was 
seen as part of a clinical trial, there is also typically a study encounter number. 

 The time and date of collection are routinely collected, but care must be taken to 
ensure that the time of collection is not defaulted as the time the specimen arrived 
in the laboratory; this default may be used when the data fi eld for collection time is 
not a required fi eld to be completed by the specimen collector. 

 “Plasma” is not a suitable description of a biological sample, as there are many 
varieties, including EDTA, lithium heparin, sodium heparin, and sodium citrate. 
Tube type is a preferred description, as it will contain additional information such 
as presence or absence of a separator gel, or presence of additives such as protease 
or RNAse inhibitors. 

 Specimen volume, as well as the volume of the fi nal aliquot(s) is important when 
requests for distribution are processed. 

 Temperature conditions carry implications for stability that vary across multiple 
analytes (Ellervik and Vaught  2015 ; Riondino et al.  2015 ). A general consensus is 
that the more effi ciently a sample can be processed and then stored at −80 degrees 
Centigrade (−150 degrees Centigrade, or liquid nitrogen for cells), the better. 
However, in much of  biobanking  , and especially in pediatric biobanking, the speci-
mens collected are residua from specimens submitted for clinical testing. They are 
usually collected at room temperature, processed within minutes for specimens col-
lected near a laboratory but not processed for hours for specimens collected in a 
remote location, held at room temperature during the testing process, then refriger-
ated for up to 1 week before being discarded (or directed to the biorepository). 
These conditions are suitable for genomic DNA extraction from anticoagulated 
blood or the subsequent evaluation of antibody titers in serum, but problematic for 
many other analytes. Cooperation between the clinical laboratory and the bioreposi-
tory can help to overcome this challenge for unstable analytes, e.g., by parallel 
processing of a specimen that is split for clinical and research uses. Centrifugation 
conditions (rpm,  g- force, temperature) during the initial separation of plasma or 
serum from cells, and during any subsequent centrifugation to produce derivative 
products, such as washed cells, must be recorded. The method for producing such 
derivatives, such as density gradient centrifugation, must be recorded. 

 The  quality   of the stored products should be recorded. The methods to rate qual-
ity are evolving but many have been proposed for DNA, RNA, and protein 
(Shabihkhani et al.  2014 ; Betsou et al.  2013 ). These quality  measures   can be 
obtained at the time of specimen entry into the biorepository, but they can also be 
applied to a sampling of specimens after various time intervals in freezer storage. 

 The time and date of entry into the storage system and all instances of removal 
from the storage system must be documented. Re-entry into storage following thaw-
ing, aliquoting a distribution sample, and re-freezing all need to be documented. 

 The labels used in storage must remain adherent to the tube; the use of bar-coded 
freezer tubes with no labels provides a suitable alternative. Each tube must be 
uniquely identifi ed, down to the individual aliquots. The volume of sample within 
each tube must be recorded, and the recorded volume adjusted if the entire volume 
is not distributed. 
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 Finally, the exact location of each tube (freezer room, freezer, shelf, rack, box 
and position within the box) is essential to facilitate quick retrieval; quick retrieval 
protects the contents of the freezer from excessive exposure to room temperature. 
Although robotic systems permit retrieval of a sample without exposing all the con-
tents to room temperature when a sample is removed, they are expensive, especially 
when calculated for the amortized expense for each retrieved specimen.  

7.4     Clinical Lab Processing Versus Biorepository Processing 

 Increasingly, clinical laboratories are pressured to turn around the processing, anal-
ysis, and result  reporting      of clinical laboratory specimens in order to speed the fl ow 
of patients through diagnostic and therapeutic episodes of care. Standardization 
with the intent to preserve uniformity and consistency in laboratory result values is 
the goal, with standard operating procedures written and strictly followed to ensure 
that specimens are handled the same way, every time. 

 The introduction of non-standard steps and non-standard documentation require-
ments into a high-volume, rapid throughout clinical lab processing area, for a small 
percentage of processed specimens that are destined for research use, lengthens 
turnaround times for all results and introduces risk that protocol-required steps for 
the research samples are omitted or performed with unacceptable delay. Further, the 
documentation of exceptional processing is often lax, adding to the diffi culties 
thereby derived. Employees are stressed when put in a position to choose between 
processing a specimen from a sick child in the intensive care unit or risking a proto-
col violation with a research sample that must be processed within a tight time 
frame. Processing steps for research specimens, including those going into the bio-
repository, often involve producing multiple aliquots, each of which must be labelled 
and frozen quickly; this process is unlike that performed for clinical laboratory 
samples, and it is time-consuming. 

 Furthermore, documentation suitable for clinical lab processing is captured, 
often automatically, by clinical laboratory information systems, but the data capture 
points are insuffi cient for research or biorepository requirements. Table  7.2  lists the 
typical data elements captured by clinical laboratory information systems, and 
Table  7.3  lists the additional data elements that research protocols and/or 

  Table 7.2    Data elements 
captured by clinical 
laboratory information 
systems  

 Time and date of collection 
 Time and date of laboratory receipt 
 Time and date of analysis 
 Time and date of preliminary result acceptance 
 Time and date of fi nal result verifi cation 
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 biorepositories typically require that are not captured as a part of routine clinical lab 
processing; capturing the latter data may require a research coordinator accompany-
ing the sample to the clinical lab, either personally performing the processing steps 
or at least recording the times and other data.

    A more satisfactory approach is to separate clinical lab processing from research 
processing, creating a fast lane and slow lane, respectively. This approach is admit-
tedly resource-intensive, as samples for the slow lane may come at any time on any 
day, and the volume of samples in the slow lane may seem insuffi cient to justify 
24 × 7 staffi ng.  

7.5     Accreditation 

 The College of American Pathologists (CAP), which accredits clinical laboratories 
around the world, has recently begun to accredit  biobanks   (College of American 
Pathologists  2015 ). The CAP requirements for biorepository informatic technology 
(IT) systems mirror their requirements for the mission-critical IT systems for clini-
cal laboratories. 

 Of note, the information systems must be robust, i.e., automatically backed-up 
and able to be restored quickly when a hardware or software failure occurs. Logon- 
associated  security   levels, tied to responsibility and authority, must refl ect roles that 
are certifi ed by the institution. Logons must be secure and not shared. An audit 
capability must track additions, deletions, and corrections in the system, positively 
identifying which staff member made any such changes. Staff must include a senior 
administrator(s) who is responsible for approving all changes to the system. 
Standard operating procedures must direct staff activities when downtimes occur, 
and they must specify conditions (such as checks on data integrity) that are required 
before re-starting the system after a downtime. There must be documentation of the 
software functionality including any custom alterations to the standard programs. 
Training records for staff must record their ability to successfully interact with the 
software program, and staff must have a defi ned escalation strategy when problems 
cannot be resolved in a timely manner. 

  Table 7.3    Data elements 
often required for research 
but not captured by clinical 
laboratory information 
systems  

 Time of entry into the centrifuge 
 Time of centrifugation 
 Temperature of centrifugation 
 Centrifugation  g -force 
 Model and serial number of centrifuge 
 Time of exit out of the centrifuge 
 Time of entry into freezer or refrigerator storage 

P.E. Steele et al.



129

 Each specimen must be labeled with a unique identifi er, and this identifi er must 
be used as the specimen and aliquots/derivatives associated with it, move through 
the testing process. Labeling specimens in intermediate stages of processing as 1, 2, 
3 or A, B, C, etc., is not acceptable. Time points for collection, processing, and stor-
age must be captured, either automatically, or if necessary, manually. The storage 
records must indicate the storage temperature; ideally, the storage temperature is 
tracked continuously with frequent, e.g., hourly, temperature data points captured 
and recorded. Software for maintaining storage records should also track all addi-
tions to, and distributions from, the biorepository, providing information about who 
received a sample, what samples were provided, and when requests were processed 
and distributed. If there are  parent  -child relationships between specimens, the deriv-
ative specimens must be labeled so that those relationships are encoded. There must 
be a method to generate new labels as needed. Coding for sample identifi cation, 
e.g., a letter code for different types of specimens, must be defi ned. All patient- 
related data associated with the specimens must be secured, and unauthorized 
access through programs or  interfaces   to this secure data must be prevented.  

7.6     Ethical and Regulatory Issues 

 Before a  biobank   begins collecting or otherwise receiving samples it is important to 
consider several important ethical issues. An important factor in these consider-
ations is the institution’s decision around the type of samples and method of acquisi-
tion that will be used to collect samples for the biobank. An institution may begin 
with a strategic commitment to systematically collect and store some or all  residual 
clinical samples   for future unspecifi ed research. For some institutions  residual clini-
cal samples   may be a valuable source of research samples; in other cases an institu-
tion may choose to  target   specifi c types of samples, specifi c diseases/conditions or 
specifi c types of patients. Each of these decisions has its own set of unique cost, 
resource, logistic and scientifi c drivers. One could reason that the collection of 
 residual clinical samples   minimizes the impact to the patient providing the sample, 
e.g., limiting blood loss and invasive specimen collection procedures, and may have 
lower associated sample acquisition costs. However, broad-based consenting, often 
employed for institution-wide residual clinical sample collection, may present spe-
cifi c ethical challenges. Without careful distribution planning prior to biobank con-
ception, this approach is vulnerable to resulting in a substantive number of samples 
being stored in the  biobank   and underutilized for scientifi c research. With that said, 
in this section we will explore several of the regulatory and ethical challenges asso-
ciated with approaches to informed  consent   and return of secondary and  incidental 
fi ndings   associated with a biobank designed to collect  residual clinical samples  . 
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7.6.1       Consent   and Assent for Use of  Residual Clinical Samples   

 One of most signifi cant and complex decisions to be made at the outset of a  bio-
banking   initiative, focused on the collection of  residual clinical samples  , is whether 
and how to obtain  informed consent   and how to address the issue of informed assent. 
This choice will have implications for a hospital’s electronic health  record   (or simi-
lar patient tracking) system, human resources, infrastructure, and patient fl ow. Once 
an institution gets beyond the basic requirement of choosing a consenting process 
and developing a document that complies with baseline federal, state, and local laws 
and regulations, more complex and strategic considerations will be needed. 
Specifi cally, in developing the consenting documents, the institution should give 
signifi cant consideration to intended future use of the samples. For example, the 
institution needs to address questions such as whether the primary use of the sam-
ples will be for procedures such as large scale genomic sequencing (e.g. whole 
 genome  /whole  exome    sequencing  ). Secondly, the distribution rules are equally 
critical to patients and the  users   of the stored samples. Patients and families may 
have strong feelings, both positive and negative related to the sharing of their sam-
ple with industry. Therefore, it is important that the institution address whether the 
samples will be for internal use only, made available to external academic collabo-
rators, provided to external industry partners and/or potentially shared with interna-
tional collaborators. Once questions around future sample use are addressed, the 
institution must also address whether and how available clinical and phenotypic 
information will be linked to and available for use with the stored samples. The 
availability of this information and specifi cally its breadth and depth is vital to the 
utility of the stored samples for future research purposes. From a strategic stand-
point, institutions must decide whether to store consent documents (and in most 
cases a HIPAA (Health Insurance Portability and Accountability  Act  ) authoriza-
tion) in the  medical   record, thereby creating a link to all available clinical informa-
tion. Alternatively, institutions may elect to obtain  permission   at the time of consent 
to recontact the patient in the future if there is a need to link their stored sample to 
their available clinical information. 

 Both of these decisions present unique challenges, including associated upfront 
investments in time and resources or increased burden at the time of sample use. 
Some of these challenges may be addressed at the time of sample distribution; how-
ever, most important is that the consenting documents used to allow the acquisition 
of samples into the biobank completely address each one of the institutional deci-
sions related to the planned use, desired strategy for sharing, and plans for linking 
data to the stored samples. This will ensure that the patients and families provide an 
adequate consent to cover the desired future uses of the samples. Creating and main-
taining a  biobank   requires a signifi cant investment, and learning years down the 
road, after tens of thousands of people have been consented, that the consents 
obtained for the samples are not adequate for the desired uses of the samples is a 
disastrous error that could mark the failure of a biobank. However, this vulnerability 
can usually be easily mitigated with suffi cient and robust advanced planning. 
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 Within the context of a pediatric setting,  biobank   managers may fi nd a signifi cant 
value added from engaging both  parents   and children in the planning process, par-
ticularly regarding the  development   of consent documents and processes as the 
interests of the biobank, the research community and  parents   and children are not 
necessarily the same (Avard et al.  2011 ). From an  IRB   oversight perspective the 
literature generally supports the notion that the consent/ permission   of one  parent   is 
typically suffi cient (Brothers et al.  2014 ). In the spirit of meeting the ethical under-
pinnings of the Belmont Report, institutions should also consider the need to pro-
vide developmentally-appropriate materials to explain the biobank. Importantly 
these documents should address the questions of how, why and by whom would the 
minor’s stored samples be used in the future. Although there is some variability in 
the literature on this topic, a reasonable approach would be to consider directly 
engaging the great majority of children in a formal assenting process around the 
ages of 10 or 11 (Brothers et al.  2014 ). Lastly, with regard to pediatrics, and of spe-
cifi c importance to informaticians charged with developing and maintaining sys-
tems to support  biobank   operations, if the biobank will retain any ability to identify 
a specifi c sample, donor systems should support the tracking of patient age such that 
the biobank can be alerted when a patient reaches the age of majority (typically 
18 years of age), triggering processes to secure the independent adult consent of the 
patient for the continued use of the stored samples and/or for use of future samples 
collected and corresponding linked clinical data. 

 Once decisions driving the content of the consenting documents have been made 
by institutions, typically in collaborations with their  IRBs  , there is a need to address 
the method that will be used, at least initially, to obtain  informed consent  . Several 
options regarding how the research  informed consent   will be obtained and docu-
mented should be considered: (1) request IRB approval for a waiver of the  require-
ment   to obtain an  informed consent  ; however, proposals from US Department of 
Health and Human Services (HHS) and others, in the Notice of Proposed Rule 
Making for Changes to the Common Rule (80 FR 53931 September 8, 2015) sug-
gest that this option may be prohibited in future revisions to the federal regulations; 
(2) incorporate the biobank-related consenting language into the institution’s stan-
dard consent for medical treatment; (3) similar to #2, require an additional affi rma-
tive acknowledgement regarding participation in the  biobank  , either as a proactive 
opt in or as an opt out, as part of the standard consent for medical treatment; (4) 
develop a specifi c standalone consenting document for the biobank but incorporate 
the execution of that consent into the institutional clinic registration process; or (5) 
similar to #4, execute the consent as a separate research consenting process by dedi-
cated personnel. Each of these options presents its own unique risk and benefi t 
profi le. Among the proposed changes, in September 2015, release of the Notice of 
Proposed Rulemaking for Changes to the Common Rule would be a requirement for 
written consent for research involving any  biospecimens  . Interestingly, the pro-
posed rule change is specifi c to biospecimens only and does not introduce a compa-
rable new consenting requirement to access personal information. Public comment 
has overwhelmingly opposed this proposal for numerous reasons, including its 
potential impact on the ongoing operations of  existing  biobanks (Cadigan et al. 

7 Biorepositories in Pediatric Research



132

 2015 ). Regardless, institutions developing  biobanks   should anticipate the need for 
robust consent and assent processes, driven by potential federal regulatory changes 
as well as by a growing expectation for increased and proactive patient/stakeholder 
engagement. 

 In support of the growing national consensus of the importance of patient and 
other stakeholder engagement, and given the complexity and sensitivity of the 
issues, institutions may benefi t from seeking input from patients, families and local 
community representatives regarding their perception of  biobanking  , types of speci-
men sharing,  linkage   to medical record data and the consenting process. Although 
the opinions of patients and families may be colored by the realities of the diseases 
and conditions that affl ict them, and although local community representatives will 
likely approach these issues from their own internal biases, remarkably consistent 
commentary has been obtained from these groups of stakeholders in our own expe-
rience which ultimately was utilized in the structure and  implementation   of our 
local  biobank  . 

 Although we leveraged considerable input from patient, family and community 
stakeholders we also made several internal strategic decisions regarding the overall 
purpose of our local  biobank  . Our decisions have resulted in some successes, such 
as a custom-built informatics  interface   with our electronic health  record  . This solu-
tion allows for easy presentation and documentation of a patient or guardian bio-
bank consent decision during the regulatory clinic visit registration  workfl ow  . In our 
instance of the consent process, a variety of consent responses are available for 
participants: (1) Agreement to participate with a desire for return of  incidental fi nd-
ings  ; (2) Agreement to participate with a prohibition on the return of  incidental 
fi ndings  ; (3) Consent deferred or undecided; (4) Decline to participate. The decision 
of the patient or guardian is recorded in the electronic medical record system, which 
is then tracked with any potential biobank’s sample in the acquisition and manage-
ment system. Consistent with local  IRB   approval requirements, patients over age 10 
are engaged in a verbal assenting process, with no specifi c requirement to document 
the assent decision. 

 With regard to the  design   of an informatics platform it is important to clearly 
distinguish “consent deferred” from “decline to participate”. “Consent deferred” 
indicates that the patient/family is unable to make a decision or that the registration 
team decides based on clinic fl ow/volume that there is not time to suffi ciently pres-
ent the  biobank   consent at the time of registration. This option is anticipated to be 
temporary and will terminate when the patient or guardian either obtains additional 
information or presents at another clinic with suffi cient time to consider participa-
tion in the biobank. In contrast, “decline participation” is a defi nitive choice of the 
patient or guardian regarding the use of their  residual clinical samples   as part of the 
 biospecimen   repository. This is intended to be a more permanent decision with the 
consenting system holding that refusal for 1 year following the decision, at which 
point the patient again becomes eligible to be approached regarding study participa-
tion. Finally, research participants must always be able to withdraw from a study. 
Therefore, an informatics platform supporting a  biobank   must be able to capture a 
withdrawal of consent, inclusive of its effective date, to ensure no confusion when 
samples are considered for collection or release (see  Sample Retention     ). 
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 More broadly, informatics input into storing and propagating consent data is 
essential. At the most basic level, researchers must track consent information cor-
responding to each study sample. Storage and tracking capacity of said data is not 
usually offered or managed by  sample tracking   systems. With regard to  biobanks   
that will store samples collected from children, it may also be important to store 
information like the child’s date of birth, as well as information about the person 
that provides the parental consent (e.g. name and relationship). This information 
may be needed for verifi cation, especially if questions about the validity of the 
parental consent are raised at a later date. For an institutional  biobanking   effort, this 
is a daunting challenge and can only be accomplished using an informatics solution. 
Additionally, although there is some debate around how much effort institutions 
should expend in contacting and obtaining consent from a research participant once 
they reach the age of majority, generally  biobanks   should be prepared to engage in 
some level of effort to obtain a typical research consent from minors once they reach 
the age of majority, unless samples in the biobank are stored in a completely anony-
mized manner (Brothers et al.  2016 ). Biobanks are  encouraged   to proactively 
engage with their local  IRBs   in developing and understanding the limits of these 
efforts, including the ability to continue using samples once attempts to secure adult 
consent have been exhausted .  

7.6.2     Return of Incidental Findings 

 Other than issues related to how  consent   is obtained, the other most signifi cant ethi-
cal challenge facing  biobanks   is how they will manage the discovery of secondary 
and  incidental fi ndings  . These terms are sometimes used interchangeably; however, 
for our purposes, we will differentiate these terms. “Secondary fi ndings” are those 
fi ndings that are discovered as a result of proposed future research involving banked 
samples. In general, biobanks should expect that researchers planning such second-
ary research projects should incorporate plans for handling/ reporting   secondary 
fi ndings as part of the research plan. In the case of this future research and poten-
tially important secondary fi ndings, biobank personnel need to ensure that the con-
sents used to obtain and store the biobank samples allow the proposed future 
research, and that any institutional assurance will be followed. 

 Any discussion of  biobanking   in the post-genomic era would be incomplete 
without a meaningful discussion of return of ‘ incidental fi ndings  ’. This group of 
fi ndings represents information that is learned about an individual that is unexpected 
or otherwise goes beyond the scope of the planned research or clinical evaluation. 
At the close of the twentieth century, bioethicists believed return of research results 
should occur rarely, if at all (National Bioethics Advisory Commission  1999 ). Yet, 
this position was never universally accepted, and bioethicists have moved toward an 
ethical obligation to return  incidental fi ndings   to research participants, grounded in 
the Belmont Report’s principles of respect for persons, benefi cence, and justice 
(Presidential Commission for the Study of Bioethical Issues  2013 ; Kohane et al. 
 2007 ; Wolf et al.  2008 ) Current guidelines for adult and pediatric biobanks suggest 
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that if  incidental fi ndings   are to be returned, then the possibility should be raised 
when informed  consent   is obtained (Brothers et al.  2014 ; Presidential Commission 
for the Study of Bioethical Issues  2013 ; Jarvik et al.  2014 ). Some have argued that 
if  biobanks    have  genetically based  incidental fi ndings   on hand, they are ethically 
obligated to return them, but they are not obligated to  search  for  incidental fi ndings   
(Jarvik et al.  2014 ). Others have argued that certain  incidental fi ndings   are so impor-
tant, they must always be sought and returned (Green et al.  2013 ). Given the ongo-
ing debate about what results should be returned, including whether or not certain 
results are even actionable in a pediatric settings, some have suggested it is accept-
able for a biobank to choose whether they wish to return results obtained from 
pediatric samples (Brothers et al.  2014 ). 

 Implementing a strategy to meet a perceived ethical obligation to return  inciden-
tal fi ndings   can be challenging and requires understanding values and preferences 
of the local community. We designed a consenting process with two levels of par-
ticipation. One level (participation with return of  incidental fi ndings  ) allows the 
patient or guardian to receive information regarding individual, clinically actionable 
 incidental fi ndings   discovered during future research with the stored samples. A 
second option (participation without return of  incidental fi ndings  ) allows samples to 
be included in the  biobank   with the understanding that there is no mechanism for 
returning incidental research fi ndings to the patient or guardian. Consultation with 
our local community has greatly informed our strategy. As described, during the 
consenting procedure, the patient or guardian is asked if they would like  incidental 
fi ndings   returned or not. This selection is recorded as a component of the  consent   
document; however, this recorded decision only allows our institution to initiate a 
multiple step process to evaluate whether a particular incidental fi nding is eligible 
for return. We will consider several of the major components of this process in more 
detail below; however, in general if researchers believe that they have learned 
important incidental information about a particular sample the recommended proce-
dure follows the algorithm in Fig.  7.1 

   In executing this algorithm the  IRB   is attempting to establish a framework for 
what results should be returned; who should return them and who should receive 

Prepare request 
to return result for 
IRB review
- Nature or result
- Why actionable 

in pediatric setting
- Plan for repeating 

test in CLIA 
certified manner

- Plan for returning
result (who, where, 
when, how)

- Who pays?

IRB Rejects plan
and result is not 
returned 

Return of 
results consent
status = YES

Proceed to 
prepare 
rationale
for IRB review

Contact biobank 
to determine 
return of results 
consent status

Potentially 
actionable 
incidental 
finding

Return of 
results 
consent 
status = NO
END no results 
returned

IRB Approves plan
and result is returned 

Follow-up provided to
IRB regarding outcome.

  Fig. 7.1    Algorithm for incidental fi nding return       
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these results; how the results should be returned; and what additional obligations 
researchers and clinicians have to ensure participants have suffi cient resources to 
act on the report of  incidental fi ndings   (Wolf et al.  2008 ; Fernandez et al.  2003 ). All 
of these issues are further complicated in pediatric settings by the tripartite relation-
ship among clinician, child, and  parent   and the evolving intellectual capacity of 
pediatric, especially adolescent, patients.  

7.6.3     What Results Should Be Returned? 

 Bioethicists argue that results that can be actionable ought to be returned. 
“Actionability” covers three areas: (1) clinical utility, (2) reproductive planning and 
decision making, and (3) life-planning and decision-making (e.g.,  reporting    APOE4  
which increases risk for Alzheimer’s). While this standard seems intuitive, it is com-
plicated by two factors. Research results are not always obtained with an FDA 
approved test and their signifi cance is not always clear (Bookman et al.  2006 ; Miller 
et al.  2008 ; Shalowitz and Miller  2005 ). In order to be FDA approved in the United 
States, a test undergoes extensive testing and validation to ensure that the test is 
robust and results are both specifi c and sensitive. Tests that are not approved are of 
less certain validity. Also, many research laboratories are not  CLIA   certifi ed to per-
form clinical testing (Wolf et al.  2008 ; Bookman et al.  2006 ; Clayton  2005 ). In the 
United States, clinicians and researchers are currently faced with an ethical conun-
drum brought on by narrowly interpreted  CLIA   regulations versus  HIPAA    privacy   
regulations. Specifi cally, while it makes sense to simply inform a patient and/or 
clinician of a non-validated research lab result that may need to be clinically vali-
dated in a CLIA-certifi ed lab, doing so is interpreted by some as a  CLIA   violation 
that may invoke potential monetary penalties, since patients and clinicians may be 
tempted to use the results for clinical/diagnostic purposes. This concern is not sup-
ported by  HIPAA   regulations which suggest that the patient has a right to any infor-
mation in possession of the healthcare entity that might be relevant to the individual’s 
current or future health. 

 The landscape for evaluating  incidental fi ndings   is further complicated in a 
pediatric setting when faced with an incidental fi nding about an adult-onset condi-
tion. IRB(s)   , ethicists and  biobank   professionals are faced with the decision of 
whether  incidental fi ndings   for adult onset conditions (e.g.,  BRCA1  and  BRCA2  
 mutations   that increase risk for breast cancer) should be returned to a child or 
guardian based on the  consent   of the  parent   or guardian, or if the child should be 
given the right to consent to having their results returned once he/she reaches the 
age of 18. An American College of Medical Genetics (ACMG) policy statement 
suggested that large-scale biobanks and genomic studies should return results for 
56 genes with clinical signifi cance for life-long and adult-onset conditions (Green 
et al.  2013 ), but a joint ACMG-American Academy of Pediatrics policy statement 
advises that children should not be tested for adult onset conditions (American 
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Academy of Pediatrics  2013 ). While these statements do not directly address the 
issue of  incidental fi ndings   in minors, they establish a framework for differentiat-
ing the burden for return of  incidental fi ndings   in pediatric versus adult patients.  

7.6.4     Who Should Return Results and Who Should Receive 
Them? 

 There is no consensus on who should return  incidental fi ndings   from research. 
While researchers may be most familiar with the science supporting the results, they 
may not have the appropriate clinical experience or training and most likely lack the 
requisite genetic counseling experience to effectively explain results to participants 
(Avard et al.  2011 ; Wolf et al.  2008 ; Bookman et al.  2006 ; Sharp  2011 ) There is also 
concern about researchers contacting individuals with whom they have never had 
contact, e.g., as in research performed on stored samples (Wolf et al.  2008 ). On the 
other hand, primary healthcare providers will have a rapport with their patient and 
his or her  parents   or guardians, but the primary healthcare providers are not likely 
to have the expertise to interpret the results of genetic tests, especially those that are 
not frequently performed in a clinical setting. Typically in these circumstances the 
preferred approach is to have a qualifi ed professional genetic counselor involved in 
the return of any unusual genetic result, including  incidental fi ndings  . Finally, there 
is the challenge of providing results to providers and patients in an easily accessible 
format. The electronic health  record   has been identifi ed as an ideal vehicle of return-
ing information (Brothers et al.  2016 ); however, the EHR cannot be used when 
research results come from non-CLIA approved laboratories. In research-intensive 
institutions, a research patient data  warehouse  , research registries, and special soft-
ware applications to connect researchers with patients may need to be developed 
(See Chap.   6    , Data Governance and Strategies for Data  Integration     ). As described 
previously, the role of the institutional  IRB   should not be overlooked in developing 
these processes to be certain they comply with applicable institutional policies, laws 
and regulations. 

 There is also some question about who should receive results. As discussed pre-
viously, it is fairly well established that participants in a  biobank   or similar research 
study should be given the opportunity either to request that available  incidental fi nd-
ings   be returned or to refuse return of such results (Wolf et al.  2008 ; Fernandez et al. 
 2003 ; Bookman et al.  2006 ; Clayton  2005 ). Yet, some argue that others, such as 
immediate family members, might benefi t as well, in the event that serious health 
risks are identifi ed (Avard et al.  2011 ; Black and McClellan  2011 ). Pediatric 
research raises additional complications since minors, including older adolescents, 
do not technically have the authority to make decisions related to  return of results  , 
and no clear guidance exists for managing the ethical issues raised when  parents   and 
older adolescents strongly disagree on whether a result should be returned (Avard 
et al.  2011 ; Wolf et al.  2008 ). While current regulations allow researchers to return 
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these results to  parents   or guardians, the ethical reservation remains that current and 
future autonomy is compromised when results are returned over the objection of an 
adolescent. Additionally, there is a concern that  parents   or guardians may make 
decisions regarding return of genetic results that do not represent any change in 
clinical risk during childhood. Patients are consented for enrollment in the  biobank   
during registration at their initial visit to our hospital. As part of our institutional 
broad-based  consent   project, Better Outcomes for Children,  parents   or guardians of 
patients have been asked to provide consent for utilization of  residual clinical sam-
ples  ; over 80% have agreed to participate and have asked to be informed of results 
that the institution believes are indicators of a major disease that may be prevented 
or treated or any fi ndings that the researcher deems would affect the subject’s medi-
cal care.  

7.6.5     What Is Owed to the Research Subject? 

 A fi nal question to be considered is what is owed to the subject. If subjects agree to 
enroll in a  biobank  , it is impossible to identify all future research that might occur 
with those samples. Neither research subjects, the researchers, or biobank staff can 
anticipate what information will be produced. Therefore, a plan must be developed 
to help participants understand and process information relevant to  incidental fi nd-
ings  . Yet, the extent of that help is hard to defi ne. Grants that support research rarely 
(if ever) provide resources to counsel participants, and researchers do not have 
external fi nancial resources to contribute. Specifi c guidelines about additional sup-
port are still being developed, although a consensus seems to be developing that the 
minimal requirements include referral to additional sources of relevant expertise or 
services such as genetic counseling (Wolf et al.  2008 ; Bookman et al.  2006 ; 
McCullough et al.  2015 ). 

 The development of this chapter was supported by U.S. HHS grant U01 
HG008666 for the  Electronic Medical Records and Genomics (eMERGE)   Network 
(  https://www.genome.gov/27540473    ).      
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    Chapter 8   
 Informatics for Perinatal and Neonatal 
Research                     

     Eric     S.     Hall     

    Abstract     Effective biomedical informatics applications supporting newborn popu-
lations must go beyond simply adapting data systems or decision support tools 
designed for adult or even pediatric patient care. Within the neonatal intensive care 
unit (NICU), additional precision is required in the measurement of data elements 
such as age and weight where day-to-day changes may be clinically relevant. Data 
integration is also critical as vital information including the infant’s gestational age 
and maternal medical history originate from the mother’s medical chart or prenatal 
records. Access to these relevant data may be limited by barriers between institu-
tions where care was provided, the transition between types of care providers 
(obstetrics to neonatology), appropriate privacy concerns, and the absence or unreli-
ability of traditional identifi ers used in linking records such as name and social 
security number. We explore challenges unique to the newborn population and 
review applications of biomedical informatics which have enhanced neonatal and 
perinatal care processes and enabled innovative research.  

  Keywords     Maternal child health   •   Newborn   •   Perinatal   •   Record linkage  

8.1        Infant Mortality   and  Neonatal Care   

   As many factors which contribute to infant death also infl uence the health of whole 
 populations  , the  infant mortality   rate (IMR) represents an important marker of  pop-
ulation   health (Reidpath and Allotey  2003 ). IMR is defi ned as the number of deaths 
among children under 1 year of age per 1000 live births during the same period of 
time (Blaxter  1981 ). Beginning in the 1860s, the collection of vital statistics data 
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motivated the British medical community to identify causes of their high  infant 
mortality  , which at the time was hovering around 450 per 1000 live births (Baines 
 1862 ). 

 Since then, vital records have played a key role in measuring the state of world-
wide neonatal health. Spurred by major technological innovations, global  infant 
mortality   rates have declined dramatically over the past two centuries. By the 1990s, 
as a result of widespread adoption of neonatal intensive care units (NICUs)    and other 
clinical innovations, infants born as early as 24 weeks of gestation had an approxi-
mately 50 % chance of survival – though neonatologists suspected they had reached 
the limits of viability (Allen et al.  1993 ). Corresponding with advances in  neonatal 
care  , all world regions have experienced a steady decline in  infant mortality   over the 
past several decades; though none are as dramatic as the 90 % reduction, which has 
occurred in the more developed regions of the world (United Nations  2011 ).

   Although neonates are technically just young children, there are a number of 
important factors that differentiate the practice of neonatology from general pediat-
rics ranging from the typical care setting and  workfl ow   to the types of clinical prob-
lems that are managed. Along with the adult intensive care unit (ICU) or pediatric 
ICU (PICU), there is great potential for the NICU to benefi t from computerization 
and  decision support  . While clinicians in all ICU settings may benefi t from com-
puter aided monitoring, data assimilation, and  tools   that aid and promote patient 
 safety  , fundamental differences in the  NICU   require special consideration. 

 Further, neonatologists strive not only to reduce  infant mortality   but to achieve 
long-term survival and healthy  development   among  newborns  , including those born 
preterm or having other signifi cant complications (Saigal and Doyle  2008 ). To 
advance the overall state of neonatal health requires a broadened focus beyond care 
delivery during the neonatal period. Newborns are more likely to be healthy subse-
quent to a healthy, full-term pregnancy and healthier pregnancies are more likely to 
be achieved among women with a high level of health prior to pregnancy. Thus, to 
attain higher levels of newborn health requires an expanded focus on prenatal care, 
but also on preconception health as well as on the health of whole populations 
across the entire lifespan (Fig.  8.1 ). Advancements in data  integration      across the 

  Fig. 8.1    Separation of 
lifespan data into 
lifestage-silos       
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lifespan are needed better understand the complex interactions among genetic, 
 biological, social, and environmental factors (Muglia and Katz  2010 ; Conde-
Agudelo et al.  2006 ; DeFranco et al.  2014 ) contributing to  perinatal   health  .  

8.2       Preterm Birth   and Gestational Age Estimation 

 An infant born prior to the 37th week of pregnancy is considered preterm – though 
the earlier an infant is delivered, the greater the likelihood the infant will suffer 
complications. Preterm birth is the predominant contributor to  infant mortality   in 
the United States (Macdorman and Mathews  2008 ). At 11.5 %, the 2012 U.S. pre-
term birth rate remains above of the March of Dimes goal for 2020 of 9.6 % and far 
exceeds the March of Dimes aspirational goal for 2030 of 5.5 % (Hamilton et al. 
 2013 ; McCabe et al.  2014 ).

    Gestational age   is commonly used for categorization of neonatal cohorts and is a 
critical risk adjuster in calculating  infant mortality   and other neonatal outcomes. 
While most morbidity and mortality affects infants who are born extremely preterm 
(<28 weeks gestation) or very preterm (28 to <32 weeks gestation), even babies 
classifi ed as late preterm infants (34–36 weeks gestation) are at elevated risk for 
neonatal morbidity and mortality and incur greater cost than their full term counter-
parts (McIntire and Leveno  2008 ; Kramer et al.  2000 ; Wang et al.  2004 ). Preterm 
infants are also at an increased risk to experience sudden infant death syndrome or 
other sleep related causes of death following their initial hospitalization (Task Force 
on Sudden Infant Death and Moon  2011 ; Malloy  2013 ).  Gestational age   is deter-
mined by the lapse of time following the onset of the mother’s last menstrual period 
(LMP) prior to becoming pregnant, with the approximate normal gestational length 
lasting 40 weeks (see Fig.  8.2 ). Although precisely defi ned, there are many chal-
lenges to obtaining accurate and consistent  measures   of  gestational age  . 

 Several methods are available to estimate  gestational age  , yet the most com-
monly used is dating based upon the mothers LMP. Although defi ned by LMP 
onset, menstrual-based  gestational age   dating is error prone due to irregularities 
in women’s cycle length and errors in accurate recall of related dates (Ananth 
 2007 ). Obstetricians are particularly interested in obtaining accurate  gestational 

  Fig. 8.2    Stages of pregnancy in weeks of gestation       
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age   estimates to provide care appropriate to the level of fetal development. 
Obstetric  estimates of  gestational age   are often based upon early ultrasound 
examinations. Within the fi rst trimester, fetal  growth   is remarkably consistent, 
allowing for accurate estimation of  gestational age   based on ultrasound appear-
ance. As pregnancy progresses beyond the fi rst trimester, growth is less consis-
tent, making  gestational age   assignment based upon infant appearance on 
ultrasound less reliable. When maternally  reported   LMP is dramatically different 
from ultrasound-based estimates of  gestational age  , the obstetrician must deter-
mine which estimate most likely represents the “true”  gestational age   of the 
infant. The obstetric estimate is typically recorded in the mother’s medical record. 

 The Ballard or Dubowitz examinations can be performed on a  newborn   during 
the fi rst day of life to estimate  gestational age   based on appearance, skin texture, 
motor function and refl exes. Although physical examinations have been validated 
for the entire newborn  population   including extremely preterm infants, the exami-
nations are not routinely performed on full term infants (Ballard et al.  1991 ). 
Additionally, variation of 1–2 weeks of true  gestational age   is common, therefore 
physical examinations are more often used to confi rm, rather than reassign, obstet-
ric estimates of  gestational age  . Estimates derived from physical examinations will 
typically be recorded in the infant’s medical record as they are obtained during 
postnatal care. Variations in timing and method may result in several discrepant 
estimates of an infant’s  gestational age   being recorded in different charts or in dif-
ferent hospital units. To further complicate matters, United States vital statistics 
data also contain another representation of  gestational age   generated using an algo-
rithm that mediates differences between LMP and obstetrician-based estimates 
using birth weight measures (Martin et al.  2002 ). Because the choice of variable 
used to represent  gestational age   may considerably impact calculated preterm birth 
rates, investigators and policy makers should aim for consistency in which repre-
sentation is utilized (Hall et al.  2014b ; Martin et al.  2015 ). 

 As an example of the importance of consistency in variable selection, a recent 
evaluation analyzed the impact of  gestational age   variable type on calculations of 
preterm birth at the  population   level (Hall et al.  2014b ). The retrospective analysis 
reviewed all three methods of  gestational age   estimation available in Ohio vital birth 
statistics. Live birth records from 2006 to 2009 were compared and preterm birth 
rates were calculated using each  gestational age   variable. For each of 608,530 
births,  gestational age   estimates based on LMP were compared to clinically-based 
obstetric estimates. When  gestational age   estimates did not perfectly agree, differ-
ences in the resultant  classifi cation   of preterm birth status were evaluated with 
respect to the third, reconciliatory combined  gestational age   estimate. Substantial 
agreement was found in preterm classifi cation among  gestational age   estimates 
(kappa: 0.748; 95 % Confi dence Interval: 0.745–0.750); LMP-based  gestational age   
estimates did not perfectly agree with obstetric estimates in approximately 40 % of 
records. Disagreement in  gestational age   led to disagreement in preterm birth  clas-
sifi cation   in 5.3 % of total cases resulting in a 1.8 percentage point difference in 
preterm birth rate calculations (11.0 % using obstetric and 12.8 % using combined 
estimates). The analysis demonstrated a lack of agreement between  gestational age   
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estimate variables that translated to a meaningful difference in classifi cation of 
 preterm birth rates and underscored the need for consistent use of  gestational age   
measures in conducting  population  -level analyses of preterm birth or  infant 
mortality  . 

 Some studies use infant birth weight as a proxy for  gestational age   with ranges 
of birth weights assigned to various cohorts. Birth weights are nearly universally 
obtained and much less prone to error than gestational ages within a hospital setting; 
however, while birth weight is also an important data point to capture, there are 
limitations to using birth weight to represent fetal development. Infants who are 
either smaller or larger than appropriate for their  gestational age   may be at increased 
risk for poor outcomes; however, in the absence of  gestational age    information   the 
birth weight loses some predictive power. Furthermore,  gestational age   is a measure 
not merely of size, but of the level of infant maturity and physiological develop-
ment. Thus,  gestational age   becomes a useful guide in the appropriate prescription 
of  medications   and administration of therapies independent of birth weight .  

8.3     The NICU and the Neonatal Electronic Health Record 

 Among preterm infants, immature  lungs   may lead to an array of respiratory compli-
cations often requiring mechanical ventilation or other respiratory support within 
the  NICU   setting. Premature infants are also more susceptible to infection, includ-
ing pneumonia and sepsis, as well as tissue death of the bowels known as Necrotizing 
Enterocolitis (NEC). Immature digestive systems among preterm infants necessitate 
nutritional supplementation through intravenous feeding called Parenteral Nutrition 
(PN). Other conditions affecting both term as well as preterm infants, which are 
frequently managed within the NICU, include congenital anomalies requiring 
immediate surgical management, hyperbilirubinemia or jaundice, and neonatal 
abstinence syndrome or neonate withdrawal following intrauterine exposure to 
drugs or medications. Although very low birth weight and preterm infants make up 
the majority of admissions to NICUs, recent trends have demonstrated an increased 
risk for NICU admission for infants of all weight ranges (Harrison and Goodman 
 2015 ). 

 It is insuffi cient to merely install an Electronic Health Record (EHR)    system 
designed for an adult or even general pediatric  population   into the  NICU   setting. In 
particular, the NICU EHR must support a higher level of granularity and precision 
of measurements than is traditionally available for more mature populations. 
Whereas in the adult ICU, an approximate patient age in years may suffi ce, neona-
tologists concern themselves with infant age in days and weeks of life. Similarly, an 
EHR capturing only the admission weight or periodically updated patient weight 
may lack the precision necessary to accommodate rapid infant growth. Particularly 
when medication dosages and nutritional orders are based upon the infant’s weight, 
it is imperative that the EHR accurately represent the neonate’s ever fl uctuating 
weight. Further, because 10-fold weight differences comparing the smallest and the 
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largest infants admitted to NICU are common (i.e. 500 g vs 5 kg), accurate weights 
and medication  dosing   are essential to maintaining patient  safety   (Emmerson and 
Roberts  2013 ; Li et al.  2015 ). Additional considerations should be made in the neo-
natal EHR to support unique requirements for inpatient monitoring,  newborn   
screens and neonatal specifi c scores, integration of growth charts, as well as integra-
tion with the maternal  EHR   (Dufendach and Lehmann  2015 ).  

8.4       Perinatal Data   Sources 

 Because  perinatal   health is infl uenced by a complex array of factors, researchers are 
interested in capturing a broad spectrum of relevant data. These data range from 
patient-specifi c measures to representations of worldwide health and include mea-
sures at numerous levels of granularity in between. Individual patient data may be 
captured by a number of sources, including care providers, billers, insurance pro-
viders, and  quality    improvement   teams. These data include maternal and infant 
diagnoses, procedures, laboratory results, demographic and other characteristics, 
medication orders, treatment courses, intrauterine and postnatal environmental 
exposures, growth measures, outcomes,  biospecimens  , and genomic analyses. 
Although the categories of interest are not unique to the  perinatal    population  , the 
sub-populations of  newborns   that attract the greatest research focus (including pre-
term infants) are defi ned by diagnoses and treatments not prevalent in other pediat-
ric care domains.

   Researchers are also interested in aggregated as well as area-level measures (see 
Fig.  8.3 ). Unit-level measures aggregate patient-level data at either the treatment 
unit/facility level or at the neighborhood/community level. For example,  NICU   
investigators may be interested in studying patient costs, outcomes, or disease inci-
dence within their hospital. Likewise, a health department may be interested in dis-
ease incidence or  perinatal   healthcare costs within a single community unit. 
Aggregations of data at the regional, national, or global level may provide important 
insights into assessing regional health quality and costs, identifying hotspots of dis-
ease activity or risk factors, or in guiding policy and lawmakers. Various levels of 
data aggregation provide the opportunity to combine health data with other regional 
datasets, including vital statistics, census, environmental, or other registries and 
databases that may support the investigation of  population   health hypotheses. In 
particular, community level  perinatal   studies may be strengthened by associating 
hospital acquired data with community datasets collected during follow-up care or 
by home visiting programs. 

 Quality of data and the purpose for which data are collected are important con-
siderations when selecting which elements to include in analyses. For example, 
 ICD-10   (International Classifi cation of  Diseases  , Tenth Revision) codes are gener-
ated from discharge summaries and other  clinical notes   by non-clinical personnel 
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primarily for billing and other administrative purposes, not to support clinical care. 
Despite numerous analyses demonstrating the defi ciencies in completeness, accu-
racy, granularity, precision, and content of  ICD   codes, they continue to be com-
monly used in research because they are discrete and easily acquired (Iezzoni et al. 
 1992 ; Hsia et al.  1988 ). 

 More specifi c to  perinatal   research are the limitations of birth certifi cate or vital 
statistics data. In the United States, birth certifi cates are the only  population   based, 
national data source of measures such as  gestational age   (Wier et al.  2007 ). 
Therefore, because the birth certifi cate data set captures more than 99 % of births 
annually, it remains an important resource in studying the health of maternal and 
 newborn   populations in spite of data  quality   concerns, which arise from unreliable 
source data and variation in data collection (Schoendorf and Branum  2006 ). The 
birth certifi cate data set contains large numbers of incomplete records particularly 
for records associated with high-risk women and vulnerable infants (Gould et al. 
 2002 ). While some birth certifi cate fi elds such as maternal risk factors and preg-
nancy complications are often under reported, other measures such as pregnancy 
history, outcomes, and demographics have been found to be reliable data sources 
(Vinikoor et al.  2010 ) .  

  Fig. 8.3    Examples of  perinatal   data at various levels of aggregation, from patient-specifi c to 
global in scope       
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8.5     Perinatal Informatics Applications 

 Many of the breakthrough advances in neonatology occurred prior to the integration 
of computerization and medicine. Although a specialized subfi eld of neonatal or 
 perinatal   informatics has been slow to emerge, the hope by many is that the adoption 
of Information Technology (IT) systems, will “save babies” (Miller and Tucker 
 2011 ). There remains great potential for neonatologists and other  perinatal   care 
providers to build upon core concepts of Biomedical Informatics to improve  perina-
tal   care. (Drummond  2009 ) The American Medical Informatics Association defi nes 
Biomedical Informatics as, “the interdisciplinary fi eld that studies and pursues the 
effective uses of biomedical data, information, and knowledge for scientifi c inquiry, 
problem solving and decision making, motivated by efforts to improve human 
health” (Shortliffe  2010 ). Thus, neonatal or  perinatal   informatics likewise concerns 
itself with those same efforts related to the domain of infant health spanning from 
the molecular to the  population   level. Consequently, informatics applications to 
support improved morbidity and mortality among  newborn   populations can be 
focused within the newborn care setting itself or may take a broader,  population  - 
level, lifespan approach inclusive of women during preconception or pregnancy 
phases. 

8.5.1     Computerization of  Neonatal Care   

  The last few years have produced numerous neonatal endeavors building on core 
informatics concepts. Tools have been integrated into the  NICU   EHR to improve 
 safety   through better coordinated hand-off, computerized physician order entry, 
 decision support   for medication prescription, and detection of medication adminis-
tration errors (Palma et al.  2011a ,  b ; Li et al.  2014 ,  2015 ; Hum et al.  2014 ). Other 
efforts to improve the EHR have focused on human factors, seeking to improve the 
presentation of EHR data to better aid the physician in the decision-making process 
(Brown et al.  2011 ; Ellsworth et al.  2014 ). Using metadata produced by the EHR, 
others have sought to model and improve patient care teams (Gray et al.  2011 ). 
Analytical models have been developed to predict mortality among preterm infants 
(Medlock et al.  2011 ), as well as to predict demand for NICU resources (Khazaei 
et al.  2015 ). At the  population   health level, global infant trends and projections in 
mortality rates have been a focus of study (Wang et al.  2014 ). While tools are being 
integrated into hospital-based EHRs, other efforts have focused on web-based dis-
semination of decision support to standardize care processes and to improve the 
continuity of  newborn   care (Longhurst et al.  2009 ; Thornton et al.  2007 ). Signal 
analysis has been applied to interpreting newborn heart rate variability with applica-
tions including determining the severity of Hypoxic Ischemic Encephalopathy as 
well as to better monitor and understand the effects of ground and air transport on 
infants (Gholinezhadasnefestani et al.  2015 ; Karlsson et al.  2012 ). Additionally, the 
analyses of heart rate characteristics and EEG have aided in the  prediction   of neu-
rodevelopmental outcomes among some groups of high acuity newborns (Addison 
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et al.  2009 ; Spitzmiller et al.  2007 ). Along with improving care quality and out-
comes, it is hoped that technological advances will support cost savings. 

  Computerized  NICU   Tool  Implementation       Research projects at the Cincinnati 
Children’s Hospital Medical Center (CCHMC) NICU aid in illustrating the imple-
mentation process of automated  decision support   tools within the inpatient setting. 
In Chap.   9     (Clinical Decision  Support   and Alerting Mechanisms) the authors 
describe a system being developed within the NICU EHR to support medication 
 safety   through real-time alerting of medication administration errors. The NICU 
setting was chosen in part because of the broad range of patient weights in the neo-
natal  population   which amplifi es the severity of potential drug  dosing   errors (Li 
et al.  2015 ). While the system has great potential for improving neonatal outcomes, 
the framework is also adaptable to non-NICU settings through the development of 
unit specifi c algorithms.  

 Another system being developed to aid in the management of neonatal absti-
nence syndrome (NAS) is focused more specifi cally on improving neonatal out-
comes. NAS following an infant’s in-utero exposure to  opioids   has increased 
dramatically in recent years, affecting 5.8 per 1000  newborns   nationally in 2012 
(Patrick et al.  2012 ,  2015 ). As many as 60 % of infants with intrauterine opioid 
exposures experience withdrawal signs including hyperirritability, tremors, exces-
sive crying, and seizures necessitating prolonged neonatal hospitalization and grad-
ual weaning off  opioids   (Seligman et al.  2010 ). Clinical factors including type and 
extent of in-utero exposures have been identifi ed as predictors for infant withdrawal 
severity, but genetic factors also play a key role in the presentation and severity of 
NAS (Kaltenbach et al.  2012 ; Wachman et al.  2013 ,  2014 ,  2015 ).

    Machine learning   algorithms are currently being developed to support personal-
ized treatment for NAS based upon individual clinical and genetic factors [see 
Fig.  8.4 ]. In Cincinnati, mothers are universally tested for  opioids   at the time of 
delivery (Wexelblatt et al.  2015 ). As a consequence, newborns who have experi-

  Fig. 8.4     Machine learning   to enable personalized treatment of neonatal abstinence syndrome       
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enced intrauterine opioid exposure are rapidly identifi ed and exposure is docu-
mented within the newborn EHR. Infants without opioid exposure receive routine 
 newborn   care; however, documentation of intrauterine opioid exposure will  trigger   
the execution of an algorithm to support personalized treatment. Bedside genotyp-
ing will be performed for opioid exposed infants. Detection of genes associated 
with pharmacologic requirements or withdrawal severity will inform the  machine 
learning   algorithm, Chap.   17    , ( Genomics  -based Stratifi cation Strategies for 
Personalized  Pain   and Adverse Drug Effect Management in Pediatrics). Combined 
with clinical and demographic factors identifi ed in the EHR (including  newborn   and 
maternal demographics, diagnosis codes, nursing assessments and Finnegan scores, 
medication administration records representing pharmacologic treatment course, 
laboratory results including positive tests for  opioids   and other substances including 
benzodiazepines, cocaine, methamphetamines, and marijuana, procedure codes, 
and family history including maternal self-reported drug exposures or reported 
activity in an opioid maintenance program) the algorithm will predict the need for 
pharmacologic treatment with a fi rst-line weaning agent as well as secondary out-
comes such as expected length of treatment and need for adjuvant drug therapy. 
Further, future refi nements will enable the algorithm to recommend tailored phar-
macologic treatment for NAS by identifying the most effective treatments (i.e. 
buprenorphine vs. methadone) associated with various individual clinical, genomic, 
and exposure profi les. As the major driver of cost to treat NAS is length of hospital-
ization (estimated at over $3000 daily), the implications of more timely and effi -
cient treatment for reducing costs of NAS management could be substantial .  

8.5.2     Informatics Support for Perinatal and Population Health 

 A number of barriers prevent the seamless integration of maternal and infant medi-
cal records needed for optimal clinical management for the mother-infant dyad. 
Although pertinent data exist at the time of birth, the  newborn   infant is essentially 
issued a blank medical record with a brand new medical record number (MRN). 
Maternal and fetal care including informative laboratory tests and ultrasound images 
provided up until birth, as well as documented pregnancy complications, are 
recorded in the mother’s prenatal care record. Information related to the mother’s 
prior pregnancy history and general medical history may be summarized in the pre-
natal record, but may also be detailed in separate maternal charts. Likewise, the 
paternal medical history is stored in the father’s various medical records. A number 
of barriers prevent the seamless aggregation of data into the  newborn  ’s medical 
record including the transition between care institutions, transition between pro-
vider types, concerns for  privacy  , the absence of an established medical home, and 
technical limitations (See Chap.   1    , Electronic Health in Pediatrics and Research and 
Chap.   2    , Protecting Privacy in the Child’s Electronic Health  Record  ). 

 While information pertaining to the  newborn   delivery is captured at the birth 
hospital, prenatal data is typically collected in a clinic setting. Although prenatal 
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data may be obtained to guide delivery care, it is often in a non-computerizable (i.e. 
faxed, photocopied, or scanned) or summarized state, which does not facilitate inte-
gration with the hospital EHR. Transfers of a newborn to a higher acuity care center 
may further complicate data  integration  , particularly when the birth facility and 
transfer facility belong to different care networks or do not share an EHR system 
resulting in incongruent infant medical record numbers. Even the use of the same 
base EHR system by two facilities does not guarantee seamless exchange of patient 
data, even from a technological perspective. Additionally, large quantities of data 
may be missing and unobtainable in medical records belonging to infants of moth-
ers who received scant or no prenatal care. 

 During pregnancy, care is predominantly delivered by an obstetrician or mid- 
wife. Although the health of both fetus and mother are of concern to the care pro-
vider, data capture is associated with the mother’s MRN. Following delivery, 
 newborn   care delivered by neonatologists and pediatricians is recorded in the 
infant’s own medical record represented by an MRN assigned to the infant. The 
transition of care providers accompanying the transition from fetal to infant stage 
results in a separation of data, although some modern EHRs are built to facilitate the 
manual migration of relevant data from the maternal to infant chart during the 
course of care. 

 As described in Chap.   2     on protecting  privacy  , concerns for maintaining data 
 confi dentiality   must be satisfi ed when integrating  newborn   data with parental health 
information, including data pertaining to the newborn’s prenatal care. While confi -
dentiality remains a consideration during the course of administering clinical care, 
considerations for  privacy   are particularly stringent during the course of conducting 
research. 

 A fi nal challenge to integration of  perinatal   data is the absence of a  newborn’s   
established medical home, which complicates the acquisition of follow-up data 
related to ultimate outcomes. Although the birth hospital or  NICU   care providers 
may inquire as to the intended primary care provider for the soon to be discharged 
infant, that patient provider relationship has often not been established. Furthermore, 
data  integration   once again is challenged by transitions in care providers and 
institutions. 

 Even if all other barriers are mitigated, linking  newborn   records remains a par-
ticular challenge, as many of the identifi ers traditionally used by record matching 
algorithms are absent or unreliable in the newborn medical record. The newborn 
does not have a unique social  security   number or any other unique identifi er that can 
be used in linking, nor in many cases does the infant have a name. Often the name 
listed on the newborn’s medical record is represented by the same last name as the 
infant’s mother and “baby boy” or “baby girl”, if a fi rst name has not yet been cho-
sen. The infant name may be subsequently modifi ed by providing a fi rst name or by 
adjusting the last name, which further complicates linking. Probabilistic and deter-
ministic matching of  newborn   records as well as newborn-to-mother records at the 
individual level are still possible using characteristics such as gender, date of birth / 
date of delivery, birth / delivery hospital, insurance type, and address elements such 
as street number and zip code (Hall et al.  2014c ). Nevertheless, in cases of multiple 
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gestation births, detailed characteristics such as infant birth weight may be neces-
sary to break ties between potentially matched records. 

 With origins in classical epidemiology,  spatial analysis   is another opportunity for 
studying and improving  perinatal   health at a  population   level (Rushton and Lolonis 
 1996 ). Traditionally, spatial analysis techniques have been utilized to identify geo-
graphical disease outbreaks. Population-based interventions may be designed 
around specifi c disease profi les in areas exhibiting excess disease prevalence (Caley 
 2004 ; Richards et al.  1999 ). Geocoding of patient address information and utiliza-
tion of geographic information systems software facilitates the  linkage   of individual 
records to proximal area-level, census-based or environmental measures (Hall et al. 
 2014a ; DeFranco et al.  2016 ). Geographical analyses have been used to study pat-
terns related to pregnancy outcomes including stillbirth,  preterm birth  , birth defects, 
and other suboptimal  perinatal   outcomes associated with environmental exposures 
or neighborhood specifi c socio-demographic factors (English et al.  2003 ; DeFranco 
et al.  2015 ; Hall et al.  2012 ; South et al.  2012 ; Goyal et al.  2014 ).   

8.6     Perinatal Population Systems 

 An example of a successful implementation for supporting  population   health 
research is the Pregnancy to Early Life Longitudinal (PELL) data system. The 
public- private collaborative partnership between the Maternal and Child Health 
Department at the Boston University School of Public Health, the Massachusetts 
Department of Public Health, and the Centers for Disease Control and Prevention 
has enabled researchers in Massachusetts to investigate a broad range of topics 
related to pregnancy, premature birth, and  infant mortality   (Barfi eld et al.  2008 ). 
The PELL system is a longitudinally linked data set of mothers and their children 
that allows researchers to track mothers and children over time. The core of the data 
system is a deterministically and probabilistically linked public health data set con-
sisting of vital statistics, health services utilization data, and program participation 
data (Shapiro-Mendoza et al.  2006 ). The data core can subsequently be linked to 
additional resources for novel analyses. In addition to monitoring  preterm birth   
rates and associated neonatal morbidities, PELL has been linked to ancillary data-
bases to evaluate eligibility and referrals of children with developmental delay to an 
early intervention program to enable analyses of outcomes following assisted repro-
ductive interventions to evaluate maternal outcomes following elective Cesarean 
delivery, and for surveillance of autism (Clements et al.  2008 ; Kotelchuck et al. 
 2014 ; Manning et al.  2011 ; Kim et al.  2015 ; Declercq et al.  2007 ). PELL also offers 
a conceptual model for other states hoping to conduct a similar range of analyses, 
including the opportunity to perform analysis related to specifi c mothers over mul-
tiple subsequent pregnancies. 

 In Wisconsin, a different approach to supporting  perinatal   research has taken the 
form of PeriData.Net. The web-based database was developed in partnership 
between the Wisconsin Association for Perinatal Care and the University of 
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Wisconsin Milwaukee/Center for Urban Population Health. Over 200 hospitals uti-
lize the system to house hospital-supplied data corresponding to the state birth cer-
tifi cate fi elds. In addition to enabling electronic submission of birth certifi cate data, 
the system allows institutions to benchmark patient outcomes against other partici-
pants and to supplement the standard set of data fi elds with custom fi elds intended 
to support specifi c initiatives (Costakos  2006 ). Additionally, the system provides for 
standardized data capture facilitating the potential coordination of  perinatal   focused 
efforts between participating partners. 

 Unlike the systems in Massachusetts and Wisconsin which use vital records as 
the backbone for the data systems, a regional  perinatal   data system being developed 
in Cincinnati will leverage clinical and billing records. CCHMC physicians provide 
nearly comprehensive clinical coverage for  newborns   throughout the greater 
Cincinnati region as they are contracted to direct newborn care in each the region’s 
delivery hospitals. Although an overwhelming majority of the infants seen by 
CCHMC neonatologists and pediatricians are seen in delivery hospitals, these new-
born encounters generate physician billing records managed by the CCHMC EHR 
system resulting in a regional  population  -based data set. As a consequence, the 
CCHMC EHR newborn billing records are able to serve as a backbone for data  link-
age  . Furthermore, the newborn billing records enable linkage to maternal and infant 
EHR records generated by each delivery hospital’s EHR system as well as to vital 
statistics (see Fig.  8.5 ). Cincinnati investigators are hopeful that this Maternal and 
Infant Data Hub will serve as a central data repository enabling integration of 
 lifespan data from numerous ancillary sources. These additional data sets may be 
linked at the individual record level or at the geospatial level and include data sets 
such as:

  Fig. 8.5    Design of the Cincinnati maternal and infant data hub       
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•    Community-based home visitation records  
•   Follow-up pediatric, urgent care, and emergency department visit data  
•   Hospital biorepository records  
•   Additional vital statistics, death records, and data from Fetal and Infant Mortality 

Reviews  
•   Environmental data including measures of airborne particulate matter (United 

States Environmental Protection Agency  2016 )  
•   Census data (United States Census Bureau  2016 )  
•   Data from other local  perinatal   focused programs such as Cradle Cincinnati 

Connections (Cradle Cincinnati  2014 )   

   Investigators are hopeful that the integration of clinical EHR data will provide 
the Cincinnati system with a novel opportunity for studying  perinatal   health at the 
 population   level by enabling precise  phenotyping   and the comparison of clinical 
treatments and outcomes supporting more rigorous evaluations of public health 
interventions. Data governance remains a critical consideration in developing any 
 population  -based, shared data systems as institutional agreements must satisfy  pri-
vacy  ,  compliance  , and data collaboration requirements.  

8.7     Neonatal Research Resources 

 Many of the most clinically signifi cant and costly conditions to treat in the neonatal 
 population   are relatively rare. For example, approximately 2.0 % of babies in the 
United States are very preterm, born at less than 32 weeks gestation. Necrotizing 
enterocolitis (NEC) affects about 10 % of the infants in the very preterm category. 
A single clinical site may not manage enough cases of NEC to power a statistically 
signifi cant analysis of care interventions. For this purpose, multi-center research 
networks have been established to conduct clinical trials and observational studies 
in neonatal medicine. 

 The Vermont Oxford Network (VON) founded in 1986 and National Institute of 
Child Health and Human Development (NICHD)  Neonatal Research Network   
founded in 1988 are two of the longest running  quality improvement   and research 
networks. VON maintains a database of information regarding high-risk newborn 
care and outcomes contributed by its more than 900 participating  NICUs   world-
wide. The NICHD network also maintains a  registry   referred to as the generic data-
base (GDB), which collects more detailed data than the VON database. In addition, 
the NICHD network coordinates research protocols for the 17 participating centers 
around drug therapies and therapies to manage neonatal conditions including sepsis, 
intraventricular  brain   hemorrhage, and chronic lung disease. Both networks focus 
primarily on very preterm infants with birth weights less than 1000–1500 g, as well 
as select other infants with specifi c conditions of high interest to researchers. These 
network databases enable the monitoring of disease trends and changes in neonatal 
survival and outcomes, while providing data for hypothesis generation and sample 
size calculation. 
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 Another national scale database including data from over 4000 hospitals is the 
Kids Inpatient Database (KID). KID was established by the Healthcare Cost and 
Utilization Project (HCUP) sponsored by the Agency for Healthcare Research and 
Quality (AHRQ) to include a broad range of data collected during children’s inpa-
tient hospital encounters. KID includes between two and three million hospital dis-
charges for children 20 years old and younger, a signifi cant proportion of whom 
were  newborns  . The data including diagnoses, procedures, patient demographics, 
charges, length of stay, and hospital characteristics have been used to for analysis of 
national health care utilization, charges, quality, and outcomes (HCUP Kids’ 
Inpatient Database (KID)  2016 ). 

 Although the NICHD and VON network collect similar measures from similar 
populations, the data dictionaries used by each database are not compatible. For 
example, both networks request information about retinopathy of prematurity 
(ROP). Vermont Oxford asks if a retinal exam was done and if so, requests the worst 
ROP stage documented on a scale of 0–5. Subsequently, yes or no responses are 
requested to inquiries of whether or not the ROP was treated with an anti-WEGF 
drug or surgery. The GDB also asks if ROP was diagnosed; however, rather than 
asking the ROP stage, the GDB requests to know if ROP reached stage 3 or worse. 
In addition to requesting information about treatment with anti-WEGF drugs, infor-
mation about the specifi c intervention therapies of retinal ablation, scleral buckle, or 
vitrectomy is collected. For another example, both networks request data about nec-
rotizing enterocolitis. The Vermont Oxford network asks for a yes or no response to 
the question of whether necrotizing enterocolitis occurred and if NEC was present, 
if surgery was performed. The GDB data requests NEC status as a single question 
including the options of “Absent/Suspect,” “Proved, no surgery,” or “Proved, sur-
gery.” In cases where defi nitions of the two networks are approximate, even in the 
absence of exact one-to-one mappings between data elements, it may be possible to 
translate data from one format to the other; however, incongruent granularity may 
result in information loss. 

 Although clinical  terminologies   such as  SNOMED CT   were designed to enable 
data standardization and exchange, existing terminologies do not adequately repre-
sent the pediatric domain, particularly concepts unique to neonatology. Insuffi cient 
established standard terminology has lead individual research networks to establish 
their own data defi nitions to achieve their research objectives. As a consequence the 
ability to pool or share data between research networks is severely limited. 
Furthermore, leveraging complimentary datasets such as the outcomes focused 
Children’s Hospitals Neonatal Database (CHND), which captures therapies and 
outcomes of infants referred to tertiary centers, is also frustrated. 

 Development of the Neonatal Research Networks Terminology (NRNT) was 
motivated by the goal of enabling the exchange of  perinatal   data among research 
networks (Padula  2012 ; Kahn et al.  2014 ). Modeled after the structure of SNOMED 
CT and developed by subject matter experts, NRNT contains mappings to clinical 
fi ndings, observations, and procedures used in current  neonatal research networks  . 
Serving as a hub, NRNT can facilitate meta-analyses as well as studies spanning 
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multiple research networks. By providing the structure of a central hierarchy of 
neonatal concepts, NRNT enables the translation of data from one network to 
another, as well as the aggregation of data for higher powered studies.     
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    Chapter 9   
 Clinical Decision Support and Alerting 
Mechanisms                     

     Judith W.     Dexheimer      ,     Philip     Hagedorn     ,     Eric     S.     Kirkendall     ,     Michal     Kouril     , 
    Thomas     Minich     ,     Rahul     Damania     ,     Joshua     Courter     , and     S.     Andrew     Spooner     

    Abstract     More than 55 % of US hospitals have electronic health records (EHRs); 
frequently these contain computerized decision support (CDS) in the form of alerts. 
Alerts are a common form of CDS often implemented for medication ordering and 
decision support to improve patient care. EHRs implement rules supplied by third- 
party vendors to help guide the dosing process include weight-based dosing. Since 
many of these rules are conservative, they result in noisy alerting and are therefore 
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overridden by users. Alert fatigue is commonly studied and reported by providers. 
EHR implementers customize these rules to reduce noise. Adverse drug events are 
a common occurrence, prevalent in both adult and pediatric populations. However, 
there are few automated ways to identify adverse drug events. Weight-based dosing 
guidance for medication orders has limited functionality if the patient’s body weight 
is entered incorrectly. Despite safeguards intended to prevent weight data-entry 
errors, erroneous weights exist in patients’ charts. These pose a safety threat to 
patients, especially inpatients, whose medication doses may be calculated from the 
last recorded weight. In this chapter we will give an overview of pediatric clinical 
decision support in EHRs, the different modes and forms of CDS, as well as diving 
into several related and specifi c areas of CDS – medication dosing alerts and the 
detection of weight data entry errors. We will review these common sources of error 
and frustration in the EHR, how errors can be identifi ed, and changes implemented 
to mitigate the errors.  

  Keywords     Clinical decision support   •   Drug dosing   •   Electronic health records   • 
  Medication alerts  

9.1       Electronic Health Records 

 Basic  Electronic Health Records (EHRs)   are installed in more than 75 % of hospi-
tals across the United States (Charles et al.  2013 ). They are a major focus for 
research in health informatics (Brender et al.  2000 ). The EHR is a repository of 
patient data in a digital format (ISO/TR  2005 ). It encompasses secure storage and 
 information   that is accessible by providers. The goal is to deliver coordinated, high- 
 quality  , and safe care to patients. EHRs are used in both inpatient and outpatient 
settings, including healthcare professionals and administrative staff (Häyrinen et al. 
 2008 ). Recent  implementations   involve patients through patient portals in a more 
interactive system (Ball  2003 ; DeLeo et al.  1993 ). 

 To extend the utility of the EHR, functional requirements should be addressed. 
In 2001, the American Academy of Pediatrics (AAP) published a statement outlin-
ing features necessary for an EHR system to support health care for pediatrics. The 
AAP defi ned pediatric specifi c areas, which were desirable in the EHR. The empha-
sis was placed on three categories: data representation, data processing, and system 
design (AAP  2001 ). Newer statements (Dufendach et al.  2015 ; Kim and Lehmann 
 2008 ; Lehmann et al.  2015 ) defi ne functional areas that are critical to the care of 
infants, children, and adolescents and that their absence results in impeding the 
quality of pediatric care. This ranges from  immunization   management to  growth   
tracking to  medication    dosing   (Spooner  2007 ). 

  Adoption rates remain low in pediatric hospitals with only 17.9 % of pediatric 
hospitals  reporting      having a basic EHR system and a similar percentage exchanged 
health information electronically (Nakamura et al.  2010 ). Furthermore,  computerized 
provider order entry (CPOE), and clinical decision support (CDS) both believed to 

J.W. Dexheimer et al.



165

be of essence for improving the quality and  safety   of care have been adopted by 
pediatric institutions (Chaudhry et al.  2006 ). Given this introduction to EHRs and a 
glance at the concept of CPOE and CDS in the pediatric setting, we can turn our 
attention to alerts in the EHR and common points of error.  

9.2     Clinical Decision Support 

 Computerized decision support systems are integrated with EHRs to guide treat-
ment decisions and to aid the decision-making process at the point of care. They 
frequently are built upon evidence-based clinical guidelines that represent the expert 
consensus on the best ways to manage patients under specifi c circumstances and 
help decrease variation in clinical practice (Bakken et al.  2004 ). Such decision sup-
port systems have demonstrated positive effects on patient outcomes (Dexter et al. 
 2004 ). For this reason, providers, payors, federal agencies, healthcare institutions, 
and patient organizations support the  development  , implementation, and application 
of decision support based on clinical guidelines. However, many barriers exist that 
limit the implementation and  integration   of these into clinical practice. In 1976, 
Clem McDonald noted the “non-perfectability of man” to emphasize the impor-
tance of reminding clinicians about patient- or disease-specifi c tasks during care 
(McDonald  1976 ). 

 Clinical decision support systems provide reminders and alerts about many ele-
ments of patient care, such as identifying potential medication warnings including 
drug-drug interactions,  dosing   suggestions, alerting about an abnormal laboratory 
value, recommending a preventive care measure or other care suggestions. At the 
simplest level, decision support systems, e.g., medication warnings and alerts, pro-
vide reminders to encourage “good” care and help increase the  standard   of care. 
These decision support elements are virtually invisible to the end-user because they 
are integrated with the software design of an EHR. 

 Decision support can be provided to  users   through passive or active alerts. 
Passive alerts are reminders that appear in a non-interruptive fashion as part of gen-
eral care such as a drug-dosing suggestion or displaying allergy information. Active 
alerts provide a prompt or pop-up to the user that must be acted upon, such as when 
a new medication interacts with existing medications with a high probability of an 
adverse  event  . Active alerts are frequently time-dependent and strive to fi t into the 
clinical  workfl ows   to display the right information at the right time to the right per-
son. A potential issue with clinical decision support system alerts of all types is alert 
fatigue (Ash et al.  2007 ). Care must be taken with the design and implementation of 
context-specifi c alerts to reduce their number to those essential to providing good 
patient care and avoiding adverse  events  . 

 Clinical decision support systems are based on EHR data and generally require a 
knowledge base that represents the domain information and an inference mecha-
nism, such as a rule engine, that is able to combine and evaluate patient information 
with information contained in the knowledge base. An example is avoidance of 
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adverse  events   by prospectively searching for potential drug-drug interactions, 
when a new medication is ordered in the EHR. The decision support system com-
bines a patient’s existing medication list with the new medication and executes rules 
that evaluates whether an interaction representation exists for the new medication 
and any of the other medications. 

 Decision support can be built and integrated with the medical record using rule- 
based or more complex techniques such as applying artifi cial intelligence methods 
(Friedman and Frank  1983 ). Artifi cial intelligence techniques such as Neural 
Networks,  Bayesian networks  , Natural Language  Processing   (discussed in Chaps. 
  11     and   12    ), or Support Vector Machines can be applied in domains, where more 
complex and multi-dimensional problems exist, such as classifying patients or sug-
gesting likely diagnoses or treatment decisions. Many decision support approaches 
have sound theoretical approaches but are challenging to integrate in real-time 
patient care settings. Aspects such as  workfl ow   integration, alert-fatigue, specifi city 
of alerts, or human-computer interaction characteristics all infl uence clinicians’ 
acceptance of clinical decision support implementation (Aronsky et al.  2001 ).  

9.3      Drug  Dosing   in Pediatrics 

 Pediatric patients are particularly vulnerable to iatrogenic harm. Several studies 
have shown higher rates of medical errors and  adverse drug events (ADEs)   in chil-
dren than have been detected in adult populations. The reasons for this are numer-
ous and are largely based on factors relating to physiologic growth and development. 
Some of the specifi c factors cited as increasing  prescribing   complexity are shown in 
Table  9.1 . Due to the propensity for errors in this particular population, accurate 
clinical decision support is especially paramount.

   Medication-related  safety   events, commonly known as  ADEs  , are a subset of all 
adverse  events  , are one of the most common types of errors. Due to their commonal-
ity, they warrant a little further discussion. ADEs are often assigned to a phase of the 
clinical medication-patient process. There are 5 phases of the medication process 
(Aspden et al.  2007 ):

    (a)    Ordering/ prescribing     
   (b)    Transcribing and verifying   
   (c)    Dispensing and delivering   
   (d)    Administering   
   (e)    Monitoring and  reporting      

  Most of the errors in pediatrics are related to the fi rst phase, when care providers 
are  prescribing   medications. Drug-dosing makes up the largest proportion of  pre-
scribing   errors, due in large part because dosing of children is based on their weight 
(such as 10 mg per kilogram of drug X) as opposed to absolute dosing used for most 
doses of adult medications (100 mg of drug X). As such, most of the literature on 
clinical decision support (CDS) in EHRs revolves around dosing support. One 
 systematic review of the literature on CDS with medication dosing support showed 
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that 95.7 % of studies pertained to either the  prescribing   or the monitoring phase 
(McKibbon et al.  2012 ). Drug dosing in pediatrics is discussed in more detail in 
Sect.   1.4     .  

9.4     Challenges Associated with CDS Implementation 

 Medication alerting is the primary form of CDS implementation at the point of 
ordering where, as described above, the pediatric  population   presents unique chal-
lenges to ordering providers and error prevention. Medication alerts generally 
encompass rules that apply to existing dosing, drug-allergy, drug-drug interaction, 
duplicate therapy and pregnancy/lactation guidelines and  measures  . During initial 
efforts aimed at systematic error reduction using CDS, medication alerts showed 
signifi cant promise (Bates et al.  2001 ; Kaushal et al.  2001 ; Kirkendall et al.  2014 ). 
Early evidence of CDS systems, including medication alerts, appeared to show 
some benefi t with reduction in medication error rates, but these early studies were 
comprised of a handful of “homegrown,” or self-developed, systems and not ven-
dor-based solutions which quickly gained momentum as adoption of CPOE spread 

   Table 9.1    Factors that increase the complexity of prescribing medications to a pediatric population 
(Kaushal et al.  2004 ; Koren et al.  1986 ; McPhillips et al.  2005  Feb; Rieder et al.  1988 ; Schirm and 
Tobi  2003 ; Zandieh et al.  2008 )   

 Factor  Notes 

 Weight-based dosing   Children are usually dosed in mg drug/kilogram weight as 
opposed to “fi xed” absolute    dosing     in adults  

 Varying drug metabolism & 
physiology 

  As children develop, their physiologic properties change, which 
affects the pharmacokinetics and pharmacodynamics of drug 
metabolism  

 Increase off-label use   50–75 % of medications are labeled as having insuffi cient info 
for pediatric use  (Schirm and Tobi  2003 ) 

 Accurate/changing weight in 
growing children 

  Weight often changes rapidly in children, which affects 
weight-based dosing  

 Conversion of pounds to 
kilos 

  Most    parents     relate their children’s weight in the English system 
of weights (lbs. and ounces). Many prescribers and pharmacists 
must then convert that weight to the metric system (kilograms 
and grams). This conversion can create calculation errors.  

 Many formulations, 
preparations, concentrations 

  Medications often come in many different formulations with 
differing strengths. Oral forms often have several concentrations 
to consider.  

 Total daily dose divided into 
multiple doses 

  Pediatric dosing recommendations are often stated in total daily 
dosing, divided by a frequency of administration. This introduces 
chances of calculation errors.  

 Tenfold errors can occur 
easily 

  Pharmacists are less likely to recognize due to being used to 
adult doses  (Koren et al.  1986 ; Rieder et al.  1988 ) 

 Providers must know 
pediatric and adult  dosing   

  Older and/or larger children may need to be prescribed an 
adult-like absolute dose if the calculated weight-based dose 
exceeds a maximum amount  
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(Kaushal et al.  2003 ). Yet, there were warning signs that such broad system changes 
would carry unintended consequences and that CDS and medication alerting would 
not prove as sweepingly benefi cial as hoped. Among the many limitations that 
emerged was the conclusion that providers often paid little, if any, attention to medi-
cation alerts with physicians overriding between 49 and 96 % of drug  safety   alerts 
according to some studies. High override rates were attributed not only to  users  , but 
systems which created errant or inappropriate alerts that ultimately led to distrust 
and/or alert fatigue (Van Der Sijs et al.  2006 ). While the phenomena of excessive 
alerting and alert fatigue has been well described, the ideal solution to this problem 
remains elusive (Ash et al.  2007 ). 

 One factor which contributes to the problem of excessive alerting and alert 
fatigue is the fact that pediatric drug  dosing   is often derived empirically based on 
adult dosing parameters (Barbour et al.  2014 ). However, the physiologic differences 
between neonates and adults necessitate different dosing strategies to achieve suc-
cessful therapeutic outcomes while minimizing adverse  events   (Ivanovska et al. 
 2014 ). While decision support rules in CPOE systems attempt to create a consistent 
framework to evaluate appropriateness of medication orders, the complex nature of 
the theoretical dosing model is often unavoidably diluted when applied to the CPOE 
system (Stultz and Nahata  2015 ). 

 Taking these diffi culties into account, current research and recommendations 
revolve around improving the signal-to-noise ratio in medication alerts. Approaches 
include a reasoned legal approach to alerting whereby regulation and standardiza-
tion are utilized to reduce alerts to only high-risk scenarios as opposed to broad 
implementation of vendor-based rule sets (Kesselheim et al.  2011 ). Other efforts are 
aimed at standardizing alert content, appearance, language and usability as well as 
improving the clinical signifi cance and specifi city of alerts (Ayvaz et al.  2015 ; 
Beeler et al.  2014 ; Middleton et al.  2013 ). The former approach relies on reducing 
the number of overall alerts to reduce fatigue, while the latter hopes to achieve  user   
buy-in by demonstrating value to the ordering provider. 

 The consequences of these varied approaches needs to be investigated more 
fully. For instance, what are the  safety   implications of broad deactivation of alerting 
rules except for those deemed most serious? Other possible areas of research include 
 user   response to more useable and actionable alerts. Would improving presentation 
and content convince practitioners that medication alerts are worthwhile or is this 
wishful thinking?  

9.5     Medication Alert Analytics 

 Once implemented, alerts or clinical decision support of any kind should be evalu-
ated for effectiveness. This is especially important in the current  health information 
technology   environment, which is heavily focused on not only facilitating patient 
care, but doing so safety and effectively, and with greater  user   satisfaction. Every 
month more data on the epidemiology and magnitude of issues like alert fatigue are 
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published in the informatics literature; these studies often demonstrate poor value 
and highlight the challenges of implementing CDS well. 

 Medication alert analysis can range from fairly simple techniques to very robust 
methodologies. Many EHR suppliers and third party vendors supply some  tools   to 
help customers understand how effective their alerts are, but often these tools are 
fairly rudimentary and are comprised of simple descriptive reports about the orders 
and alerts that were processed by their system. Often times these tools lack the 
granularity and clinical semantics to allow the in-depth analysis needed to address 
suboptimal  confi gurations  . In some cases, these reports may actually be misleading. 
For instance, recipients of these reports must have working knowledge of how the 
computerized provider order entry (CPOE) system processes orders to interpret the 
descriptive report output. Some confi gurations of CPOE systems may discontinue 
and reorder a medication when a  user   simply modifi es the dose in the  interface  ; this 
would generate a new order and, depending on your perspective, infl ate the number 
of orders placed in the system, if the report and underlying analytics did not make 
this clear. Other CPOE systems simply modify the original order and only report 
both the original order and the modifi cation as a single order. A comparison of order 
lifecycles across two different systems may lead investigators to erroneous conclu-
sions about the ordering and alerting capacities of the organizations involved (an 
organization with lower medication order numbers may in fact have more orders 
than the one that initially appears to have more). 

 There are many different approaches to evaluating medication ordering and alert-
ing. Each approach may have its own unique metrics, but there are some common 
measures that we will outline here. The most obvious metrics are the metrics men-
tioned in the previous paragraph; basic descriptive statistics around medication 
orders and medication-related alerts. Counts of medication and alert orders can be 
viewed and analyzed along many dimensions as shown in Table  9.2 .  

 Metrics relating to rates (orders per patient encounter, alerts per 100 medication 
orders) are often used to normalize order and alert metrics so that variations in 
patient encounters, census, etc. do not lead to misinterpretations.  

   Table 9.2    Different dimensions and examples of ways to analyze medication orders and alerts   

 Dimension  Examples 

 Department  Surgical Services, Emergency Services 
 Location  Inpatient Unit A3, Medical Offi ce Building Floor 1 
 Specialty  Internal Medicine, Endocrinology 
 Clinical role  Physician, Nurse, Occupational Therapist 
 Individual provider  Kirkendall, Eric 
 Temporal/time-relational  January 2017, 1st Quarter 2017, Day shift 
 Type   Medication orders:  Narcotics,  Opioids  , Morphine, 

Pharmaceutical class, Therapeutic class 
  Medication alerts :  dosing  , drug-drug interactions, allergy 
contraindications 
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 Medication alerts have some specifi c metrics that are important to discuss. These 
alerts are often the product of one or more orders being processed by a rules engine 
in the EHR’s CPOE system. It is very common for the EHR to record some aspects 
of the user’s response to the alerts such as acceptance of the alert, overriding of the 
alert, or some other resultant  user   action due to the presentation of the alert. This 
data can be used to construct new metrics. One such metric is the alert salience rate:

  
Saliance rate

Count of alertscancelled or modified whenalert pres


eented

Total number of alerts presented to the user
.
   

  Salience rate, described in earlier work, is the degree to which a user reacted (in 
a corrective manner) to an overdose alert (Kirkendall et al.  2014 ,  2016 ). This metric 
allows one to quickly relate the behavior-altering properties of the group of alerts 
being reported on. This rate can be followed over time as adjustments are made to 
the alert rules or engine, to gauge the clinical effects and  safety   of those changes. 
The inverse of the salience rate can be referred to as the alert override rate, the rate 
at which the  user   did not make any changes to the order(s) in response to a 
warning. 

 There are many other order and order alert metrics that can be created to address 
the analytic needs of any given investigation. The important principles to follow are: 
(1) the investigator consider the clinical situation, they are assessing, (2) the sources 
of the data, the data  quality   and limitations, and how the data is generated are under-
stood, and (3) the investigator applies best statistical analysis practices when deriv-
ing their metrics, using absolute and relative methods when it makes sense to. By 
following these guidelines the data will provide revealing insights into how effec-
tive, or ineffective, the medication ordering and alerting clinical decision support 
tools are.  

9.6      EHR  Data Models   

 An important consideration in evaluating alerts is collecting and storing the EHR 
data. EHRs contain vast amounts of information about patient visits including clini-
cal data from the patient visits from demographics, provider notes, orders and pro-
cedures, and all decision support metrics. EHR data models are typically highly 
normalized, which is not often suitable for  targeted   analytics. As a result, and to 
limit the data scope, one might utilize a data mart focused on the data of interest 
(e.g., orders – order_id, medication, dose value, dose units). Whether using the 
native SQL querying tool, or buying or building a  reporting   engine to interact with 
the database, it is important to clarify the meaning of “data” in the data mart. 
Although each EHR’s  reporting   data  warehouse   comes with a data dictionary, it’s 
often the case that not all information is captured. Hence it is critical to validate the 
data. That by itself can be a daunting task, but a simple spot-checking is of a value 
(e.g., is the date always in local time vs. UTC). One example of this is how Daylight 
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Savings Time is handled. For example for Daylight Savings Time, for seemingly 
overlapping orders, they might be 1 h apart, but a gap of 2 h between orders is really 
only 1 h during clinical care. One must take into account that EHRs have evolved 
over time and it’s possible that the meaning of a particular data point might have 
evolved as well. 

 Another instance of the need for clearly defi ning data meaning is counting alerts. 
The system typically shows multiple alerts per window, but records each type of 
alert separately. Simple counting of rows in the alerts table might yield infl ated 
numbers as those multiple alerts were displayed in a single screen to the ordering 
provider. Furthermore, a  dosing   alert might have multiple components (single dose 
overdose and daily overdose). Therefore, careful consideration of what we are look-
ing for and how it is refl ected in the data is important. 

 Further validation of the data is to compare the built-in EHR reports with results 
obtained through the data mart reports. Another validation step is to use a test envi-
ronment and run through a few  workfl ows   subsequently comparing the expected 
data – e.g., fi nding the weight source when weight is used during alert determina-
tion for weight-based dosing. 

 Tracking down the evolution of information in EHRs, and how they changed 
over time, may be challenging, for instance if audit information for some data points 
are not available. Therefore, retrospective studies aiming to determine the system 
state at a given point in time could require signifi cant effort. To address the lack of 
 audit trails   one could version the database and, instead of relying on the EHR built-
 in audit capabilities, the database level  auditing   could be used instead. This has 
some downsides, if the true reason for data change is not recorded. 

 Performance considerations become an issue as the number of analyzed data 
points increases. Fortunately, this can be addressed with modern relational database 
engines that are capable of handling millions of rows. With the proliferation of sen-
sor data and ever increasing granularity the fi eld is increasing moving toward dis-
tributed frameworks and database engines such as Spark, Hadoop, Cassandra, etc. 

 In our case we set out to analyze the impact of alerts on  dosing    safety  . We related 
Alerts, Orders, Alert Rules, Demographics, Medications as well as Medication 
Administration data – each in its own table for agile querying. We utilize SQL 
Developer (Oracle™) and Tableau for visualization. We created a multidisciplinary 
team of physicians, pharmacists, and informaticists to help ensure data clarity and 
quality. In the end perfection is impossible, but as long as one can quantify the 
imperfection and report on shortcomings considerable improvement in understand-
ing, your EHR’s data can be achieved .  

9.7     Patient-Attribute Errors 

 There are some EHR-based errors in clinical care that arise not directly from a  user   
action, but due to how patient attributes have been recorded of handled in the 
EHR. In pediatrics, where body weight is of paramount importance in medication 
 dosing  , errors in the recording or processing of weight can create these latent errors, 
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whose effects do not occur until an order for a medication or radiation (Goske  2013 ) 
is written that depends on weight logic. 

9.7.1      Weight  Data Entry   Errors 

 EHRs used in children should have the capacity to calculate drug doses based on 
body weight (Johnson et al.  2013 ; Spooner  2007 ; Stultz et al.  2015 ). Despite the 
ubiquity of the practice of weight-based dosing, there is remarkable variation across 
reference sources on what the correct dosage should be for a majority of pediatric 
drugs (Kirkendall et al.  2014 ). There are no reliable published estimates on the inci-
dence of weight data-entry errors (Carpenter and Gorman  2002 ; Galanter et al. 
 2013 ), but one investigation estimated that about one in 3000 values are incorrect 
(Spooner et al.  2015 ). In an enterprise involving hundreds of thousands of patient 
encounters per year, many involving toxic medications, weight errors can be a seri-
ous threat to patient  safety     . 

 Several failure modes exist for weight errors:

•    Confusion of pounds and kilograms (producing an error either 2.2 times smaller 
or larger than the real weight)  

•   Decimal errors (omission or misplacement) or confusion of kg and grams  
•   Mistyped digits (“fat fi nger” errors) or transpositions  
•   Entry of other vital-sign or anthropometric numbers (height, head circumfer-

ence) in the weight fi eld  
•   Entry of one patient’s weight into another’s due to opening the wrong chart  
•   Inappropriate handling of tare weight for medical equipment (e.g., wheelchairs)    

 The best defense against weight errors is consideration of the patient’s weight vs. 
the historical pattern over time. Usually this is depicted in a growth chart, in which 
historical weights are plotted against age- and gender-based normative lines that 
give the  user   an idea of how likely that measurement is for an average child (CDC 
 2012 ). Alternatively, one may use percentile numbers for the current measurement, 
but this fails to put the number in historical context. Of course, it is not the “average 
child” that presents the most diffi cult challenge to detection of weight data-entry 
errors; it is the child with unusual patterns of growth (obesity, slow growth due to 
disease, etc.) that make growth norms useless for the detection of errors. Even so, 
there are challenges to current EHR medication order-entry design to make the 
growth chart visible during the ordering process. Detection of weight-based errors 
may be a fruitful area for machine-learning designs where unusual growth patterns 
can be distinguished from erroneous data entry. 

 Dose rounding (Johnson et al.  2011 ) is another weight-related, complex compu-
tational task that can result in errors. Rounding—especially for drugs in liquid 
form—must be done in order to create a feasible drug quantity for home administra-
tion. For example, a 2.2 mL dose might represent an accurate dose, but 2.0 or 2.5 mL 
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might better represent the  dosing   volume that a delivery device (syringe) would 
feasibly deliver .  

9.7.2     Blood Pressure 

 Despite the high prevalence of electronic health  records  , the ubiquity of numeric 
blood pressure data, clear norms for their interpretation, and a clear guideline for 
management (Carroll  2015 ; National High Blood Pressure Education Program 
Working Group on High Blood Pressure in and Adolescents  2004 ), child health 
providers do poorly at identifying children with elevated blood pressure (Beacher 
et al.  2015 ; Hansen et al.  2007 ; Kaelber and Pickett  2009 ). The data suggests that 
only a minority of truly hypertensive children are recognized and treated or even 
follow up when their blood pressure falls outside of accepted norms (Brady et al. 
 2015 ). Part of the problem with this basic decision support task is that blood pres-
sure norms depends on age, height, and gender. This complexity provides enough of 
a computational challenge that some EHR systems lack the ability to display 
whether a given blood pressure should be considered normal or not (Kaelber and 
Pickett  2009 ). Even in the case where such computation is supported, there is no 
standard way to display the data that has been proven to make a difference. It is still 
largely up to human diligence for high blood pressure in children to be detectable 
among the noise of data offered by the modern EHR.  

9.7.3     Organ Dysfunction Metrics 

 In addition to weight-based  dosing  , there is a potential for adjustments due to organ 
dysfunction. When calculating  kidney   function, estimation of the glomerular fi ltra-
tion rate (GFR) is involved. In pediatric patients, the calculated estimate, according 
to the bedside Schwartz equation is directly proportionate to the patient’s height 
(Schwartz et al.  2009 ). As estimated GFR is often used to decide upon the need for 
dose or frequency adjustment in cases of renal impairment, errors in height docu-
mentation could theoretically affect these decisions.  

9.7.4     Weight-Based Dosing as a Function of Age 

 In addition to the need for doses based upon weight, the dose per patient weight 
changes as patients age. There are two general factors, which affect the rate of drug 
metabolism as children grow. The fi rst of these is organ  maturation  , which is a func-
tion that asymptotically approaches adult function, and is near 90 % of mature func-
tion by the age of 2 years for most hepatic and renal functions (Kearns et al.  2003 ). 
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In addition to this, the function of organs is not directly related to total body mass, 
but is approximated by the ratios of weights to the power of 0.75 (Holford et al. 
 2013 ). The overall result of these changes can be seen with the  dosing   of phenobar-
bital, which decreases from 6–8 mg/kg/day to 4–6 mg/kg/day to 1–3 mg/kg/day in 
children 1–5 years, 5–12 years, and in adolescents, respectively (Lexi-Comp  2011 ).   

9.8     Involving End-Users 

 Considering the growing concern over alarm fatigue and questions about the value 
of CDS alerts, it is increasingly important that proponents of alert refi nement work 
to demonstrate their clinical impact. In other words, do improved alerts lead to bet-
ter patient outcomes? One avenue of linking mediation alerts to outcomes is an 
algorithm based detection system, which uses medication alerts to prompt  targeted   
chart review to examine association between a medication order and known  adverse 
drug events (ADEs)  . Such a method would allow researchers and clinical operations 
to tailor alerts to clinically signifi cant parameters, further improving specifi city by 
presenting the  user   with alerts based on real-world, rather than theoretical,  dosing   
rules. 

 There is no standard approach to evaluate and address these issues and data anal-
ysis alone has yet to reduce inappropriate alerts. Direct user report of erroneous 
medication rules may provide an opportunity to reduce clinically-inappropriate 
alerts.  Users   were asked to provide feedback in the modifi cation and assessment of 
medication alerts in a pediatric emergency department (ED). We modifi ed the medi-
cation order alert system  interface   in the EHR to incorporate feedback from pre-
scribers in regards to the appropriateness of the alerts that were presented during 
clinical care. ED prescribers provided feedback for any alert they deemed inappro-
priate by either selecting the newly created override reason. We evaluated the feed-
back and corresponding medication  dosing   rules weekly and made changes to 
medication alerts. We provided feedback to the ED providers about any resulting 
modifi cations. 

  From 12/2013 to 3/2014, we received a total of 15 notifi cations from prescribers, 
containing 8 dosing-related notifi cations (Dexheimer et al.  2015 ). Of these, we 
modifi ed 6 medication alerts (75 %); this resulted in an 86 % drop in alerts no longer 
being displayed per month. Alert modifi cations were made to match the pharmacy 
formulary recommendations and to accurately refl ect ED protocols. Feedback to 
providers on all changes was well-received.  Confi guration   changes to alert  inter-
faces   can help elicit feedback about medication alerts from prescribers at the point 
of care, and can lead to a reduction in the number of alerts presented to prescribers. 
This may help reduce alert fatigue and increase  user   trust in the system.  
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9.9     Future of Clinical Decision Support 

 The biggest barrier to effective clinical decision support is the distracting nature of 
the sheer volume of data that faces practitioners, when they turn to the computer 
system for information on their patients. We have known that computerized alerts 
have only limited effectiveness for a long time (McDonald  1976 ), and that has not 
changed over the years (Carroll  2015 ). Clearly, the model of thrusting unwanted 
information into the view of a clinician concentrating on the complexities of care is 
not a fruitful path for clinical informatics research. The grand challenges for clinical 
decision support in general have been well summarized elsewhere (Sittig et al. 
 2008 ); all of these apply in pediatric environments. Some challenges of specifi c 
import to decision support in pediatric care include:

•    Moving to more standardized dose ranges for pediatric medications, including 
those which are widely used despite lack of governmental drug-agency approval 
in pediatric age groups  

•   Automating the judgment of the appropriateness of anthropometric 
measurements  

•   Validation of useful  prediction   heuristics for clinical deterioration in hospitalized 
infants and children  

•   Creation of mature data-sharing networks for rare pediatric diseases so that suf-
fi cient quantities of standardized EHR data can be used across multiple centers 
to derive valid conclusions about treatments and outcomes.   

Since the adherence to alerts is multifactorial, moving forward research and opera-
tional work should be focused on ways to improve alerting methods including 
involving end-users in the design of alerts, evaluating rules used for triggering pop- 
ups, and the visual display of information. Alerting methodologies will remain in 
place and evaluating their effectiveness and improving their use could help improve 
clinical care and patient outcomes.     
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    Chapter 10   
 Informatics to Support Learning Networks 
and Distributed Research Networks                     

     Keith     Marsolo     

    Abstract     Many research and improvement activities, especially those that involve 
rare, pediatric, or chronic conditions, require the ability to pool, access or query data 
from multiple institutions. Here we describe informatics architectures that support 
quality improvement and research networks, or learning networks, as well as those 
that can support large-scale distributed research networks. Even though the activi-
ties and motivations of these networks are very different, they still require many of 
the same considerations in order to perform meaningful analysis on data that have 
been collected in multiple settings. This includes the measurement and character-
ization of data quality, the use of standardized or common data models, and the 
tracking and management of patient privacy, among others. We describe the infor-
matics architectures of several learning networks, and two distributed research net-
works, detailing the commonalities and differences between them.  

  Keywords     Distributed research networks   •   Learning health system   •   Learning net-
works   •   Multi-center quality improvement and research registries  

10.1       Introduction 

 There is a push to transform traditional systems of healthcare into Learning Health 
Systems (LHSs), where new knowledge is quickly translated into general clinical 
practice and clinical practice serves as the engine to generate new evidence and 
knowledge, thus more effectively coordinating efforts between clinical care,  quality   
 improvement   and research (C. Friedman and Rigby  2012 ; Friedman et al.  2010 , 
 2015 ; Greene et al.  2012 ; Grossman et al.  2011 a,  b ; McGinnis  2010 ; Olsen et al. 
 2011 ). Fundamental to a LHS is the learning health cycle (similar to the plan-do-
study-act cycle), where  users   of the system (clinicians, patients, etc.) identify a 
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problem and assemble, analyze, and interpret data in order to generate feedback 
(e.g.,  reports  ,  decision support  ) that leads to improvement (Cleghorn and Headrick 
 1996 ). 

 Two types of networks that support aspects of the LHS are learning networks 
and distributed research networks (DRNs). Learning networks have evolved from 
 quality improvement   and research networks, with pediatric sub-specialty networks 
as a prime example. Most pediatric chronic conditions meet the NIH defi nition for 
a  rare disease   (National Institutes of Health  2016 ), and no single care center has a 
suffi cient number of patients to produce generalizable knowledge, a barrier that, 
unless addressed by networks or multi-center studies, slows the pace of knowledge 
acquisition and outcomes improvement. The American Board of Pediatrics (ABP) 
has supported the establishment of sub-specialty improvement and research net-
works in all 13 pediatric sub-specialties. This effort extends the successes of pedi-
atric clinical networks that use data for improvement and (increasingly) research. 
Examples include: (1) the  Vermont Oxford Network (VON)  (est. 1988) that is dedi-
cated to improving the quality of neonatal ICU care and (2) the  Children’ s Oncology 
Group (COG)  (est. 1998), which focuses on clinical trials of new therapies, as well 
as studies of how to improve the delivery of existing therapies for pediatric cancer 
(Ross et al.  1993 ). The dramatic improvement in cancer survival rates from <10 % 
in 1962 to over 80 % today is a refl ection of the benefi ts of an infrastructure that can 
systematically standardize care and enroll patients in research studies (Hunger et al. 
 2012 ). CancerLinQ is an example of an adult-focused oncology network (Shah 
et al.  2016 ; Sledge et al.  2013 ). Vast improvements in remission rate have been seen 
in networks like ImproveCareNow, which is focused on improving the care and 
outcomes of children and  adolescents   with Infl ammatory Bowel Disease (IBD) 
(Crandall et al.  2011 ,  2012 ; Forrest et al.  2014b ). The common themes drawn from 
collaborative pediatric learning networks that have demonstrated marked improve-
ment in the outcomes of children with chronic disease are: (a) an unrelenting com-
mitment to collecting high quality data, (b) continuously evaluating and proving 
their value to clinicians making in-the-trenches decisions, and (c) the long-term 
engagement of the participants and their institutions to sustaining the network 
(Forrest et al.  2014b ) 

 Sub-specialty research and improvement networks offer advantages that are 
foundational for research “laboratories” (Margolis et al.  2009 ). Creation of total 
 population   registries at each site provide large and diverse study samples. By stan-
dardizing practice, they reduce variations in outcomes that are caused by variations 
in the way care is delivered, thereby increasing statistical power. By linking research 
to care delivery and engaging clinicians directly, networks provide a forum for user- 
led  comparative effectiveness research (CER)      (Selby et al.  2015 ), a core attribute of 
the learning healthcare systems (Olsen et al.  2007 ,  2011 ). Despite the pressing need 
to scale these research networks, expansion is hampered by the lack of an informat-
ics infrastructure capable of supporting needed expansions to include a large num-
ber of participating clinical sites, while reducing the costs of conducting research. 
Sub-specialty research networks typically collect data manually, using specially 
designed disease-specifi c forms. As a result, they do not  capture data   directly in 
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electronic health  records   or incorporate the data into federated data  warehouses        . 
Furthermore, they do not make the data available to other researchers, allowing the 
data to be used to address a wide variety of secondary questions. These manual 
methods are costly, typically paper based, ad hoc (i.e., may depend on grant fund-
ing), and slow the pace of discovery by creating silos of data that are diffi cult or 
impossible to integrate. 

 Distributed research networks are gradually replacing the traditional central data 
coordinating center model because of  privacy   concerns in sharing large amounts of 
data from large patient populations. A small, but growing, number of distributed 
research networks have been implemented across a spectrum of clinical conditions 
and practice settings (J. S. Brown et al.  2010 ; Buetow and Niederhuber  2009 ; 
Fleurence et al.  2014 ; Libby et al.  2010 ; Loeffl er and Winter  2007 ; Maro et al.  2009 ; 
Pace et al.  2009a ,  b ; The caBIG Strategic Planning Workspace  2007 ; Toh et al. 
 2011 ). Recent years have seen the establishment of DRNs that are national in scale, 
including the network-of-networks National Patient-Centered Clinical Research 
Network (PCORnet) (Fleurence et al.  2014 ), which consists of both Patient-Powered 
Research Networks (PCORnet PPRN Consortium et al.  2014 ) and Clinical Data 
Research Networks (Devoe et al.  2014 ; Forrest et al.  2014c ; Kaushal et al.  2014 ; 
Khurshid et al.  2014 ; Mandl et al.  2014 ; McGlynn et al.  2014 ; Ohno-Machado et al. 
 2014 ; Rosenbloom et al.  2014 ; Waitman et al.  2014 ), the Health Care Systems 
Research Network (HCSRN; formerly the Health Maintenance Organization 
Research Network (Moulton  1999 ; Steiner et al.  2014 ; Vogt et al.  2004 )) and the 
Accrual for Clinical Trials (ACT) Network (National Center for Advancing 
Translational Sciences  2015 ). The characteristics of a DRN is that data stays local 
to the data partner and/or the partner retains control; data have been transformed 
into a common representation (see Chap.   6    ); data have been characterized and 
deemed “fi t” for their intended use; there is a mechanism to distribute queries and 
analyses to participating partners; and partners generally have autonomy in decid-
ing whether to execute a given  query   and return the results (Brown et al.  2009 ). 
While they do not have the same focus on improvement and care management as 
many learning networks, they provide the opportunity to run large-scale,  population  - 
level analyses over large numbers of patients. 

 The types of networks described above are ones where the primary source of data 
is a healthcare or claims provider. There is an emerging group of networks, as illus-
trated by the PCORnet PPRNs, where the primary source of data is the patient 
(Chung et al.  2016 ; Randell et al.  2014 ). These networks have the potential to col-
lect much more richer data in areas like patient-reported outcomes, and can take 
advantage of the motivation of highly engaged patients. Their architectures and 
approaches are fairly disparate, however, so a discussion on these networks will be 
considered out of scope for the time being.  
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10.2      General Network Activities 

 While learning networks and DRNs are very different in their scope and overall 
approach, a key component to both is network governance. This includes items like 
an authorship policy, agreements on data use, operating principles, and the use of 
the network. Examples of such governance activities are summarized in Table  10.1 .

   Activities within a learning network generally fall into three broad categories: 
data collection, support of care management and  quality improvement  , and the sup-
port of research. Examples of the informatics solutions that enable these activities is 
provided in Table  10.2  and described in further detail in Sect.  10.5 .

   The informatics activities of a DRN are more straightforward than with a learn-
ing network, but include: the defi nition or adoption of a common data  model  , the 
adoption of  extract-transform-load (ETL)   conventions or specifi cations, a process to 
characterize or assess data  quality  , and a process or technology to distribute queries 
and return results. These activities are described in further detail in Sect.  10.6.2 .  

   Table 10.1    Example governance activities   

 Item  Description 

 Network participation agreement/
operating principles 

 Covers purpose of the network, scope, expectations, how 
data will be collected, shared and used, etc. 

 Research/authorship policy  Indicates how research proposals are vetted/approved 
within the network, and steps for receiving authorship 
credit in a given study 

 Data use/business associate 
agreements 

 Legal agreements that are necessary before data can be 
shared between institutions for research and non-research 
purposes (data use and business associate, respectively) 

 Policies and procedures (e.g., use 
of network) 

 Describe the general operation of the network 

   Table 10.2    Informatics modules to support activities within a learning network   

 Activity  Informatics modules 

 Data Collection  Direct data  entry   (web forms) 
 Data transfer/data upload 
  Integration   of external sources (e.g., EHR, PROs, claims, 
etc.) 

 Support of care management and 
 quality improvement   

 Computable defi nitions/derived data processing 
 Automated generation of reports 
 Advanced analytics 
 Data  quality   assessment 

 Research  Computable defi nitions/derived data processing 
 Generation of datasets for analysis 
 Ability to identify patients for trials 
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10.3     Approach 

 Learning networks utilize a variety of informatics architectures. Many of them 
operate a centralized  registry  , though there are examples of networks that utilize a 
distributed architecture, such as DartNet (Pace et al.  2009a ,  b ). One of the reasons 
for choosing a centralized model relates to cost. It is often more cost effective for a 
network to have a single coordinating center that receives data from all participating 
centers. The data that are collected are standardized, with consistent defi nitions. 
Analysts at the coordinating center can become familiar with this  information   and 
provide guidance to participants on best practices for capture and collection. 
Another important factor is that most learning networks are focused on the collec-
tion of “standard of care” data, which is a smaller subset than might be collected in 
a traditional research  registry  . In contrast, DRNs usually have a more expansive 
scope in regards to data, dealing with a broader range of domains. In addition, 
instead of collecting a  targeted  , standardized set of elements with agreed upon defi -
nitions, centers are asked to map all of their existing data to a common representa-
tion. There may not be a 1:1 mapping between the source and the  target  , which 
means centers are forced to make a judgment on how to construct the mapping. As 
a result, it can be benefi cial to have the data stay at the originating center, where 
there are analysts with strong knowledge of how the data were generated. 

 Another important distinction between learning networks and DRNs that infl u-
ences their approach is that while DRNs are focused almost solely on research, 
learning networks have a heavy emphasis on  quality improvement   and/or care man-
agement. Care teams often make clinical decisions using QI and care management 
 tools  , so there is a need to have more up-to-date information than is required for 
research. This latency factor is another reason why learning networks use a smaller, 
more  targeted   set of data domains.  

10.4     Privacy 

 Privacy concerns also play a role in the architecture of these networks. Most DRNs 
attempt to operate on data from all, or almost all, patients of a given data partner. 
The creation of an integrated data repository is generally viewed as human subjects 
research, which would require an  IRB   protocol, as this integration requires the com-
pilation of data containing PHI. Obtaining consent on all of these patients is imprac-
tical, so most data partners request a waiver of  consent   in their protocols. Once the 
repository has been created, it is possible to execute queries against that return 
aggregate counts or summary statistics without additional IRB approvals, though 
the queries must generally adhere to the operating principles of the network. If a 
DRN chooses to launch a prospective study, data partners will obtain consent to 
collect additional information from study participants. 
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 Learning networks, on the other hand, limit themselves to patients with a specifi c 
disease or condition of interest. Some networks utilize a model where data on the 
entire patient  population   (including PHI) are utilized for QI, clinical care and non- 
human subjects research activities (Marsolo et al.  2015 ; Shah et al.  2016 ).  Consent   
is then obtained in order to use data for human subjects research. In contrast with a 
DRN,  IRBs   tend to not be in favor of a waiver of  consent   for a learning network 
because the members of participating care teams typically have a direct relationship 
with the patients, and therefore have several opportunities to obtain consent. While 
obtaining consent requires more work on the part of the care teams, it can help 
increase patient engagement with the activities of the network, and can allow for 
additional types of research that are not possible under the DRN model, including 
the ability to link and share data containing PHI with external parties.  

10.5      Architecture and Activities – Learning Networks 

 There are many different possible informatics architectures that a learning network 
can utilize. A strawman architecture, which is based on the  registry   utilized by the 
ImproveCareNow Network (Marsolo et al.  2015 ), is shown in Fig.  10.1 . In this 
architecture, the modules that support data collection and data  entry   are shown on 
the left. The outputs, which are how  users   would interact with the data of the  regis-
try  , are shown on the right. All of the analytical processing occurs in the center. In 
this example, a series of procedures are executed on the raw input data to compute 
the derived or calculated variables that are needed to support the  quality improve-
ment  , care management and research activities of the  registry  . These data are stored 
in an analytical data  warehouse   with periodic refreshes to other analytical data 
structures such as a data cube. The warehouse and other structures are then used to 
feed the outputs of the system.

  Fig. 10.1    Example architecture for a learning network       
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   Inputs to the  registry   include data that are entered manually via web forms (e.g., 
visit information, laboratory results and  medication   orders, as well as  population  - 
based  measures  ) and data that are transferred electronically using an automated or 
semi-automated process (e.g., data from electronic health  records  , patient-reported 
outcomes, claims and medication fulfi llment information). It is also anticipated that 
the  registry   will be used to track information about patient  consent   status and the 
various identifi ers used to manage patients and to link data that are obtained from 
multiple sources. 

 Outputs of the  registry   include automated  reports   that are used to support care 
management (pre-visit planning and  population   management),  quality improve-
ment   and data  quality  . The  registry   should also support tools for data discovery, 
which would allow  users   to run ad hoc queries, slice-and-dice, and drill-down into 
various aspects of the data. Additional outputs include analytical datasets, such as 
those used to support comparative effectiveness  research   or common data  models   
utilized by distributed research networks such as the PCORnet. Additional outputs 
include tools that allow users to quickly identify cohorts of interest and feeds to 
external applications, which could include patient-facing tools, mobile applications 
or even other registries. It is also expected that the  registry   will have  interfaces   to 
other tools such as a biorepository and clinical trial management system. The gen-
eral requirements of each module or activity are described in further detail below. 

10.5.1     Data Collection/Data Transfer 

 Data would be received by the system via either direct data  entry   or electronic trans-
fer. Direct data entry would be handled by the Web Forms module, which would 
support the creation of network-specifi c web forms that allow for skip logic, condi-
tional fi elds, edit checks, range values, etc. In a more advanced state, the Web Forms 
module would also include a Form Builder that allows general  users   to create web 
forms or modify existing forms to add/modify/delete individual fi elds without hav-
ing to involve an application developer. 

 The  registry   would also support the upload of data from different sources. 
Examples sources include the EHR, patient reported outcomes (PROs), data on 
medication fulfi llment, medical claims, etc. Where applicable, the  registry   would 
also support the ability to have uploaded data prepopulate the relevant fi elds of the 
web forms. While the Electronic Data Transfer module would defi ne at least one 
standard input format for each data source/domain, to be most fl exible for partici-
pants, it would also allow for some variation, for instance, to allow for EHR data 
from multiple vendors. 

 Modern EHRs support the creation of study-specifi c or condition-specifi c data 
collection forms. While most EHRs provide a number of different ways to  capture 
data   within the system, to be broadly useful for a network, EHR data collection 
form should the following general requirements. It should be possible to capture 
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responses as discrete data (i.e., not as part of a  text   string), clinicians should be able 
to pull the form responses into a progress note or referral letter, and it must be pos-
sible to extract the form responses from the system, either as a fl at fi le or through 
another electronic  interface  , such as a web service or  HL7    interface  . If possible, the 
EHR vendor should be responsible for ensuring that the form questions and 
responses are mapped to standard  terminologies   where possible, though the net-
work can also do those tasks. In an ideal state, the EHR form would be created so 
that the same form defi nition can be distributed and confi gured by any customer of 
that vendor, removing the need for centers to develop the forms locally. 

 In this model, each center generates an extract that is then sent to the network 
system on a periodic basis. This  workfl ow   is shown in Fig.  10.2 . There are other 
alternatives to this approach, such as having an appliance be located behind the 
 fi rewall   at each institution, with a connection to that institution’s EHR  reporting   
database (or a database view into a subset of the overall database). In using an appli-
ance, the data transfer process can be more straightforward, but there will be 
increased technical support costs on both the network and the institution, and it will 
likely require the use of additional legal agreements. While the use of other 
approaches to transfer data such as  HL7    interfaces   or EHR-based web services are 
appealing, the authors’ experience is that the fastest and most cost effective way to 
obtain information from the EHR is through a fl at fi le or similar extract.

  Fig. 10.2    Collecting data 
in the EHR and 
transferring it to the 
network system       
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   In future years, there may be alternative approaches to the use of EHR-based 
data collection forms. This includes having patients provide more data, either 
through tablets or mobile devices in the waiting room, or by fi lling out forms that 
are sent to them through the EHR patient portal (see Sect.  10.5.3 ). Other potential 
options include  workfl ows   like those proposed by the Structured Data Capture 
Initiative ( Offi ce of the National Coordinator for Health Information Technology ). 
In this scenario, a form is created and stored in an external form library. The EHR 
can be confi gured to download this form from the library, have it pre-populated with 
any relevant data (e.g., demographics) and then present it to the  user   for completion. 
Once the form is submitted, the data are sent to an external repository and (option-
ally) saved in the EHR. If widely adopted, the Structured Data Capture standard 
would remove the need to create vendor-specifi c EHR forms and allow the EHR to 
better support a number of ancillary activities, such as public health  reporting  , 
chronic disease registries and clinical trials. As it does rely on more complicated 
electronic  interfaces   to exchange data (e.g., web services), it is likely that there will 
be initial challenges in gaining access to the appropriate resources.  

10.5.2     Device Data 

 In many chronic conditions, important outcome data are captured via  medical 
device  . In Type 1 Diabetes (T1D) for instance, most patient track blood glucose 
using pumps, meters, or continuous glucose monitors (CGMs). While it is usually 
possible to download data from these devices, each vendor tends to provide their 
own proprietary software/cable, requiring care centers to become familiar with 
many different interfaces and  workfl ows  . As a result, the process to pull data from 
a device ends up consuming a signifi cant portion of the patient’s clinic visit. Several 
3rd party vendors are seeking to create universal uploaders that can talk to many 
different pumps and devices. The use of such an uploader provides several potential 
benefi ts, including having a single process for uploading data, common displays 
and metrics that can be used to interpret the data, and a single  interface   for sending 
the information to other data sources, such as a  registry   or EHR. 

 If it is important to have some form of the device data in the system in order to 
support the care management, improvement and research activities of the network, 
it is likely that it will also be important to have a version of the same data as part of 
the patient’s medical record. Most commercial EHRs support the transfer of device 
or other patient-entered data into the EHR, if those data can be transferred using a 
standard  HL7    interface  . As a result, this presents two possible paths for the transfer 
of device data:

•    Option 1: Device - > Uploader that supports HL7 - > EHR - >  registry    
•   Option 2: Device - > Uploader that supports HL7 - >  registry   - > EHR    

 While working to integrate device data into the EHR may be appealing for an 
individual center, it is probably not a viable strategy for the network as a whole, for 
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two reasons. First, it takes a fairly signifi cant commitment on the part of a local care 
center to support 3rd party integration (see previous section), and there are few 
economies of scale in terms of effort at the care center level. Second, there is some 
uncertainty as to the best way to interpret the device data when making clinical deci-
sions. It is generally believed that summarized or synthesized interpretations of 
device data are more informative than the raw data itself, particularly when dealing 
with streaming devices like CGMs, but the optimal display is still unknown. If the 
device data were sent directly to the EHR, local EHR analysts would need to then 
create summary reports. With the current generation of EHRs, that effort would 
need to be repeated at every single care center. As a result, the most appropriate path 
of the device data in the short and medium-term may be option #2. Device data 
would be transferred to the  registry   fi rst, where it would be summarized and visual-
ized (depending on the sophistication of the uploader, this step could also occur 
outside of the  registry  ), and then uploaded to the EHR, most likely as a scanned 
result. For care management and decision purposes, however, it would be optimal to 
have the raw device data and summary statistics eventually be included as part of 
the EHR, so networks should empower a small number of care centers to pilot direct 
integration with the EHR and use those fi ndings to inform the rest of the network.  

10.5.3        Data Integration   – Patient-Generated Data (PGD) 

 The collection and transfer of patient-generation data presents many of the same 
challenges as that of device data. There is a lack of standardization in the types of 
data that may be collected – general surveys, validated patient-reported outcomes 
(e.g., PROMIS measures (Bevans et al.  2014 ; Forrest et al.  2014a ,  2016 ; Gershon 
et al.  2010 )), patient-specifi c  outcome measures   – and a lack of standardization on 
how those data are collected and stored (e.g., web-based surveys versus mobile 
applications). While PROMIS items can be represented as  LOINC   observations, 
allowing these data to be transferred to the EHR as standard  HL7   messages, EHRs 
themselves have better support for directly capturing patient-generated data than 
device data. This includes the use of questionnaires within a patient portal, which 
may be web-based and/or support mobile devices, as well as through the use of 
kiosks or tablets within the clinic waiting room. As with device data, the same ques-
tions arise in how to interpret the information, whether to utilize the raw values or 
rely on a summarized version. As a result, the considerations and tradeoffs on how 
to handle patient-generated data within the system are largely the same .  

10.5.4     Support for Chronic Care Management 

 Chronic disease registries like the one used by ImproveCareNow provide  users   with 
the ability to generate chronic care management reports (Marsolo et al.  2015 ). 
When used in conjunction with the rest of the interventions listed in the Chronic 
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Care Model (Bodenheimer et al.  2002 ; Coleman et al.  2009 ), these tools can help 
lead to improved patient outcomes. The chronic care management activities of the 
network would be supported by the system’s  Automated Reporting   module. While 
this module could allow the generation of a number of different reports, it would be 
expected to include pre-visit planning and  population   management reports, as these 
are vital components of the chronic care model. Population management reports are 
used to help clinicians identify subpopulations. They provides aggregate informa-
tion on each center’s patient  population   according to metrics like demographics, 
medication usage, clinical status, risk assessment and patient-reported outcomes (if 
available). They also allow  users   to drill down into each metric and view longitudi-
nal patient-level data on all patients that match the selected criteria. In an advanced 
state, centers would have the ability to create their own views or  confi gurations   
within the report, which would allow them to specify the metrics they wished to 
include in their  population  -level graphs or the elements in the patient-level 
breakdown. 

 Pre-visit planning reports are used to help care teams plan upcoming clinic visits. 
The reports provide a snapshot of the patient’s current status, their longitudinal his-
tory and help ensure patients are receiving proper medication  dosing  . They often 
include information on diagnosis and disease  phenotype  ; selected information from 
past visits; patient-reported outcomes; a patient’s current risk assessment; and con-
siderations (recommendations) for medication dosing, lab ordering, and other 
actions based on the severity of disease. 

 Within the ImproveCareNow  registry  , the chronic care management reports can 
be generated on-demand and are refreshed on a daily basis. It is believed that these 
reports would be most effective to care teams if they were integrated into the EHR, 
which would allow them to immediately jump into a patient’s chart and take action 
(e.g., schedule an appointment with a specialist, pend orders, etc.). It is possible to 
create care management reports within the EHR, but setup and  confi guration   is 
time-consuming, requiring a signifi cant amount of local effort. Since confi guration 
is center-specifi c, there are few economies of scale. Emerging standards (Health 
eDecisions, Quality Reporting Document Architecture (Offi ce of the National 
Coordinator for Health Information Technology; “Standards & Interoperability 
(S&I) Framework – Health eDecisions Homepage,”  2013 )) may eventually allow 
 confi gurations   to be shared, but at this point, it is infeasible to consider this as a 
scalable approach.  

10.5.5     Quality Improvement/Data Quality 

 The  Automated Reporting   module should also include the ability to generate  quality 
improvement   and data  quality   reports. These reports would be presented as a series 
of  run charts   and control charts, dashboards, and report types like small multiples 
and spark lines. In an advanced state, these reports would be updated at least daily, 
and would be linked with the other chronic care management reports, for instance, 
allowing a center to pull up a cohort through their  population   management report 
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and view the process or  outcome measures   for that subset of patients. The advanced 
state would also include the ability for  users   (or superusers) to manage report meta-
data (e.g., centerlines,  annotations  , etc.). When viewing the data  quality   reports, it 
should also be possible to patient or visit level exception reports, so that users can 
quickly view and correct data  entry   errors.  

10.5.6     Derived Data Processing/Advanced Analytics 

 The processes to compute derived data elements (e.g., process and  outcome mea-
sures  , derived variables that are used in other analytical activities, etc.) are crucial to 
supporting improvement and research activities, as well as in supporting care man-
agement decisions. In order to provide the most up-to-date information to end  users  , 
these processes should be automated and run in as close to real-time as possible. 
They should also allow variables to be computed at various time points (e.g., time 
of visit, as of the end of a month, as of a specifi c day). In an ideal state, the calcula-
tion process would be modular, allowing individual variables to be computed as the 
underlying data are changed, as opposed to have to run the entire process every 
time. To build trust in the system and enable transparency, the algorithms used to 
compute each measure or variable should be visible to the end  users   of the system. 

 The optimal data structure will depends on the needs of each network, but a 
single source of truth is generally preferred to having separate analytical datasets for 
each output or use case. A central dimensional data  warehouse   could be used for 
this purpose, periodically refreshing other analytical data structures, such as a multi- 
dimensional cube, which would provide functionality for ad hoc data discovery – 
e.g., the ability to drill-down or slice-and-dice variables of interest. More advanced 
analytical functions include subgroup analysis or the ability to identify groups of 
patients based on various certain similarity measures.  

10.5.7      Cohort Identifi cation  /Patient Recruitment 

 One of the fi rst steps in many research projects or clinical trials is the ability to 
quickly identify patients or cohorts of interest. There are a number of tools that can 
be used for such activities (see Chap.   6    ), but an important distinction is that the 
cohort identifi cation tool should be able to  query   both the raw data, as well as those 
that are computed through the derived data process, as it may be necessary to iden-
tify patients using outcome or process measure values. In addition, while a self- 
service cohort identifi cation tool may be used to satisfy simple queries, more 
complex inclusion and exclusion criteria will require that an analyst mediate the 
 query  . The tools should also support the ability to re-identify patients for potential 
contact, though those processes are also governed by the network’s  IRB   protocol(s) 
and legal agreements.  
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10.5.8      Data Standards/Common Data  Models  /External 
 Interfaces   

 To support large-scale comparative and observational research, the system should 
support the ability to output data in a variety of analytical formats or common data 
models (see Chap.   6    ). The support of additional outputs, such as web services, 
either custom-developed or adhering to standards like the Fast Healthcare 
Interoperability Resource (FHIR) (Health Level 7  2015 ; Raths  2014 ), would allow 
the system to  interface   with external applications. To support these activities, the 
various data domains in the  registry   (e.g., diagnoses, demographics, laboratory 
results, patient-reported outcomes) should be mapped to standard  terminologies  , 
wherever possible. For certain domains with a long history of local  implementa-
tions  , such as laboratory values, this standardization process may not be feasible for 
all possible results, and may require signifi cant local effort on the part of each care 
center (Raebel et al.  2014 ). As government regulations such as Meaningful  Use   
promote the adoption of standards and their use is increasingly tied to reimburse-
ment (Blumenthal and Tavenner  2010 ), these challenges may become less of an 
issue. In the short-term, however, networks will need to choose how much effort 
they want to spend on data harmonization .  

10.5.9     Management of Protected Health Information/ Linkage   
to External Data Sources 

 Since most learning networks support chronic care management activities, there is a 
need to generate reports that contain PHI (Shah et al.  2016 ). The ability to collect, 
store and utilize this information will typically be governed by the network’s  IRB   
protocol(s) and legal agreements. To minimize risk, access to this information should 
be as limited as possible, and ideally, it would be encrypted, both in motion and at 
rest. In order to better support research and enable the collection of “complete” data 
on participants, the system should support processes that allow the use of PHI for 
secure linkage to external data sources with appropriate regulatory approval. These 
methods, which often create hash-based identifi ers using the underlying PHI of the 
patient, are referred to as  privacy  -preserving record linkage techniques (Kho et al. 
 2015 ; Nasseh et al.  2014 ; Schmidlin et al.  2015 ), and can help augment existing  reg-
istry   data with  information   from other sources (e.g., claims and fulfi llment data).  

10.5.10     Management of Patient  Consents  /Electronic Consent 
(e-consent) 

 As learning networks often participate in multiple studies, having a way to centrally 
manage patient consent information can help determine which patients are partici-
pating in various studies. Stand-alone applications have been developed that allow 
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patients to record their consent decisions (Marsolo and Nix  2014 ), and integrating 
similar functionality into the system would be useful. At its most basic, the module 
to manage patient consent would store demographic information on participants, 
track their consent status, and send alerts to the study staff when a participant’s 
consent expires. The ability to obtain consent electronically (e-consent) is also gain-
ing traction, as witnessed by the quick adoption of Apple’s Research Kit (Bot et al. 
 2016 ). Most e-consent tools have been  targeted   to adult participants. While pediat-
ric e-consent tools exist, they involve more complicated  workfl ows  , due to the need 
to handle both consent and assent decisions.  

10.5.11     Patient Access to Data 

 As illustrated by the establishment of organizations like the Patient-Centered 
Outcomes Research Institute (PCORI), recent years have seen a push to make the 
research process more patient-centered (Selby et al.  2012 ), which ranges from 
focusing on the outcomes and questions that matter most to patients, to including 
them at all steps of the research process, from design to dissemination. As a result, 
there is an increased desire for learning networks to provide the ability for patients 
to access their own data and results. Enabling such functionality presents a number 
of technical issues related to  user   management that have the potential to signifi -
cantly raise the overall support costs of the technology platform. The staff at the 
care centers may also face an increased support burden, as patients will consider 
them to be the fi rst line of technical support if they have problems accessing the 
system. 

 If a network wished to provide patients with access, it would need to decide 
whether patients will register directly with the system or whether patients will 
request access through their care centers. If it is the former, a process would need to 
be created in order to properly authenticate the identify of the patient and their 
relationship(s) to participating care centers, and if it is the latter, a process would be 
needed to handle patients moving between care centers. In addition, the network 
would need to decide whether patients are simply provided with access to their raw 
data, or whether some the systems will provide additional interpretation to give 
patients recommendations on potential courses of action. If such feedback is pro-
vided, the system may then be considered to be a diagnostic or  medical device  , 
which could potentially be regulated by government bodies like the FDA. A much 
simpler approach to providing patients with access to their data is simply for care 
centers to generate reports for each patient. The reports can be provided to patients 
during their clinic visit or be e-mailed to them prior to an appointment. If desired, 
care centers could also download a patient’s data and provide it to them in a raw 
format. Such a process is less effi cient, but likely to be more cost-effective, at least 
in the short-term.  
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10.5.12     Knowledge Management 

 Knowledge repositories can be used to share tools and process between network 
participants, increasing overall engagement and spurring the adoption of best prac-
tices. In order to be most effective, the content on these sharing platforms needs to 
properly tagged or cataloged so it can be indexed and searched. In their most 
advanced state, knowledge repositories can recommend appropriate tags based on 
the metadata of the material being uploaded. Otherwise,  users   must supply these 
tags as they upload content and/or a curator needs to follow-up and manually add 
this information after the fact. Since the goal of most knowledge repositories is to 
make it easy to share as much content as possible, the  workfl ow   for adding tags 
should not be too burdensome. The network can generate a pre-defi ned list of tags, 
which can periodically be refi ned to refl ect new themes that may arise. If a network 
does not have the resources to add a curator to monitor the content on the knowledge 
repository, other staff members can be tasked with performing an audit of a small 
number of items to determine whether material is being appropriately cataloged. 
Training can be provided to users if it turns out that the wrong tags are used. It may 
also be possible to recruit highly motivated volunteer curators to perform this ser-
vice for free, much as Wikipedia has relied on the efforts of a small number of edi-
tors to curate the site. For a network to fully take advantage of the material that is 
being shared, there should be links between the knowledge repository and the rest 
of the system. For instance, if a user is looking at a list of process failures on their 
 quality improvement   reports, the system should recommend tools or interventions 
from the knowledge repository that could help the  user   address such failures.   

10.6     Architecture and Activities – Distributed Research 
Networks 

 The informatics architectures that support DRNs generally fall into two different 
categories: synchronous and asynchronous. In a synchronous network, queries are 
distributed and results returned in near-real time, without the need for partner- 
specifi c approvals. As a result, the potential throughput of a synchronous network is 
much higher than one that relies on an asynchronous architecture. The drawback is 
that queries on a synchronous network are typically less sophisticated than what is 
possible in an asynchronous one, often limited to simple counts and Boolean alge-
bra. This is due to the fact that data partners do not have the ability to review results 
before they are sent back to the requestor, which means there is less trust in allowing 
sophisticated analyses to run without review. In addition, it may not be possible to 
run a sophisticated analysis in a matter of seconds, which is necessary when operat-
ing in a real-time fashion. Finally, the technical support costs are often higher for 
these architectures, as staff need to make sure that the network infrastructure is 
constantly running and available for  query  . 
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 An example of a synchronous DRN architecture is the  Shared Health Research 
Information NEtwork (SHRINE)   (Weber et al.  2009 ), which is based on tools devel-
oped for the Shared Pathology Informatics Network (SPIN) (Drake et al.  2007 ; 
Namini et al.  2004 ). Examples of networks that leverage SHRINE are the ACT 
Network, UC Rex, SCILHS, and GPC (Mandl et al.  2014 ; National Center for 
Advancing Translational Sciences  2015 ; Waitman et al.  2014 ). While these net-
works may vary slightly in their topology, most implementations utilize a single 
Query Aggregator and a set of SHRINE adaptors, one for each repository in the 
network. Authorized researchers can  query   the network for the total number of 
patients at participating institutions who meet a given set of criteria—a combination 
of demographics, diagnoses, medications and laboratory tests. Because counts are 
aggregate, patient  privacy   is protected. The Query Aggregator consists of a  user   
 interface   and a set of web services that broadcast queries to each  SHRINE   adaptor. 
A SHRINE adaptor translates each SHRINE  query   into the corresponding local 
 terminology   and queries the attached data repository. The local results are translated 
into the SHRINE terminology and sent back to the Query Aggregator, which com-
piles the results as a set of aggregated counts (some data partners elect to simply 
transform their data to conform to the shared ontology). While SHRINE adaptors 
already exist for the  i2b2   research patient data  warehouse   (see Chap.   6    , (Kohane 
et al.  2012 ; Murphy et al.  2010 )), it is feasible to create adaptors to run on other data 
 model  s, provided that the queries have been converted to run locally and a mapping 
has been created between the network  terminology   and the local codes. One consid-
eration with SHRINE is that since queries are executed in real-time, the speed at 
which results are returned may be limited to the capacity of the slowest network 
member. While SHRINE has the ability to “time out” a partner after a certain period 
if there is no response, as the number of nodes on the network grows, there is a 
greater chance that a given partner is going to be having issues with connectivity or 
uptime. To date, the largest distributed SHRINE networks have less than a couple 
dozen members. There have been larger implementations (Marsolo et al.  2015 ; 
Natter et al.  2012 ), but these tend to run within a single data center. 

 Asynchronous architectures can potentially support more advanced analytics 
because there are not expectations that results will be returned in near real-time. An 
analysis can be distributed as code to be executed against a data partner’s repository, 
with the results submitted back to the requestor after the data partner has a chance 
to review the results. While the time lag to return results is much greater (while it 
depends on the governance of the network, it is typically on the magnitude of sev-
eral days), the results can be more sophisticated and complex. There will be manual 
effort on the part of the analyst, however, as they will need to download the code, 
execute it locally, and then return the results. An example of software the supports 
an asynchronous model is PopMedNet, which was created to facilitate comparative 
effectiveness  research   (PopMedNet  2011 ). While PopMedNet supports the concept 
of a “menu driven  query  ” that can return aggregate counts using basic inclusion and 
exclusion criteria (e.g., demographics and diagnosis), its major feature is the ability 
to distribute and run executable analyses, which is illustrated in Fig.  10.3 . 
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PopMedNet is used by the FDA Sentinel (formerly Mini-Sentinel) project, and is 
the platform that underlies PCORnet.

   The decision on which architecture to adopt will ultimately depend on the pur-
pose and aims of the network. If a network is limited to basic queries for  cohort 
identifi cation  , a tool like  SHRINE   may be suffi cient. If more advanced analysis is 
required, if a network involves dozens or hundreds of sites, or if there are concerns 
about infrastructure and maintenance costs, then PopMedNet may be a better fi t. 

 As discussed in Sect.  10.2 , there are a number of activities that must occur to 
successfully operate a DRN. The informatics activities can generally be categorized 
into three broad groups: develop and refi ne an  extract-transform-load (ETL)   con-

  Fig. 10.3    Example DRN  workfl ow   using popmednet ( 1 )  User   creates and submits  query   (execut-
able code); ( 2 ) Data partners retrieve  query   from portal; ( 3 ) Partners review and run  query   against 
their local data; ( 4 ) Partners review results; ( 5 ) Partners return results via secure network; ( 6 ) 
Results are aggregated at the DRN portal       
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ventions document; adopt and execute data characterization routines or data quality 
assessments (DQAs); and iterate and expand the DRN common data  model  . Each of 
these activities is discussed in further detail below. 

10.6.1     ETL Conventions 

  ETL   conventions are used to ensure as much consistency as possible into the pro-
cess that each data partner uses when extracting data from their source system and 
transforming it into the DRN’s CDM. There are a number of reasons why this is 
necessary. The fi rst is that there may not be a 1:1 mapping between the source sys-
tem and  target   model. For instance, there may be a concept/domain in the DRN 
CDM that relates to a patient’s smoking status. The allowable values in the CDM 
are  Heavy Smoker ,  Light Smoker , and  Smoker, status unknown . The possible values 
in the partner’s source system, however, are limited to  Current Smoker  and  Never 
Smoker . A network can use the ETL conventions document to help provide guid-
ance. In some cases, the decision may be to utilize a specifi c mapping. In others, 
partners may be asked to look for additional sources that might help provide more 
information. The other major area where ETL conventions can benefi t a network is 
when partners can choose between several possible options. For instance, a medica-
tion order could be represented using one of several  terminologies  , and as a brand 
name or a generic. The conventions will help ensure that a consistent set of deci-
sions is reached across all partners.  

10.6.2      Data Quality Assessments 

 The overall purpose of data characterization routines is to help a network determine 
whether a given partner’s data are suitable for analysis (Brown et al.  2013 ; Kahn 
et al.  2012 ,  2015 ; Raebel et al.  2014 ). Suitability may vary based on study type, so 
networks often deploy assessments with different levels of rigor. These routines are 
used to look at the variation of data across partners and to help identify potential 
issues with a partner’s  ETL   procedures, such as mapping errors or data loss. As an 
example of variation, there may be a check that looks at the average drug exposures 
(e.g., medication orders, administrations, and/or fulfi llments) per person across the 
network. If most partners have data that range from 30 to 50 exposures/person, but 
another has ~80 exposures/person, that might indicate that there is an issue with the 
data. It is possible that the patient  population   or practice patterns at that partner can 
explain why their data is an outlier, but it provides rationale for further investigation. 
Other checks may look at the rate of events over time, which can be useful in iden-
tifying whether there was ever an addition or drop of a data feed.  
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10.6.3      Expanding the Common Data  Model   

 Deciding what to include in a network’s CDM is usually based on a number of com-
peting factors. They include the scientifi c or analytic utility of a given data domain, 
its availability across partners, feasibility of access, the ability to standardize and 
the resources required to obtain it. As the number and heterogeneity of partners in a 
network grows, the sophistication of the model generally decreases, as it can become 
diffi cult for every partner to populate each part of the model. Networks may decide 
to make certain domains optional, which lowers the burden on each partner, but also 
limits the ability to harness the power of the full network when running a  query  . In 
general, all but the most straightforward of studies will require data elements that 
are outside of the network CDM. To add or expand the data model to include these 
new elements, networks will need to balance the factors described above in deciding 
whether to ask all partners to try and obtain these data, whether individual partners 
should develop study-specifi c  ETL   procedures, or if they simply should be obtained 
via chart abstraction or prospective data collection .   

10.7     Conclusion 

 Learning networks and distributed networks are key components of a national 
LHS. Learning networks support an array of improvement and care management 
activities, providing investigators with near-real-time feedback to help improve care 
delivery. DRNs, on the other hand, enable reproducible,  population  -scale observa-
tional and comparative effectiveness  research  . As EHRs become more widespread 
and the underlying data are more frequently mapped to standard  terminologies  , it 
should become easier to create and maintain such networks, though it will always 
be necessary to ensure that the data are of high quality and are fi t for the purpose of 
specifi c networks.     
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    Chapter 11   
 Natural Language Processing – Overview 
and History                     

     Brian     Connolly      ,     Timothy     Miller      ,     Yizhao     Ni     ,     Kevin     B.     Cohen      , 
    Guergana     Savova      ,     Judith     W.     Dexheimer      , and     John     Pestian     

    Abstract     In this chapter, we introduce the topic of Natural Language Processing 
(NLP) in the clinical domain. NLP has shown increasing promise in tasks rang-
ing from the assembly of patient cohorts to the identifi cation of mental disorders. 
The chapter begins with a discussion of the necessity of NLP for analyzing 
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EHRs. Subsequent sections then place clinical NLP research in a wider historical 
context by reviewing various approaches to NLP over time. The focus then turns 
to available NLP-related data resources and the methods of generating such 
resources. The actual development of NLP systems and their evaluation are then 
examined. The chapter concludes by describing current and future challenges in 
clinical NLP.  

  Keywords     Annotation   •   Evaluation   •   Gold standard   •   Machine learning   •   Natural 
language processing   •   Performance measures   •   Text analysis   •   Statistical Measures  

11.1       Introduction to Clinical Natural Language Processing 

 Natural language processing ( NLP)   describes the application of computational 
methods to datasets of human languages, often for the purpose of extracting  infor-
mation   into a format that makes it more suitable for use in downstream applications. 
In the biomedical domain, typical inputs include biomedical journal texts and 
clinically- generated text. This chapter will focus on NLP with a few example use 
cases and will describe the types of information and representations that may be 
extracted from biomedical texts. The next chapter will focus on specifi cs of some 
downstream applications of biomedical NLP.  

11.2     Motivation 

 The Electronic Health Record (EHR) is a vast repository of information about a 
patient, much of which is in free text written by various health professionals during 
the course of care. The importance of information included only in the narrative 
clinical text of the EHR is gaining increasing recognition as a critical component of 
computerized  decision support  ,  quality    improvement  , and patient  safety   (Meystre 
et al.  2008 ). The fi eld of NLP which focuses on the clinical narrative is dubbed 
clinical NLP. As such, NLP is an enabling technology for accessing the vast infor-
mation residing in the EHR notes (Jha  2011 ). For example, NLP could extract infor-
mation from clinical free-text to populate decision rules or represent clinical 
knowledge and procedures in a  standardized   format (Demner-Fushman et al.  2009 ). 
Approximately 30–50 % of data elements useful for  quality improvement   are avail-
able only in the text of the EHR (Hicks  2003 ). In addition, patient safety and clinical 
research could also benefi t from information stored in text that is not available in 
either structured EHR entries or administrative data (Melton and Hripcsak  2005 ; 
Murff et al.  2011 ; Zhan and Miller  2003 ). 

 Further, NLP technologies based on patient-generated data (social media, patient 
interviews, written word, etc.) have shown increasing promise for  decision support   
 tools   that aid in the diagnosis and treatment of neuropsychiatric and  developmental   
disorders. 
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 Four examples of the use of NLP to support  translational research   are provided 
here (and revisited in detail in Chap.   12    ) to help the reader understand the power of 
the methodology and to set the stage to learn more about the basic principles of NLP 
(Denny et al.  2010 ; Kho et al.  2011 ; Kohane  2011 ):

•    Deidentifi cation of text in EHRs: NLP permits the automated removal of per-
sonal health information from vast numbers of records in the electronic patient 
data  warehouse  , now maintained by many medical institutions to support clinical 
care delivery. Deidentifi cation permits an investigator to review the EHRs for 
large numbers of patients prior to receiving institutional review  board   approval 
of specifi c projects requiring  consent   of patients to review personal health 
information.  

•    Phenotyping   in support of  Genomics   Research: Discrete data in EHRs typically 
includes coding of diagnoses by International Classifi cation of  Disease   codes 
( ICD-9  ,  ICD-10  ) and coding of procedures performed by Current Procedural 
Terminology (CPT) codes (CPT). Assembling cohorts of patients with a specifi c 
diagnosis (e.g., diabetes or appendicitis) for genomic studies requires highly reli-
able phenotyping. Coding in medical records in the United States is generally for 
billing purposes and not for research. For this reason claims data are not suffi -
ciently reliable to support genomics research. Applying NLP methods to  clinical 
notes   to confi rm diagnoses, greatly increases the accuracy of  phenotypes   and 
facilitates genetic and genomic studies (Denny et al.  2010 ; Kho et al.  2011 ; 
Kohane  2011 ). The successes of  eMERGE   and PGRN ( eMERGE    ;  National 
Institutes of Health and National Institute of General Medical Sciences ) net-
works clearly demonstrated the essential role of NLP (Giacomini et al.  2007 ; 
McCarty et al.  2011 ).  

•   Pharmacovigilance and novel discoveries as demonstrated by the Vioxx work 
(Brownstein et al.  2007 ). Comparative effectiveness and studies as discussed in 
Chap.   10    , and epidemiology studies (Brownstein et al.  2009 ; Health Map  2006 ). 
Through an automated process, updating 24/7/365, HealthMap monitors, orga-
nizes, integrates, fi lters, visualizes and disseminates online information about 
emerging diseases in nine languages, facilitating early detection of global public 
health threats.  

•   In the neuropsychiatric and developmental domain, patient-generated data can 
provide important ‘primary source’ information about a patient’s condition. For 
instance, the Linguistic Inquiry and Word Count (LIWC) tool (Pennebaker et al. 
 2001 ), which provides psychological insights from a person’s words, has been 
used to predict post-bereavement improvements in mental and physical health 
(Pennebaker et al.  1997 ) and adjustment to cancer (Demner-Fushman et al.  2009 ; 
Owen et al.  2006 ). As will be discussed in Chap.   12    ,  suicide   notes have provided 
insight into the language of suicide, while the language in psychiatric interviews 
and social media has been used to identify suicidal risk (Desmet  2014 ; Gomez 
 2014 ; Huang et al.  2007 ; Jashinsky et al.  2014 ; T. Li et al.  2013b ; Matykiewicz 
et al.  2009 ; Pestian et al.  2008 ; Thompson et al.  2014 ; Zhang et al.  2014 ).     
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11.3      Background and History 

 NLP research effectively falls into two major eras refl ecting different paradigms. 
The fi rst era focused on rule-based approaches and theoretical foundations, follow-
ing progress in theoretical linguistics and using computational reasoning systems to 
implement formal logic believed to encode linguistic knowledge. The following era 
(which we are still in) focuses on data-driven approaches, making use of large avail-
able datasets (such as the World Wide Web or EHRs) as well as gains in computing 
power to build sophisticated statistical models of language.  

11.4       Rule- and Logic-Based Methods for Natural Language 
Processing 

 Initial forays into NLP technology used some of the fi rst computers to implement 
rule-based methods that underestimated and oversimplifi ed the task of language 
understanding. This fi rst phase started in the late 1940s and continued until the late 
1960s. Initially, this phase was dominated by optimism and great expectations for 
impending success in Machine Translation (MT). Automatic MT focused on 
Russian to English, driven by the needs of the military and intelligence gathering 
communities. Translation efforts were based on word-for-word processing and dic-
tionary lookups. Syntactic and semantic ambiguities were handled by analyzing 
local context and utilizing elaborate hand crafted rules. The ALPAC  Report   in 1966 
criticized these MT efforts (National Research Council  1966 ), but also provided 
recommendations to spend more on “ computational linguistics as a part of linguis-
tics– studies of parsing, sentence generation, structure, semantics, statistics, and 
quantitative linguistic matters, including experiments in translation ” (National 
Research Council  1966 ). All of these components became major lines of research 
within the computational linguistics community, which led to breakthroughs in 
computational  text   processing. Infl uential work from this era includes Chomsky’s 
work ( 1965 ) launching formal language theory (including the context-free gram-
mar) and Shannon’s ideas of noisy channel and entropy (Shannon and Weaver 
 1949 ), which led to probabilistic algorithms for speech and language processing. 

 The late 1960s and 1970s were dominated by Artifi cial Intelligence (AI) research-
ers and question answering systems focusing on narrowly defi ned topics. Partly 
because of the lessons learned during the previous decades and because transforma-
tional grammar (the  dominant   linguistic theory of the time) was considered ill- 
suited for computational tasks, the potential contribution of the linguistics fi eld was 
mostly ignored. A number of methods were explored in the areas of syntactic pars-
ing, mainly incorporating rule-based approaches. 

 Subsequent rule-based NLP research (between the late 1970s and 1980s) was 
dominated by developments in computational grammar theory (e.g. functional, cat-
egorical, and generalized phrase structure grammars) and linking them with AI 
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 logics for meaning and knowledge representation. (D)ARPA funded speech recog-
nition and message understanding conferences promoted rigorous performance 
evaluation the fi rst time in NLP.  

11.5     The Statistical Revolution 

 The (D)ARPA initiated focus on evaluation (1990s to 2000s) was a major factor in 
the ascent of statistical methods in the general NLP fi eld. Large-scale practical tasks 
were successfully tackled and corresponding robust systems were developed (e.g. 
Internet search engines). In addition, government funded evaluation efforts (e.g. for 
robustness and portability in public NLP challenges), and development of linguistic 
resources (e.g. British National Corpus (Aston and Burnard  1998 ), WordNet 
( WordNet ), Penn Treebank ( Penn Treebank Project ), PropBank ( PropBank Project ), 
etc.) and tools (e.g. part of speech taggers, chunkers) dominated this period. 

 The most important recent trend has been working with big data (Manyika et al. 
 2011 ) (for example the text data on the entire internet), and computationally power-
ful numerical methods for representing domain knowledge, tackling each discrete 
NLP task – syntactic parsing, predicate-argument structure, entity mention discov-
ery, relation identifi cation, temporality, overall text cohesiveness, text generation, 
summarization, machine translation. Each of these tasks has grown into a major line 
of computational linguistics research, the output of which has matured to a level 
where it can be successfully incorporated into applications (see Chap.   12     for more 
details on applications). There are many excellent resources for the reader interested 
in more history of the fi eld of natural language  processing   (Bright  1992 ; Jones 
 2001 ; Jurafsky and Martin  2000 ; Zampolli et al.  1994 ).  

11.6     Data-Driven vs. Knowledge-Driven Approaches 

 The distinction between rule-based and data-driven methods is still relevant today. 
Most systems in production are likely to be hybrids, using rules and statistical meth-
ods, where each has its strength. Rule-based methods excel at interpretability, often 
important in the medical domain, while suffering from brittleness and requiring 
ongoing maintenance. Statistical methods can be more robust to variation in input, 
but often require large hand-labeled datasets to learn reliably. 

 A real example of a supervised  machine learning   (data-driven) (ML) approach 
versus a rule-based approach is presented in an Acute Lung Injury (ALI) chest 
X-ray classifi cation paper (Solti et al.  2009 ). In the rule-based approach the  classi-
fi cation   keywords are predefi ned by domain experts (Pulmonary Medicine physi-
cians). In the supervised ML (data-driven) approach the algorithm “learns” the 
important keywords from the annotated corpus and assigns weights of importance 
to the identifi ed keywords on its own. For a highly accurate supervised ML 
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 algorithm, a well-annotated large training corpus is vital. In the ALI example, the 
annotated corpus consists of a set of chest X-ray reports that were classifi ed by 
physicians as consistent or not with the diagnosis of ALI. When a suffi ciently large 
corpus is annotated with proper  annotation   methodology then the supervised auto-
mated learning is robust and usually provides better results than the rule-based 
system. 

 The biomedical NLP domain has lagged behind general-domain NLP in its 
adoption of statistical methods, for a variety of reasons. One likely contributing 
reason is that data access is more privileged for clinical tasks – obtaining millions 
of words of general-domain text requires nothing more than an internet connection, 
while obtaining millions of words of medical text is quite a bit more involved. Even 
where shared datasets exist, the bureaucratic requirements in obtaining these datas-
ets may limit their adoption to the truly driven. However, a more positive reason for 
the prevalence of rule-based and knowledge-based methods in the clinical domain 
is the availability of high-quality resources. The Unifi ed Medical Language System 
(UMLS (Bodenreider and McCray  2003 ;  UMLS  [Internet])), provides an excellent 
knowledge resource that, among other things, includes synonym lists for hundreds 
of thousands of clinical terms. With such a resource available and maintained by the 
National Library of Medicine, statistical methods for entity recognition – the map-
ping of a text span to a concept – are not as necessary. It is also likely that, given the 
high quality of knowledge-based resources of the UMLS, funding agencies were 
slow to recognize the value of building large  corpora   of clinical data for training 
NLP methods. 

 Recognizing the importance of creating linguistic datasets for the clinical 
domain, the National Institutes of Health agencies have funded a variety of clinical 
NLP initiatives to build clinical  corpora   with linguistic and clinical  annotations   
(Allbright et al.  2012 ; Pradhan et al.  2014 ; Styler et al.  2014 ).  

11.7     Data Resources for Clinical Natural Language 
Processing 

 The medical domain comprises a variety of sources of natural language data. As 
much as 30–50 % of clinical data are only found in natural language notes (Hicks 
 2003 ). Accessing and using the information contained in those documents is the 
goal of medical NLP systems. To develop as well as to evaluate the robustness of 
such systems, high quality  gold standards   are required. That is, sets of manually 
labeled instances that are relevant to the specifi c NLP tasks must be created. For 
 information extraction   tasks, creating such  gold standards   involves looking at text 
 corpora   and labeling named entities (relevant text phrases) with the proper category 
(e.g.  disease ,  symptom ,   medication   , etc.) and/or the relations between them (e.g. 
 location of relation ). Such a process is called gold standard  annotation   creation, 
which is usually accomplished by manual  annotations  . 
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 In the general domain, the creation of the Penn Treebank (Marcus et al.  1993 ) 
and the word sense-annotated SEMCOR (Fellbaum et al.  1998 ) showed how even 
limited amounts of annotated data can result in major improvements in complex 
natural language understanding systems. Since then, there have been many other 
successful efforts including the Automatic Content Extraction (ACE)  annotations   
(Named Entity tags, nominal entity tags, coreference, semantic relations and 
events); semantic annotations, such as more coarse grained sense tags (Palmer et al. 
 2007 ); semantic role labels as in PropBank (Palmer et al.  2005 ), NomBank (Meyers 
et al.  2004 ), and FrameNet (Baker et al.  1998 ); and pragmatic  annotations  , such as 
coreference (Poesio  2004 ; Poesio and Vieira  1998 ), temporal relations as in 
TimeBank (Pustejovsky et al.  2003 ; Pustejovsky and Stubbs  2012 ), the Opinion 
corpus (Wiebe et al.  2005 ), and the Penn Discourse Treebank (Prasad et al.  2008 ) to 
name just a few. Many of the core NLP components listed in Sect.  11.3  are trained 
and evaluated on these  annotations  . For details on general annotations, consult the 
excellent expositions in Palmer and Xue ( 2010 ) and Pustejovsky and Stubbs ( 2012 ).  

11.8     Data Resources in the Clinical Domain 

 Several studies have built  corpora   of  clinical notes   annotated with medical informa-
tion to train and evaluate the performance of NLP systems. They are often focused 
on a specifi c entity type or on a specifi c topic. Ogren et al. ( 2008 ) built a gold stan-
dard corpus of clinical notes annotated for disorders in order to  measure   the perfor-
mance of a NLP system that processes a repository of  clinical notes   and identifi es 
mentions of disorders as well as the context (e.g., “current”, “history of”, etc.) and 
status (e.g., “confi rmed”, “negated”, etc.) of those mentions. Deleger et al. ( 2014 ) 
created a gold standard set of  protected health information (PHI)    annotation   for 
clinical notes. By releasing the annotated corpus with Data User Agreement, they 
facilitate the development of new  machine learning   models for  de-identifi cation   
research. Uzuner et al. ( 2010 ) evaluated the performance of several medication 
extraction systems against a corpus manually annotated for medication names and 
related information such as dosage and frequency. This corpus provided a bench-
mark for accurately comparing systems. South et al. ( 2009 ) developed a manually 
annotated corpus for a use case of identifying phenotypic information for infl amma-
tory bowel disease. A few studies reported  annotation   effort on a larger scale, 
including multiple entities as well as relations between them, although they are 
often limited in size and/or to specifi c types of clinical documents. The annotated 
corpus of the Clinical E-Science Framework (the CLEF corpus) is one of the richest 
semantically annotated resources (Roberts et al.  2009 ). It includes a variety of 
named entities, relationships, coreference, and temporal information, and gathers 
data from the whole patient record, although only a few hundred documents were 
annotated. The authors demonstrated its use in developing and evaluating an  infor-
mation extraction   system that identifi es medical entities such as conditions, drugs, 
devices and interventions, as well as a variety of relationships between those entities 
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(e.g. has_fi nding, has_location, etc.). The corpus from the 2010  i2b2   Informatics for 
Integrating Biology & the Bedside ( i2b2 ), NLP shared task (Uzuner et al.  2011 ) is 
also annotated for several entities (treatments, problems, and tests), modifi ers (e.g., 
negation and uncertainty), and relationships, but is limited to discharge summaries. 
It has been used as a benchmark to evaluate and compare a number of NLP systems 
extracting medical problems, treatments and tests along with their modifi ers and 
relationships. Chapman and Dowling ( 2006 ), Chapman et al. ( 2008 ) developed an 
extensive  annotation   schema to capture medical conditions and focused their  anno-
tation   effort on emergency department reports. Their goal was to provide standard 
guidelines for manually annotating variables relevant for the indexing of clinical 
conditions (such as symptoms, diagnoses, radiological fi ndings, etc.) in order to 
create strong reference  corpora   to evaluate automated NLP-based indexing applica-
tions (i.e., applications that store the output in easily searchable format). 
Automatically indexing clinical conditions from emergency reports can be useful 
for many purposes, including identifying patients eligible for clinical trials. 

 Most of the  annotation   effort in the clinical domain has been focused on notes 
from the EHR. Other types of medical documents, such as clinical trial announce-
ments or FDA drug labels, have been much less frequently annotated. Clinical trial 
announcements are starting to draw interest and have been annotated on a few occa-
sions: for a preliminary study on using Amazon Mechanical Turk (Yetisgen-Yildiz 
et al.  2010 ) and for detecting temporal constraints in a sample of 100 eligibility 
criteria sentences (Luo et al.  2011 ). On-going efforts are investigating large-scale 
 annotation   of both clinical trial announcements and FDA drug labels (Q. Li et al. 
 2013a ). These  corpora   are being annotated for a variety of medical concepts, includ-
ing medications, symptoms, and diagnoses. Intended applications are the building 
of automated NLP systems to identify children eligible for clinical trials and to mine 
adverse drug  events  . 

 Clinical texts have also annotated for critical linguistic layers. For instance, 
Pakhomov et al. ( 2006 ) have annotated a corpus of  clinical notes   for part-of-speech 
information in order to adapt part-of-speech taggers to the medical domain, as part- 
of- speech tagging is a pre-processing task essential to many  information extraction   
systems. 

 A very recent trend in the clinical NLP is to create sharable, large-scale, multi- 
layered, extendable  annotations   similar in style to those available in the general 
domain as outlined in the very beginning of Sect.  11.4 . In the past several years in 
the  medical informatics   community, several complementary initiatives have started 
leveraging large de-identifi ed clinical  corpora   and establishing schemas and guide-
lines for their annotations at the syntactic, semantic, and discourse levels. The goal 
of all these efforts is to provide the research community with shared annotated  cor-
pora   to allow for the development and testing of novel clinical NLP methods and 
tools to meet the aspirations of sophisticated natural language understanding sys-
tems that can be used in a variety of translational and healthcare  research   use cases. 
Special care was given to ensure that the initiatives are complementary and aligned, 
so that the resulting resources can be merged transparently whenever possible. The 
general principles are to (1) ensure that the annotated resources are available to the 
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research community through Data Use Agreements with the contributing institu-
tions, (2) establish smooth mechanisms of delivery and maintenance of the  annota-
tion   (3) create a set of annotations that are for general NLP purpose, yet specifi c 
enough to enable the development of meaningful clinical applications, (4) adhere to 
standards where such exist, (5) rely on and normalize to clinical  terminologies   and 
ontological knowledge when annotating the clinical core concepts in the corpus 
(e.g., SNOMED-CT, RxNORM); (6) ensure compatibility with existing general- 
domain annotated resources, by utilizing community-adopted conventions when-
ever possible (e.g., the PTB part-of-speech tagset); (7) rely on existing schemas and 
guidelines in the general domain and in the clinical domain whenever possible (e.g., 
syntactic chunking and full dependency parses); (8) for the clinical-specifi c  annota-
tion  , design schemas with modular extensions, which act as additional layers on top 
of existing, established general-domain schema. In the  Shared Annotated Clinical 
Resource project  (Pradhan et al.  2014 ;  ShaRe ), 500,000 tokens of clinical narratives 
from MIMIC corpus are annotated with linguistic information (POS tags and 
phrasal chunks) and full semantic parses of disorder mentions (e.g., core clinical 
concept normalized to  terminology  , along with modifi ers such as anatomical loca-
tion, temporality, severity, etc.). The gold standard  annotations   developed under the 
Multi-source integrated platform for answering clinical questions ( MiPACQ  
(Allbright et al.  2012 )) amount to approximately 200,000 tokens of clinical narra-
tive, Medpedia content, and clinical questions from Ely et al ( 2005 ). In addition to 
constituent syntactic parses and semantic roles, the corpus includes UMLS entities, 
coreference, UMLS relations and answer types. In the Temporal Histories of Your 
Medical Events ( THYME  (Styler et al.  2014 ;  THYME )), an additional layer is 
added – that of temporal relations between clinical events – based on the ISO 
TimeML specifi cations ( TimeML ) to a corpus of 200,000 tokens of clinical narra-
tive. Under the  Strategic Health Advanced Research Project Area 4  ( SHARPn.org ), 
500,000 tokens of clinical narrative spread across specialties, patients, notes types, 
and two sites are annotated. Layers of  annotations   consist of constituent parses, 
dependency parses, semantic role labels, UMLS entities, coreference, UMLS rela-
tions, and fi ve templates based on the Clinical Element Models (CEMs).  

11.9     The Process of Creating Gold Standard  Annotations   

 The main components of the process of creating gold standard annotations are (1) 
determining a representative textual dataset, (2) developing annotation guidelines, 
schemas and pilot annotations, (3) training the annotators, (4) single annotations by 
two annotators followed by adjudication of disagreements, (5) tracking quality of 
annotations through inter-annotator agreement. Each component is discussed below.  
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11.10      Data 

 The data, which becomes the basis for creating the gold  annotations  ,can be (1) writ-
ten text from the clinical narrative, (2) health-related social media text, (3) health- 
related newswire text, (4) health-related speech. In the previous section, we 
introduced gold resources where the data source was already represented by text. 
Below we describe speech as a data source and how it is transformed into a work-
able NLP-friendly stream. 

 Processing speech requires a different level of capture, where all distinct speech 
characteristics are faithfully recorded, including speech-specifi c phenomena such as 
fi lled pauses (e.g.,  uh  and  um ), silences, re-starts, gestures, and other non-verbal 
events. This data source is very different from the other types of health-related data. 
Its capture is accomplished through a  transcription   process with clearly defi ned, but 
not excessive guidelines, of how to transcribe speech characteristics. For instance, 
full phonetic transcriptions might not only be time-consuming, but may hinder 
those who want to carry out simple analyses, which only rely on the occurrences of 
certain words without regard to their pronunciation. However, in certain tasks, the 
important features that determine diagnosis or treatment are paralinguistic features, 
such as number and duration of pauses, pace of speech, laughter, sighs, and fi lled 
pauses (e.g., (Pestian et al.  2016 )). Also, a patient’s mental or physical state may be 
evidenced as much through words as by simple gestures (e.g., head nods, head 
turns, etc.(Birdwhistell  2010 )). In cases where NLP is used to understand child 
development or aphasia, phonetics, contractions, reduction processes (e.g., the de- 
emphasis of word endings), or even invented words may require  annotation   (Ratner 
et al.  1996 ; Young  1987 ). Further, the  transcription   format itself may need to be 
suffi ciently fl exible to capture environment, sentence structure, general comments, 
or even the truthfulness of the patient’s statements (MacWhinney  2000 ). 

 Given then that any conversation can be described in infi nite detail,  transcription   
guidelines are usually determined within four constraints: (1) transcription time, (2) 
judgments to be made by the transcriptionist or interviewer, (3) transcriptionist 
experience, and (4) the envisioned NLP task/analyses. The  transcription time  can 
vary dramatically depending on what is required. A professional transcriptionist 
typically requires three hours to transcribe one hour of audio. However, the inclu-
sion of time-stamps and other  annotations   may increase the transcription time by a 
factor of 10.  Judgments  range from determining whether a sentence is continued in 
the midst of an interruption to noting important changes in the interview environ-
ment.  Transcriptionist Experience  is important to ensure the transcriptionist is 
able to effi ciently follow complex transcription guidelines and emotionally handle 
the content. The  transcriptions   should allow a diverse set of  NLP analyses  with 
little pre-processing of data. For instance, the transcription of the utterance 
“beginin’” as “beginin[g]” easily allows NLP analyses that both include or exclude 
reduction processes by removing characters in brackets or by ignoring the brackets 
entirely. 
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 Different NLP projects have chosen to leverage these constraints differently. For 
instance, the goal of the Fisher Corpus (Cieri et al.  2004 ) was to create a large cor-
pus that could be used to develop automated speech recognition tools. This involved 
transcribing over 2000 h of English language telephone conversations over the 
course of a single year. The conversations therefore had to be transcribed quickly 
with time-stamps in a format that could be analyzed using NLP. The Quick 
Transcription Specifi cation guidelines (Cieri et al.  2004 ) were then employed, 
which outlined minimal language  transcription   requirements (no special effort to 
provide capitalization, punctuation or special indicators of background noise, mis-
pronunciations, nonce words or the like), and automated methods of time-stamping 
each word. The corpus was then “NLP-friendly”, as the transcription requirements 
were strict, but minimal. 

 In contrast, the CHAT  transcription   format, used by CHILDES (MacWhinney 
 2000 ), allowed a maximal number of requirements, but provided software to facili-
tate the transcription task. The CHAT format allowed for detailed transcriptions 
with time-stamps, and allowed for the transcription of a wide range of communica-
tion – even sign language. Faced with the guidelines’ complexity, the CHILDES 
project developed a program called Computerized Language Analysis 
(CLAN(MacWhinney  2000 )), which allowed utterances to be easily time-stamped 
and transcribed. 

 Whether the focus is on rich detailed  annotations   for scientifi c purposes, quickly 
generating usable data for engineering purposes, or somewhere in between, it is 
important to monitor  transcription   quality. There are no “standard” measures, as the 
defi nitions of  transcription   error are dependent on the project. For instance, the 
American Association for Medical Transcriptionists (AAMT) defi nes acceptable 
accuracy based on “levels” of error (critical, major, minor, and dictation fl aws), 
which are determined by the errors’ effect on patient  safety   (AAMT  1994 ,  2005 ). 
Although what defi nes an error may change depending on the NLP task, it remains 
useful to structure the severity of errors in a similar manner.  

11.11     Annotators 

 Manually annotating medical documents can require different levels of skill, 
depending on the complexity of the annotation task. When annotating non-medical 
entities, annotators are not required to have a medical background. For instance, 
annotating Protected Health Information elements such names and dates for evalu-
ating a  de-identifi cation   system can be performed perfectly well by non-clinicians. 
Medical knowledge is most useful when annotating medical entities and/or their 
relations (e.g. disorders, medications, location of relation, etc.). However, with 
proper training, non-clinicians can accomplish high quality  annotation   for this type 
of task. Chapman et al. ( 2008 ) used both clinician and non-clinician annotators to 
annotate medical conditions in emergency department reports and found that the 
annotation by both was high quality but non-clinicians needed more extensive 
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training. For linguistic level annotations such as parsers, temporality, coreference 
(see the description of the THYME, MiPACQ, SHARP and ShARe  corpora  ), 
experts with linguistic background are needed.  

11.12     Process 

 A typical  annotation   process involves using pairs of annotators to independently 
perform single annotations on the same text followed by an adjudication phase to 
resolve disagreements. Inter-annotator agreement is tracked to evaluate the reliabil-
ity of the gold standard. Double-annotation of documents allows reducing cases of 
mislabeling and building stronger  gold standards  . Annotators rely on guidelines to 
perform  annotation  . Guidelines defi ne the annotation schema, i.e. the specifi c items 
to be annotated, and provide specifi c examples to guide the annotation. Ideally 
guidelines should be non-ambiguous and in a stable form when given to the annota-
tors. In actuality guidelines are often revised or extended with more examples dur-
ing the annotation process when previously unseen cases arise. It is also good 
practice to include a pilot phase in an  annotation   project (Palmer and Xue  2010 ). 
This phase is essential to get annotators accustomed to the guidelines and avoid any 
misinterpretation. Also, the data can present unforeseen cases, which will require a 
revision of the guidelines. 

 There are a number of  annotation   tools that have been used by many projects – 
Knowtator (Ogren  2006 ), Anafora (Chen and Styler  2013 ), BRAT ( brat ) CLAN 
( CLAN ), TOBI (Silverman et al.  1992 ), and ELAN ( TLA  ; Wittenburg et al.  2006 ) 
to name just a few. The community is actively working on better and more robust 
tools and the list becomes quickly outdated. 

 Reliability of manually created  gold standards   is usually measured through inter- 
annotator agreement (IAA). Good IAA is important because, if agreement is low, 
then it is likely that the task is too diffi cult or not well defi ned (Gale et al.  1992 ). 
Moreover, it is generally considered an upper bound on the measured automated 
performance but not necessarily system ceiling (Gale et al.  1992 ). There are many 
ways to quantify IAA (Altman  1991 ; Banerjee et al.  1999 ; Osborne  2008 ). In this 
section, we will discuss three common measures of IAA used in the NLP and medi-
cal literature: Cohen’s kappa coeffi cient, F-measure, and Krippendorff’s alpha. 

 Cohen’s kappa coeffi cient and F-measure are evaluated in tasks involving only 
two annotators. Cohen’s kappa coeffi cient (k) (Cohen  1960 ) is defi ned in terms of 
the observed fraction of  annotations   that agree ( A   o  ) and fraction of annotations that 
are expected to agree by chance ( A   e  ) (Fig.  11.1 ):

  Fig. 11.1  

      

 

B. Connolly et al.



215

    Since the fractions of agreement ( A   x  ’s) have common denominators, the numera-
tor can be re-interpreted as the number of observed agreements above the number of 
agreements that would be expected by chance. Similarly, the denominator can be 
re-interpreted as the number of agreements, if there were perfect agreement (i.e. the 
number of items) above the number of agreements that would be expected by 
chance. This suggests agreement above what would be expected from chance, 
 κ = 0    suggests agreement by chance, and  κ < 0    suggests disagreement is system-
atic and below what would be expected by chance. There is no commonly accepted 
value indicating “good” agreement, and, as with the performance measures 
described below, statistically signifi cant deviations from random chance agreement 
( κ = 0   ) are usually determined through bootstrapping methods. 

 Cohen’s kappa is often the standard measure agreement between two annotators. 
However, kappa is not the most appropriate measure for  annotation   of named enti-
ties in textual documents (Tomanek and Hahn  2009 ), because it requires the numer-
ation of negative cases, which is unknown for named entities; named entities are 
sequences of words, and there is no pre-existing fi xed number of items to consider 
when annotating a text. Proposed solutions include considering individual tokens as 
the items to be marked to compute a “token-level” kappa (Grouin et al.  2011 ), con-
sidering only noun phrases, considering all possible n-grams in a text (sequences of 
 n  tokens) or considering only items annotated by one or two of the annotators 
(Geisser  1975 ). However, none of those options are fully accurate (Geisser  1975 ), 
which is why the F-measure, which does not require the number of negative cases, 
is usually used to measure IAA for these type of  annotation   tasks. F-measure is the 
harmonic mean of precision (positive predictive value) and recall (sensitivity), 
which is defi ned as (Fig.  11.2 )

  Fig. 11.2  

      

    where  b  is an adjustable parameter. The introduction of the  b  parameter allows the 
measure to be more or less infl uenced by the precision measure in the calculation. 
When computing  F   β  , the  annotations   of one annotator are considered as “truth” 
while the annotations of the other annotator are considered as the  predictions   of a 
system. Switching the annotators’ roles gives the same F-measure value so it does 
not matter who plays the role of the reference (Hripcsak and Rothschild  2005 ; 
Tomanek and Hahn  2009 ). 

 While the value of  b  is arbitrary, it is usually set to unity, allowing the precision 
and recall to be weighted equally. In the case where  b  = 1,  F   β   reduces to (Fig.  11.3 )
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  Fig. 11.3  

    where  t   p   is the number of “true positives”,  f   p   is the number of “false positives”, and 
 f   n   is the number of “false negatives”. Expressed in this way,  F   1   bears a close resem-
blance to the equation for accuracy, where the true negatives are replaced by  t   p  . 

 The F-measure carries several pros and cons. The  b  parameter allows a certain 
degree of customization, and it can be reduced to an accuracy-like measure when 
 b  = 1. Also, the F-measure ignores true negatives, which is advantageous if the focus 
of the task is to identify one subject group (in this case, inter-annotator agreements). 
Further, at least in the NLP literature, there is a general consensus as to what consti-
tutes “good agreement” ( F   1   ≥ 80 %). On the other hand, a highly imbalanced data set 
with an infi nite number of imperfectly classifi ed items from the “negative” class 
drives  F   b   to 0, and so unlike  κ  or accuracy, it is important to always compliment the 
observed F-measure with the F-measure value expected from chance agreement. 
(Unlike Cohen’s kappa, random chance agreement in not folded into the calculation 
of  F   β  .) In addition, the F-measure is rarely found in the medical literature. Whereas 
Cohen’s alpha and F-measure can only calculate inter-annotator agreement in cases 
of two annotators, Krippendorff’s alpha (a) (Gwet  2011 ; Krippendorff  2007 ) carries 
no such restriction. In contrast to Cohen’s kappa, Krippendorff’s alpha is most intui-
tively parameterized in terms of observed  disagreement  and is generally written as 
(Fig.  11.4 )

 Fig. 11.4 

        

    where D o  parameterizes the observed disagreement, and D e  is the disagreement 
expected by random chance. (The analogue between k and a is clear when  D   o   is set 
to 1− A   o  , and  D   e   is set to 1− A   e  ) The observed disagreement is calculated by averag-
ing the disagreement over all pairs within each “analysis unit” (i.e., question asked 
to the annotator),  u , and then obtaining the weighted average of differences over all 
units, where each unit is weighted by the fraction of  annotations   in that unit. 1  

1   Mathematically, the average inner-unit disagreement is given by 
 m u ,the number of annotators for  u ,  d(x,y)  is an arbitrarily defi ned function that quantifi es dis-simi-
larity between two values  x  and  y , and  a jk  is the value assigned to the  k th unit by the  j th annotator. 
 D o  is then defi ned as 

  
 where there are  n  pairable values over  m u  annotators and  N  analysis units. Note each  D u  is weighted 
by the fraction of total annotations contained in analysis unit  u . 
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 As with Cohen’s kappa, values of a  > 1   indicates agreement, 0 indicates the 
absence of agreement, and a <1 indicates systematic disagreement beyond what 
would be expected by chance. 

 There are many advantages to Krippendorff’s alpha including the arbitrary defi -
nition of disagreement, the ability to account for missing data (e.g., the number of 
annotators can vary depending on the analysis unit), and its wide acceptance in the 
medical literature. Also, unlike Cohen’s alpha, random chance disagreement, D e , is 
determined empirically.  

11.13     Alleviating the Cost of Gold  Annotation   

 Because annotation is time-consuming and expensive, methods have been investi-
gated to alleviate the cost of annotation, such as automatic pre-annotation and active 
learning. Pre-annotation involves automatically labeling the texts to be given to the 
human annotators, using an existing NLP system. The hope is that it will speed up 
the annotation process by providing preliminary annotations that will be corrected 
by the annotators. Two potential issues with this method are that it could introduce 
a bias in the annotation (e.g., annotators might over-rely on pre-annotations and will 
then miss the same kind of examples the automatic system misses) and that it could 
actually slow down the process, if the pre-annotation is of low quality. Ogren et al. 
( 2008 ) used the MetaMap tool to pre-annotate  clinical notes   for disorders and 
observed that the annotation was slowed down because too much noise was gener-
ated by the tool. 

 Active learning is a  machine learning   technique that allows reducing the amount 
of necessary manual annotations, by selecting only the most “informative” instances 
to be annotated rather than sampling them randomly (Settles  2010 ). It typically uses 
only a small set of manually labeled examples to start with and a large set of unla-
beled examples. The algorithm starts learning from the set of labeled examples, 
selects one or more informative instances (queries) from the unlabeled data to be 
labeled by a human annotator and then adds the newly labeled instance(s) to the 
training set, and repeats. Chen et al.( 2012 ) successfully used active learning for 
annotating and  classifying   assertion of concepts in  clinical notes  . Miller et al. ( 2012 ) 
applied active learning to the clinical coreference task. Active learning also has 
potential drawbacks – for example, instances that the classifi er fi nds “informative” 
tend to be more diffi cult for human annotators, and so even if active learning 
decreases the number of human-labeled instances required, per-instance labeling 
time may increase signifi cantly, depending on the diffi culty of the task, and so mon-
itoring  annotator   time may be useful to ensure benefi ts of active learning.  

 D e  is calculated by averaging over all annotated pairs: 
 where ( i , u ) ≠ ( i ’, u ’) and  m  are the number of annotators. Random chance disagreement is thereby 
defi ned by the average disagreement over all pairs regardless of their analysis unit or annotator. 
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11.14      NLP Components,  Pipelines   and Evaluation 

 An  NLP   system starts by receiving raw text as input, and has access to knowledge 
resources like the UMLS, statistical models it has built, and hand-specifi ed rules 
encoding knowledge of the language in the domain. The output of a system may 
take a variety of forms, but there are several useful components that extract linguis-
tic information that can be used in a variety of clinical applications. These compo-
nents are often conceived as processing “ pipelines  ,” each operating on the input in 
turn and creating their own outputs. Core  NLP   components are shown in Table  11.1 . 
They include tokenization, sentence segmentation, part-of-speech tagging, named 
entity extraction, chunking, parsing, and coreference chains. Each step is described 
in Table  11.1 .

    Table 11.1    Core NLP components   

 Some core  NLP   tasks/
components  Description  Examples 

 Tokenization  A token is a group of 
characters that are grouped 
together to provide 
information. The process of 
dividing the input text into 
tokens 

 Sally became drowsy when she 
was taking carbmazepine 
 /Sally//became//drowsy//when//
she//was//taking//
carbamazepine/ 

 Sentence segmentation  Dividing written text in 
meaningful units. 

 //Sally became drowsy when 
she was taking 
carbmazepine////This occurs in 
11.8 % of patients// 

 Part-of-speech tagging  Adding parts of speech to 
segmented text 

 NNP/Sally VBD/became JJ/
drowsy IN/on NN/
carbmazepine 
 NNP = proper singular noun 
 NN = Singular noun 
 VBD = Verb, past tense 
 JJ = Adjective 
 IN = Preposition 

 Named entity extraction  Classifying text spans into 
predetermined categories 
like: diseases/disorders, 
signs/symptoms, anatomical 
sites, procedures, 
medications, people, 
temporal  expressions  , 
geographic locations 

 Sally was admitted to 
Cincinnati Children’s Hospital 
Medical Center in Cincinnati 
OH on 4/20/2012 
 Cincinnati Children’s Hospital 
Medical Center 
 Cincinnati OH 
 4/20/2012 

(continued)
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   There are several existing clinical  NLP   systems – MetaMap, YTex, TIES, OBO 
annotator, SemRep, Medlee, Apache clinical  Text Analysis   and Knowledge 
Extraction System ( cTAKES      (Aronson  2001 ; Friedman  2000 ; Garla and Brandt 
 2013 ;  NLM(U.S) and NIH(U.S.)  ; Savova et al.  2010 ;  Source Forge  ;  UPMC )). 
MetaMap and OBO annotator focus on concept mapping and are tied to a specifi c 
ontology. SemRep extracts a set of six biomedically relevant relations from biomedi-
cal text. Medlee is a proprietary system that extracts entities and their associated 

Table 11.1 (continued)

 Some core  NLP   tasks/
components  Description  Examples 

 Chunking  Sometimes called shallow 
parsing, usually representing 
sequential phrasal units. 

 Patient diagnosed with 
metastatic ascending colon 
cancer 
 Noun phrase: metastatic 
ascending colon cancer; patient 
 Verb phrase: diagnosed 

 Parsing  Analyzing text to determine 
grammatical structure. 

 nsubj(went-2, Sally-1) 
root(ROOT-0, went-2) 
det(hospital-5, the-4) prep_
to(went-2, hospital-5) 
 partial output from Stanford 
parser. de Marneffe, 2008 (de 
Marneffe and Manning 2008). 
The Stanford Typed 
Dependencies Representation} 

 Coreference resolution  Resolving when multiple 
linguistic expressions refer to 
the same world entity. 

 Sally had severe side effects. 
She was admitted to the 
hospital. 
  Sally  had severe side effects. 
 She  was admitted to the 
hospital 

 Relation extraction  Finding semantic relations 
between named entities 

 Sally has been experiencing 
severe  pain   in the ball of her 
foot 
  LOCATIONOF (pain, ball of her 
foot) 
  DEGREEOF (pain, severe) 

 Temporal  information 
extraction   

 Finding time ordering of 
events in patient history 

 Sally has been experiencing 
pain since August. Tumor was 
diagnosed in today’s biopsy. 
She will begin chemotherapy 
after consultation next week 
  BEGINSON (pain, August) 
  CONTAINS (today, diagnosed) 
  BEFORE (consultation, 
chemotherapy) 
  CONTAINS (next week, 
consultation) 
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modifi ers from clinical text; TIES is designed to operate on pathology notes and link 
them to tissue bank data. YTex does entity and select attribute recognition and has 
been integrated into Apache  cTAKES  . Apache cTAKES components perform duties 
as simple as locating sentence breaks and as complex as discovering relations 
between entities (e.g., the location of a tumor). cTAKES can also perform the 
extremely important task of identifying temporal events, dates and times – resulting 
in the absolute and relative placement of events in a patient timeline. cTAKES is 
currently being extended for deep  phenotyping   for the oncology domain ( cancer.
healthnlp.org ) and is described in more detail in Chap.   12     .  

11.15      Evaluation 

 A number of pre-requisites are necessary for proper evaluation of  NLP   systems, 
including a strong gold standard and appropriate evaluation methods incorporating 
 performance measures  (Resnik and Lin  2010 ). Performance measures of an  NLP   
system are generally geared toward the goals of a project, although the scope and 
quality of measures may vary within the context of a specifi c task (Jha  2011 ). 

 Several distinctions can be made in ways  NLP   systems are evaluated. First,  for-
mative  evaluation should be distinguished from  summative  evaluation (Gale et al. 
 1992 ). Formative evaluation is performed (often iteratively) during the develop-
ment of a system to measure progress, while summative evaluation assesses the 
performance of the system once it is complete. Second,  intrinsic  and  extrinsic  eval-
uations can be performed (Gale et al.  1992 ). Intrinsic evaluation assesses the quality 
of the output that the system is specifi cally designed to produce. Extrinsic evalua-
tion measures the impact of the system on a task external to the system itself. 
Finally, another important distinction is made between  component-based  evaluation 
and  end-to-end  evaluation (Gale et al.  1992 ). As described above,  NLP   systems are 
often built from distinct components, and so performance can be measured focusing 
on each component individually (component evaluation) or on all components at 
once (end-to-end evaluation). Both evaluations are useful, as component evaluation 
allows researchers to understand the impact of each component, while end-to-end 
evaluation measures the effectiveness of the system in a real world setting. The 
performance of an automatic  NLP   system is usually assessed by comparing the 
system’s output to a manually created reference gold standard. Section  11.10  
described in detail the process of developing such a dataset. For evaluation pur-
poses, it is split into training, development and test parts. The test part is the held-
out data on which the fi nal system is evaluated and results are reported. During the 
development phase, only the development split is utilized for tracking the 
performance. 

 An alternative to the training/development/test splits for statistical  NLP   systems 
is cross-validation (Cinchor  1992 ; Kohavi  1995 ). The classical type of cross- 
validation is k-fold cross validation. In k-fold cross validation, the annotated data is 
randomly partitioned into k subsets. K rounds of validation are then performed, 
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each time using a different subset as the validation data for testing the system and 
the remaining k−1 subsets for training the system. The k performance results can 
then be averaged to obtain a single performance measure. The advantage of this 
procedure is that it uses all data instances to validate a system while keeping the test 
sets independent (thereby preserving the integrity of the evaluation), and each 
instance is used only once for validation. In machine-learning-based  NLP  , 10-fold 
cross-validation is most commonly used, although leave-one-out cross-validation 
(i.e., N-fold cross-validation where N is the size of the data set) renders a less biased 
estimate of performance, particularly for small sample sizes (Braga-Neto and 
Dougherty  2004 ). It is further important that, if a sub-set of linguistic features are 
selected for analyses, that the selection of these features be based on the information 
contained within training set only (Hastie et al.  2005 ); selecting features based on, 
say, statistical tests with the entire data sample can lead to dramatic overestimations 
of performance. Even with such caution, cross-validation is more valuable as a  for-
mative  evaluation than a  summative  evaluation, because during the development 
cycle repeated cross-evaluations amount to giving the researcher “peeks” at the test 
data. Therefore, it is important to set aside a test set from the gold standard data that 
is only used for a fi nal experiment to obtain a more reliable estimate of performance 
on new data. 

 Standard metrics to evaluate the performance of (medical and general-language) 
 NLP   systems are Recall ( R ), Precision ( P ) and F1-measure ( F ). Recall (more com-
monly called  sensitivity  in medical literature), is the number of instances correctly 
predicted by a system divided by the total number of instances in the gold standard. 
Precision (called  positive predictive value  in medical literature) is the number of 
correctly predicted instances divided by the total number of instances predicted by 
a system. F-measure is the weighted harmonic mean of precision and recall (as 
detailed in Sect.  11.15 ). 

 Accuracy is defi ned as (Fig.  11.5 )

  Fig. 11.5  

      

    where  t   p  ,  t   n  ,  f   p  , and  f   n   are the number of true positives, true negatives, false positive, 
and false negatives, respectively. The accuracy from random chance in a two class 
task always corresponds to a value of 0.5. Although widely used and intuitive, it is 
important to note for imbalanced data, a naïve classifi er that only predicts a single 
class can produce a high accuracy. 

 In contrast, the  F   β  , as discussed in [PREVIOUS SECTION], gives no weight to 
true negatives, and so this situation is avoided at the cost of the random baseline 
value being dependent on the balance of the data set. 

 Even in cases where the classifi er must ultimately produce a binary  prediction  , eval-
uating the classifi er in term of its ability to rank objects can be useful. To demonstrate, 
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suppose a classifi er is built that uses a patient’s words to determine whether they are 
suffering from depression. Based on a patient’s word frequencies, the classifi er outputs 
a number between 0 and 1; numbers closer to 1 indicate a higher probability of depres-
sion. A threshold, dependent on the desired precision and recall, is then set on the out-
put. All patients above that threshold are then  classifi ed   as “depressed”, and those 
below the threshold are classifi ed as “not depressed”. However, the decision about 
whether the classifi er should alert the clinician to the patient’s depression may depend 
on the clinical application and even the clinician. It is then important to give a more 
general measure of how well the classifi er behaves without committing to a certain 
precision/recall. 

 The area under the receiver operating curve (AROC) renders such a general mea-
sure (Hanley and McNeil  1982 ; Lasko et al.  2005 ). The receiver operating curve 
(ROC) is generated by evaluating the true positive and false positive rates from vari-
ous classifi er thresholds. The true positive rate is then plotted against the false posi-
tive rate for each threshold, and the area under the resulting curve (AROC) is 
evaluated. The AROC is then the probability that a randomly selected data point 
from the positive category (e.g., “depressed” patients) will have a classifi er output 
value larger than a randomly selected data point from the negative category (e.g., 
“not depressed” patients). An AROC of 0.5 corresponds to the expected perfor-
mance of a randomly guessing classifi er. 

 While the AROC does not directly quantify the performance of a specifi c set of 
binary  classifi cations  , it does quantify the overall performance of the classifi er. 
Also, it can directly quantify the performance of the classifi er in tasks where the 
 prediction   is a rank. Further, the AROC does not need to be corrected for imbal-
anced data sets (the AROC is always 0.5 for purely random classifi er outputs), and 
there exist analytic methods of calculating the standard error (Hanley and McNeil 
 1982 ) and comparing pairs of AROCs (DeLong et al.  1988 ).  

11.16     Shared Tasks in Clinical NLP 

 There have been several efforts to provide benchmarks to evaluate  NLP   systems. 
The Text Retrieval Conference (TREC) ( NIST ), the Text Analysis Conferences 
(TAC) (Dy and Brodley  2004 ), the Computational Natural Language Learning 
Conferences (ACL and SIGNLL  2010 ) and Senseval (CDC  2007 ;  SENSEVAL ) 
have provided independent competitive evaluation of many of the core  NLP   
components. 

 Competitive shared tasks were designed to encourage development of medical 
 NLP   systems and applications and to evaluate them in a standard framework. The 
2007  NLP   challenge of the Computational Medicine Center (CMC ( 2007 )) was the 
fi rst shared task in the medical domain and focused on automatic mapping of  ICD- 
9  - CM codes to radiology free-text reports (Pestian et al.  2007 ). The shared tasks 
organized by  i2b2   (i2b2  2012 ) spanned seven years and provided annual bakeoffs 
on a variety of tasks: on  de-identifi cation   of clinical text (Uzuner et al.  2007 ), on 
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identifi cation of patient smoking status (Uzuner et al.  2008 ), on recognition of obe-
sity and co-morbidities (Uzuner  2009 ), on medication  information extraction   
(Uzuner et al.  2010 ), on identifi cation of concepts, assertions and relations (Uzuner 
et al.  2011 ), on coreference resolution (Uzuner et al.  2012 ) and temporal relations 
(Sun et al.  2013 ). The 2011 i2b2 challenge was held in conjunction with the 
Computational Medicine Center which proposed a second shared task on  classifi ca-
tion   of emotions in  suicide   notes (Pestian et al.  2012 ). The 2011 TREC National 
Institute for Standards in Technology ( NIST ), which organizes annual evaluations 
on a variety of information retrieval tasks, had a Medical Records Track focused on 
the retrieval of patients relevant to specifi c criteria (i.e. specifi c diseases and 
treatments). 

 Recent developments have been the introduction of clinical  NLP   tasks to the 
general computer science community. There are four shared tasks/challenges, each 
introducing a new facet of the ShARe annotated corpus: Conference and Labs of the 
Evaluation Forum/Shared Annotated Resources (CLEF/ShAREe  2013 ) (CLEF/
ShAREe  2014 ); SemEval 2014 Analysis of Clinical Text Task 7 (ALT Server – 
QCRI  2014 ; Pradhan et al.  2014 ); and SemEval 2015 Analysis of Clinical Text Task 
14 (ALT Server – QCRI  2015 ). The SemEval 2014 and 2015 tasks were in the top 
three most popular tasks in terms of number of participants (from over 20 SemEval 
shared tasks) demonstrating the growing interest in analysis of clinical text. 

 Further pushing the boundary of developing methods for temporal relation 
extraction from the clinical text are the 2015 and 2016 Clinical SemEval tasks (ALT 
Server – QCRI  2014 ;  2015 ; Bethard et al.  2015 ). Clinical TempEval brings these 
temporal  information extraction   tasks to the clinical domain, using  clinical notes   
and pathology reports from the Mayo Clinic. This follows recent interest in tempo-
ral  information extraction   for the clinical domain, e.g., the  i2b2   2012 shared task 
(Sun et al.,  2013 ), and broadens our understanding of the language of time beyond 
the domain of newswire text.  

11.17     Challenges in Clinical NLP 

 Despite previous successes in applying  NLP   to extract information from unstruc-
tured clinical narratives, a number of research questions are still open for explora-
tion and they mainly lie in higher level discourse tasks requiring not only the 
processing of the text but its understanding. Although tremendous efforts have been 
made to ensure its accuracy, the clinical description is inevitably ambiguous and 
diverse due to semantic (e.g., homonyms, synonyms, and acronyms) and syntactic 
(e.g., polarity, temporality, and certainty) characteristics of human language. 
Disambiguation of clinical text requires sophisticated methods just like any other 
higher-level discourse task. Gold  annotations   provide the much needed training and 
evaluation data. The creation of such datasets is labor-intensive (Zweigenbaum 
et al.  2007 ) and sharing such  corpora   is often infeasible due to patient  privacy   and 
 confi dentiality   requirements (Sect.  11.4 ). In addition, the literature research has 
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shown that data-driven NLP systems trained on corpora from one institution will 
only be partially transferable to other institutions (Deleger et al.  2014 ). Domain 
adaptation with minimal supervision has become a new actively researched area 
enabled by the availability of big data. Although portability of  NLP   methods across 
domains is currently limited by the data the methods are trained on, the minimally 
supervised technologies hold enormous promise for providing effective and effi -
cient scalable solution in the very near future.     
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    Chapter 12   
 Natural Language Processing: Applications 
in Pediatric Research                     

     Guergana     Savova      ,     John     Pestian    ,     Brian     Connolly    ,     Timothy     Miller    , 
    Yizhao     Ni    , and     Judith W.     Dexheimer   

    Abstract     We discuss specifi c biomedical Natural Language Processing-based 
applications that cover a wide spectrum of use cases within the fi eld of translational 
and health services research. In our uses cases we focus on four categories of appli-
cations: (1) Information Extraction (IE), (2) Document Classifi cation, (3) Patient 
Classifi cation, and (4) Sentiment Analysis. We show how the extracted information 
could be used for (a) Phenotype identifi cation, (b) Comparative effectiveness stud-
ies, (c) Cohort identifi cation, (d) Meaningful Use, and (e) Linking patients’ pheno-
type and genotype. In addition, we discuss the use of Natural Language Processing 
components for de-identifi cation of large collections of patient notes. We review the 
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literature for examples of pediatric natural language processing applications and 
show the transferability of select adult clinical natural language processing applica-
tions to the pediatric population.  

  Keywords     Classifi cation   •   Cohort   •   De-identifi cation   •   Information extraction   
•   Natural language processing   •   NLP   •   Phenotype   •   Protected health information   
•   PHI  

12.1       Overview 

 As Chap.   9     on the basic principles of  Natural Language Processing (NLP)   pointed 
out, NLP focuses on developing technologies for our most ubiquitous product: 
human language (Coursera.org  2012 ). The electronic version of that product has 
exploded because of pervasive computing, and interest in and applications of NLP 
have been unprecedented. In the fall of 2011, Stanford University offered the fi rst 
free world-wide online class in  NLP   taught by renowned NLP experts Profs. 
Jurafsky and Manning. The reaction of the student community has been nothing 
short of amazing – the class drew an enrollment in the tens of thousands of students, 
unoffi cial numbers are 60,000 students (Online Colleges.net.  2012 ). 

 In this section we outline some of the technologies enabling clinical translational 
and health care  research  . Two of the most well-known applications of  NLP   tech-
nologies are Information Retrieval (IR) and Question Answering (QA). IR systems 
focus on developing methods and algorithms for retrieving documents from a given 
repository (Jurafsky and Martin  2000 ; Manning et al.  2000 ). IR has become main-
stream through search engines like Google, Bing and Yahoo!. An IR engine returns 
a set of documents ranked by an algorithm, the end  user   is then expected to sift 
through them to fi nd the relevant  information  . On the other hand, QA systems aim 
to present results at a fi ner level, usually at the level of the sentence or the 
paragraph. 

 In 2011, IBM introduced to the world their Watson QA system and demonstrated 
that it can outsmart a highly knowledgeable human by competing in, and winning, 
the quiz show  Jeopardy!  (IBM  2012 ). The Watson QA system showcased the end 
product of a well-thought out and effi cient software architecture weaving  NLP   tech-
nologies (constituency parsers, dependency parsers, entity recognizers, relation 
extractors, co-reference modules, semantic role labelers, expected answer classifi -
ers), lexical resources (a variety of encyclopedias and gold  standard   parsed data off 
which machine learners were built) and purely engineering solutions (Apache 
Unstructured Information Management Architecture (UIMA  2012 )) and fast com-
puting hardware/databases. 

 Clinical QA systems are specifi cally tailored to the domain of medicine (for an 
overview of the QA for biomedicine consult (Athenikos and Han  2010 )). Demner- 
Fushman and colleagues ( 2007 ) developed a system of feature extractors that iden-
tify subject populations, interventions, and outcomes in medical studies. Later they 
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extended this research to create a general-purpose QA system. Weiming et al. 
( 2007 ) experimented with the Unifi ed Medical Language System (UMLS) (Lindberg 
et al.  1993 ) semantic relationships and created a system that extracts exact answers 
from the output of a Lucene-based (Lucene  2012 ) IR system; however, their 
approach requires an exact semantic match, which limits performance on more 
complex and non-factoid questions. Athenikos et al. ( 2009 ) propose a rule-based 
system based on human-developed question/answer UMLS semantic patterns; such 
an approach is likely to perform well on specifi c question types but might have dif-
fi culty generalizing to new questions. AskHermes (Yu and Cao  2008 ) fi nds answers 
based on keyword searching. The Multi-source Integrated Platform for Answering 
Clinical Questions (MIPACQ) also uses the UMLS as the backbone ontology and 
returns answers at the paragraph level (Cairns et al.  2011 ; Nielsen and et al.  2010 ). 

 A more middleware application is  Information Extraction (IE)  . IE converts the 
seemingly unstructured natural language (although linguistic studies show that lan-
guage per se has inherent expressible structure) into explicitly structured comput-
able data elements. For example, the  text   in the following sentence “Patient was 
diagnosed with cancer located in the ascending colon” will be converted to a com-
putable event data structure anchored at the event of  cancer,  where the experiencer 
is the  patient  and the anatomic location is the  ascending colon . This data structure 
is then used as the text metadata tags which are stored in databases to facilitate 
retrieval and data mining. 

 A pioneering clinical IE system is the Medical Language Extraction and 
Encoding System (MedLEE) (Friedman  1997 ,  2000 ; Hripcsak et al.  1998 ) devel-
oped at Columbia University. MedLEE has been applied to many use cases, how-
ever it is not open-sourced. Other examples of IE systems (focusing on English 
clinical text) are University of Sidney’s Health Information Technologies Research 
Laboratory’s NLP  tool   suite (Health Information Technologies Research Laboratory 
 2012 ), Health Information Text Extraction ( 2012 ; Zeng et al.  2006 ), IBM’s MedTAS 
(Mack et al.  2004 ), SymText and MPLUS (Christensen et al.  2002 ; Haug and et al. 
 1995 ), and University of Pittsburgh’s Tissue Information Extraction System (TIES) 
(cancer Text Information Extraction System  2012 ; Crowley et al.  2010 ), NOBLE 
coder (Tseytlin et al.  2016 ). Other tools developed primarily for processing bio-
medical scholarly articles include the National Library of Medicine MetaMap 
(Aronson and et al.  2000 ), providing mappings to the UMLS Metathesaurus con-
cepts, those from the National Center for Text Mining ( 2012 ), JULIE lab ( 2012 ), 
and U-compare ( 2012 ), with some applications to the clinical domain (Meystre and 
Haug  2005 ). Tseytlin et al. ( 2016 ) offer a comparison across multiple systems. 

 A mature NLP IE system is the Apache top-level project  Clinical Text Analysis 
and Knowledge Extraction System (cTAKES)   platform ( 2012 ; Savova et al.  2010a ). 
cTAKES is built within the UIMA engineering framework, which provides a solid 
basis for scalability, expandability and collaborative software  development  . The 
overarching principle is  process once, use many times  thus allowing pre-processing 
of the data, the result of which is the generation of indices to be used for retrieval 
purposes spanning a variety of use cases – from  phenotype   discovery,  cohort iden-
tifi cation  , patient care to “meaningful  use  ” of the EHR and comparative effective-
ness. These topics are discussed in the subsequent subsections. 
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 The  machine learning   components of  cTAKES   are trained on gold  annotations   of 
clinical text. cTAKES processes clinical narratives and identifi es clinical named 
entity mentions (NEs) of types Drugs, Diseases/Disorders, Signs/Symptoms, 
Anatomical sites, and Procedures per UMLS semantic types and groups. Each dis-
covered NE is assigned attributes such as text span, ontology mapping code 
(SNOMED CT, RxNORM), context (family history of, current, unrelated to patient), 
and a negation indicator. The core  cTAKES   components include following annota-
tors in this specifi c order (for details, consult Savova et al. ( 2010a )):

•    Sentence boundary detector, which is a wrapper around OpenNLP’s sentence 
boundary detector (OpenNLP Tools  2012 ), but trained on clinical data. The mod-
ule fi nds the end of the sentence.  

•   Rule-based tokenizer to separate punctuations from words.  
•   Normalizer, which is wrapper around LVG (Lexical Systems Group  2012 ) to 

standardize for example morphologically different phrases with same meaning, 
e.g. “infection”, “infecting”, “infects” normalize to the same form of “infect”.  

•   Context dependent tokenizer grouping tokens to create Date, Digits and other 
types of groupings.  

•   Part-of-speech tagger, which is a wrapper around OpenNLP’s but trained on 
clinical data. The module assigns a part-of-speech label to each word, e.g. 
“infects” is a verb.  

•   Phrasal chunker, which is a wrapper around OpenNLP’s but trained on clinical 
data to detect phrases such as noun phrases, verb phrases, prepositional phrases. 
Most concepts are expressed as noun phrases thus the noun phrases become the 
lookup window for the next module.  

•   Dictionary lookup annotator that performs a permutational lookup against a dic-
tionary database. The permutations are computed off the components within the 
lookup window, which is the noun phrase.  

•   Context annotator based on NegEx (Chapman et al.  2001 ) to link information 
with the patient or family members.  

•   Two negation discovery modules for the  user   to choose from: (1) Negation detec-
tor based on NegEx to discover whether a concept is negated or not. (2) a  machine 
learning   module (Wu et al.  2014 ).  

•   Dependency parser (Choi and Palmer  2011a ,  b ) to detect dependency relations 
between words.  

•   Semantic role labeler based on the dependency parse labels to parse the sentence 
into a predicate with its arguments (Choi and Palmer  2011 b). For example, “In 
2007, patient was diagnosed with autism”, there is a predicate associated with 
“diagnosed” which has three arguments: “the patient”, “autism” and “2007” each 
associated with a semantic role (Palmer et al.  2005 ).  

•   Drug mention annotator which is a module to populate the drug template with 
attributes for change status (started, discontinued, increased, decreased, no 
change), dosage, duration, end date, form, frequency, route, start date, strength.  

•   Temporality module to extract temporal events,  expressions   and the relations 
among them to create a patient’s timeline (Lin et al.  2016 ).   

There is an additional module for the identifi cation of the patient smoking status 
(Sohn et al.  2010 ): past smoker, current smoker, non-smoker, smoker, unknown. In 
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a typical IE application scenario, the SNOMED CT and RxNORM codes generated 
by  cTAKES   are retained as indices to the clinical narrative. Any subsequent queries 
directly go against these indices, obviating real time processing of the text. An 
NLP-based IE application thus creates metadata tags used for indexing and retrieval. 

 The open source and modular nature of  cTAKES   facilitates the possibility that 
each of the  NLP   components within cTAKES can be re-purposed within the archi-
tecture of a variety of applications such as QA and patient summarization to name 
a few. Such  repurposing   is already under way to port cTAKES to other medical 
domains (e.g. extracting information from clinical trial announcement text (Deleger 
et al.  2012 )). cTAKES is also being extended for deep  phenotyping   for the oncology 
domain (cancer.healthnlp.org.  2016 ). It has been used in a number of  translational 
research   project which are described in more detail below.  

12.2       NLP  -Based Automated De- Identifi cation   of Clinical 
Narrative Text 

 A substantial portion of clinically-relevant information for computerized  decision 
support  , patient  safety  ,  quality    improvement   and  translational research   studies is 
included in narrative text of the Electronic Health Record (EHR)    (Jha  2011 ; Meystre 
et al.  2008 ). However, the Health Insurance Portability and Accountability Act 
(HIPAA)    Privacy Rule (Health Insurance Portability and Accountability Act of 
 1996 ) requires that before clinical text can be used for research, either (1) all ele-
ments of  protected health information (PHI)   should be removed through the process 
of  de-identifi cation  , (2) a patient’s  consent   must be obtained, or (3) the Institutional 
Review  Board   should grant a waiver of consent. Studies have shown that requesting 
consent reduces participation rate, and is often infeasible when dealing with large 
populations (Dunlop et al.  2007 ; Wolf and Bennett  2006 ), for example, thousands of 
patients. Even if a waiver is granted, documents that include PHI data should be 
tracked to detect and prevent unauthorized disclosure. On the other hand,  de- 
identifi cation   removes the requirements for  consent  , waiver and tracking, and facili-
tates clinical NLP research, and consequently, the utilization of information stored 
in narrative EHR notes. 

 While manual  de-identifi cation   on a large scale is all but impossible,  NLP   can 
provide a scalable solution. Several studies have investigated the use of NLP to 
remove  PHI   elements from clinical narrative texts (Meystre et al.  2010 ). Rule-based 
approaches (Friedlin and McDonald  2008 ; Gupta et al.  2004 ; Neamatullah et al. 
 2008 ) make use of dictionaries and manually designed rules to match patterns of 
PHI elements. They often lack generalizability and require both time and skill for 
the creation of the rules, but perform better for rare PHI elements. Machine-learning- 
based approaches (Deleger et al.  2013 ,  2014 ; Gardner and Xiong  2008 ; Szarvas 
et al.  2007 ; Uzuner et al.  2008 ; Wellner  2009 ) automatically learn to detect patterns 
of PHI elements based on a set of examples and are more generalizable, but require 
a large set of manually-annotated examples. Systems using a combination of both 
methods usually obtain better results (Meystre et al.  2010 ; Uzuner et al.  2007 ). 
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Overall, the best systems  report   high recall and  precision  , often above 90 % and 
sometimes as high as 99 %. The  i2b2   2006  de-identifi cation   challenge (Uzuner et al. 
 2007 ) provided a benchmark to evaluate and compare a number of automated  de- 
identifi cation   systems (Szarvas et al.  2007 ; Arakami  2006 ; Guo et al.  2006 ; Hara 
 2006 ). In this evaluation the top systems obtained F- measures   around 96 % for over-
all PHI detection and often superior to 90 % for individual categories, with a few 
exceptions for categories such as locations (below 80 %) and phone numbers (below 
90 %). 

 Although recent advancements in  NLP   carry the promise of a highly accurate, 
automated approach to  de-identifi cation  , existing de-identifi cation systems present 
some limitations. These include exclusions of some  PHI   elements (Uzuner et al. 
 2008 ; Fielstein et al.  2004 ; Ruch et al.  2000 ), or institution and contact information 
(Gardner and Xiong  2008 ; Taira et al.  2002 ), use of only a limited set of types of 
clinical  note   to build and evaluate systems (such as pathology reports (Gupta et al. 
 2004 ; Beckwith et al.  2006 ; Berman  2003 )), discharge summaries ((Szarvas et al. 
 2007 ; Uzuner et al.  2008 ; Arakami  2006 ; Guo et al.  2006 ; Hara  2006 )), or medical 
message boards (Benton et al.  2011 ), or use of documents with synthetic PHI ele-
ments (manually de-identifi ed documents re-identifi ed with fake PHI elements 
(Uzuner et al.  2007 )). Furthermore, the effect of  de-identifi cation   and potential 
over-scrubbing on subsequent automated  information extraction   tasks is rarely 
investigated (Meystre et al.  2010 ). 

 Recent automated  de-identifi cation   efforts are moving towards overcoming those 
limitations. Aberdeen et al. ( 2010 ) evaluated their de-identifi cation toolkit (the 
MITRE Identifi cation Scrubber Toolkit,  MIST  ) on four classes of  clinical notes   
from the Vanderbilt University Medical Center (discharge summaries, laboratory 
reports, letters, and order summaries) and reported high performance (token-level 
F-measures ranging 0.934–0.996). They found variations between document classes 
(highest performance was achieved on the classes which were the richest in  PHI   
elements, such as discharge summaries). 

 Experiments were also conducted at Cincinnati Children’s Hospital Medical 
Center (CCHMC) to evaluate the MITRE Identifi cation Scrubber Toolkit (MIST) as 
well as an in-house  de-identifi cation   system on a larger set of  clinical notes   repre-
senting the variety of notes available in the EHR of a specialized children’s hospital 
(over 20 note types were included in the study) (Deleger et al.  2013 ). Furthermore, 
the effect of de-identifi cation on a subsequent IE task (the extraction of  medica-
tions  ) was investigated. Evaluation of MIST and the CCHMC system showed per-
formance that was indistinguishable from human annotators: overall precision (P) 
and recall (R) of the systems were 92.79 % (P) and 92.8 % (R) for MIST and 95.08 % 
(P) and 91.92 % (R) for the CCHMC system, while precision and recall of the 
human annotators against the gold standard were 97.68 % (P) and 90.01 % (R) for 
one annotator and 97.18 % (P) and 98.07 % (R) for the other annotator. Experiments 
on extracting medications from the de-identifi ed version of  clinical notes   as opposed 
to the original version of the notes demonstrated that the automated  de- identifi cation   
caused no signifi cant decrease in the performance of the medication extractor. 
Results also further emphasized the fi ndings that performance varies depending on 
note types and their density of  PHI   elements (Aberdeen et al.  2010 ). 
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 There are many take-home messages in these recent  de-identifi cation   experi-
ments that are likely to infl uence the decisions of Institutional Review  Boards   
regarding whether to accept the output of automated de-identifi cation systems as 
comparable to manual de-identifi cation. First, no single manual or automated de- 
identifi cation is 100 % accurate. Second, different note types have different density 
of  PHI   elements (and potentially different contexts of the same elements), and a 
 de-identifi cation   system that is trained on a mix of note types will show varying 
performance on these note types. As a result, the de-identifi cation performance of 
 machine learning   systems will depend on the frequency of PHI types in the training 
data. This is not unexpected, but health services researchers and hospital manage-
ment should be aware of the potential differences in performance for different note 
and PHI types. In addition, it has been shown that a  de-identifi cation   system trained 
on  corpora   from one institution will only be partially transferable to other institu-
tions (Deleger et al.  2014 ). Hence, researchers and IT engineers should apply out- 
of- box de-identifi cation systems more cautiously. Finally, the impact of 
 de-identifi cation   seems minimal on the effectiveness of subsequent IE of clinically 
relevant concepts.   

12.3       Phenotype Identifi cation 

 In May, 2012 the pediatric  eMERGE   network (Electronic Medical Records and 
 Genomics  ) was established. Its overarching goal is to combine the  phenotype   and 
 genotype   data into a cohesive EHR, benefi ting the patients through appropriate lev-
els of genetic counseling. Success would be a signifi cant advance in fi eld of 
Electronic Health Record Driven Genomic Research (EDGR) (Kirby et al.  2016 ; 
Kohane  2011 ). One aim of the informatics arm of a pediatric  eMERGE   project was 
to demonstrate real-time execution of phenotypic selection across two different 
pediatric institutions (Children’s Hospital Boston and CCHMC) with disparate 
EHR systems as a model for ensuring phenotypic standardization and for national 
scalability. Since 2015 the pediatric eMERGE network has entered its third phase, 
with the focus on integrating exploratory phenotypic algorithms into clinical prac-
tice and evaluation. 

 Pediatric eMERGE’s software stack in this case includes the  i2b2   platform 
(Informatics for Integrating Biology and the Bedside (Murphy et al.  2010 )) for uni-
fying phenotypic and genotypic information, Apache  cTAKES   for  NLP   processing 
of the clinical narrative, and the distributed  query   engine called the Shared Health 
Informatics Research Network (SHRINE)    (Weber et al.  2009 ). The i2b2 software 
suite integrates the EHR data with clinical research. It has been successfully used to 
identify adult  phenotypes   by combining information extracted through  NLP   with 
codifi ed data such as lab results and medication orders (Ananthakrishnan et al. 
 2016 ; Castro et al.  2015 ; Liao et al.  2010 ,  2015 ; Xia et al.  2013 ).  SHRINE   is a gen-
eral purpose clinical querying protocol that can be adapted to many types of data 
repositories (i2b2, commercial EHR data  warehouses  ) and has been deployed across 
multiple institutions (See Chap.   6    , Research Patient Data Warehousing). In 2011, 
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the Catalyst SHRINE went into production at the four main Harvard hospitals for 
the sharing of aggregate counts of patients with defi ned exclusion/inclusion criteria 
for labs, diagnoses, demographics, and medications. CARRAnet, the pediatric rheu-
matology consortium across 60 institutions, and ICN, a pediatric infl ammatory 
bowel consortium across 40 institutions, worked to test whether i2b2 and  SHRINE   
represent generalizable approaches to federated data  sharing   among institutions. 

 The pediatric  eMERGE   members are linked with the adult eMERGE network 
that was established in 2007 (eMERGE Network  2012 ; McCarty et al.  2011 ). One 
of the fi ndings is the importance of  NLP   in achieving the eMERGE goals. As Dan 
Masys, MD, former Professor and Chair of the Department of Biomedical 
Informatics at Vanderbilt University, the NIH funded center of the eMERGE 
 initiative, noted in his presentation at an Institute of Medicine workshop:  “Structured 
data alone (   ICD9     codes, labs, meds) is not enough to accurately defi ne clinical  
  phenotypes     in EHR data.”  and  “Natural language processing of clinician notes 
improves both sensitivity and specifi city of phenotype selection logic  (Institute of 
Medicine (IOM)  2010 ). ”  

 Numerous publications from the  eMERGE   research program support the impor-
tance of  NLP   of text of the EHR in  phenotyping   (for a full list of the publications, 
consult the  e MERGE website ( 2014 )). Denny et al. ( 2010 ), demonstrated that scan-
ning phenotypes in EHR and grouping patients by EHR-derived  phenotypes   and 
analyzing the genetic material of the grouped patients for known  mutations   is a 
successful approach to duplicate the fi ndings of  Genome   Wide Association Studies 
(eMERGE Network  2012 ). In the above study Denny et al. used ICD9 codes alone, 
but in a subsequent publication they proved the importance of NLP for EHR-based 
phenotyping. Kho et al., reported that “ To assess the additional benefi t of    NLP    , we 
performed a comparison of the number of cases identifi ed using structured data 
alone compared with that using both structured data and NLP at one site (Vanderbilt 
University). At this site, the use of    NLP     tools identifi ed 129 % more cases of QRS 
duration (2950 versus 1288) than did the use of structured data and string matching 
only, while maintaining a PPV of 97 %  (Kho et al.  2011 ).” Within the adult eMERGE, 
Kullo and colleagues mine the EHR clinical narrative to discover patient cohorts of 
confi rmed, possible and absent peripheral arterial disease (Savova et al.  2010b ). Mo 
et al. reviewed common features for phenotype algorithms developed within the 
eMERGE network and presented desiderata for developing a computable pheno-
type representation model (Mo et al.  2015 ). They concluded that a computable  phe-
notype   representation model should include  NLP   and text mining, and NLP-driven 
features have been widely applied for machine learning-based  phenotype   
algorithms. 

 Another network of researchers focuses exclusively on studying the pharma-
cogenomics of treatments – the PharmacoGenomics Network (PGRN). Wilke and 
colleagues ( 2011 ) provide an overview of the use of the EHR within PGRN and the 
role NLP plays in it. EHR data including the clinical narrative processed through 
 NLP   has proven accurate for quantifying disease phenotypes and treatment out-
comes such as toxicity and effi cacy. The NLP-processed clinical narrative com-
bined with medication prescription information was used to develop an algorithm to 
fi nd the drug treatment patterns a breast cancer patient has undergone (Savova et al. 
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 2011 ). This cohort was used to study genetic determinants of breast cancer treat-
ments. The Apache  cTAKES   is used to discover the disease activity of patients with 
rheumatoid arthritis, build a timeline off it to identify rheumatoid arthritis disease 
activity (Lin et al.  2013 ,  2015 ). 

 Within the pediatric domain, the team of investigators at CCHMC studied pre-
dictive models to determine whether an  epilepsy   patient is a candidate for neurosur-
gery (Cohen et al.  2016 ; Standridge et al.  2014 ). More than three million people in 
North America have epilepsy. Nearly 70 % can be controlled with medication. The 
International League Against Epilepsy guidelines suggest that when seizures cannot 
be controlled by two or more anti-epileptic drugs, the patient can be considered 
“medically intractable” and may be a candidate for neurosurgery. The team used all 
progress notes from 125 epilepsy patients considered medically intractable who had 
an evaluation for epilepsy surgery, all progress notes from 127 epilepsy patients 
who were retrospectively determined not to be intractable, and all progress notes 
from 51 patients whose progress notes were too incomplete to determine their sta-
tus.  Machine learning   algorithms were trained and evaluated to achieve an accuracy 
of 90 percent in distinguishing tractable and intractable epilepsy based on the text in 
the progress notes. Twenty-four uninformative patients were classifi ed as “maybe 
non-intractable”, 25 as “non-intractable”, and two as intractable. A subsequent 
chart review confi rmed that two patients were indeed intractable, as  classifi ed   by the 
machine-learning algorithm and should not have been classifi ed as uninformative 
by medical experts.  

12.4     Document and Patient  Classifi cation      

 Depending on the type of the translational and health care  research   question, the 
unit of analysis could be one document from the patient’s chart or the entire patient’s 
chart. For example, if the overall patient medical history is relevant, then approaches 
that permit mining the patient’s entire medical record are necessary. On the other 
hand, if the patient’s status at a particular time point is of interest, then it is more 
suitable to mine only specifi c documents. Thus,  document classifi cation   is a process 
to separate a large corpus of diverse documents into smaller homogenous subsets 
based on predefi ned criteria (supervised classifi cation) or criteria discovered from 
the corpus directly without preconceptions of the criteria (unsupervised classifi ca-
tion). The most intuitive method for document classifi cation is based on a so-called 
bag-of-words approach. The documents are converted into vectors that represent 
unordered collections of words in the documents. In a supervised method, class 
labels are manually assigned to the training and evaluation gold standard sets (e.g. 
indicating that one set of radiology reports are consistent with a diagnosis of Acute 
Lung Injury (ALI), while the second set of documents is not). The vectors are used 
to train machine-learning algorithms to develop models. Finally, the models are 
used to classify previously unseen document sets (e.g. radiology reports to assign 
the ALI label on a large scale automatically) (Solti et al.  2009 ). 
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 Patient  classifi cation      could be considered a special case of document classifi ca-
tion. Some research questions require the aggregation of information over the 
patient’s entire chart, such as whether the patient is a responder or non-responder to 
a particular treatment. In the fi rst step of patient classifi cation, all the documents and 
structured EHR entries are collected for each patient. In subsequent steps, using 
 NLP   the information is extracted from the clinical narrative documents and com-
bined with information derived from the structured entries. An aggregate vector 
representing the patient’s chart is assembled. Finally, the vectors are classifi ed with 
a similar procedure as in  document classifi cation  . In patient classifi cation the infor-
mation vectors represent patients instead of documents and the vectors might 
include information from the structured entries of the EHR, in addition to the docu-
ments. Many of the  phenotype   extractions discussed in Sect.  10.3  are examples of 
document- and patient- level  classifi cations   (Liao et al.  2010 ; Savova et al.  2010b , 
 2011 ).  

12.5      Cohort Identifi cation   

 Many translational and health care studies require the identifi cation of large cohorts 
of patients who match a set of complex criteria. The  implementation   of large EHRs 
has enabled large-scale cohort identifi cation for a variety of investigations – epide-
miology,  phenotype  / genotype   associations, biosurveillance. Brownstein et al. 
( 2005 ), conducted an infl uenza epidemiology study through monitoring patient vis-
its for respiratory illness using a real-time syndromic surveillance system. Their 
results added to a growing body of research in support of vaccinating preschool age 
children. Hansen et al. ( 2007 ) mined the EHR data in a large urban academic medi-
cal system in northeast Ohio to identify a cohort of 14,187 children and adolescents 
aged 3–18 to study the underdiagnosis of pediatric hypertension. The following 
variables were retrieved from the EHR: race/ethnicity, age, sex, weight, height, 
blood pressure, diagnosis codes, family history of hypertension codes, past medical 
history codes, problem list codes for each participant from all visits. The investiga-
tors concluded that hypertension and prehypertension were frequently underdiag-
nosed in the studied pediatric  population  . 

 Cohort identifi cation from the EHR has been used in studies related to health 
services research. The American Academy of Neurology (AAN) acknowledges that 
current evidence is insuffi cient for robust recommendations for an accurate diag-
nostic assessment and medical management of children with status epilepticus (SE) 
(Riviello et al.  2006 ). SE is defi ned in the AAN guidelines as a seizure with > 30 min 
duration that includes two or more sequential seizures without full recovery of con-
sciousness between seizures (Treatment of convulsive status epilepticus  1993 ). 
Outstanding  translational research   questions include (a) whether routine diagnostic 
testing such as blood cultures, cerebrospinal fl uid analysis and neuro- imaging   are 
indicated for the evaluation of these patients and; (b) what the prevalence of acute 
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bacterial meningitis, signifi cant intra-cranial pathology or bacteremia among these 
patients is. These are key questions for emergency department physicians, given the 
risks of radiation exposure (Stein et al.  2008 ), sedation, and invasive procedures in 
children. Prospective SE studies have been limited by low incidence (Singh et al. 
 2010 ) and low recruitment rates. Analysis of retrospective data has the advantage of 
the large number of cases potentially available. However, existing data are often 
limited by the inability to  identify   a valid cohort of children with SE. Current 
approaches to data extraction based on chief complaint or  ICD9   codes have proven 
to be rather limited. Such searches normally miss a large proportion of potential 
cases. Kimia and colleagues ( 2010 ) studied a pediatric cohort evaluated in a pediat-
ric emergency department for their fi rst complex febrile seizure. To identify the 
cohort, the authors created a  NLP   text  screening   tool which identifi ed 5744 poten-
tial patients out of which the fi nal cohort of 526 eligible patients was selected. 
Kimia et al.( 2009 ), employed the same approach. They report a sensitivity of 1 and 
specifi city of 0.957 for the  NLP   text  screening   tool. The patient cohort was used to 
study the diagnostic value of lumber punctures for fi rst simple febrile seizure and to 
assess the rate of bacterial meningitis detected among these children. 

 The translational work within  eMERGE  , PGRN and  i2b2   projects described in 
Sect.  10.3  is another example of cohort identifi cation, where the cohort members 
match  phenotypes  . Within the adult eMERGE, Kullo and colleagues ( 2010 ) mine 
the EHR clinical narrative to discover patient cohorts of confi rmed, possible and 
absent peripheral arterial disease. Within i2b2, Liao et al. ( 2010 ), developed an 
EHR algorithm to identify cohorts of patients with confi rmed, possible and absent 
rheumatoid arthritis. Patient cohort identifi cation is thus closely tied to  phenotype   
discovery using specifi c exclusion and inclusion criteria. 

 One promising area of cohort identifi cation is to automate the matching of clini-
cal trials and eligible patients by learning eligibility criteria directly from the text of 
trial announcements. This will be the next step in cohort discovery because the 
textual eligibility criteria descriptions (e.g. on the ClinicalTrials.gov website) will 
be converted into a computable format, using  NLP   without or with only minimal 
human intervention. There are multiple  groups   working on fi nding solutions for this 
task. As an initiative, researchers at CCHMC have developed an automated clinical 
trial eligibility screener to identify cohorts for pediatric clinical trials (Ni et al. 
 2015a ,  b ). The automated system uses the  cTAKES    NLP   pipeline and active learn-
ing methods to extract: (1) the eligibility criteria compiled from the inclusion and 
exclusion criteria listed in trial announcements; and (2) the demographics and clini-
cal information from patients’ structured EHR data fi elds as well as unstructured 
 clinical notes  . Leveraging information retrieval techniques, it then matched the trial 
criteria with the patient information to identify potential trial-patient matches. In a 
gold-standard based retrospective evaluation of 13 pediatric trials, the system 
achieved statistically signifi cant improvement in  screening   effi ciency and showed 
the potential of a 91 % reduction in staff screening workload (Ni et al.  2015a ). The 
system was also validated on a set of 55 pediatric oncology trials, where a potential 
of 85 % reduction in  screening   effort was observed (Ni et al.  2015b ).  
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12.6       Sentiment Analysis   

 Who cares? Who doesn’t? Why? It is the role of the sentiment expert to fi nd these 
answers in written text and  transcriptions   of conversations. Texts fi lled with senti-
ment are texts fi lled with opinions and emotions. They present specifi c challenges 
to investigators who wish to extract relevant information from free text, as for exam-
ple within an EHR.  NLP   tools are being developed that can support computational 
approaches to understanding opinions, sentiments, subjectivity, views, and emo-
tions that are found in text. These subjective data are essential to understanding why 
people make certain decisions (Hu and Liu  2004 ). 

 Concepts of opinions and sentiment need to be well defi ned because opinion 
mining and sentiment analysis are very different types of tasks. Opinion mining is 
an identifi cation problem. Opinions are a positive or negative sentiment, view, atti-
tude, emotion or appraisal. Analysis of sentiment is a  classifi cation   problem. 
Sentiments are often embedded within opinions and render the opinion positive, 
negative or possibly neutral. Sentiment analysis is conducted on text, although it can 
be done on speech as well. Text can be the electronic medical record, blogs, patient 
portals or short messages. The common thread is that the text must be digitized and 
not on paper. These texts can be semi-structured or unstructured. Semi-structured 
texts are ordered and can be assigned to a predefi ned data  model  . They have clearly 
identifi ed headings, sub-headings, tables and fi gures. As mentioned before, lan-
guage is usually dubbed as “unstructured information” although any linguist would 
argue that language does have structure. The term unstructured information is used 
to distinguish this kind of information from information residing in well-structured 
databases. Unstructured information does have some level of irregularities and 
ambiguity which are challenges  NLP   addresses. Sentiments are usually found in 
unstructured text (Table  12.1 ).

   In sentiment analysis we want to fi nd the structure in unstructured data (Liu 
 2011 ). Then, we have the opportunity to identify patterns, because they provide 
knowledge (Ackoff  1989 ). Developing the tools to analyze sentiments is a challenge 
in  translational research   and, if successful, could play a valuable role in supporting 
patient care. In the example of unstructured text in Table 10.1, a clinician fi rst asks: 
“Who doesn’t want to leave her room, Jane or the mother?” If it is Jane, what is the 
chance that Jane is afraid, abused, shy or just doesn’t like the new boyfriend? It is 
clear that computational analysis will require special algorithms. On the other hand, 
taking 50 mg of Lamictal is semi-structured. A simple  query   shows which drug and 
how much is dispensed. This illustrates the challenge of sentiment analysis, when 
applied to clinical text. 

   Table 12.1    Examples of semi-structured and unstructured text   

 Semi-structured  Unstructured 

 Current medications: 50 mg of 
Lamictal 

 Jane said that since her mother has a new boyfriend she 
doesn’t want to leave her room. 
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  Sentiment analysis  , like most  NLP  , uses statistical  machine learning   because 
these methods can fi nd structures in large data sets (see Fig.  12.1 ). There are a large 
number of machine learning algorithms that can be used, but characteristics like 
sample size, variability and the complexity of the data guide the choice of algorithm 
(Pestian et al.  2008 ; Sebastiani  2002 ).

    Sentiment analysis   has great potential to support clinical decisions. One example 
is discovering sentiments embedded in  suicide   notes, a task requiring  NLP   tech-
nologies. An international competition among over 20 international teams was held 
to determine which team and algorithm were most accurate in identifying emotions 
in 1300 suicide notes, compared to a manually annotated gold standard. Their accu-
racy, as measured by the F 1 -measure, ranged from 29 to 61 (Pestian et al.  2012 ), 
showing that current tools must be considerably improved to be clinically useful. 
Pestian et al. ( 2012 ), conducted a test of accuracy of sentiment identifi cation by 
NLP by analysis of suicidal patients. Suicidal and control patients were interviewed 
with open ended questions, transcripts were prepared, and  machine learning   was 
used to analyze the text. Based on the analysis, the origin of the text was assigned to 
either the control or suicidal group. The accuracy of assignment by machine learn-
ing compared to the actual origin (F 1 -measure) was 93.3 (Pestian et al.  2012 ). This 
shows that it is possible to accurately classify text of notes of suicidal and control 
patients, using presently available tools of  NLP  . 

 The research group also showed that this approach is generalizable. In a novel 
prospective, multimodal, multicenter, mixed demographic study,  machine learning   
was used to fuse two classes of suicidal thought markers: verbal and non-verbal and 
classify accurately. Machine learning algorithms that included spreading activation 
approaches were used with the subjects’ words and vocal characteristics to  classify   
371 subjects recruited from two academic medical centers and a rural community 
hospital into one of three groups: suicidal, mentally ill but not suicidal, or controls. 

  Fig. 12.1    Visualization patterns in 2-D and 3-D space       
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By combining linguistic and acoustic characteristics, subjects could be classifi ed 
into one of the three groups up to 85 % accuracy (Cohen et al.  2015 ; Pestian et al. 
 2016 ; Scherer et al.  2015 ; Venek et al.  2014 ).   

12.7     “Meaningful  Use  ” of the Electronic Health Record 
and Comparative Effectiveness 

 “Meaningful Use” and comparative effectiveness are hot topics widely discussed in 
healthcare. As part of the Health Information Technology for Economic and Clinical 
Health Act of 2009, health care providers using a certifi ed  EHR   are eligible for 
fi nancial incentives if they meet “meaningful use” objectives (U.S. Department of 
Health and Human Services (HHS)  2010 ). Reporting clinical quality measures 
(CQM) is one such objective. CQMs aim to quantify outcomes and quality of patient 
care (Centers for Medicare and Medicaid Services (CMS)  2012 ). Two examples of 
CQMs relevant to pediatrics are:

•     Measure 0001: Percentage of patients aged 5 through 40 years with a diagnosis 
of    asthma     and who have been seen for at least 2 offi ce visits, who were evaluated 
during at least one offi ce visit within 12 months for the frequency (numeric) of 
daytime and nocturnal asthma symptoms.   

•    Measure 0002: The percentage of children 2–18 years of age who were diag-
nosed with Pharyngitis, dispensed an antibiotic and received a group A strepto-
coccus (strep) test for the episode.    

To provide the answers to the above measures, the EHR needs to be queried. Some 
of the information resides in already structured databases (for example, diagnosis 
with  ICD-9   codes, number of visits, medication prescription), another part is within 
the clinical narrative (for example nocturnal  asthma   symptoms, the patient’s current 
medications). In previous subsections, we already introduced one application of 
 NLP  , specifi cally IE. If the clinical narrative has been preprocessed with an NLP- 
based IE system (for example,  cTAKES  ), a  query   can then be executed against the 
SNOMED CT and RxNORM codes generated by the system and used as indices for 
the clinical narrative. Thus, queries specifi c to “meaningful use” of the EHR can 
consume previously processed text. 

 Comparative effectiveness aims to measure the healthcare outcomes from one 
approach of disease management to another. As a result, new evidence of the effec-
tiveness of a new intervention or health care service is generated. The Institute of 
Medicine (IOM) states that “ the overall goal of Comparative Effectiveness    Research    
 is the generation and synthesis of evidence that compares the benefi ts and harms of 
alternative methods to prevent, diagnose, treat and monitor a clinical condition, or 
to improve the delivery of care. The purpose of CER is to assist consumers, clini-
cians, purchasers, and policy makers to make informed decisions that will improve 
health care at both the individual and    population     levels  (Institute of Medicine 
(IOM)  2009 ).” One such study is a report commissioned by the Agency for 
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Healthcare Research and Quality (AHRQ) on Therapies for Children with Autism 
Spectrum  Disorders   conducted by a team of investigators from Vanderbilt Evidence- 
based Practice Center (Warren et al.  2011 ). The variables and axes are complex and 
comprehensive; the authors used publications as their primary source of informa-
tion which were retrieved through literature searches over PubMED. This study 
addresses one of the IOM comparative effectiveness priority topics “Compare the 
effectiveness of therapeutic strategies (e.g., behavioral or pharmacologic interven-
tions, the combination of the two) for different autism spectrum disorders (ASD) at 
different levels of severity and stages of intervention.” 

 It should be obvious from these examples that one of the main goals of the mean-
ingful  use   initiative is to facilitate the widespread adoption of informatics in support 
of ongoing health services and  translational research  . Another important point to 
make is that the methods to “ query”   the  EHR   to support health services and transla-
tion research are not standard methods, yet. The fi eld is under ongoing research and 
new methods are constantly developed and existing methods refi ned.     
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    Chapter 13   
 Network Analysis and Applications 
in Pediatric Research                     

     Hailong     Li    ,     Zhaowei     Ren    ,     Sheng     Ren    ,     Xinyu     Guo    ,     Xiaoting     Zhu    , 
and     Long     Jason     Lu    

    Abstract     Networks, where nodes denote entities and links denote associations, 
provide a unifi ed representation for a variety of complex systems, from social rela-
tionships to molecular interactions. In an era of big data, network analysis has been 
proved useful in biological applications such as predicting functions of proteins, 
guiding the design of wet-lab experiments, and discovering biomarkers of diseases. 
Driven by the availability of large-scale data sets and rapid development of bioin-
formatics’ tools, the research community has applied network analysis to defi ne 
underlying causes of pediatric diseases. This will almost certainly lead to more 
effective strategies for prevention and treatment of diseases. In this chapter, we will 
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introduce classic and the state-of-the-art network analysis methodologies, 
approaches and their applications. We then provide four examples of recent research, 
where network analysis is being applied in pediatrics. These include the identifi ca-
tion of high- density lipoprotein particles that underlie the development of 
 cardiovascular disease using protein-protein interaction networks, alternative 
 splicing analysis by splicing interaction network, construction and network analysis 
of pediatric brain functional atlas, and disease relationship exploration using diag-
nosis association networks constructed by electronic health record.  

  Keywords     Network analysis   •   Network applications   •   Network prediction   • 
  Pediatric diseases  

13.1       Introduction 

 Networks, or graphs, provide a unifi ed representation for a variety of complex sys-
tems, from social relationships, e.g., co-authorship of different authors, to associa-
tions between molecular entities.  Molecular networks  , where each node denotes a 
molecule like a protein or gene and each edge denotes an association, form the 
foundation of contemporary systems biology. To date, network models are applied 
to depict a variety of biological systems. For example, protein-protein interaction 
(PPI)       networks or maps, where each node is a protein and each edge is an interac-
tion, are adopted to describe physical interactions or attachments between protein 
pairs in sets of proteins such as those found within a cell organelle, or particle (Rual 
et al.  2005 ). Gene  co-expression   networks, where each node is a gene and each edge 
indicates gene  expression   similarity, are applied to summarize similarities in  expres-
sion   patterns between gene pairs (Stuart et al.  2003 ). Transcriptional regulatory 
networks, where each node is either a transcription  factor   protein or a  target   gene, 
depict transcriptional regulatory relationships between transcription factors and tar-
get genes (Guelzim et al.  2002 ). Other common  biological networks   include meta-
bolic networks of metabolites and their chemical reactions and signal transduction 
pathways of multiple interacting genes and proteins (Zhang et al.  2010 ). Analyzing 
these large-scale networks may provide a system-level view of these biological sys-
tems and thus advance understanding of the underlying biological processes. In 
recent years, applications of network  analysis   have been proven useful in guiding 
experimental design, uncovering novel and effective prognostic biomarkers, and 
facilitating drug  discovery  . Some basic features of networks are illustrated in 
Fig.  13.1 .

   In this chapter, we will fi rst introduce tools and procedures for state-of-the-art 
biological  network   analyses and provide a few examples of their application to basic 
research on causes of pediatric diseases. Next, we will introduce the global proper-
ties of large-scale  biological networks  : scale-free topology, small-worldness, 
 disassortativity, and modular structures. In the third section, we will discuss in brief 
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four common types of network analyses and show how they have been applied: (1) 
topological analysis to identify proteins/genes of interest, (2)  motif   analysis to 
extract and identify small subnetwork  motif   structures, and (3) modular analysis to 
 cluster   large  molecular networks   to self-contained subnetworks as functional units 
or modules. Finally, examples of analyses will be provided, including (1) analysis 
of proteins and protein-protein  interactions   in subspecies of high density  lipoprotein   
particles that play a role in cardiovascular disease, (2) alternative splicing analysis 

  Fig. 13.1    Basic features of networks. Nodes or vertices are entities in a network, and edges or 
links connect pairs of nodes. The  red  edges form a path that connects nodes A and B. A hub node 
is defi ned as a node with a large number of neighbors, and a bottleneck is defi ned as a node that 
many shortest paths go through. In this sample network, the node in the  lower left  is both a hub and 
a bottleneck. Fifteen nodes in a network with 22 nodes form two different densely intra-connected 
and loosely inter-connected modular subnetwork structures called modules or communities (in 
 dashed ellipses )       
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using a splicing interaction network by AltAnalyze, (3) construction of  brain   func-
tional  connectivity maps   from neuroimaging data in children with a focus on 
attention- defi cit/hyperactivity disorder (ADHD)      , and (4) construction of diagnosis 
association network by electronic health  record  . Chapter   16     (Bioinformatics and 
 Orphan Diseases  ) and Chap.   19     (Functional  Genomics      –  Transcriptional Networks   
Controlling  Lung    Maturation   and Surfactant  Homeostasis  ) provide additional 
examples of the application of network  analysis   to studies of childhood diseases.  

13.2      Biological Networks  : Properties and Characteristics 

 Large-scale biological networks of various types are similar in a number of topo-
logical properties. They are scale-free, small-worldness, disassortativity, and modu-
lar structures. We will illustrate each of them one by one. 

 Similar to many other large-scale networks such as the World Wide Web and 
social networks, most large-scale biological networks of model organisms are 
observed to approximate a scale-free structure. Scale-free means that, for a node in 
the network, the probability distribution of the number of connections to other nodes 
(degree distribution) follows a power-law distribution, denoted as  P ( k ) ~  k  - γ  , 
where  P ( k ) is the fraction of nodes that have  k  connections to other nodes (degree  k ), 
and the degree exponential constant  γ  is a constant usually smaller than 3 (Barabasi 
and Oltvai  2004 ). Figure  13.2  shows the scale-free topology of a large- scale human 
protein-protein interaction (PPI)    network, with the PPI data from the Human Protein 
Reference Database (Goel et al.  2012 ). Scale-free topology implies that only a small 
fraction of nodes have a very high degree of connections (large number of connec-
tions), and those nodes are called hubs. Hubs are critically important to the overall 
functioning of the network. If there is an attack  targeted   at hubs, the network could be 
easily destroyed. However, compared to random network, the scale-free network are 
robust to random attack. For example, one study showed that removing up to 80 % of 
randomly selected nodes in a scale-free network would not disconnect the rest of it, 
due to the sparseness of connections for most of the nodes (Albert et al.  2000 ).

   Most large-scale biological networks have small-world property as a conse-
quence of their scale-free topology. Small-worldness can be defi ned as a network 
with high clustering coeffi cient and low characteristic path length, which means 
that nodes in network are involved in community-like subnetworks and most node 
pairs are connected via short paths (Fig.  13.1 ). For example, in a  Escherichia coli  
metabolic  network   of 287 nodes and 317 edges, where a node is a metabolite and an 
edge represents a reaction, a typical path between the most distant metabolites con-
tains only four reactions (Wagner and Fell  2001 ). The small-world property also 
contributes to the robustness of a network, because when any perturbation occurs, 
most of the network components can conduct a timely response because of the 
small-worldness. 
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 Disassortativity, which means hub and non-hub nodes are more likely to be con-
nected than randomly expected, was discovered in large-scale  PPI   as well as tran-
scriptional regulatory networks (Maslov and Sneppen  2002 ). The disassortativity, in 
accord with scale-free and small-world characteristics, strengthens the robustness 
of the network under random attack. This property also helps to separate subnet-
work structures in a network, which may correspond to functional units that per-
form particular functions in biological processes. 

 Large-scale networks are composed of functional modules that perform distinct, 
but relevant, functions (Hartwell et al.  1999 ). In biological networks, such func-
tional modules correspond to modular subnetwork structures, which are highly 
intra-connected within themselves and loosely inter-connected with each other. The 
molecules within each module are likely to be annotated with the same or similar 
function. In most large-scale biological networks, the modular structures are often 
hierarchically organized, due to hierarchical  modularity   of biological networks and 
scale-free property (Ravasz  2009 ).  

  Fig. 13.2    The scale-free topology of a large-scale  PPI   network. The node degree of a large-scale 
PPI network based on the 9th release of HPRD follows a power-law distribution (a  straight line  
after log transformation on both nodes number and nodes degree). A total of 9517 proteins and 
37,004 pairwise PPIs exist in the network       
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13.3      Network  Analysis   and Applications: Topology,  Motifs   
and Modules 

 The most common types of network  analysis   include topological,  motif  , and modu-
lar analysis. In this section, we introduce these methods of network  analysis   and their 
applications to knowledge discovery. Table  13.1  lists some online  tools  /software 
commonly used for network  analysis   together with their function and how to access 
them. Typical outputs of these analyses are shown in Figs.  13.1 ,  13.5 ,  13.7  and  13.8 .

   Network topology is often the fi rst thing to consider given a biological  network  . 
In order to quantitatively  measure   the topological structure of a network, a number 
of classic network statistics from graph theory have been adopted. Commonly used 
network statistics include degree, centrality, clustering coeffi cient, average/shortest 
path length, and graph eccentricity. These network statistics not only describe single 
nodes properties in the network, but also characterize the network as a whole. 

 In an undirected network such as a  PPI   network, node degree is defi ned as the 
number of connections linked to a node. In a directed network such as a transcrip-
tional regulatory network, the number of out-going and in-coming links of a node 
can be measured separately as out-degree and in-degree. The average degree of all 
nodes in a network is an indication of how dense or sparse the connections are. 
Similar to other real-life networks,  biological networks   are sparse, which is defi ned 

as having far fewer than the possible maximum links  
n n× −( )1

2  
  , where  n  is the 

number of nodes. The clustering coeffi cient of a node can be defi ned as the fraction 
of observed links compared to all possible links between its neighboring nodes. A 
node with clustering coeffi cient close to 1 implies that its neighbors are close to 
becoming a clique (complete graph). The average clustering coeffi cient of all nodes 
in a network is an indicator of whether they are involved in densely connected sub-
networks. The higher the average clustering coeffi cient of a network is, the more 
likely that its nodes form self-contained subnetwork modules. The shortest path 
length between two nodes is the minimum number of links needed to connect two 
nodes. Characteristic path length for a network is defi ned as the median of the 
means of the shortest path lengths of all nodes taken together. Small-worldness is 
defi ned as having high clustering coeffi cient and low characteristic path length. 

 A network can be analyzed at node level. In  biological networks  , two important 
kinds of nodes – hubs and bottlenecks, are of special interest. A hub is an infl uential 
local connector, while a bottleneck is a bridge-like connector between different 
communities (Fig.  13.1 ). A number of studies have  reported   enriched functional 
essentiality in hub or bottleneck nodes of protein-protein  interaction   networks of 
model organisms, or high correlation between topological connectivity and func-
tional essentiality (Jeong et al.  2001 ; Yu et al.  2007 ). Based on these observations, 
one application of retrieving hubs and bottlenecks is to identify important proteins 
or genes in  biological networks  . Hubs or bottlenecks in the PPI networks of human 
pathogens may help identify essential proteins for the survival of these pathogens. 
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    Table 13.1    Examples of tools (software applications) commonly used in network  analysis     

 Tool  Function  How to access 

 Cytoscape. Shannon 
et al. ( 2003 ) 

 Cytoscape is an open source 
software platform for visualizing 
complex networks and integrating 
these with any type of attribute data. 
Cytoscape supports many use cases 
in molecular and systems biology, 
genomics, and proteomics. Various 
plug-ins for analysis and 
visualization have been developed 
in addition to its core functionalities 

   www.cytoscape.org/     
 (Last update in 2016) 

 Gephi. Bastian et al. 
( 2009 ) 

 Gephi is an open source standalone 
software platform for visualizing 
networks and complex systems. 
Gephi provides topological and 
modular analysis for  biological   and 
social networks. A variety of 
plug-ins are also available for 
analysis, visualization layout, and 
applications of specifi c purposes 

   www.gephi.org     
 (Last update in 2016) 

 VisANT. Hu et al. 
( 2009 ) 

 VisANT provides a webstart 
application, a standalone Java 
application, and a batch mode for 
visualization and analysis. It has 
multiple layout options and is 
scalable to visualize genome-scale 
 biological networks  .  Users   can 
perform statistical,  motif  , and 
modular enrichment analysis using 
VisANT 

 visant.bu.edu 
 (Last update in 2015) 

 Pajek. Batagelj and 
Mrvar ( 2004 ) 

 Pajek is a standalone application 
tool for network visualization. Pajek 
supports 3D layout and can perform 
modular analysis of networks to 
decompose them into modules 

   http://mrvar.fdv.uni-lj.si/pajek/     
 (Last update in 2016) 

 tYNA. Yip et al. 
( 2006 ) 

 tYNA is a Web server that for 
biological network visualization. 
tYNA supports basic network 
 analysis   of major topological 
characteristics and  motifs   

 tyna.gersteinlab.org/ 

 JUNG. O’Madadhain 
et al. ( 2003 ) 

 JUNG, short for Java universal 
network/graph framework, is a 
Java-based open-source software 
library package. JUNG provides 
various implemented algorithms for 
network modeling, visualization 
and analysis. It is a general library 
and is not specifi c to biological 
 network    applications   

 jung.sourceforge.net/ 
 Newest release version (2016): 
   https://sourceforge.net/projects/
jung/     

(continued)
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Such proteins could be potential  targets   for developing drugs to treat infections 
caused by those pathogens. 

 A network can be further analyzed at  motif   level. A network  motif   is defi ned as 
an interconnected subnetwork structure of several nodes that occurs much more 
frequently than random expectation.  Motifs   have been identifi ed in a wide range of 
networks, such as transcriptional regulatory networks, social networks, electrical 
circuits, the World Wide Web, and ecological food webs. Figure  13.3  shows several 
types of commonly identifi ed  motifs   in directed networks. Despite different sizes, 
types, and complexity of networks, the approaches to identify network  motifs   are 
generally similar. A common method involves scanning a network for all patterns 
with several interconnected nodes, recording frequencies of their occurrence, and 
comparing pattern frequencies with those in networks that have randomly rewired 
links. A subnetwork pattern is considered a  motif  , if it has a much higher frequency 
than randomly expected, often defi ned as two or more  standard   deviations greater 
than the average number of occurrences in random networks. Different types of 
 motifs   are over-represented in networks with different types of functions. For exam-
ple, in transcriptional regulatory networks, the “feed-forward loop”  motif   is 
common.

   Moreover, modular analysis of a network could be more important, especially for 
 biological networks   which are highly modular. Structurally, they are composed of 
densely interrelated nodes of proteins or genes. These subnetworks have high con-
nectivity density and are loosely interconnected (Fig.  13.1 ). Functionally, modules 
in biological networks are those interconnected molecules that together perform 
specifi c functions. Structural modules are believed to correspond to functional mod-
ules. In the past decade, the research community has made efforts to uncover func-
tional modules through the extraction of structural modules from large-scale 
 biological networks  . Various graph clustering algorithms and methods have been 
developed or adopted for modular analysis. These methods can be roughly catego-
rized into four types based on the underlying methodologies, they are density-based, 

Table 13.1 (continued)

 Tool  Function  How to access 

 PINA. Wu et al. 
( 2009 ) 

 PINA is a Web server primarily for 
protein- protein  interaction   network 
visualization and statistical analysis. 
Important nodes such as hubs and 
bottlenecks can be identifi ed. PINA 
can perform GO term enrichment 
analysis. It has good scalability 

 cbg.garvan.unsw.edu.au/pina/ 
 (Last update in 2014) 

 N-Browse. Kao and 
Gunsalus ( 2008 ) 

 N-Browse is both a webstart 
application and a Web-server for 
visualizing  molecular networks  . It 
is connected to and integrated with 
multiple databases such as 
modMine database for biological 
data mining 

   http://aquila.bio.nyu.edu/
NBrowse2/NBrowse.html     
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partition-based, centrality-based, and hierarchical clustering approaches (Zhang 
et al.  2010 ). Many of them are implemented in the tools listed in Table  13.1 . 

 A density-based clustering method seeks to identify densely connected subnet-
work structures in a network, for example fully connected or near-fully connected 
subgraphs. Clique enumeration is a simple and straightforward density-based 
method, which can identify all cliques of up to  n  nodes (Spirin and Mirny  2003 ). 
Other density-based methods may seek to fi nd densely connected subnetworks with 
less stringent connectivity criteria than fully connected cliques. For example , Palla 
et al  developed a clustering method to identify  k -clique subnetwork structures, 
which are defi ned as unions of all cliques of  k  nodes that share  k −1 nodes (Palla 
et al.  2005 ). In a biological  network   such as a  PPI   network, proteins in a clique or 
clique-like module likely correspond to those belong to the same protein complex. 
Modules identifi ed by density-based methods can overlap with each other. Such a 
property is favored in  biological networks   because proteins and genes may partici-
pate in different functional units under different contexts. One limitation of density- 
based methods is that a module may never cover loosely connected nodes in a 
network. 

 Unlike density-based clustering methods, partition-based methods seek to iden-
tify an optimal partition of all nodes in a network based on a certain cost function, 
which measures how a particular partition fi ts the data. Such a method often starts 
with a random partition of a network, followed by iterative reassignment of nodes 
from different previous partitions until a minimal cost is achieved. In each iteration, 
the cost function is evaluated, and the method outputs a partition when a minimal 
cost is achieved. One example of such cost function is “modularity”, a score between 
0 and 1, where a higher score indicates many more within-module links and many 

  Fig. 13.3    Commonly identifi ed  motifs   in directed networks. Each letter “x”, “y”, “z”, or “w” 
indicates a node. Each  motif   is consisted of 3–4 nodes in these commonly identifi ed  motifs         
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less between-module links than expected. A limitation of such methods is that net-
work partitioning assigns nodes to distinct modules and does not allow overlapping 
modules. 

 Centrality-based clustering methods rely on network centrality statistics. One 
commonly used statistic is edge/node betweenness, which is defi ned as the number 
of shortest paths (edges that are connected by nodes) between all possible node 
pairs that pass through an edge/node. Edges/nodes with high betweenness corre-
spond to bridge-like connectors in a network, and the disconnection of which would 
result in self-contained node clusters. A classic edge betweenness based clustering 
method takes all the links in a network as input, and iteratively removes an edge 
with the highest edge betweenness (Girvan and Newman  2002 ). A network can be 
clustered into subnetwork modules after a certain percentage of edge removal. In a 
biological  network  , the resulting modules from a centrality-based clustering method 
often form a hierarchy because of the hierarchical modularity properties of biologi-
cal networks. 

 Classic hierarchical clustering methods have also been applied to  biological net-
works   clustering. In a  PPI   network, distance measures between pairs of proteins in 
a network can be defi ned by their pairwise distance (shortest path length  d ) or a 
function of pairwise distance, e.g.  d  2 . The proteins are grouped together from the 
closest in the network to the farthest. The grouping forms a hierarchy, and given a 
cutoff of the distance, proteins can be put into different clusters. One limitation of 
hierarchical clustering is that different  linkage   methods and different cutoffs would 
result in different output modules. In addition, classic hierarchical clustering algo-
rithms do not consider overlapping clusters. 

 Predicting the function of proteins is also a major application of network modu-
lar analysis in PPI networks. In PPI networks, subnetworks identifi ed via network 
clustering are likely corresponding to functional modules. Despite the variety of 
clustering methods and algorithms, protein members in each subnetwork tend to 
have the same or similar functional  annotations  , e.g., Gene Ontology  annotations   
(Berardini et al.  2010 ). Based on PPI network clustering results, proteins with 
unknown functions can be predicted to have functional annotations that are highly 
enriched for the groups they belong to (Brun et al.  2004 ; King et al.  2004 ).  

13.4     Applications of Network Analysis 

13.4.1      Protein-Protein  Interaction   Networks in High Density 
Lipoprotein Particles 

 Network analysis can be applied to characterize protein-protein interactions (PPIs) 
in complex mixtures of proteins within subcellular particles. In our recent study on 
high density  lipoprotein   (HDL), a network-based approach was employed to sys-
tematically infer the HDL subspecies. We identifi ed and characterized structural 
HDL subspecies through analysis of proteins’ co-migration patterns generated by 
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three orthogonal chromatograph separation techniques using a multi-network-based 
approach rather than previous single HDL PPIs (Li et al.  2015 ). 

 HDLs are blood-borne complexes consisting of proteins and lipids that play 
critical roles in cardiovascular disease (CVD) (Boden  2000 ; Lewis and Rader  2005 ; 
Cuchel and Rader  2006 ). There is growing controversy about how HDL prevents 
CVD. A widely accepted mechanism is called reverse cholesterol transport, where 
HDL promotes cholesterol effl ux from peripheral cells such as macrophage-derived 
foam cells in the vessel wall to transport excess cholesterol and other lipids back to 
the liver for catabolism (Franceschini et al.  1991 ). HDL is also involved in other 
CVD-protective functions, including anti-oxidation, anti-infl ammation and endo-
thelial relaxation (Watson et al.  1995 ; Naqvi et al.  1999 ; Nofer et al.  2002 ; Barter 
et al.  2004 ; Negre-Salvayre et al.  2006 ; Mineo et al.  2006 ). 

 There is evidence that  HDL   is composed of numerous distinct particle subpopu-
lations, each containing a unique protein makeup that plays critical physiological 
roles (Gordon et al.  2010a ,  b ). The major activities of HDLs rely on the cooperative 
interactions among its protein components. Recent proteomic studies on HDL have 
identifi ed upwards of 89 distinct HDL associated protein components (Gordon et al. 
 2010b ; Heller et al.  2005 ; Karlsson et al.  2005 ; Rezaee et al.  2006 ; Vaisar et al. 
 2007 ; Davidson et al.  2009 ). We developed three non-density based orthogonal 
separation chromatography techniques, including gel fi ltration chromatography 
(GF), anion exchange (AE) chromatography, and isoelectric focusing (IEF) chro-
matography, to fractionate HDL particles by molecular size, charge and isoelectric 
points respectively, and high-performance liquid chromatography/electrospray ion-
ization tandem MS (HPLC-ESI-MS/MS) was used to identifi ed the proteins within 
subpopulations (Gordon et al.  2010b ). GE separated each plasma sample into 17 
successive size-based fractions across 106 identifi ed lipid associated protein. AE 
identifi ed 140 proteins in 21 fractions. IED identifi ed 93 proteins in 20 fractions. We 
compared the existing data from 16 proteomics studies published to date and com-
piled a list of 89 high-confi dence HDL-associated proteins that were observed in at 
least three different studies and have independent. 

 To identify  HDL   subspecies, individual co-migration networks were constructed 
for each fraction from the different separation techniques (Fig.  13.4 ). Each vertex 
represented a HDL-associated protein and edges represented the local co-migration 
relationship. We developed the local Spearman’s rank correlation coeffi cient score 
(local S-score) to quantitatively measure the co-migration relationship between any 
pair of HDL proteins as local similarity. 58 protein local co-migration networks 
were constructed and merged into a comprehensive HDL interactome map contain-
ing 70 proteins and 1540 edges to illustrate the overall interactions within HDL 
proteome.

   A maximal clique identifi cation method called  Bron-Kerbosch  algorithm was 
applied within each co-migration network to discover HDL subspecies from core 
network elements. As all proteins in one subspecies have similar migration patterns, 
they tend to form a highly connected cohesive network module that can be repre-
sented by a maximum clique, which is a fully connected subset of the vertices that 
every two nodes within are connected by an edge and including any more adjacent 
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nodes. 183 candidate cliques containing at least three nodes were selected after fi l-
tering by molecular weight. Six lines of evidences were used to test the validation 
of the identifi ed subspecies, including literature analysis, GO function analysis, two 
PPIs models based on our mouse  HDL   study and two PPIs models based on our 
human genetic defi ciency disease study, and 38 of the candidate cliques are further 
selected as potential HDL sub-particles. 

 We compared our local-network approach with traditional methods on network 
construction and clique identifi cation. We assessed the accuracy of the predicted 
HDL interactome network based on known HDL PPIs deposited in the Human 
Protein Reference Database (HRPD) with sliding window, and illustrated that out 
local-network model has better  prediction   power that traditional model. We also 
constructed three PPI networks from three separation methods and only considered 
the overlapping edges and found only 5 of 352 well-known PPIs with negligible 
coverage, suggesting that our local-network method was tolerant of potential arti-
facts due to experimental perturbation. 

 We elucidated the functions of each clique by performing functional enrichment 
analysis on these cliques based on GO  annotations  . Of the 38 subspecies candidates, 
31 have signifi cant enriched functions after Benjamin correction (p-value < 0.01). 
The most enriched functions covered previously known HDL functions include 
“reverse cholesterol transport”, “anti-oxidation”, “immune response”, and “hemo-
stasis”, as well as essential functions to keep the normal cellular activities such as 

  Fig. 13.4    A local co-migration network constructed for 19th fraction of GF method. Size of the 
vertex refl ects network degree of this vertex.  Circled  subnet is a maximal clique within this net-
work, corresponding to the well-known TLF particle       
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“positive regulation of heterotypic cell-cell adhesion”. These results are consistent 
with known knowledge of  HDL   functions but suggest that subpopulations of the 
HDL particles differ in functional profi les. Furthermore, gene  knockout   experiment 
in mouse model supported the validity of these sub-particles related to three apoli-
poproteins (Gordon et al.  2015 ). Analysis of an apoA-I defi cient human patient’s 
plasma provided additional support for apoA-I related complexes .  

13.4.2      Splicing Interaction Network  Application   by AltAnalyze 

 Abnormal RNA splicing has been attributed to as much as 60 % of common and 
sporadic  genetic diseases   (Xiong et al.  2015 ; Zhang et al.  2015 ; Hull et al.  2007 ; 
Wang and Cooper  2007 ). Many pediatric diseases specifi cally involve  mutations   
that directly or indirectly impact alternative splicing, through mutation of a splicing 
factor or splicing factor binding site. These include congenital heart diseases 
(Kerstjens-Frederikse et al.  2016 ; Homsy et al.  2015 ; Lu et al.  2016 ), immunologi-
cal defects (Koh et al.  2015 ; Chen et al.  2015 ; Lucas et al.  2014 ) and neurodevelop-
ment (Schaffer et al.  2014 ). In the case of mutations that impact splicing factors, 
such as CLP1 in neurodevelopment or RBFOX in congenital heart disease, a net-
work of mis-spliced RNA products is likely to underlie the disease  phenotypes  . A 
number of network-based approaches are now under active  development   to infer 
these splicing networks and understand their involvement in larger physiological 
pathways. Recent experimental data has highlighted the importance of isoform spe-
cifi c interactions and it is likely to contribute to pediatric diseases (Corominas et al. 
 2014 ; Yang et al.  2016 ). Here we will introduce the software AltAnalyze and its 
Cytoscape plugin DomainGraph to analyze  RNA-Seq   or raw  microarray   data and 
visualize genes in splicing networks (Emig et al.  2010 ). It provides a comprehen-
sive solution to perform alternative splicing analysis on  microarray   data and visual-
ization of splicing and interaction network. It focuses at the level of proteins, 
domains, microRNA binding sites, molecular interactions and pathways. 

 AtlAnalyze performs alternative exon and functional  prediction   analyses. When 
a  user   is interested in interactions among genes in a particular pathway or gene set, 
AltAnalyze can be used to comprehensively evaluate protein isoforms and protein 
interactions. DomainGraph is a downstream component of AltAnalyze for visual-
izing biological effects of alternative spliced genes. The statistics of gene and path-
way  information   from AltAnalyze are used as input for DomainGraph.  Users   can 
import either gene or protein interactions into DomainGraph. When gene interac-
tions are imported, the focus lies on isoforms and whether they are affected by 
alternative splicing. In contrast, when protein interactions are imported, the focus 
lies on interactions between protein isoforms. If a dataset shows signifi cant up- or 
down- regulated genes, biological information (e.g. gene symbols, pathways) are 
automatically generated. The biological dataset could be visualized along with the 
isoform information (gene, transcript, exon, protein, and Pfam domains) and expres-
sion level. Users are allowed to start the analysis in AltAnalyze, and load any 
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 interesting gene, pathway or network into DomainGraph. Then the effects of alter-
native splicing are comprehensively explored and evaluated at any level (from 
network- level to exon-level). 

 When AltAnalyze is used to analyze an Affymetrix  microarray  , the input data is 
a CEL format  microarray   data. The result of AltAnalyze is a gene list with p-value 
of alternative exons with each gene. Then data are imported to DomainGraph and 
analyzed by calculating enrichment on pathway,  annotation   and alternative splicing 
event. We selected an enriched pathway ‘Apoptosis’ and load it in DomainGraph in 
pathway view (Fig.  13.5 ). Interaction and pathway information were obtained from 
public pathway database (e.g. WikiPathways (Kutmon et al.  2016 ) and Reactome 
(Croft et al.  2010 )). WikiPathways and Reactome are both free, curated and peer 
reviewed pathway database. In the pathway view, each gene is represented by a 
rectangle node, and genes are connected with directional edges to display the inter-
actions between them. Yellow boxes represent those genes in the input list with 
alternative exons.

   AltAnalyze is also easy to cooperate with other sequencing data or visualization 
software. Meta-Analysis of Affymetrix Microarray Data analysis (MAAMD) (Gan 
et al.  2014 ) is a software to perform meta-analysis on  microarray   data. AltAnalyze 
is embedded into MAAMD as a tool for splicing analysis. In another computational 
 workfl ow   for whole  genome    RNA-Seq   analysis (Soreq et al.  2014 ), an updated ver-
sion of AltAnalyze is combined to directly evaluate differential gene  expression  , 

  Fig. 13.5    Pathway view of ‘apoptosis’ pathway in DomainGraph       
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identify known and novel alternative exons and junctions and alternative Poly-A 
sites, perform combinatorial exon and junction analyses and evaluate these effects 
at the level of protein domains,  miRNA    targeting   and enriched biological pathways, 
as a fully automated and user-friendly pipeline. 

 In sum, AltAnalyze and DomainGraph are capable of providing a visualized way 
to study biological impact of alternative splicing on a pathway or network view. 
They provide several novel functions, including fi nding  miRNA   binding sites, pro-
tein domain analysis and interaction networks integrated with domain and isoform 
information from online public database. The analysis focuses on mammalian spe-
cies at genome scale. The statistical analysis on alternative splicing event from 
AltAnalyze identifi es the signifi cance of potential alternative splicing events. The 
visualized pathway network  analysis   from DomainGraph provides an  interface   to 
comprehensively understand the biological effects on specifi c group of genes and 
isoforms .

13.4.3       Detection of  Brain   Functional Connectivity  Map   
in Children with Attention-Defi cit/Hyperactivity 
Disorder (ADHD)    

 Imaging techniques, such as magnetoencephalography (MEG), positron emission 
tomography (PET), and magnetic resonance  imaging   (MRI), provide opportunities 
for analyzing both structural and functional organization of human brains. 
Traditional analysis of brain images focuses on the study of individual brain regions. 
The differences between the brains of two groups of humans (e.g., normal versus 
disease) are compared on a region-by-region basis. There are limitations to this 
approach. First, some disorders may affect a large number of brain regions, and the 
signifi cance of changes in any individual region is diffi cult to establish. Second, the 
functional impairment may be caused by abnormalities in the interconnections 
among several brain regions. To overcome these limitations, the different anatomic 
regions of the brain must be analyzed as an interconnected whole. 

 Network analysis takes into account patterns of connections among brain regions 
or voxels in digital images. Different from  molecular networks   presented in the 
previous sections, the nodes in brain networks represent voxels or brain regions, 
depending on the expected granularity of the analysis, and the edges represent the 
structural or functional connections among the different voxels or brain regions. 

 There are three main types of brain networks: structural networks, functional 
networks, and effective networks. The edges in these three brain networks represent 
physical connections, functional correlations, and causal functional relations, 
respectively. Brain networks can be represented as weight matrices or graphs. The 
forms of representation for the structural, functional, and effective networks are 
similar to one another. Topological analysis can be performed on the brain networks 
to reveal the connection patterns of different groups of  brains  , e.g., healthy versus 
 diseased  . The results of analysis can reveal the topological differences that cannot 
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be revealed by traditional non-network based approaches. The topological differ-
ences can provide new insights into the mechanism of the diseases. 

  Attention Defi cit Hyperactivity Disorder (ADHD)   is a psychiatric disorder char-
acterized by clinical symptoms of inattention, impulsivity, and hyperactivity. This 
condition affects 5–8 % of school age children, and usually persists into adolescence 
and adulthood. Clinical diagnosis of  ADHD   is based on behavioral information 
gathered from  parents   and school. Depending on the number and type of symptoms, 
a child can be diagnosed with one of three ADHD presentations: primarily inatten-
tive (ADHD-I), primarily hyperactive (ADHD-H) or combined subtype (ADHD-C) 
(Association  2013 ). Despite its high prevalence, the precise etiology and pathogen-
esis of ADHD remains unclear. 

 To study ADHD, Tan L et al. designed a novel network based method. In this 
method, rsfMRI images from ADHD200-NYU dataset was fi rstly segmented into 
351 regions according to CC400 atlas. CC400 atlas was generated via a two-level 
spatially constrained spectral clustering algorithm using the ADHD-200 dataset 
(Dai et al.  2012 ; Colby et al.  2012 ; Sato et al.  2012a ,  b ;  2013 ), and was made pub-
licly available by NeuroBureau at the competition website. Secondly, functional 
volume, a feature extraction method invited by the author (Tan  2015 ), was used to 
extract features from each region. Functional volume counts non-zero fALFF coef-
fi cients voxels as a measure of brain volume that was actually active during  fMRI   
 imaging  . Thirdly, the region mean functional volume was calculated across all brain 
images. Lastly, Pair-wised Pearson’s correlation between the mean functional vol-
ume was calculated to construct a 351 × 351 connectivity matrix. The matrix was 
transformed to a binary graph (Fig.  13.6 ), where nodes represent brain regions and 
edges represent undirected connections.

  Fig. 13.6    An example of a functional  brain   network generated from  fMRI   data. The whole brain 
is parcellated into 116 brain regions based on AAL template       
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   For the topological analysis, global effi ciencies and local effi ciencies of brain 
networks are compared with those of the random  networks   (i.e., nodes are randomly 
connected) and regular networks (i.e., nodes are connected to a fi xed number of 
other nodes). The patterns of the changes in the network effi ciency supported the 
notion that  ADHD   promoted a shift from small-world networks toward regular net-
works. Despite several recent successes, there are still many challenges on applying 
 network   approaches to study brain diseases. Further studies are necessary to address 
questions such as why there is a network topological alteration, when the changes 
in network topology fi rst occur. 

13.4.4      Network Analysis in Electronic Health Record 

 Network analysis has been applied on electronic health record (EHR)    study. As 
early as 1863, clinical data has been believed to be capable of revealing more of the 
relative value of particular operations and models of treatment (Nightingale  1863 ). 
However, traditional paper-based health record apparently inhibits effective usage 
of those data, considering the diffi culties of data collection and analysis. Nowadays, 
an EHR is a systematized collection of patient and  population  ’s health information, 
which are electronically stored in a digital format (Gunter and Terry  2005 ). With an 
EHR system, data would be collected quickly and are constantly being accumu-
lated, making it possible to reuse those valuable data with a goal of improving 
health care  quality  . 

 EHR system commonly treats one patient as an entity, which is associated with a 
range of data, including demographics, medical history, allergies,  immunization sta-
tus  , laboratory test results, radiology images, etc (Dick et al.  1997 ). These records can 
be shared among health care providers, insurance companies, and pharmacy. Utilizing 
Internet, information in EHR can be exchanged timely and accurately. Secondary or 
research use of EHR data has been making rapid progress in recent years. Research 
on EHR data can be generally categorized into clinical and  translational research  , 
public health surveillance for emerging threats, and healthcare quality measurement 
and improvement (Safran et al.  2007 ). It is clear that EHR data may not directly lead 
to knowledge. Various data mining approaches are necessary to extract knowledge 
from those large of amount of data. Network analysis is one of analysis approaches 
to reveal associations, patterns and trends hidden in the EHR data. 

 One of EHR applications is diagnose association network (Hanauer et al.  2009 ). 
In this work, 1.5 million free  text   problem summary list diagnoses of about 327,000 
patients were obtained from an EHR system. With  text analysis  , 20,705 unique 
diagnose terms were selected based on all summary notes. Due to the variability of 
wording in the free text summary, manual text processing was further applied to 
combine same concept with different wording. These data were loaded into their 
Molecular Concept Map (MCM) application. Odds ratios (ORs) and p-value were 
calculated for all pairwise associations. Figure  13.7  displays a diagnosis association 
network with problem category.
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   Constructed diagnosis association network consists of many well-known asso-
ciations, as well as unexpected associations. While those known associations could 
be good validation tools to support the signifi cance of the network, unexpected 
associations may provide new knowledge to us. Figure  13.8  demonstrates two 
exemplary sub-network of the overall diagnosis association network. Figure  13.8a  
shows a graph with centered diagnosis term “non-insulin dependent diabetes 
 mellitus”. All the associated diagnosis terms, such as “hypertension”, “hyperlipid-
emia”, and “coronary artery disease” are the most common terms in the problem 
summary lists related to diabetes mellitus. Figure  13.8b  shows a sub-network with 
unexpected associations. This graph includes a few known terms related to gynecol-
ogy. However, “irritable bowel” and “fi bromyalgia” are not expected. Intriguingly, 
recent independent reports (Arnold et al.  2006 ,  2007 ) demonstrated the association 
between “vulvodynia” and both “Fibromyalgia” and “Irritable bowel”. This indi-
cates the association network may be used to predict new diagnosis terms associa-
tion that yet to be well-known so far.

   Even though network-analysis has been successfully applied in  EHR   data min-
ing, there are still many challenges in the secondary use of EHR. For example, 
quality and completeness of data are often problematic in the data. Also, free text 
diagnosis reports bring diffi culties in effective text mining. How to prevent patient 
 privacy   is another issue often discussed. Further studies are needed to address both 
technical and clinical questions .   

  Fig. 13.7    Diagnosis association network with 1106 nodes and 1939 associations (ORs > 100.0 and 
p-value <1.0 × 10 −10 ). Size of nodes refl ects number of times it appears in the summary lists, and 
colored is marked according to category. This fi gure was originally published in (Hanauer et al. 
 2009 ), and is reused with  permission         
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13.5     Summary 

 In this chapter, we discussed general biological  network    analysis   and the applica-
tions of analyzing network topology and subnetwork structures. We also provided 
four frontier examples of network  analysis   in understanding pediatric diseases. In 
general, biological network  analysis   has been proven useful in applications such as 
protein function  prediction  , guiding wet-lab experiment design, and disease status 
and prognostic biomarker discovery. And the applications of network  analysis   have 

  Fig. 13.8    Examples of diagnosis associations. ( a ) Sub-network with well-known clinical associa-
tions. ( b ) Sub-network with unexpected associations. Figures were obtained from (Hanauer et al. 
 2009 ) with  permission         
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gone beyond molecular entities to characterize many other complex relationships 
between entities, e.g.,  brain   regions, in biomedical research. Applying network 
 analysis   in understanding and treating complex diseases such as cancer has just 
commenced in recent years. General applications of network  analysis   in pediatric 
diseases are sporadic and have not yet been systematically investigated. Much more 
efforts are in need in the fi eld, and we foresee major breakthroughs using knowl-
edge derived from network  analysis   and applications for pediatric disease diagnosis 
and treatment.     
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    Chapter 14   
 Genetic Technologies and Causal Variant 
Discovery                     

     Phillip     J.     Dexheimer     ,     Kenneth M.     Kaufman      , and     Matthew T.     Weirauch     

    Abstract     The widespread availability of next-generation sequencing (NGS) has 
transformed our understanding of human genetic variation and its impact on human 
health. This chapter describes the most common DNA sequencing technologies 
available to research and clinical laboratories today, and resources for interpreting 
the functional impact of genetic variants identifi ed with these technologies. Targeted 
genetic capture techniques were developed to dramatically decrease the cost of 
determining variant genotypes, although as prices decrease many of the advantages 
of targeted experiments diminish. Targeted whole exome sequencing is used to 
identify variants that alter the amino acid sequence of a protein. Sequencing can 
also be performed for the whole genome, enabling the identifi cation of variants that 
fall within non-coding regions, which might alter the expression of a gene by dis-
rupting regulatory sequences such as transcription factor binding sites. Careful con-
sideration of the study design, particularly the use of prior knowledge about the 
phenotype in question, family history, and the availability of affected and unaf-
fected family members, increases the chances that meaningful results are obtained. 
Identifying variants in the short, error-prone sequencing reads generated by modern 
technologies is challenging, although software packages exist that mitigate the most 
common types of errors. The most diffi cult task in analyzing results is interpreting 
the functional impact of putative variants and differentiating between clinically 
reportable variants and variants of unknown signifi cance (VUS) or variants within 
genes of unknown signifi cance (GUS). Additional information, such as population 
allele frequencies, genetic inheritance patterns, and functional genomics data, can 
help to identify the variants most likely to be involved in disease pathogenesis.  
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14.1       Introduction 

 Sequencing technologies have rapidly evolved over the last two decades. Traditional 
chain-termination, or “Sanger” sequencing, continues to be an important part of 
both clinical and research applications. Sanger sequencing has a very low error rate, 
and is considered the “gold standard” in identifying variants. However, per-base 
costs remain very high and throughput remains very low compared to more recent 
technologies. Modern applications typically use one of the many “next-generation” 
sequencing (NGS) technologies, which are characterized by extremely high 
throughput, low per-base costs, and a higher error rate. 

 The widespread availability of these technologies has transformed our under-
standing of human genetic variation and its impact on human health. In this chapter, 
we describe several of the most common technologies available to research and 
clinical laboratories today, considerations for effective study design, and resources 
for interpreting the functional impact of variants identifi ed with these 
technologies.  

14.2     Overview of Next-Generation Sequencing Technologies 

 A variety of alternative technologies have come to market since ~2005. Despite the 
immense variety they represent, these technologies are typically lumped together 
under the umbrella of “next-generation”. In this section, we provide an overview of 
several of these disparate technologies, focusing on those marketed under the brands 
Illumina, Ion Torrent, and Pacifi c Biosciences (Table  14.1 ). This section is not 
intended to be an exhaustive survey of the fi eld, and several interesting technologies 
are left out. Rather, our intent is to illustrate the variety of techniques used to achieve 
large scale sequencing and discuss some of the most widespread machines.

14.2.1       Sequencing by Synthesis (Illumina) 

 Sequencing by synthesis was developed by Solexa, Ltd, which was acquired by 
Illumina in 2007. For this reason, the terms “sequencing by synthesis”, “Illumina 
sequencing”, and “Solexa sequencing” are used interchangeably. The fundamental 
idea behind this technology is to measure the order of nucleotides incorporated dur-
ing second strand synthesis (Bentley et al.  2008 ). 
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 Standard library preparation begins by randomly fragmenting DNA to a size of 
several hundred nucleotides. Custom adapters that contain primer sites for amplifi -
cation and sequencing reactions are ligated to the resulting double-stranded frag-
ments. These adapters are complementary to each other on the end closest to the 
fragment of interest, but are intentionally non-complementary for much of their 
length. These “fl oppy ends” result in a Y-shaped adapter, which is critical for the 
effi ciency of library preparation. More recently, custom transposons have been used 
to perform the fragmentation and ligation steps in a single tagmentation reaction. 

 The sequencing substrate, called a fl owcell, is a glass slide covered in a fi eld of 
fi xed oligonucleotides. The single-stranded library is introduced across the fl owcell 
at a rate and concentration such that individual molecules hybridize randomly 
across the entire fi eld. The fl owcell then undergoes repeated rounds of bridge ampli-
fi cation. In this process, individual molecules are bent over to allow their free end 
to hybridize to a different probe on the surface of the fl owcell, followed by second 
strand synthesis and denaturing. After several rounds of this process, the individual 
molecule is replicated tens of thousands of times in a very localized area of the 
fl owcell, creating distinct clusters of unique fragments. 

 Once these clusters have been formed, sequencing can begin. Modifi ed nucleo-
tides that include a fl uorescent marker and a blocking element on the 3′ end are 
introduced, which are incorporated into second strand synthesis. The presence of 
the blocker guarantees that only a single nucleotide can be incorporated onto any 
fragment, permitting the mixture to include all four nucleotides. Once incorporation 
is completed, the fl uorescent markers are excited and imaged. A chemical is intro-
duced that cleaves the blocker from the partial second strand, and the process begins 
again with a new fl ow of nucleotides. Each cycle thus produces an image of the 
fl owcell with colored dots at the position of each cluster. Critically, the clusters 

   Table 14.1    Comparison of popular next-generation sequencing instruments   

 Instrument  Technology  Read length 
 Approximate 
cost/Gb  Instrument list cost 

 Illumina MiSeq  Sequencing by 
synthesis 

 Up to 
300 bp 

 $90  $125,000 

 Illumina NextSeq  Sequencing by 
synthesis 

 Up to 
150 bp 

 $30  $250,000 

 Illumina HiSeq 
2500 

 Sequencing by 
synthesis 

 Up to 
150 bp 

 $30–45  $740,000 

 Illumina HiSeq X 
Ten 

 Sequencing by 
synthesis 

 Up to 
150 bp 

 $7  $1,000,000 

 Ion PGM  Semiconductor 
sequencing 

 Average 
400 bp 

 $375  $50,000 

 Ion Proton  Semiconductor 
sequencing 

 Average 
200 bp 

 $120  $150,000 

 Pacifi c 
Biosciences 
Sequel 

 SMRT sequencing  Average 
10–15 kb 

 $85  $350,000 
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themselves do not move between rounds. By registering and analyzing a series of 
these images, the sequence of each distinct cluster can be determined. 

 This technique has been used, with minor modifi cations, in all of Illumina’s 
sequencers. Improvements have focused on increasing cluster density without mak-
ing adjacent clusters indistinguishable and reducing the time necessary for imaging. 
The most recent iterations use a patterned fl owcell with preconfi gured clusters 
inside nanowells, which improves both density and separation of clusters. Nearly all 
errors in this technology affect only a single nucleotide; erroneous insertions and 
deletions are rare. Because of the extended time spent in synthesis, error rates char-
acteristically increase over time as the polymerase begins to fail.  

14.2.2     Semiconductor-Based Sequencing (Ion Torrent) 

 A very different sequencing technique was developed by Ion Torrent Systems, Inc. 
Rather than relying on imaging or reporter assays, Ion developed a semiconductor 
sensor that detects ions liberated during a standard nucleotide incorporation event – 
thus yielding a much simpler, cheaper system (Rothberg et al.  2011 ). After a series 
of acquisitions and mergers, Ion Torrent is currently a part of Thermo Fisher. 

 Library preparation proceeds similarly to the Illumina system, with fragmenta-
tion, ligation, and amplifi cation steps. However, the amplifi cation substrate is a 
magnetic bead rather than a glass slide. Amplifi cation is performed in an emulsion 
Polymerase Chain Reaction (emPCR) consisting of microdroplets containing an 
adaptor-ligated library and beads within oil. Concentrations and both fragments and 
library must be carefully adjusted to ensure that each droplet contains no more than 
one molecule of template and one bead. Following amplifi cation, the emulsion is 
broken and amplifi ed beads are separated from empty beads. Each bead contains 
approximately 800,000 clonal copies of template. 

 These beads are then loaded onto a disposable semiconductor containing mil-
lions of microwells, sized such that only a single bead fi ts into each well. The actual 
sequencing reaction is very similar to pyrosequencing. Individual nucleotides are 
introduced and incorporated onto the second strand by a bound DNA polymerase. 
As part of the incorporation reaction, a single proton is liberated per nucleotide. 
This proton changes the pH in the well by a minute amount, which is detected by a 
sensor in the bottom of the well. 

 The advantages of this technique are largely in its simplicity. The sequencer 
requires no optics, no specialized reagents, no extended time to image. The sensor 
uses standard semiconductor construction techniques, which have been optimized 
and refi ned over the last several decades. The result is a relatively inexpensive 
sequencer that runs very quickly. However, like pyrosequencing, the Ion sequencers 
are easily confused by homopolymer runs in the template. In principle, the change 
in pH is directly correlated to the number of incorporated nucleotides in any one 
event, but in practice it is diffi cult to reliably determine homopolymer lengths over 
about fi ve nucleotides.  
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14.2.3     SMRT Sequencing (Pacifi c Biosciences) 

 Single Molecule Real Time (SMRT) Sequencing is a more recent technique, devel-
oped by Pacifi c Biosciences (Eid et al.  2009 ). As the name implies, this technique 
does not rely on the clonal amplifi cation of a sequencing library; instead, an indi-
vidual molecule of DNA is directly sequenced. Read lengths are also vastly 
improved, in the tens of kilobases range as opposed to the hundreds of bases pro-
duced by other technologies. 

 Library preparation is again similar in spirit to the other technologies, though 
instead of ligating sequences for amplifi cation or hybridization, a closed loop is 
ligated onto each end of the double-stranded library, producing a “dumbbell” shape 
and effectively circularizing the template. 

 The sequencing substrate is a specially engineered surface containing an array of 
zero-mode waveguide (ZMW) nanowells. These wells are small enough that they 
interfere with light, allowing only the bottom 20–30 nm to be illuminated from 
below. A single DNA polymerase is bound to each template molecule, and then 
attached to the bottom of a ZMW. Nucleotides with phospholinked fl uorescent tags 
are then introduced and allowed to incorporate. Each incorporation event causes the 
release of the associated fl uorescent tag within the viewable region of the ZMW, 
which is imaged in real time. 

 Because the polymerase is not repeatedly interrupted, very long reads are possi-
ble. Further, because the template is circularized, each molecule can be sequenced 
several times. These factors help to mitigate the relatively high error rate of SMRT 
sequencing, by permitting consensus sequencing of single molecules.   

14.3     Targeted vs Whole Genome Sequencing 

 Several approaches can be used for leveraging NGS technology to detect disease 
causing variants or explore various biological processes. The most comprehensive 
approach is to perform whole genome sequencing (i.e., sequencing the entire 
genome of an individual). An alternative approach is to use DNA probes to isolate 
and enrich only certain regions of the genome of interest, which are then sequenced. 
For example, this approach is widely used to target the exons of all known genes in 
whole exome sequencing. Alternatively, a custom targeted array may be used to 
enrich for a small number of genes of interest. Whole genome sequencing generates 
the greatest amount of information about the genome. These data sets offer the 
potential to not only identify variants that alter the amino acid sequence of a protein 
but also variants that could alter gene regulatory regions. In addition, whole genome 
sequence can be used to identify chromosomal rearrangements and copy number 
variations. While complete coverage of the genome might be benefi cial in some 
situations, there are some drawbacks. The cost of whole genome sequencing is 
higher than a more targeted approach such as whole exome sequencing. The amount 
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of data generated is ~ 50 times greater than whole exome sequencing, which results 
in greater bioinformatic burden. Interpretation of the functional impact of non- 
coding variants in introns or intergenic regions is much more diffi cult than amino 
acid-altering variants (discussed below). Often, the overall coverage (i.e., average 
number of sequencing reads per base) is lower in whole genome data sets compared 
to targeted sequencing approaches. This lower coverage can result in less reliable 
variant calling and increase the number of false positive results. 

 Whole exome sequencing is often used due to the lower cost, increased coverage 
and easier interpretation of the results. Often, the fi rst variants to be analyzed are 
those that alter the amino acid sequence of a protein. Due to our understanding of 
gene structure and codon usage, it is much easier to identify variants that could have 
a biological impact on protein function by altering amino acids. This approach will 
be successful if the disease relevant variant is located in a targeted exon. However, 
if the disease relevant variant is located in an intron or gene regulatory region it will 
not be detected, as only ~5 % of the genome is sequenced in whole exome 
sequencing. 

 A viable approach to address the shortcomings of both whole genome and whole 
exome sequencing is to utilize a custom targeted sequencing approach. In such tech-
niques, if a small region of the genome is suspected to contain relevant variants, 
only this region will be enriched and sequenced. A similar strategy can be used if a 
list of candidate genes are identifi ed that are thought to be involved in disease. In 
custom targeted sequencing approaches, introns, exons and intergenic regions can 
be targeted. Often these data sets are much smaller than whole exome sequencing 
but provide even more coverage than exome sequencing. This results in overall 
lower cost and greater accuracy in variant calls.  

14.4     Alignment and Variant Calling 

 A variety of current and historical market pressures mean that, as of this writing, 
short-read sequencers, primarily from Illumina, dominate both the research and 
clinical landscapes. The individual sequences produced by these sequencers are too 
short to reliably assemble into a complete genome (Alkan et al.  2011 ), so current 
variant calling techniques require that sequences fi rst be aligned to a reference 
genome. We note that the increasing availability of long-read sequencers makes 
hybrid assembly/alignment techniques more feasible (Chaisson et al.  2015 ), but we 
do not address those techniques here. 

 The volume of short reads generated by a single experiment demands that align-
ment algorithms execute incredibly quickly, and the older heuristic-based algo-
rithms (Altschul et al.  1990 ; Kent  2002 ) lack suffi cient speed and sensitivity in such 
a setting. The fi eld has coalesced around several programs that use the Burrows- 
Wheeler Transform to rapidly fi nd exact matches. Successful programs (Langmead 
et al.  2009 ; H. Li and Durbin  2009 ) also include heuristic-based methods to permit 
inexact matches (within user-specifi ed bounds). A key output of these algorithms is 
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a measure of confi dence in the mapping, quantifi ed as a mapping quality. This met-
ric is primarily used to distinguish reads that have an ambiguous origin – due to 
repetitive sequence in the genome, for instance – from those which can confi dently 
be assigned to a single position in the genome. 

 Identifying variation in a sequenced patient is a diffi cult balance between sensi-
tivity and specifi city. Biases and errors introduced during sequencing and alignment 
can lead to artifactual variants or mask true variants, misleading naïve algorithms. 
The most successful algorithms use a variety of techniques to mitigate known biases 
and meaningfully balance sensitivity and specifi city. 

 One of the most popular variant calling algorithms is employed in the Genome 
Analysis Toolkit (GATK) (DePristo et al.  2011 ; 1000 Genomes Project et al.  2012 ). 
The techniques used in GATK are illustrative of the best practices in the fi eld. 
Before variant calling even begins, the GATK pipeline includes several steps to 
minimize known biases and errors introduced by the sequencer and short read align-
ers. The variant calling process itself is designed to be as sensitive as possible; 
specifi city is managed by a  post hoc  fi ltering process. 

14.4.1     Variant Calling Data Pre-processing 

 Preprocessing proceeds through three phases, each addressing a specifi c bias. The 
fi rst phase, realignment, addresses shortcomings of short read aligners in the face of 
insertions and deletions (indels). Aligners score gaps differently depending on 
which part of the sequencing read is affected, which means that multiple reads span-
ning a single gap will be aligned differently. During the realignment stage, putative 
indels are identifi ed in the alignment. These can simply be specifi ed as a set of 
known indels that have previously been identifi ed, or based on a scan of the align-
ments for a particular patient searching for regions with a large amount of noise. 
Once the putative indels have been identifi ed, a slower, more sensitive Smith- 
Waterman based aligner (Smith and Waterman  1981 ) can be applied to each region. 
Applying this correction helps to reduce the number of false positive variants in the 
vicinity of indels that are simply caused by misalignment. 

 The second phase of preprocessing deals with the presence of PCR-derived read 
duplicates. Several phases of library preparation include PCR amplifi cation, par-
ticularly in a targeted sequencing experiment. If, through random chance, a particu-
lar allele is excessively amplifi ed, it may alter the ratio of sequenced alleles enough 
to cause a miscall. This phase identifi es putative duplicates by examining the aligned 
coordinates and strand of each read, and removes any such duplicates from consid-
eration. In addition to improving the quality of eventual calls, identifying duplicates 
is a useful quality control metric. Libraries with an excessive amount of duplication 
can suffer from other unknown biases, and should be removed from further 
analysis. 

14 Genetic Technologies



284

 In the fi nal phase of preprocessing, base quality scores are adjusted. Sequencers 
estimate the probability that a particular base has been miscalled based on, e.g., the 
relative difference in fl uorescent intensities. The recalibration phase attempts to 
empirically adjust these error rates. Base quality scores are stratifi ed according to a 
set of technology-specifi c covariates. For Illumina sequencing, these covariates 
include the position of the base within the read and the local context of each base. 
After removing bases that align to sites of known variation, an empirical mismatch 
rate is derived from the bases with each combination of covariates. Comparing these 
empirical scores to the native quality score yields adjustments for each covariate/
quality score pair. Finally, the quality score for each base is adjusted by applying 
every relevant covariate. In this way, the accuracy of each basecall is made substan-
tially more accurate, making this phase of data analysis crucial for accurate variant 
calling.  

14.4.2     Variant Calling 

 Variant callers typically employ Bayesian methods to account for the information 
present in reads while still maintaining stringency over billions of potential sites in 
a given experiment (R. Li et al.  2009 ; DePristo et al.  2011 ). The Bayesian use of 
prior probabilities allows the algorithms to properly account for the relative rarity of 
variation at any particular site and still call a variant when the evidence supports it. 
When weighing this evidence for variation, it is critical to have an accurate estimate 
of the quality of each base call, which is the reason for the importance of base qual-
ity recalibration. 

 While next-generation variant callers have typically only considered a single site 
at a time independently of all other sites, GATK has recently developed an approach 
that considers variation across a region. The ‘HaplotypeCaller’ module fi rst defi nes 
regions on the order of several hundred nucleotides in length that contain signifi cant 
evidence for variation. The reads in these regions are assembled into putative hap-
lotypes, which are then aligned back against the reference genome using the Smith- 
Waterman algorithm in order to determine sites of variation. Each read in the region 
is then aligned to each potential haplotype in order to determine the likelihood of 
the haplotypes. From these haplotype likelihoods, a likelihood of each allele at each 
variant site is determined. Finally, these allele likelihoods are used as the input to a 
Bayesian algorithm that determines the most probable genotype of each sample at 
each site in the region. Since this algorithm considers all of the variation in a region 
at the same time, it is less likely to be misled by small structural changes that lead 
to misalignment and have classically caused errors in variant calling. In addition, 
physical phasing of variation over each considered region is output. Typically, sen-
sitivity of calling is emphasized in this stage, and the results are fi ltered after the fact 
to enhance specifi city. We discuss fi ltering techniques in Sect.   14.6    .   
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14.5     Effective Study Design 

 Before NGS is undertaken, careful consideration needs to be taken to determine if 
this technology is applicable and to establish an effective study design. A typical 
whole exome sequencing data set for an individual will identify 50,000–70,000 
variants, whereas whole genome sequencing will identify 3–4 million variants. The 
goal is to reduce these numbers to a few variants that either cause disease or are 
strong candidates to produce the phenotype being studied. If the phenotype is com-
plex and involves common variants or environmental factors, it will be diffi cult to 
identify the causative variants due to the small sample size and large number of 
variants. On the other hand, if the disease is rare, there is a strong family history or 
an extreme phenotype, then NGS technology is likely a good approach to discover 
the underling genetic basis of disease. 

 Study design requires knowledge of the family history, availability of samples 
and predictions on the mode of inheritance. If the mode of inheritance follows a 
dominant model it will be extremely diffi cult to identify a causative variant due to 
the large number of heterozygous variants found in all samples. For dominant mod-
els, large cohorts of affected individuals and ideally controls are necessary to estab-
lish association between a specifi c variant and disease. Variants that follow a 
recessive model are more easily identifi ed because the number of variants that fi t 
these models are smaller. For example, only 1 out of 10,000 individuals would be 
expected to be homozygous for a variant with a minor allele frequency of 1 % in the 
general population. Such variants are easily identifi ed and would be strong candi-
dates for causation if the gene’s function is consistent with the phenotype. 

 Often, a trio study design is utilized in which both parents and the proband 
(affected individual) are sequenced. For an effective trio study design, both parents 
should be unaffected with respect to the phenotype being examined. The genetic 
profi le of the parents is used to identify variants in the proband that fi t specifi c mod-
els of inheritance. For example, a de novo model would predict that both parents are 
homozygous for the reference allele and the proband is heterozygous for a polymor-
phism that was spontaneously generated early in development. Other models include 
a recessive homozygous inheritance pattern, where both parents are heterozygous 
for the same variant and the proband is homozygous for the alternate allele. If either 
parent is homozygous for a variant found in the proband, then it is discarded as a 
candidate variant because the parent is unaffected. A third model involves com-
pound heterozygous variants in the same gene. Each parent contains a different 
heterozygous variant in the same gene. While each variant can affect gene function, 
the presence of a normal copy of the gene prevents disease in the parents. The pro-
band inherits both heterozygous variants and the result is that both copies of the 
gene are affected, leading to disease. In a typical trio analysis, the number of candi-
date amino acid altering rare recessive homozygous variants or de novo variants is 
less than fi ve. Compound heterozygous variants are usually found in less than 10 
genes. 
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 If parental DNA is not available for analysis, then a singleton approach can be 
taken. Homozygosity for rare amino acid altering variants or genes with multiple 
heterozygous variants can then be identifi ed. However, the lack of parental sequence 
will result in lists of candidate variants that can exceed ten times the number of vari-
ants identifi ed in a trio analysis. The ability to sequence unaffected siblings can be 
benefi cial, since this will enable the removal of candidate variants where the same 
mode of inheritance can be detected in the unaffected sibling. However, often unaf-
fected siblings do not provide enough of an advantage to warrant the cost of 
sequencing. More distantly related unaffected family members provide even less 
benefi t, as the number of commonly inherited variants is less than for a sibling. 
Conversely, additional affected family members can be a benefi t, as the more often 
a variant is found in multiple affected family members, the stronger the candidate is 
for causing disease. This is especially true the more distantly related the family 
members are.  

14.6     Filtering Genomic Data 

 In order to identify disease causing variants, NGS data must be fi ltered to a manage-
able amount of variants and genes that can be evaluated and prioritized. Variants can 
be fi ltered based on a number of different characteristics. These can include quality 
control measurements, predicted functional effects and allele frequency based on 
large population genetic studies. While NGS generates highly accurate data, it must 
be remembered that the vast majority of data will match the reference genome and 
is thus discarded. The sequences of interest are the differences between the sample 
genome and the reference genome. Such differences can be caused by actual DNA 
variation or sequencing artifacts. Thus, an unfortunate consequence of calling vari-
ants is that sequencing artifacts are concentrated in the data set used for analysis. 

 Often the variants identifi ed in the individuals being studied are tabulated in a 
VCF (variant call format) fi le (Danecek et al.  2011 ). This is a text based fi le that 
contains the chromosomal location of the variant, overall quality statistics of the 
variant in all samples called, as well as individual sample statistics and features of 
the variant. Some of the commonly reported features include the read depth (num-
ber of reads containing the variant), allele depth (number of reads with the reference 
and alternate allele) and a genotype quality score representing the probability that 
the called genotype is accurate. The VCF fi le format is fl exible – while some fea-
tures are required such as chromosome and position, other features are optional, and 
thus not all variant calling software will provide the same features and information. 
The quality measurements are often used to fi lter the variants and remove called 
variants that are likely sequencing artifacts. Higher read depth (the number of times 
a base was detected in the sequencing reads) results in greater sensitivity to accu-
rately detect variants. Ideally, the average read depth should be between 75 and 
100X for whole exome sequencing. Read depths below 50X increase the number of 
false positive results obtained during subsequent validation steps. With an average 
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read depth >75X, a fi lter that requires at least 15 or 20 reads will only remove a 
small fraction of variant calls that are less likely to be accurate due to the low depth. 
Whenever data are fi ltered, the issue of sensitivity vs specifi city arises. Any fi ltering 
introduces the chance that relevant data will be removed from the data set. On the 
other hand, without removing unreliable data, the rate of false positives greatly 
increases. A balance must be established that decreases the number of false posi-
tives and maintains the ability to detect clinically or biologically relevant variants.

   A typical workfl ow for trio analysis of whole exome sequence data is shown in 
Fig.  14.1 . The input is a multi-sample VCF fi le containing the variants detected in 
the parents or the proband. A multi-sample VCF fi le will have variant calls at all 
positions in which any one of the samples has a detectable variant. For trio analysis 
this is critically important because the proband may have a variant that is absent in 
one or both parents. In single sample vcf fi les, the parents would not have this posi-
ton called and it would be unclear if the parents are actually homozygous for this 
position or if the sequencing data were not adequate for variant calling. While any 
individual sample will have between 40,000 and 70,000 variants, a trio will often 
exceed 100,000 variants because it represents all variants found in any of the 
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 samples. Usually, individual genotypes are removed based on quality control fea-
tures that include a read depth <15, a genotype quality score <20 and the ratio of 
alternate alleles to reference alleles, in a genotype specifi c manner. Variants called 
homozygous for the alternate allele are removed if the ratio is below 85 %, hetero-
zygous calls are removed if they are greater than 70 % or less than 30 %, and homo-
zygous reference genotypes are removed if the ratio exceeds 15 %. Typically, these 
fi lters remove ~95 % of the sequencing artifacts at a cost of ~7–12 % of the data. 

 The GATK provides an alternative approach to this “hard fi ltering” technique, 
where variants must pass a series of thresholds to be considered confi dent. In the 
Variant Quality Score Recalibration (VQSR) technique, a curated set of known vari-
ants is used to distinguish biological variation from artifact. For every variant called 
by GATK, a set of metrics such as “average mapping quality at the site” and “strand 
bias” is calculated. Using the subset of known variants that are actually present in 
the dataset, a Gaussian mixture model is fi tted to these metrics to defi ne ranges of 
values that are associated with biological variation. Every called variant can then be 
assessed using the mixture model, yielding a log-odds score that the variant call is 
true. This approach has several advantages: laboratory-specifi c fl uctuation in the 
metrics is properly handled, the mixture model assesses the performance of the vari-
ant across several dimensions at once rather than a single metric at a time, and the 
single score combined with the presence of known variants allows the analyst to 
directly alter the sensitivity of analysis. 

 The next fi lter often used is based on the functional characteristics of the variant. 
In this step, only variants that alter the amino acid sequence of a protein are retained. 
These include non-synonymous substitutions, stop-codon gain or loss, frame-shifts, 
disruption of the initiation methionine codon, or altered exon/intron splice sites. 
This fi lter removes the vast majority of variants from the data set. The next fi lter is 
based on population allele frequency data obtained from such resources as the 1000 
Genomes Project (1000 Genomes Project et al.  2015 ), the exome sequencing proj-
ect (Tennessen et al.  2012 ) or the ExAC database (Exome Aggregation Consortium 
et al.  2015 ). In most cases the analysis is performed under the assumption that the 
disease causing variant is either rare or novel. The threshold for the minor allele 
frequency can be based on disease prevalence. Commonly, a 1 % minor allele fre-
quency is used as a starting point. However, even lower frequencies may be useful 
in identifying the best candidate disease causing variants. After these initial fi ltering 
steps, the remaining variants are screened through different genetic models of inher-
itance. Variants that fi t the various models become candidates for causative 
variants.  

14.7     Functional Interpretation of Variants 

 Variants that pass through the above fi ltering steps represent those most likely to be 
causing the disease. Interpretation of the functions of these variants is a multistep 
process that is extremely diffi cult to automate. Each variant must be evaluated based 
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on a number of different factors. For example, literature searches can be performed 
to determine if the variant or proximal gene have previously been associated with 
disease. This can also be achieved by interrogating relevant databases such as 
ClinVar (Landrum  2014 ). Likewise, relevance of the gene’s function relevant to 
disease physiology, or the gene’s expression levels in disease-relevant cell types 
should be considered. Further, it is important to consider if the variant’s predicted 
functional effects are severe enough to be biologically relevant. For example, a pre-
mature stop codon in an early exon would most likely be more signifi cant than an 
alanine to glycine substitution in the carboxyl terminus of a protein. Collectively, 
the answers to these and other questions can be used to determine which variant(s) 
might be causing disease. 

 Interpretation of the functional impact of variants located in non-coding regions 
of the genome is particularly challenging (Ward and Kellis  2012b ; Paul et al.  2014 ; 
Zhang and Lupski  2015 ; Lee and Young  2013 ), which is especially pertinent given 
that between 85 and 93 % of disease/trait associated variants are non-coding 
(Hindorff et al.  2009 ; Maurano et al.  2012 ). Given their location outside of protein 
coding regions, such variants might act by impacting gene regulatory mechanisms. 
Currently, computational resources exist for examining three broad categories of 
regulatory mechanisms that might be affected by non-coding variants: alterations in 
the binding of transcription factors (TFs), RNA binding proteins (RBPs), and 
microRNAs (miRs). To predict the impact of non-coding variants, variants should 
fi rst be partitioned into those residing within predicted mRNAs (which are most 
likely to affect miR and RBP binding), those located in likely promoters/enhancers 
(which might affect TF binding), and those unlikely to affect gene regulation (e.g., 
variants located within “gene deserts”). To this end, relevant functional genomics 
data (including RNA-seq, DNase-seq, and ChIP-seq for TFs and regulatory histone 
marks such as H3K27ac and H3K4me3) can be obtained from sources such as the 
UCSC Genome Browser (Rosenbloom et al.  2013 ), NIH Roadmap Epigenomics 
(Chadwick  2012 ), Cistrome (Liu et al.  2011 ), and ReMap (Griffon et al.  2015 ). 
Gene expression data can be mined using resources such as Gene Expression 
Omnibus (Barrett et al.  2013 ), ImmGen (Heng, Painter, Immunological Genome 
Project Consortium  2008 ), and BioGPS (Wu et al.  2009 ,  2013 ). Likewise, databases 
of expression quantitative loci (eQTLs) (Carithers et al.  2015 ; Pickrell et al.  2010 ; 
Yang et al.  2010 ) can also be used to narrow down variants to those that affect the 
expression of a gene as a function of genotype. By incorporating cell types relevant 
to the disease or phenotype of interest, possible impacted regulatory mechanisms 
can be identifi ed by intersecting the genomic coordinates of each variant with each 
of these datasets. Online tools such as Haploreg (Ward and Kellis  2012a ) and 
RegulomeDB (Boyle et al.  2012 ) can also be used for this purpose. These tools take 
lists of variants as input, and produce lists of potentially impacted regulatory mech-
anisms for each variant. Additional resources can also be used to establish the spe-
cifi c molecules whose binding might be infl uenced by a given variant. For TFs and 
RBPs, CisBP (Weirauch et al.  2014 ) and CisBP-RNA (Ray et al.  2013 ) are currently 
the most comprehensive databases of TF and RBP binding site motifs, respectively. 
Both servers house web-based tools for ranking TFs and RBPs for each variant. For 
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miRs, web servers such as miRbase (Kozomara and Griffi ths-Jones  2014 ) can be 
used. Collectively, all of these analyses aim to rank non-coding variants based on 
their likelihood of impacting regulatory mechanisms in relevant cell types, and ide-
ally produce a fi nite number of experimentally testable regulatory mechanisms dis-
rupted by specifi c variants. If, for example, binding of a specifi c TF is predicted to 
be impacted by a given variant, follow-up experiments such as Electrophoretic 
Mobility Shift Assays (EMSAs) (Staudt et al.  1986 ; Singh et al.  1986 ), ChIP-qPCR 
(need a citation), and reporter assays (Fort et al.  2011 ; Solberg and Krauss  2013 ; 
Rahman et al.  2001 ) can then be used for functional validation (e.g., (Harismendy 
et al.  2011 ; Kottyan et al.  2015 ; Musunuru et al.  2010 ; Lu et al.  2015 ; Pomerantz 
et al.  2009 ; Claussnitzer et al.  2015 )).  

14.8     Identifi cation of Clinically Relevant Variants 

 In a clinical setting, the success rate of identifying a clinically relevant variant is 
between 20 and 30 %. The success rate depends on prior knowledge of the genetics 
of the disease and careful screening of the patient’s clinical record and family his-
tory. Often, analysis will identify either variants of unknown signifi cance (VUS) or 
a gene of unknown signifi cance (GUS). Determining if these results are clinically 
reportable is diffi cult. Many institutions have developed expert panels of clinicians, 
geneticists and basic science researchers to carefully evaluate the potential of the 
variant to cause disease and determine if the evidence is strong enough to report the 
results to the patient. While VUS and GUS are often frustrating in a clinical setting, 
they are of great interest in a research setting. Often these results identify important 
genes for understanding the pathways that lead to disease, providing new research 
opportunities.  

14.9     Conclusions and Future Directions 

 Next-generation sequencing has fundamentally altered the scope and nature of 
genetic questions that can be addressed in both the clinic and basic science research. 
Since the advent of NGS, advances have brought steadily increasing throughput and 
decreasing cost, to the point that these experiments are now affordable and easily 
accessible. However, the widely available technologies remain “short read” 
sequencers, with reads of a few hundred nucleotides at most. These reads can not be 
accurately aligned within large duplications or other highly repetitive regions; 
therefore, genetic variation within such regions can not be assessed with this tech-
nology. These and other limitations can only be overcome with long sequencing 
reads with low error rates. Functional interpretation of regions of genetic variation 
has proven to be an even larger challenge, highlighting the need for more research 
aimed at the functional characterization of genomic elements.     
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    Chapter 15   
 Precision Pediatric Genomics: Opportunities 
and Challenges                     

     Kristen L.     Sund      and     Peter     White    

    Abstract     Precision medicine holds substantial promise for moving beyond the 
treatment of typical patients to the development and application of evidence-based 
precision care. As the nation embraces this new healthcare model, we emphasize the 
importance of utilizing phenotypic and genomic data of increasing volume and vari-
ety for accelerating disease discovery, translational science, and individualized care 
of patients. This requires a commitment that incorporates specifi c researcher, care 
provider, and disease-focused pursuits within a larger community of coordinated 
practice across and between each care institution. The change required to ensure a 
sound future for genome-centered care encompasses technical, data, behavioral, 
and organizational practices. Within pediatric institutions, enterprise-level commit-
ment will be increasingly required to ensure that caregivers, researchers, patients 
and families, and patient support systems are suffi ciently literate and invested in the 
promise of genomic medicine. We review here a number of successful and emerg-
ing trends in developing and implementing genomic practice at the level of an orga-
nization. These include broad patient ascertainment, consent, and regulatory 
practices; collection, representation, harmonization, and responsible sharing of 
genomic and observational data for large patient populations, including through 
electronic health record systems; rapid and robust analysis of genomic data for dis-
covery and clinical decision-making; and empowering stakeholders to most effec-
tively make use of newly generated genomic knowledge. We also discuss the 
importance of developing social structures that combine and maximize awareness, 
learning, and participation for genomic medicine. We include descriptions of the 
Center for Pediatric Genomics at Cincinnati Children’s Hospital and the multi-insti-
tutional Genomic Research and Innovation Network as illustrations of enterprise-
level genomic programs. Institutional commitments to integrated genomics practice 
will ensure the progression of genome-based pediatric practice, as well as deeper 
insights into the molecular basis of complex childhood disorders.  

  Keywords     Genomics   •   Phenotype   •   Precision medicine   •   Genomics infrastructure   
•   Data sharing  
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15.1       Existing Models for Broad Patient Enrollment 

 Much focus in the “big data” era involves technology and analytical methods. An 
additional and often overlooked challenge for establishing and generalizing genomic 
and precision medicine studies is the  development   of robust and scalable regulatory 
and  compliance   processes. Precision medicine initiatives across the country use a 
variety of models for  consent   and enrollment of participants. Such efforts require 
balancing the desire to facilitate the effi ciency and  quality   of research with the 
proper  protection   of subjects. Solutions are often complicated by a wide range of 
local, state or district, federal, and international regulatory practices that are fre-
quently evolving, ambiguous, and occasionally in confl ict. Current practices range 
from a resource-intensive full, in-person consent, to an intermediate mail-in con-
sent, to a revised “consent to treat.” Ethical enrollment needs to incorporate assur-
ance that participants suffi ciently understand a study, which often incurs a substantial 
educational effort for genomic studies. To assist with such costs, innovative meth-
ods of  implementation   are developing around electronic consent processes and 
patient-centered portals. Multimedia  tools   and technologies include interactive 
computer and touch-screen presentations, take-home audiotape supplements, video 
vignettes, and powerpoint slideshows (Nishimura et al.  2013 ). 

 Two major institutional projects illustrate successful paths to broad patient 
enrollment,  phenotype   documentation, and sample acquisition. Geisinger Health 
System has a partnership with Regeneron Pharmaceuticals to generate sequencing 
data for up to 250,000 individuals combined with electronic medical record data for 
participants, as part of Geisinger’s MyCode Community Health Initiative. (Carey 
et al.  2016 ). MyCode enables study participants to enroll through a prospective, in- 
person  consent   process. Participants contribute biomaterials for a centralized bio-
bank and provide  permission   to link these samples to phenotypic data collected in 
the Hospital’s centralized electronic health record (EHR)   . MyCode samples can be 
linked to clinical EHR data through a data broker who can access identifi ed data. As 
of September, 2015, more than 90,000 patients had enrolled in the  biobank  , includ-
ing 3600 pediatric patients that were enrolled through parental  consent  . Patients 
contribute a median of 60 clinical visits and 12 years of phenotypic data from the 
EHR. This data resource often requires extensive mining for re-use, including the 
use of natural language  processing  . For this work, Geisinger has leveraged efforts 
for developing methods for computable  phenotyping  , as supported by the NIH’s 
 Electronic Medical Records and Genomics (eMERGE)   Network (Gottesman et al. 
 2013 ). To extract a cohort, custom-validated phenotypic algorithms are designed for 
clinical traits of interest and extracted using the Phenotype KnowleledgeBase 
(PheKB) (Rasmussen et al.  2014 ). Inclusion criteria are defi ned by extracting  phe-
notypes   from billing codes (CPT,  ICD-9  ), laboratory results, and vital signs. 
Participants enrolled in MyCode agree to be re-contacted for clinically actionable 
results, and examples of the types of results that will or will not be returned are 
provided to subjects and/or their  parents  . An oversight committee has been estab-
lished to determine which clinically validated results should be returned and the 

K.L. Sund and P. White



297

most appropriate process for returning the information. Clinically actionable results 
are added to the patient electronic chart, and the patient is provided subsequent 
access to genetic counselors and other experts to discuss fi ndings. 

 The Mayo Clinic is a nonprofi t healthcare organization engaged in medical care, 
research and education throughout the US. Mayo’s Center for Individualized 
Medicine aims to bring the latest discoveries from research to the clinic in the form 
of new genomics-based tests and treatments. Mayo has established a large collec-
tion of biological samples with associated patient- reported   health information and 
electronic medical record health information (Ridgeway et al.  2013 ) . This was 
accomplished by recruiting patients who responded to a mailed  consent  . Patients 
scheduled for primary care appointments are randomly recruited by mail and 
through recruitment desks in two locations. For mail enrollment, completed materi-
als can be returned via an enclosed postage paid envelope. The Mayo clinic has 
started to enroll healthy patients in a  whole genome sequencing   protocol in partner-
ship with Helix (more on page 305). 

 Among Children’s Hospitals, two are particularly notable for having invested in 
institutional approaches to broad patient enrollment. The Center for Applied 
Genomics at the Children’s Hospital of Philadelphia (CHOP) is a long-established 
program that pioneered the idea of broad  consent   for genomic studies. CHOP has 
established a patient recruitment network across its busiest healthcare intake facili-
ties that utilizes research coordinators for consenting both healthy and unwell chil-
dren and  parents  . Subjects are asked for a short medical history synopsis, and their 
EHR data is linked to blood and DNA samples in a central  warehouse   in a de- 
identifi ed manner. This resource, which encompasses nearly 400,000 samples, has 
been used for genome association ( GWAS  ) and sequencing studies for many dis-
ease projects, including obesity, diabetes, autism,  ADHD  , and  asthma  , and as a 
healthy control cohort for analysis of structural variation (Bonnelykke et al.  2014 ; 
Bradfi eld et al.  2012 ; Elia et al.  2010 ; Gai et al.  2012 ; Hakonarson et al.  2007 ; 
Shaikh et al.  2009 ). Finally, in support of their institutional  biobank   of 800,000 
samples and their enterprise genomic efforts (see below), Cincinnati Children’s 
Hospital has instituted an opt-in  consent   for broad use of residual blood samples 
that is incorporated into the patient registration process. Consents and samples are 
linked to the de-identifi ed institutional data  warehouse  , which is accessible for 
research studies with  IRB   authorization and an honest broker policy. These efforts 
have led to a number of scientifi c advances, notably including  GWAS  -based discov-
eries for a number of diseases through the NIH’s  eMERGE   (Bush et al.  2016 ; 
Gottesman et al.  2013 ; Hall et al.  2015 ; Namjou et al.  2013 ,  2015 ).  

15.2     Phenotypic Data  Standardization   

 A paradox of precision medicine is that although the focus is on the individual 
patient, deriving confi dence in an individualized treatment plan requires sizable 
patient populations, in order to obtain statistical rigor for stratifying subpopulations 
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in terms of onset, course, outcome, or intervention. Moreover, requirements for 
patient and data volumes increase dramatically for complex genetic disorders. As 
genomic sequencing costs continue a trend towards affordability, a number of proj-
ects have been initiated to generate genomic datasets for large cohorts. These 
include the ExAC consortium (90,000 existing whole  exome    sequences  ), and plans 
for the National Heart,  Lung  , and Blood Institute’s Genome Sequencing Program 
(70,000 subjects), the UK Biobank (500,000 subjects), the Million Veteran Program 
(1 M), the NIH’s Precision Medicine Initiative (PMI) (1 M), and a similar PMI ini-
tiative soon to be launched in China. While tremendous in scale and opportunity, 
this nature of genomic effort generally does not collect phenotypic data of suitable 
granularity for many pediatric disorders, due to disorder rarity and variability in 
presentation. Therefore, for  genetic diseases   of childhood, precision medicine often 
requires both large-scale and highly precise collection of phenotypic data. Especially 
for rare disorders, this collection process typically requires the formation of 
pediatric- focused data networks (see Chap.   10    ), where multiple institutions together 
share this data and collaborate on a collective study or output. Data  sharing   across 
institutions introduces the need for data representation and data  quality   standards, in 
order to ensure  interoperability  , reproducibility, and effective re-use. The granular-
ity, completeness, expansiveness, and level of rigor needed to properly conduct 
these studies often exceeds what is available in EHR data, which can introduce a 
need for ancillary collection of additional data to support specifi c avenues of discov-
ery. However, patient clinics are busy and overloaded clinicians are not traditionally 
focused on or incentivized for augmenting phenotypic data for research evidence- 
based medicine studies. Much of the data in the clinical chart that is useful for 
research studies is typically in unstructured clinician notes. Further, customized 
data capture systems are expensive, poorly generalizable, and often challenging to 
implement across multiple institutions. The ideal is to improve the quality of data 
input in the clinic, but this will fi rst require optimization of EHR  phenotyping   tools 
and large-scale culture change (learn more in Chap.   10    ). 

 As global solutions for standardized data capture and representation continue to 
evolve, local data representation efforts relevant to genome-based phenotyping are 
emerging. One important new standard is The Human Phenotype Ontology (HPO) 
(Kohler et al.  2014 ). This project was established to create a comprehensive struc-
tured nomenclature around abnormal human  phenotypes  , to facilitate communica-
tion about the  phenotypes   and associated genetic fi ndings, and to establish 
consistency in disease representation. The HPO initiative has built upon many years 
of ontology efforts used for  phenotype  -based characterization of several model 
organisms, which was pioneered and led by the Gene Ontology Consortium (Gene 
Ontology  2015 ). While initial concentration was on dysmorphologies, HPO has 
more recently grown to include a more complete representation of organ systems, 
tissues, and disease states. In 2014, HPO’s data dictionary included 10,088 terms 
that describe human abnormalities and disease. About half of these terms are also 
associated with more extensive descriptions on affected cell  type  , function, embry-
ology, and pathology. These descriptions can be used with phenotypic data in other 
model organisms through Gene Ontology and organism-specifi c term mappings. 
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HPO is structured as a directed acyclic graph, allowing for  parent   and child term 
groupings. Terms are defi ned and tied to known associated genes and diseases 
through  annotations   that include Online Mendelian Inheritance in Man (OMIM) 
and DECIPER (Amberger et al.  2015 ; Bragin et al.  2014 ), MySQL, and/or other 
web-based tools. A number of disease or function-focused ontologies have adopted 
HPO as a framework to promote semantic  interoperability     . As an example, The 
Monarch Initiative (Mungall et al.  2015 ) contributes another extension to HPO by 
creating semantic similarity algorithms across species for assessment of genetic 
 variants   and  phenotypes  . The Monarch web portal allows for upload and fi ltering of 
whole  exome   data with immediate comparison to known animal  phenotypes   and 
 genotypes   for diagnosis and disease mechanism research. Multiple groups are 
working to optimize the availability and use of HPO language through automation, 
adoption into clinical fl ows, and incorporation into commercial tools (Hamosh et al. 
 2013 ; Girdea et al.  2013 ).  

15.3     Genomic Data Standardization 

 In order to realize the potential of genomic variation underlying human disease, 
large datasets will have to be processed and analyzed in unison, particularly for 
interpretation of rare  variants  . As technology has advanced and data processing 
costs continue to exponentially decrease, the major challenge has shifted from gen-
eration to interpretation of genomic data. To begin the process, standardized  pheno-
types   are compared to  variants   identifi ed through  targeted  , whole  exome  , or  whole 
genome sequencing   to look for associations between  phenotypes   and  genotypes  . 
However, wet and dry lab practices vary across the world, and the large scale data 
from different sources will not be comparable without  measures   to align data pro-
cessing and  annotation   for optimized interrogation. 

 The Global Alliance for Genomics and Health (GA4GH) (Lawler et al.  2015 ) 
was created to develop standards for broad data  sharing   around the world. This team 
recognizes that the future of genomic interrogation lies in the interpretation of large 
data sets—and that this effort will require  interoperability   between dataset nomen-
clature and  annotation  . The Global Alliance Data Working Group created a free 
Application Programming Interface (API) to facilitate exchange of next generation 
sequencing data across diverse organizations and platforms. In addition to data stan-
dardization, the API provides  variant   annotation and  genotype  / phenotype   associa-
tion data. GA4GH has also participated in work with the Matchmaker Exchange 
(Buske et al.  2015 ; Philippakis et al.  2015 ) to create a federated platform for match-
ing genomic variants and phenotypes with disease gene experts across disparate 
sites, in order to establish a distributed interpretation service. A number of clinical 
genetics laboratories participate in Matchmaker Exchange around the world. This 
network provides improved  annotations   for known and uncertain  variants  . These 
annotations can then be added to public annotation datasets such as ClinGen, 
ClinVar, dbSNP, and COSMIC. 
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 The GA4GH recognizes that the challenges associated with genomic and health 
information data  sharing   are not purely technical. To address the reluctance of some 
investigators to share data, one of the fi rst initiatives of GA4GH was to create a 
“Framework for responsible sharing of genomic and health-related data (Knoppers 
 2014 ).” The purpose of this document is to foster responsible data sharing through 
(1) respect for individuals, families and communities; (2) the advancement of 
research and scientifi c knowledge; (3) the promotion of health, well-being and 
equality; and (4) fostering trust, integrity and reciprocity. The core elements of the 
framework are transparency, accountability, engagement, data  quality  / security  ,  pri-
vacy  /data  protection  / confi dentiality  , risk-benefi t analysis, recognition/attribution, 
sustainability, education and training, accessibility, and dissemination. The frame-
work is designed for community-wide adoption, irrespective of GA4GH 
membership. 

 Data standardization is also a key focus for a public-private-academic collabora-
tion known as the The Genome in a Bottle Consortium (Zook et al.  2014 ). The 
partnership is hosted by the National Institution of Standards and Technology 
(NIST). The primary goal of this Consortium is to develop technical infrastructure 
for implementation of genome sequencing into clinical practice. To do so, the 
Consortium is putting into practice a set of genomic technical and methodology 
reference standards, and making reference genomic data available to the public. 
These standards have been adopted by many clinical and research laboratories, 
resulting in a substantial increase both in site-specifi c quality, and also in participa-
tory improvement of best practices. The Genome in a Bottle Consortium has also 
formed an analysis group to develop high quality phased  variant   calls for others to 
use as a benchmark for their data processing  pipelines  . The references will be able 
to identify potential biases in sequencing methods and give  users   the ability esti-
mate the confi dence of reported variant calls. The group’s focus includes overcom-
ing specifi c challenges in the areas of short read assembly, structural variants and 
phasing. As each of these challenges are addressed, the updated infrastructure is 
made available to the public.  

15.4     Federated Genotype/Phenotype Searches for Cohort 
Expansion 

 Data fragmentation has made the task of cohort expansion challenging, particularly 
in  rare disease  . A major challenge is the lack of open data exchange, as such data is 
usually sequestered in individual laboratories, focused disease  networks  , and insti-
tutions. This is confounded by issues of patient  consent   and data ownership. The 
Matchmaker Exchange (MME) (Philippakis et al.  2015 ) was created to address 
these challenges by establishing a network of genomic/phenotypic data sets that are 
accessible through a central API. To optimize institutional regulatory infrastructure 
and maintain the ability to obtain longitudinal data, the collaborative group opted to 
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build a  federated network   that is connected through a common API. Programs that 
wish to participate must:

•    Require  users   to submit case level data  
•   Establish at least two point-to-point API connections  
•   Contain useful genomic/phenotypic data content  
•   Implement algorithms for  variant   matching  
•   Enable dual notifi cation of data requestor and data depositor, including sharing 

user identities and contact information  
•   Submit disclaimers for the open-source code repository to GitHub  
•   Store queries over time for  auditing   purposes  
•   Meet data and infrastructure security criteria   

The API facilitates queries that are executed in the data stores of participating insti-
tutions, along with the response that provides information about potential matches 
(Buske et al.  2015 ). To standardize  terminology  , the MME API uses HPO terminol-
ogy (Kohler et al.  2014 ) for  phenotype   representation and Sequence Ontology 
(Eilbeck et al.  2005 ) terms for  genotype  . Current efforts revolve around simple 
matching for cohort expansion of  rare disease   based on a common  phenotype   or 
 genotype  . The long-term goal is to transition to a model that allows one-sided 
hypothesis matching that enables a single submitted  variant   to be compared to pre-
viously submitted and broader datasets, such as total variant sets (VCFs) from one 
or more additional individuals of interest. The MME is an open-source example of 
the changing environment in big data science that will make possible broad-scale 
 variant   data  sharing  .  

15.5      Genomic  Data Sharing   

 Historically, the size and complexity of pediatric datasets has been substantially 
limited by data attainment costs and single investigator-focused academic models. 
These constraints have been largely eliminated through technology advances, as 
well as the realization that the genetics of most disorders is multifactorial. As 
molecular data acquisition costs continue to fall, the fi eld is quickly accumulating 
large data sets that overcome localized informatics and IT capacities, both in terms 
of IT infrastructures and suffi cient knowledgeable personnel. Large-scale genomics 
initiatives are thus following the lead of other data-intensive scientifi c disciplines 
such as meteorology, climate science, and astrophysics. Through the concepts of 
team science and distributed infrastructures, these initiatives have transitioned from 
local resources to shared data and elastic compute facilities, often referred to as the 
“cloud”. Well-executed  cloud storage   and computing provides several opportunities 
for accelerating high-quality science, but it also challenges existing researcher and 
institutional behavior paradigms. A cloud architecture provides the means for read-
ily establishing a disease or project-focused commons for collaborating institutions 
to store data, develop and execute applications, and share both data and results. This 
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arrangement benefi ts scientifi c discovery by sharing and economizing infrastructure 
costs, as well as by building trust through facilitated data  sharing   and dissemination. 
The growing advent of open data initiatives is illustrative of the attraction to such 
models. Cloud infrastructures address many performance questions by offering 
seemingly unlimited, on-demand storage and compute resources that are connected 
through high-speed networks. Thus, the cloud offers a model for scalability both in 
terms of data  storage   and compute capacity, while allowing participating institu-
tions autonomy to make their own analysis  workfl ow   decisions. However, the cloud 
environment also represents new challenges to genomic data  sharing   from legal, 
regulatory, behavioral, and security perspectives (Dove et al.  2015 ). Potential hid-
den costs of cloud architectures include perceptions of inappropriate data use, the 
need for compromise in choosing appropriate technology and analytical strategies, 
and short-term costs required to convert local  workfl ows   to a distributed computing 
environment. Additionally, conversion to a cloud environment can create service 
provider dependencies, as well as increasing the need for well-defi ned data, intel-
lectual property, and academic credit governance. Nevertheless, a number of 
genomic initiatives are moving to a cloud strategy. These early adopters are typi-
cally consortium-based projects that can leverage a strong central incentive for par-
ticipation. In this section, we focus on one  phenotype  —autism spectrum 
disorder—and the work being done in this disease to make genomic data more 
accessible to researchers. 

 Autism spectrum disorder (ASD) is a collective neurodevelopmental diagnosis 
that includes manifestations of impaired social interaction and communication 
skills. The diagnosis is made in 1:500 children— these children meet criteria set 
forth in the diagnostic and statistical manual of mental disorders, 5th edition (DSM- 
5). The etiology of ASD is not well understood, but it is likely due to some combi-
nation of environmental and genetic factors, and there is substantial evidence 
supporting a sizable heritable component (Hallmayer et al.  2011 ). Organizations 
that support ASD research have invested signifi cantly in whole genome surveil-
lance, which has led to indications of genomic complexity (Gai et al.  2012 ; 
Geschwind and State  2015 ). In particular, parallel initiatives organized by the advo-
cacy groups Autism Speaks and the Simons Foundation are coalescing their autism 
genomic research infrastructures using a cloud strategy. Both organizations have 
recently partnered with cloud providers to share large-scale genomic data with 
researchers. 

 MSSNG is a partnership between Autism Speaks and Google Genomics to 
sequence 10,000 individuals from the NIH-sponsored Autism Genetic Research 
Exchange Repository, itself a consortium designed to share genomic data from fam-
ilies with a member affected with ASD. The effort aims to provide sequences,  anno-
tations  , and  phenotype   data to autism researchers through the Google Cloud 
Platform (Yuen et al.  2015 ). Genomic efforts of this magnitude, which generate 
petabyte scale data and enormous computational requirements for iterative analysis, 
outstrip the ability of any single pediatric institution to support. Google Genomics 
created an API under the standards of GA4GH, which can be used to access data for 
the MSSNG project. At the same time, MSSNG has created a data use agreement 
that creates an environment for responsible data  sharing  . Participating  users   must 
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agree to a number of shared governance provisions, including use restricted to 
research; and  compliance   with MSSNG’s  privacy  , intellectual property, academic 
credit, and compliance policies. 

 The Simons Foundation Autism Research Initiative began to explore the genetics 
of autism spectrum disorders through the collection of copy number variation data 
generated by  microarray  -mediated genome surveillance (Fischbach and Lord  2010 ). 
The organization subsequently supported the generation of genomic sequencing 
data over time. The current Simon’s data resource contains sequence and associated 
phenotypic data from 2600 quadplex families with a child who has a diagnosis of 
autism spectrum disorder, as well as an unaffected sibling to serve as an internal 
control. The data can now be accessed through a commercially-supported platform 
after researchers sign a data agreement similar in scope to the MSSNG governance 
policy. The Simons data resource includes applications for data processing, includ-
ing  GATK   (Van der Auwera et al.  2013 ) and FreeBayes .  

15.6     Implementing Genomics in the Clinic 

 New focus and investment in precision medicine is re-emphasizing the need to 
make genomic discoveries translatable. The implementation of genomic informa-
tion into clinical work fl ows will require a transformation in culture and training, 
data infrastructure, and patient education. A number of existing efforts are explor-
ing the burden and developing methods to overcome these barriers. The NIH- 
supported MedSeq (Vassy et al.  2014 ) and BabySeq (Frankel et al.  2016 ) projects 
are randomized, controlled trials that simultaneously enroll patients and their physi-
cians in a comparison of the current standard of care to the standard plus the addi-
tion of  whole genome sequencing   results. Babyseq, modeled after MedSeq, enrolls 
 newborns   and their  parents   in both standard, healthy settings at an adult hospital or 
in the context of a neonatal intensive care  unit   at a children’s hospital. Subjects are 
randomly assigned to receive standard newborn  screening   results either with or 
without genome sequencing results. Parents return after 6 weeks for a disclosure 
interview where they receive results related to childhood-onset conditions, carrier 
status, and pharmacogenomics. Participants are asked to complete surveys about 
their experience at enrollment, disclosure, and again 3 and 10 months after disclo-
sure. Both the BabySeq and MedSeq projects are building communities of genom-
ics practice by educating patients/families and clinicians in a variety of settings. 
These projects also build trust with their patients and the broader community, a 
necessary step in the implementation of new technologies. 

 Another NIH-sponsored initiative, Implementing GeNomics In PracTicE 
(IGNITE) (Weitzel et al.  2016 ), is considering a variety of data  types   in planning for 
genomic implementation. IGNITE comprises six projects that are creating genomic 
practice models for results dissemination in electronic health  records  , with EHR- 
enabled  clinical decision support (CDS)  . Current projects aim to explore genetic 
markers for disease risk  prediction   and prevention, develop tools for family history 
data in diverse settings, incorporate actionable pharmacogenomics data into clinical 
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care, refi ne diagnostics through  mutationa  l analysis, and develop new educational 
approaches. The network collects data on clinical indications, family history, genet-
ics and outcomes, including individual patient genetic and pharmacogenetics test 
results. Genomic data collected in the IGNITE studies is expected to inform patient 
care decisions, such that all genetic testing is carried out in a  CLIA   certifi ed clinical 
laboratory. The IGNITE goal is to link outcomes to genomics-informed clinical 
decision-making to determine how this information improves patient care. While 
nascent, this strategy represents a promising future direction for  personalized 
medicine  . 

 The US Government’s  Health Information Technology for Economic and 
Clinical Health (HITECH)   Act included a Meaningful  Use   incentive that led to the 
broad adoption of EHR systems. While the use of electronic systems is leading to 
the ability to transmit health information across institutions, substantial challenges 
in data formatting and implementation remain, and the readiness of healthcare orga-
nizations to return genomic results is limited (Tarczy-Hornoch et al.  2013 ). If exe-
cuted properly, genetic and genomic results collected in the EHR will be available 
for use in precision medicine and research, though each area faces different chal-
lenges (Marsolo and Spooner  2013 ). Two major NIH-funded initiatives,  eMERGE   
(introduced on p. 296) and the Clinical Sequencing Exploratory Research (CSER) 
program have recently collaborated to assess the current state of inclusion of genetic 
information in the EHR and to envision a potential future state (Shirts et al.  2015 ). 
Not surprisingly, these groups indicated substantial heterogeneity in the methods 
used to integrate genetic data into the EHR, and the location and accessibility of the 
data in the record. For the majority of genetic data  types  , more than half of the 
 reporting   institutions replied that the genetic data was stored as  text   blobs, such as 
in PDF format. Many institutions report the presence of genetic information in mul-
tiple places in the EHR record, and the majority reported that the source laboratory 
was the largest determining factor of information location. Interestingly, only 42 % 
of institutions reported a centralized effort to consolidate genetic information in the 
EHR. The CSER-eMERGE EHR  Integration   Working Group proceeded to priori-
tize a list of 20 recommendations for improvement of methods to store genomic 
data in the EHR, and those ranked highest were all related to improving clinical 
decision  support  . As most data  warehouses   pull from discrete EHR data, it will be 
crucial to fi nd ways to organize genomic results data and make it queryable both for 
research and precision medicine care. The level of access required is also under 
discussion, as current EHR systems are not equipped to handle large processed or 
raw genomic data.  

15.7     Towards Applications for Consumer Genomics 

 As technical capabilities evolve to more readily accommodate genomic data, many 
companies are exploring models of consumer-driven, consumer-oriented use of 
genome results. These companies are implementing patient-facing applications to 
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return genomic results, share genomic data, and engage in research opportunities. It 
is now possible for a consumer to have their whole genome  sequenced   and to have 
results returned to their mobile device without a clinical entity serving as an inter-
mediary (direct-to-consumer (DTC) genetic testing). DTC genetic companies are 
likely to accelerate the exposure of the public to genomic testing through ease-of- 
use tools. Interestingly, customers will form opinions—good or bad—about 
genomic medicine based on their experiences with DTC vendors. There is great 
potential to gain or lose community trust around these technologies if they are not 
suffi ciently validated, do not provide reliable, useful information to the client, or do 
not provide good customer support when unexpected genetic results are returned. 
Recently in the US, in response to concerns regarding the value and accuracy of 
DTC genetic testing, the Food and Drug Administration has begun to regulate pri-
vate service providers. The proper balance between consumer choice and the need 
for clinical oversight of genomic results interpretation is a topic of considerable 
current debate (Evans et al.  2010 ; Green and Farahany  2014 ) 

 An increasing number of established companies and new start-ups are entering 
the market to utilize personalized devices for genomics test results, or for participat-
ing in research. In the beginning of 2016, the company 23andMe partnered with 
Apple to develop a consumer data application to share genomic and health informa-
tion data with researchers through an iPhone application (23andme  2016 ). This 
partnership includes use of Apple’s ResearchKit development platform that is 
designed to accelerate biomedical research. Veritas Genomics (Genomeweb  2016 ) 
is the fi rst genome sequencing company that is offering direct-to-consumer whole-
genome sequencing and interpretation. Veritas delivers results of medically action-
able genes though a digital report that can be explored with a dedicated application 
(  Ray     2016). In this space, the challenges appear to be focused more around con-
sumer understanding and  consent   than technical needs. Furthermore, the follow up 
care needed by these patients will likely occur in genetics specialty clinics that 
already have long waiting lists for patients. Additionally, many clinicians in these 
clinics are focused on Mendelian disease and may not have the answers desired by 
consumer driven genomics. 

 One potential pathway for empowering consumers while simultaneously provid-
ing appropriate clinical guidance is partnership between DTC providers and aca-
demic medical centers. To accelerate precision medicine through consumer adoption 
of sequencing, the Mayo Clinic recently partnered with Helix (Healthcare IT News 
 2015 ), a company affi liated with sequencing provider Illumina. Companies such as 
Helix are exploring ways for consumers to manage their own genomic data and 
utilize genomic data dissemination and interpretation applications, including mobile 
applications that are of interest to them. In the Helix model, industry and academic 
 partners develop applications that provide data as well as responsibly educating, 
interpreting, and providing  decision support   regarding personalized genomic data, 
such as inherited risks for pediatric and adult disease, ancestry, fi tness, and well-
ness. The Mayo Clinic/Helix partnership is a good attempt to cooperate to address 
many of the concerns introduced by consumer genomics and will likely yields guid-
ing strategies for other centers. 
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15.7.1     Genomics in Pediatrics 

 Genomics—and subsequent integrative –omics— represents a paradigm shift in 
biomedical health practice as we know it. Precision genomics offers great promise 
but also requires a transformational shift in approach from the typical practice of 
treating a fi ctional “average” patient, to evidence-based medicine that precisely 
considers factors derived from each individual. In order to rapidly and broadly 
implement precision genomics, substantial changes from current models in institu-
tional culture and the practice of medicine are necessary. As precision genomics 
touches all broad areas of biomedical research and practice, it will be increasingly 
important to develop informed participants and practices whose knowledge and 
skills are well aligned and coordinated. From a pediatrics perspective, this is con-
founded by a challenging ethical and regulatory framework, as well as by the typi-
cally strong roles of parental and community stakeholders. Moreover, decisions 
made by  parents   today about genetic information may impact children—who may 
or may not be involved in shared decision-making—for a lifetime. In the research 
realm, academic models often incentivize single investigator discovery and transla-
tion at the expense of team science, which is critical for interpreting genomic data 
and making signifi cant advances towards understanding multifactorial diseases. 
Cincinnati Children’s is an example of an academic medical center that is carefully 
considering this landscape as they evolve their genomic strategy. Part of this strat-
egy includes the creation of the Center for Pediatric Genomics (CpG) and leader-
ship in the national pediatric genomics network, the Genomic Research and 
Innovation Network (GRIN). These initiatives will be used as general exemplars to 
illustrate major issues to be considered; other institutions have approached certain 
of these issues in slightly different ways. 

 The  Center for Pediatric Genomics (CpG)  was conceived as a construct within 
Cincinnati Children’s combined clinical and research genomics community to 
accelerate the translation of genomic information into clinical care. CpG’s vision is 
to create an institution-wide “community of practice” around genomics in order to 
effectively implement precision genomic medicine for improving the health of chil-
dren. CpG’s mission is to accelerate discovery and translate genomic knowledge 
into improved health at the enterprise level. Cincinnati Children’s effort is novel as 
it uses a grassroots approach to encourage internal and external stakeholder engage-
ment. CpG funds innovation; incubates and aligns resources; fosters collaboration; 
and provides a facilitating infrastructure for data, technology, analysis, and regula-
tory practices. 

 Community engagement is challenged by diversity in education, socioeconomic 
status, and health interests. To fully engage, institutions must be prepared to educate 
their patients, clinicians and researchers in a way that directly involves them in 
healthcare decisions regarding genomics. The CpG program focuses on reducing 
uncertainty around genomics from each type of stakeholder: for example, from 
patients and families about genomic results being communicated by a clinical lab; 
from participants asked to  consent   to a broad-based genomic study; from clinicians 
regarding how to interpret a genomic result, or when to order a particular test; or 
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from genomic researchers regarding how their expertise can best align with oppor-
tunities for improved health. One objective of this approach is to develop  trust  with 
families so they can make informed genome-based decisions about improving their 
health, as well as understanding the implication of their choices. CpG also provides 
patients and their families the  opportunity  to participate in research studies to 
improve their own care and the care of others. Studies and experience from CHOP, 
Cincinnati, Vanderbilt, and other pediatric institutions show that the majority of 
 parents   and/or children  will  participate when given the option (Desai et al.  2016 ; 
McGregor et al.  2013 ). To fully engage patients and families, the CpG program is 
transparent when it engages in research and education, including assurance that 
participants understand how their data will be used with and without their  consent  . 
After consent for broad data  sharing   activities, conversation acknowledges the 
inability to precisely describe future studies, but an overall description of the 
expected types of studies and the types of data  sharing   is shared. The concept of 
how sample use is optimized for best potential, and that study leaders are providing 
data in good faith to maintain participant trust for future studies is also communi-
cated. Wherever possible, the CpG program continually engages participants in a 
cycle of genomic education, knowledge and engagement so that they can learn more 
as they understand more. 

 On another level, CpG attempts to engage clinicians and basic researchers in 
creative ways that are intended to induce positive culture change. The program 
places emphasis on facilitating the creation of collaborative teams of clinicians and 
bench researchers that invokes active communication, in order to understand the 
variety of languages, perspectives and contributions. The objective is to raise aware-
ness of capability across dynamic teams in order to broaden the likelihood of inno-
vative spark. As with the patient engagement initiative, this focus on developing a 
collaborative environment is intended to increase trust across the institution. One 
mechanism that the CpG program has found to foster collaboration is by funding 
innovative genomic projects that pair multidisciplinary teams of basic and transla-
tional scientists with practicing clinicians. This peer-reviewed pilot program has 
executed three rounds of pilot funding that has generated over 120 collaborative 
applications across nearly all clinical and basic science units at Cincinnati Children’s. 
Funded principal investigators participate in a monthly seminar that brings together 
basic researchers, who may be struggling with their fi rst Human Subjects protocol, 
with clinicians who might be learning the technicalities of applying next generation 
sequencing to a  rare disease   cohort. The CpG leadership also takes an active role in 
incubating both funded proposals and promising applications by providing consul-
tation services, resources, matchmaking, and infrastructure for improvement. 
Another important aspect of the program is the development and coordination of 
educational programs designed both for clinicians and researchers, along with con-
tinual engagement of stakeholders through smaller personalized conversations 
where possible. CpG has recognized that clinician engagement is critical, as clini-
cians are typically the nexus for decisions regarding diagnostic and therapeutic 
approach, and also because these practioners can best provide the phenotypic data 
needed for precise genome interpretation. 
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 In the fi rst round of CpG pilot funding, genomic data  sharing   was quickly recog-
nized as a considerable challenge within Cincinnati Children’s. This led to invest-
ment in IT and informatics infrastructure for uniform genomic data acquisition, 
processing, and dissemination. The central facility for these activities is an applica-
tion suite that provides sequence processing and  annotation  , sequence and genomic 
 variant   data management, and web-enabled  query   and  reporting   functions. This 
resource (¡VIVA!) serves as a community hub for institution-wide integration, pro-
cessing, storage, and sharing of genomic data. The data resource uploads genomic 
data fi les from multiple sources, including individual investigators, research 
sequencing partners, clinically generated raw data fi les from consented participants, 
and publically available datasets. Once uploaded, data is processed using a stan-
dardized and documented suite of tools and  workfl ows   to ensure that the repository 
contains the most consistent, comparable data possible. Furthermore, ¡VIVA! serves 
as an institutional data asset that allows queries of aggregate genomic data, and 
under the proper  consent  , also allows patient level genomic data to be linked with 
phenotypic data. The tool provisions data access by principal investigator and his/
her collaborators; with the proper  consent  , data can be shared across the institution. 
Importantly, data contributors are incentivized for data  sharing   through a mix of 
functional incentives. Finally, ¡VIVA! enables researchers to identify existing  bio-
bank   specimens with a particular  phenotype   or  genotype   of interest. Taken together, 
this data resource provides Cincinnati Children’s effi ciencies both for catalyzing 
collaborative discovery and analysis within CpG, and for participation in external 
partnerships and grant opportunities. Challenges faced by the development of this 
infrastructure are similar to those faced in national and international genomics proj-
ects, including scope defi nition, properly incentivizing data  sharing  , ensuring proper 
balance between appropriate data  privacy   and broad use, and incorporating accurate 
and suffi ciently granular phenotypic data. 

 The  Genomic Research and Innovation Network  (GRIN) is a new collabora-
tion between three leading pediatric institutions: Boston Children’s Hospital, 
Cincinnati Children’s, and the Children’s Hospital of Philadelphia. GRIN’s vision is 
to accelerate genomic discoveries in pediatric populations through a collective abil-
ity to pursue well-designed, carefully selected research studies of genetic and 
genomic data associated with strongly characterized phenotypic information. This 
work aligns well with learning health systems such as PedsNet (Chap.   10    ). 
Combining genetic and health information from these pediatric institutions into a 
scalable, cloud-based, stakeholder-accessible infrastructure is expected to create an 
unparalleled capability in pediatrics. As partnerships with industry often accelerate 
the ability of participant data to have an impact on patient care, the GRIN leadership 
is considering a long term strategy to make the data resource available to both aca-
demic and industry partners through a co-governed entity known as the Pediatric 
Data Trust (PDT) under the appropriate participant  consent  . 

 The PDT is being architected as a  platform  that will facilitate the sharing of clini-
cal and -omic data between participating institutions. In addition, the PDT provides 
facilitated  services  that can, with the appropriate approvals, support a variety of 
activities. These include data discovery,  cohort identifi cation   and expansion (espe-
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cially for rare disorders), and distributed data analyses. In addition, the PDT is 
expected to accelerate strategic observational, comparative effectiveness, and  trans-
lational research   projects. The PDT infrastructure is designed with three tiers of 
access. A public tier contains aggregate  population  -level statistics that allows poten-
tial  users   to understand the types of information included in the data resource. A 
privileged tier is a shared computation and data space where users with appropriate 
authorization can execute queries or perform collaborative analyses. Separate pri-
vate tiers are controlled by each participating institution. Each private tier instance 
contains the entire staged data asset to be considered for possible inclusion in stud-
ies from the respective institution. The PDT also includes facilitators whose role 
includes the vetting and execution of data requests, where each GRIN member (and 
individual data contributor) can determine whether their data should be shared for a 
particular request.   

15.8     Conclusion 

 The ideal of precision medicine in pediatrics is to provide the best possible care for 
a child based on our latest understanding of the science. A precision future means 
better treatment for sick kids. It means better understanding of the underlying causes 
of disease, with an emphasis on prevention where possible. Many of the initiatives 
outlined in this chapter demonstrate developing strategies to collect better, larger 
datasets to amass the data we need to generate answers about how to treat the indi-
vidual child in the clinic at any given moment. Challenges remain in the collection 
of complete phenotypic data in a common language during routine clinical visits, 
the organization of genomic data in the electronic health  record  , the education of 
patients and clinicians alike, the culture of practice that leads to a cycle of educate, 
discover, translate and treat; but perhaps the greatest challenge is in understanding 
and interpreting these large data sets. The future will require novel analytic capabili-
ties to transform massive datasets to meaning in the clinic. The incorporation of 
molecular data into standard care has a long way to go—but we are rapidly over-
coming barriers to provide precision care for kids.     
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    Chapter 16   
 Bioinformatics and Orphan Diseases                     

     Anil     G.     Jegga     

    Abstract     In general, a rare or orphan disease is any disease that affects a small 
percentage of the population. Since a majority of the known orphan diseases are 
genetic, they are present throughout the life of affected individuals. Many of the 
orphan diseases appear early in life and approximately 30 % of children with orphan 
diseases die before the age of 5. Further, a large majority of these diseases lack 
effective treatments. While most of genes and pathways underlying orphan diseases 
remain obscure, technological advances and innovative informatics approaches are 
expected to accelerate the rate of identifi cation of underlying causal mutations and 
therapeutic discovery. Recent technological advances in DNA sequencing for 
instance, can aid in identifying genes associated with orphan diseases of previously 
unknown etiology using DNA from as few as 2–4 patients. Likewise, advanced 
computational statistical techniques permit integration and mining of omics data 
from orphan disease patients with high throughput “signatures” representing cellu-
lar responses to perturbing agents to identify therapeutic candidates for orphan dis-
eases. In this chapter, we review some of the current bioinformatic analytical options 
available for orphan disease and drug research including computational approaches 
for candidate gene prioritization and high throughput compound screening to enable 
therapeutic discovery. We also discuss strategies and present examples and case 
studies of common drugs being repositioned for treatment of orphan diseases.  
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16.1       Introduction 

 A rare or orphan disease (OD) is any disease that affects a small percentage of the 
 population  . Most of the known ODs are genetic, and therefore are present through-
out the life of an affected individual. Many appear early in life and about 30 % of 
children with ODs die before the age of fi ve. In the United States, the Rare Disease 
Act of 2002 defi nes an OD as any disease or condition that affects fewer than 
200,000 persons in the United States, while the European Commission on Public 
Health, defi nes ODs as those which are life-threatening or chronically debilitating 
and are of such low prevalence (1 in 2000 people) that special combined efforts are 
needed to address them. On the other hand, in Japan an OD is defi ned as one that 
affects fewer than 50,000 patients. While the incidence of an individual OD may be 
small, cumulatively, in the US itself, the 8000 known ODs affect about 25 million 
Americans, or nearly 10 % of the US  population   (Rados  2003 ). While some of the 
listed ODs are well-known and well-studied (e.g., cystic fi brosis), very little is 
known about a majority of ODs primarily because several ODs affect patient popu-
lations of fewer than a 100. Additionally, about 250 new ODs and conditions are 
described each year (Wastfelt et al.  2006 ). 

 Even though opportunities now exist to accelerate progress toward understand-
ing the basis for many more ODs and for developing innovative medical approaches, 
relatively few efforts have successfully addressed scientifi c or technical questions 
across a spectrum of ODs (Field et al.  2010 ; Zhang et al.  2011 ). Constructing net-
works that underlie biological processes and pathways associated with ODs and 
identifying the functional units that respond to genetic perturbations and potentially 
affect disease risk or therapeutic response may facilitate systematic advancement of 
OD research and health care in a favorable direction (Zhang et al.  2011 ). For 
instance, studies of  biological networks   can identify common pathways or pro-
cesses for multiple ODs that are biologically related and comprehensively under-
stood. Such molecular basis may provide opportunities for interventions that are 
benefi cial for an array of related ODs. Furthermore, this capability may open the 
door for the discovery of single therapies that can not only treat multiple ODs, but, 
potentially, also more common diseases (Field et al.  2010 ). 

 In this chapter, we review some of the current bioinformatics and genomics- 
based approaches to study the ODs and drug  discovery   process, including drug 
repositioning opportunities. We present several case studies and examples to illus-
trate these approaches. In the fi rst section we outline some of the fundamental con-
cepts and introduce organizations and resources related to orphan disease and drugs. 
In the second and third sections we specifi cally focus on bioinformatics and  genom-
ics   centered approaches used to investigate ODs and discover drug  targets   and drug 
repositioning candidates for ODs.  
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16.2     The Orphan Drug Act, 1983 

 The United States’ Orphan Drug Act (ODA; 1983) includes both rare diseases and 
any non-rare diseases for which there is no reasonable expectation that the cost of 
developing and making available a drug for such a disease in the US can potentially 
be recovered from sales of that drug in the US. Since the defi nitions of rare diseases 
refer to treatment availability, resource scarcity and disease severity, rare diseases 
are now commonly referred to as orphan diseases (ODs), especially after the orphan 
drug movement that began in the US in 1983. The ODA went into effect to encour-
age the  development   and marketing of drugs (“orphan drugs”) to treat ODs and 
conditions. 

 The ODA evolved in response to the small number of orphan drugs that were 
approved in the US in the years prior to the approval of the ODA (United States 
Food and Drug  1992 ). About 8000 ODs have been identifi ed, and a list is main-
tained by the Offi ce of Rare Diseases (ORD) at the NIH. The Food and Drug 
Administration (FDA) administers the ODA and reviews applications for orphan 
designations. Some of the incentives provided to the drug companies involved in 
production of orphan drugs include 7-year marketing exclusivity to sponsors of 
approved orphan products, a tax credit of 50 % of the cost of conducting human 
clinical testing, and research grants for clinical testing of new therapies to treat ODs 
(ODA  2001 ). The ORD designates diseases that qualify and administers the small 
grants program, while the Center for Drug Evaluation and Research and the Center 
for Biologics Evaluation and Research review applications for marketing approval 
(ODA  2001 ).  

16.3     Orphan Diseases and Drugs – Organizations 
and Resources 

 In the following sections, we briefl y outline some of the organizations and resources 
focused and related to orphan diseases and drugs (see Table  16.1 )

16.3.1       Genetic and Rare Diseases  Information   Center (GARD) 

 The Genetic and Rare Diseases Information Center was created in 2002 by the 
National Human  Genome   Research Institute (NHGRI) and the Offi ce of Rare 
Diseases Research (ORDR) – two agencies at the National Institutes of Health 
(NIH) – to help people fi nd useful information about genetic and ODs. In December 
2011, NIH established the National Center for Advancing Translational Sciences 
(NCATS) to speed movement of discoveries from the laboratory to patients. NCATS 
now includes the ORDR, which coordinates and supports OD research, and TRND, 
the Therapeutics for Rare and Neglected Diseases, a program to encourage and 
speed the development of new drugs for rare and neglected diseases. With an aim to 
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   Table 16.1    List of resources relevant to  orphan diseases   and drugs   

 Resource name  Description and URL 

 EURODIS  European organization for  rare diseases  ;   http://www.eurordis.org     
 List of marketed orphan 
drugs in Europe 

   http://www.fda.gov/orphan/designat/Approvals.htm     

 List of orphan drugs in 
Australia 

   http://www.tga.gov.au/docs/html/orphand2.htm     

 List of the American 
orphan diseases 

   http://rarediseases.info.nih.gov/RareDiseaseList.aspx     

 NIH rare diseases 
(GARD) 

 Genetic and Rare Diseases;   http://rarediseases.info.nih.gov/GARD/     

 NORD  National Organization for Rare Disorders; 
  http://www.rarediseases.org     

 OMIM  Online Mendelian Inheritance in Man;   http://omim.org     
 OOPD at FDA  Offi ce of Orphan Product  Development  ;   http://www.fda.gov/orphan     
 Orphan Disease 
 Networks   

  Orphan disease   and gene networks;   http://research.cchmc.org/od     

 Orphan drugs at FDA  Orphan drug designations and approvals; 
  http://www.accessdata.fda.gov/scripts/opdlisting/oopd/index.cfm     

 Orphanet  Portal for  rare diseases   and orphan drugs;   http://www.orpha.net     
 RDRD from FDA   Rare disease   Repurposing Database;   http://www.fda.gov/

ForIndustry/DevelopingProductsforRareDiseasesConditions/     

work closely with partners in the regulatory, academic, nonprofi t, and private sec-
tors, NCATS goals are to identify and overcome hurdles that slow the development 
of effective treatments and cures.  

16.3.2     European Organization for Rare Disorders 
(EURORDIS) 

 The European Organization for Rare Diseases, a European equivalent of the USA’s 
GARD, is a patient-driven alliance of patient organizations and individuals active in 
the fi eld of  rare diseases  . Its mission is to build a strong pan-European community 
of patient organizations and people living with rare diseases, to be their voice at the 
European level, and – directly or indirectly – to fi ght against the impact of rare dis-
eases on their lives.  

16.3.3     Orphanet 

 Orphanet (Ayme  2003 ) is the reference portal for information on  rare diseases   and 
orphan drugs. It is perhaps the best known and comprehensive database for ODs 
and drugs. It is led by a European consortium of around 40 countries, coordinated 
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by the French team. National teams are responsible for the collection of information 
on specialized clinics, medical laboratories, ongoing research and patient organiza-
tions in their country. The French coordinating team is responsible for the infra-
structure of Orphanet, management  tools  ,  quality   control,  rare disease   inventory, 
 classifi cations   and production of the encyclopedia. Orphanet is governed by various 
committees, which independently supervise the project in order to ensure its coher-
ence, evolution and viability. However, because it predominantly follows European 
Union (EU) regulations and defi nitions of OD, there is a considerable difference 
between the US-based NIH list of rare diseases (  http://rarediseases.info.nih.gov/
RareDiseaseList.aspx    ) and the EU prevalence-based Orphanet list of  rare diseases  .  

16.3.4     OMIM Database 

 The OMIM (Online Mendelian Inheritance in Man) database (Hamosh et al.  2000 ) 
is a comprehensive and authoritative compendium of human genes and genetic  phe-
notypes  . The full- text  , referenced overviews in OMIM contain information on all 
known Mendelian disorders and over 12,000 genes. OMIM focuses on the relation-
ship between phenotype and  genotype  . It is updated daily, and the entries contain 
copious links to other genetics resources. OMIM while useful is not limited to rare 
conditions. Neither Orphanet nor OMIM databases have analytical servers that can 
facilitate further analysis (e.g., gene set enrichment analysis of all genes associated 
with a particular OD).   

16.4       Mutant   Gene Network Analyses of Orphan Diseases 

 Most of the OD-related research efforts focus on either a single OD or a small set of 
related ODs. Additionally, previous studies on disease  networks   did not separate out 
the ODs from the common diseases. To address these issues, we have conducted a 
bioinformatic-based global analysis of all ODs with known OD-causing mutant 
genes (ODMGs) to identify and investigate relationships based on shared genes or 
shared functional features (Zhang et al.  2011 ). Most importantly, using bioinformat-
ics- and network analyses-based approaches, we tackled an interesting question of 
potential differences in properties between ODMGs and causal genes of common 
diseases. The orphan diseases and mutant gene information was downloaded from 
the Orphanet database (Ayme  2003 ). Starting with a bipartite network of known OD 
and OD-causing mutant genes (1772 ODs and 2124 ODMGs) and using the human 
protein interactome, we fi rst constructed and topologically analyzed three networks 
(see Fig.  16.1 ): orphan disease network (ODN), orphan disease-causing mutant 
gene network (ODMGN) and orphan disease-causing mutant gene interactome 
(ODMGI).
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   In the ODN, nodes are ODs while edges are shared genes; the ODMGN com-
prised ODMGs as nodes and shared ODs as edges. The orphan disease gene inter-
actome is the protein interactions network of ODMGs. We also compared these 
networks with earlier studies focusing on all diseases (Goh et al.  2007 ; Feldman 
et al.  2008 ) primarily to answer the question as to whether there is any difference in 
the network topology or functional properties of orphan disease genes and common 
disease genes. Network-based approaches helped us in fi nding that ODMGs are 
predominantly essential, a fi nding that is in contrast to the previous  reports   of dis-
ease genes being non-essential (Goh et al.  2007 ; Feldman et al.  2008 ). By integrat-
ing data from mouse knock-out models with the network-based approaches, we also 
found that ortholog gene knock-out models of orphan disease genes in the mouse in 
most cases either result in premature death or are embryonic lethals. Thus, 
informatics- based approaches integrating heterogeneous data sources (e.g., human 
orphan disease-causing mutant genes, protein interactome, and data from mouse 
knock-out models) and applying network analyses helped in understanding the 
orphan diseases better. For example, the two fi ndings – ODMGs are predominantly 

  Fig. 16.1    Schematic representation of various networks related to ODs and ODMGs. Starting 
with a bipartite network ( top panel ) of  orphan diseases   (ODs;  red  hexagons) and their known 
causal genes (orphan disease-causing mutant genes or ODMGs;  green circles ), three types of net-
works are generated. The ODN ( lower panel left-hand side ) is an OD network where a node rep-
resents OD while the edge represents shared ODMG. The ODMGN ( lower panel, central pane ) 
represents an ODMG network with nodes being ODMGs while the edges represent shared ODs. 
The third network, ODMG interactome is built using the human protein-protein  interactions   and 
here the nodes are ODMGs while the edge represents a protein interaction between the ODMG- 
encoded proteins       
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essential and are associated with premature deaths – probably explain why most 
cases of orphan diseases are life-threatening. Most of the previous studies elucidat-
ing relationships between diseases are genecentric and therefore are limited in their 
discovery of new and unknown disease relationships (Suthram et al.  2010 ). To 
address this, we (Zhang et al.  2011 ) and others (Li and Agarwal  2009 ; Linghu et al. 
 2009 ; Suthram et al.  2010 ) recommend using functional  linkage   maps. As part of 
this study, we therefore built functional linkage networks (Fig.  16.2 ) of ODs based 
on shared signifi cant pathways or biological processes rather than just shared genes.

   Briefl y, we fi rst extracted all those ODs with four or more mutant genes from our 
original data set. Starting with this fi ltered sub-bipartite network of 196 ODs and 
1087 genes (1283 total nodes and 1395 total edges), we built OD-OD networks 
based on shared genes and shared functions. The enriched functions (p < 0.05) for 
each of the 196 ODs were determined with the ToppFun application (  http://topp-
gene.cchmc.org    ) (Chen et al.  2009b ). Using the enriched features for each of the 
orphan diseases, we rebuilt the orphan disease  networks  . However, this time the 
edge between two ODs represents an enriched shared function (BP, CC, Pathway, or 
MP) and not necessarily a shared gene (Fig.  16.2 ). After generating these function- 
based OD networks, we compared them with the gene-based orphan disease  net-
works   to fi nd the overlapping nodes and edges. The results were surprising. 
Although the node agreement between the gene-based and function-based ODNs 

  Fig. 16.2    Schematic 
representation of steps 
involved in building an 
orphan disease functional 
 linkage   network. ODs 
(e.g., 1, 2, 3;  red hexagons ) 
with known causal genes 
( green circles ) are 
subjected to enrichment 
analyses (using ToppFun; 
  http://toppgene.cchmc.org    ) 
to identify enriched 
features (e.g., pathways; 
colored rectangles). Two 
ODs are then connected if 
they share an enriched 
feature (pathway, in this 
case; blue edges represent 
shared enriched pathways). 
Thus, although ODs 1, 2 
and 3 do not share any 
genes ( top panel ), they can 
still be connected via 
shared enriched pathways 
( lower panel ).       
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was relatively higher, the edge agreement was much lower and indicates that their 
wiring is signifi cantly different. This suggests that the relationship between the ODs 
cannot be fully captured by the gene-based networks alone. Thus, by considering 
functional connectivity between causative genes involved in different orphan dis-
eases, relationships between orphan diseases that are based on underlying molecu-
lar mechanisms can be revealed. Such associations can potentially be used to 
generate novel hypotheses on the molecular mechanisms of diseases, and can in 
turn guide the development of relevant therapy (Linghu et al.  2009 ) or potential 
drug repositioning candidates (Zhang et al.  2011 ). 

 Apart from leading to new insights into the biological underpinnings of various 
orphan diseases, a global analysis of  orphan diseasome  will encourage the develop-
ment of new and innovative research on these rare conditions, which have been 
hitherto understudied. Additionally, the global analysis of all ODs can help in ana-
lyzing co-morbidities and the underlying molecular basis apart from establishing 
potential networking opportunities. The functional  linkage   networks of ODs apart 
from the conventional gene-based  connectivity maps   of diseases have direct impli-
cations to drug  discovery   process. For more details the readers are referred to the 
original publication (Zhang et al.  2011 ) .  

16.5     Orphan Disease Gene Identifi cation and Prioritization – 
Computational Approaches 

 Despite the advances in genomewide techniques such as  linkage   analysis and asso-
ciation studies, the selected disease loci are actually a region of the chromosome 
rather than location of a “gene”. A “locus” identifi ed in this way may contain sev-
eral hundreds of  candidate genes  . For instance, in the OMIM database, over 900 
ODs are described that have been mapped to one or more such gene map loci and 
are  classifi ed   as having an ‘unknown molecular basis’ (OMIM IDs prefi xed with 
“#”). The prioritization of the positional  candidate genes   in these OD loci is there-
fore an important step to facilitate OD-gene identifi cation for further experimental 
analysis. 

 As shown in Table  16.2 , several candidate  gene    prioritization   methods have been 
developed to overcome the limitations of high-throughput, genome-wide studies 
like  linkage   analysis and gene  expression       profi ling  , both of which typically result in 
the identifi cation of hundreds of potential  candidate genes   (Freudenberg and 
Propping  2002 ; Turner et al.  2003 ; Adie et al.  2005 ,  2006 ; Tiffi n et al.  2005 ,  2006 ; 
Aerts et al.  2006 ; Chen et al.  2007 ,  2009b ; Thornblad et al.  2007 ; Zhu and Zhao 
 2007 ) (for additional details see (Piro and Di Cunto  2012 )). Most of these computa-
tional approaches are based on the assumption that similar  phenotypes   are caused 
by genes with similar or related functions (Jimenez-Sanchez et al.  2001 ; Smith and 
Eyre-Walker  2003 ; Turner et al.  2003 ; Goh et al.  2007 ; Chen et al.  2009b ). They, 
however, differ by the data sources utilized and by the strategy adopted in calculat-
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   Table 16.2    List of current bioinformatics approaches and tools to rank human disease  candidate 
genes     

 Approach  Online availability  Data  types   used  Training set (Input) 

  Approaches based on disease gene properties  
 DGP (Lopez-Bigas 
and Ouzounis  2004 ) 

   http://cgg.ebi.ac.uk/
services/dgp/     

 Sequence  Not applicable (N/A) 

 PROSPECTR (Adie 
et al.  2005 ) 

   http://www.genetics.
med.ed.ac.uk/
prospectr/     

 Sequence  N/A 

  Approaches using links between genes and    phenotypes    
 Genes2Diseases 
(Perez-Iratxeta et al. 
 2002 ,  2005 ) 

   http://www.ogic.ca/
projects/g2d_2/     

 Sequence, Gene 
Ontology (GO), 
literature mining 

 Phenotype GO terms 
Known genes 

 BITOLA (Hristovski 
et al.  2005 ) 

   http://www.mf.uni-lj.
si/bitola/     

 Literature mining  Concept 

 GeneSeeker (van 
Driel et al.  2003 , 
 2005 ) 

   http://www.cmbi.ru.
nl/GeneSeeker/     

 Expression, 
 phenotype  , literature 
mining 

 N/A 

 GFINDer (Masseroli 
et al.  2004 ,  2005 ) 

   http://www.
bioinformatics.
polimi.it/GFINDer/     

 Expression, 
phenotype 

 N/A 

 TOM (Rossi et al. 
 2006 ) 

   http://www-micrel.
deis.unibo.it/~tom/     

 Expression, GO  Known genes and/or 
disease loci 

  Approaches using functional relatedness between candidate genes  
 OMIM phenome map 
(van Driel et al. 
 2006 ) 

   http://www.cmbi.
ru.nl/MimMiner/     

 Phenotype, sequence, 
GO, protein 
 interactions   

 N/A 

 SUSPECTS (Adie 
et al.  2006 ) 

   http://www.genetics.
med.ed.ac.uk/
suspects/     

 Sequence, 
expression, GO 

 Known genes 

 Prioritizer (Franke 
et al.  2006 ) 

   http://www.
prioritizer.nl/     

 Expression, GO, 
protein interactions 

 Disease loci 

 Endeavour (Aerts 
et al.  2006 ) 

   http://www.esat.
kuleuven.be/
endeavour/     

 Sequence, 
expression, GO, 
pathways, literature 
mining 

 Known genes 

 ToppGene (Chen 
et al.  2009b ) 

   http://toppgene.
cchmc.org     

 Mouse  phenotype  , 
expression, GO, 
pathways, literature 
mining 

 Known genes 

 ToppNet (Chen et al. 
 2009a ) 

   http://toppgene.
cchmc.org     

 Protein interactions  Known genes 

  The fi rst column has the source or the name of the tool (including reference, if available) while the 
second column has the URL of the corresponding web application. The third column shows the list 
of genomic  annotation   types/features used by each of the methods for candidate gene ranking. The 
last column has details of the training or the input data, if used (Note: modifi ed from Kaimal et al. 
( 2011 ), this list is extensive, but not exhaustive.; reference (Piro and Di Cunto  2012 ) provides an 
additional list of tools)  
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ing similarity (Tranchevent et al.  2008 ). Except for ENDEAVOUR (Aerts et al. 
 2006 ; Tranchevent et al.  2008 ) and ToppGene (Chen et al.  2007 ,  2009b ), most of the 
existing approaches utilize a very limited number of data sources.

   Because  biological networks   have been found to be comparable to communica-
tion and social networks (Junker et al.  2006 ) through commonalities such as scale- 
freeness and small-world properties, the algorithms used to analyze social and Web 
networks have been successfully used for disease gene identifi cation and ranking. 
These network-based approaches predominantly use protein-protein interaction net-
works (PPIN) and the  candidate genes   are typically ranked based on their connec-
tivity to known disease genes (seed or training set). While PPINs have been used 
widely to identify novel disease  candidate genes   (George et al.  2006 ; Xu and Li 
 2006 ; Kann  2007 ; Kohler et al.  2008 ; Wu et al.  2008 ), several recent studies (Chen 
et al.  2006 ,  2009a ; Kohler et al.  2008 ; Wu et al.  2008 ; Ortutay and Vihinen  2009 ) 
report also using them for candidate  gene    prioritization  . 

 A principal limitation of almost all of the current disease gene identifi cation and 
prioritization approaches is that they are gene-centric. However, it has been specu-
lated that complex traits result more often from noncoding regulatory  variants   than 
from coding sequence variants (King and Wilson  1975 ; Mackay  2001 ; Korstanje 
and Paigen  2002 ), yet analyzing noncoding regulatory variants is replete with prob-
lems. For instance, functional consequences of coding region variants are relatively 
easy to assess (e.g., missense, nonsense, splicing, etc.) while interpreting the 
 consequences of noncoding sequence variants is more complicated and the relation-
ships between noncoding sequence variation and gene  expression   level or  pheno-
types   are relatively less well understood (Kaimal et al.  2011 ).  

16.6     Exome Sequencing to Decipher Orphan Diseases 

 Next generation whole genome or  exome    sequencing   can be used to search for 
Mendelian disease genes in an unbiased manner (Gilissen et al.  2012 ). Of the ODs 
with a known causal gene  mutation  , about 70 % are monogenic (Zhang et al.  2011 ) 
and as per the current version of OMIM, there are about 5000 monogenic ODs and 
for half of these the underlying genes remain unknown. The OD causal gene identi-
fi cation thus represents the fi rst step to a better understanding of the pathophysio-
logical mechanisms underlying ODs, which in turn can lead to developing effective 
therapeutic interventions. While massively parallel  DNA sequencing   technologies 
have rendered the whole genome resequencing of individual humans increasingly 
practical, the associated expenses continue to be a major hurdle. However, about 
85 % of the known genetic causes for Mendelian disorders affect the protein coding 
exonic regions (Botstein and Risch  2003 ), which accounts for approximately 2 % of 
the genome. An alternative approach involves the  targeted   re-sequencing of all 
protein- coding subsequences ( exome    sequencing  ), potentially overcoming the 
fi nancial hurdle to routine comprehensive sequencing for diagnostic purposes in the 
near future (Bainbridge et al.  2011 ; Kingsmore and Saunders  2011 ). Thus, whole 
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 exome    sequencing   using the next generation technologies provides a new and trans-
formational approach for identifying causative mutations in ODs (see Table  16.3 ) 
and is likely to become the most commonly used tool for disease gene identifi cation 
(Gilissen et al.  2012 ).

   Although there is no doubt about the promise of  exome    sequencing   in OD 
research, it has some limitations. First, the cause of an OD could be a noncoding 
variation or a large indel or structural genomic  variant  , all of which are missed by 
exomic sequencing. Second, some of the variants may not be identifi ed because of 
lack of sequence coverage of the variant or could be related to technical errors (e.g. 

   Table 16.3    Orphan disease gene identifi cation by exome sequencing   

 Orphan disease 
 Identifi ed 
OD-Gene  References 

 Ablepharon Macrostomia and 
Barber-Say Syndromes 

  TWIST2   Marchegiani et al. ( 2015 ) 

 Adams-Oliver syndrome   DLL4   Meester et al. ( 2015 ) 
 Amelogenesis imperfecta   FAM20A   O’Sullivan et al. ( 2011 ) 
 Amyotrophic lateral sclerosis   VCP   Johnson et al. ( 2010 ) 
 Autoimmune lymphoproliferative 
syndrome 

  FADD   Bolze et al. ( 2010 ) 

 Cerebral cortical malformations   WDR62   Bilguvar et al. ( 2010 ) 
 Chondrodysplasia and abnormal joint 
development 

  IMPAD1   Vissers et al. ( 2011 ) 

 Combined hypolipidemia   ANGPTL3   Musunuru et al. ( 2010 ) 
 Congenital chloride diarrhea   SLC26A3   Choi et al. ( 2009 ) 
 Fowler syndrome   FLVCR2   Lalonde et al. ( 2010 ) 
 Hajdu-Cheney syndrome   NOTCH2   Simpson et al. ( 2011 ), Majewski 

et al. ( 2011 ), and Isidor et al. ( 2011 ) 
 Heimler syndrome   PEX1, PEX6   Ratbi et al .  ( 2015 ) 
 Hereditary spastic paresis   KIF1A   Erlich et al. ( 2011 ) 
 Hyperphosphatasia mental 
retardation syndrome 

  PIGV   Krawitz et al .  ( 2010 ) 

 Infantile mitochondrial 
cardiomyopathy 

  AARS2   Götz et al .  ( 2011 ) 

  Kabuki syndrome     MLL2   Ng et al .  ( 2010 ) 
 Kaposi sarcoma   STIM1   Byun et al .  ( 2010 ) 
 Miller syndrome   DHODH   Ng et al. and Antonarakis and 

Beckmann ( 2006 ) 
 Olmsted syndrome   TRPV3   Lin et al. ( 2012 ) 
 Osteogenesis imperfecta   SERPINF1   Becker et al . and  Choi et al. ( 2009 ) 
 Perrault syndrome   HSD17B4   Pierce et al .  ( 2010 ) 
 Progeroid syndrome   BANF1   Puente et al .  ( 2011 ) 
 Retinitis pigmentosa   DHDDS   Züchner et al .  ( 2011 ) 
 Schinzel-Giedion syndrome   SETBP1   Hoischen et al .  ( 2010 ) 
 Sensenbrenner syndrome   WDR35   Gilissen et al .  ( 2010 ) 
 Spinocerebellar ataxia   TGM6   Wang et al .  ( 2010 ) 
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bioinformatics variant calling issues) (Gilissen et al.  2012 ). While the technology 
and software for sequencing are widely and readily available, there is an increasing 
need for better and novel computational approaches to annotate the  variants  , inte-
grate and mine the variant data, prioritize the variants and  candidate genes  , and 
analyze pathways for potential genetic heterogeneity. In the following sections, we 
fi rst review a few of the recent studies that evaluated available bioinformatic appli-
cations for their predictive performance of causal  variant   identifi cation and analy-
sis. Following this, we will present a few case studies from recently published 
studies, where disease-network  analysis   approach is used along with  exome   
 sequencing   to identify novel OD causal  variants     .  

16.7     Bioinformatic Approaches for  Variant   Prioritization 

 A recent comparative study (Dong et al.  2015 ) evaluated several bioinformatics- 
based approaches for variant prioritization. Dong et al. ( 2015 ) evaluated quantita-
tively and qualitatively the predictive performance of 18 existing variant 
deleteriousness  prediction   methods. These included eleven function  prediction  - 
based scoring (SIFT (Kumar et al.  2009 ), PolyPhen (Adzhubei et al.  2010 ), 
MutationTaster (Schwarz et al.  2010 ), PANTHER (Thomas et al.  2003 ), PhD-SNP 
(Capriotti et al.  2006 ), SNAP (Bromberg and Rost  2007 ), SNPs&GO (Calabrese 
et al.  2009 ), MutPred (Li et al.  2009 ), FATHMM (Shihab et al.  2013 ), Mutation 
Assessor (Reva et al.  2011 ), and LRT (Chun and Fay  2009 )), three conservation- 
based scoring (GERP++ (Davydov et al.  2010 ), SiPhy (Garber et al.  2009 ), and 
PhyloP (Cooper et al.  2005 )), and four ensemble scoring (CADD (Kircher et al. 
 2014 ), PON-P (Olatubosun et al.  2012 ), KGGSeq (Li et al.  2012 ), and CONDEL 
(Gonzalez-Perez and Lopez-Bigas  2011 )) methods (Table  16.4 ).

   To facilitate more accurate variant  prediction  , the authors developed and evalu-
ated two ensemble‐based approaches, namely, Support Vector Machine (SVM) and 
Logistic Regression (LR) based models. To compare the performance, the authors 
manually collected four datasets (one for training SVM and LR model and three for 
testing) of nonsynonymous single nucleotide variants (nsSNVs) based on the 
Uniprot database (UniProt  2014 ,  2015 ), CHARGE (Cohorts for Heart and Aging 
Research in Genomic Epidemiology) sequencing project (ARIC  1989 ; Morrison 
et al.  2013 ), VariBench dataset (Sasidharan Nair and Vihinen  2013 ), and nsSNVs 
from studies published in the journal Nature Genetics. Of the 18 tools evaluated, the 
authors found that FATHMM and KGGSeq had the highest discriminative power 
among independent scores and ensemble scores, respectively. To demonstrate the 
value of combining information from multiple  prediction   algorithms, the authors 
developed two new ensemble scores that integrate nine independent scores and 
 allele      frequency. These ensemble scores were found to have the highest discrimina-
tive power in comparison to all other deleteriousness  prediction   scores tested. They 
were also shown to have relatively low false-positive  prediction   rate for benign yet 
rare nonsynonymous variants (Dong et al.  2015 ).  
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16.8     Exome Sequencing and Bioinformatics Applications 
to Identify Novel Orphan Disease Causal  Variants      – 
Two Case Studies 

 In a recent study, Erlich et al. ( 2011 ) demonstrated how gene  prediction   tools, when 
used in combination with traditional mapping approaches, can be successfully 
applied to prioritization of OD  candidate genes   from  exome   resequencing experi-
ments. This study illustrates the potential of combining genomic variant and gene 
level information to identify and rank novel causal variants of orphan diseases. The 
authors used three different candidate gene  prioritization   tools (Endeavour (Aerts 
et al.  2006 ), ToppGene (Chen et al.  2009b ), and SUSPECTS (Adie et al.  2006 )) to 

   Table 16.4    Bioinformatic resources for variant  annotation        

 Resource  URL 

 1000 Genomes 
Project 

   http://www.1000genomes.org/     

 ANNOVAR    http://www.openbioinformatics.org/annovar/     
 CADD    http://cadd.gs.washington.edu/     
 ClinVar    http://www.ncbi.nlm.nih.gov/clinvar/     
 CONDEL    http://bg.upf.edu/condel/home     
 dbNSFP    http://sites.google.com/site/jpopgen/dbNSFP     
 GERP++    http://mendel.stanford.edu/SidowLab/downloads/gerp/     
 Exome Variant 
Server 

   http://evs.gs.washington.edu/EVS/     

 Exomiser    http://www.sanger.ac.uk/science/tools/exomiser     
 eXtasy    http://extasy.esat.kuleuven.be/     
 KGGSeq    http://statgenpro.psychiatry.hku.hk/limx/kggseq/     
 LRT    http://www.genetics.wustl.edu/jfl ab/lrt_ query  .html     
  Mutation  Taster    http://www.mutationtaster.org/     
 MutPred    http://mutpred.mutdb.org/     
 PANTHER    http://www.pantherdb.org/tools/csnpScoreForm.jsp     
 PhD-SNP    http://gpcr2.biocomp.unibo.it/cgi/predictors/PhD-SNP/PhD-SNP.cgi     
 Phevor2    http://www.yandell-lab.org/software/phevor.html     
 PhyloP    http://compgen.bscb.cornell.edu/phast/    ;   http://hgdownload.cse.ucsc.edu/

goldenPath/hg18/phyloP44way/     
 PolyPhen-2    http://genetics.bwh.harvard.edu/pph2/     
 PON-P    http://bioinf.uta.fi /PON-P/     
 SIFT    http://sift.jcvi.org/     
 SNAP    http://rostlab.org/services/snap/     
 SNPs&GO    http://snps-and-go.biocomp.unibo.it/snps-and-go/     
 Uniprot    http://www.uniprot.org/     
 VAAST 2    http://www.yandell-lab.org/software/vaast.html     
 Variant effect 
predictor 

   http://useast.ensembl.org/Homo_sapiens/Tools/VEP     
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prioritize  KIF1A  as the most likely candidate  gene   for hereditary spastic paraparesis 
(HSP). In this study, a familial case of hereditary spastic paraparesis (HSP) was 
analyzed through whole- exome    sequencing   and the four largest  homozygous   
regions (containing 44 genes) were identifi ed as potential HSP loci. The authors 
then applied several fi lters to narrow down the list further. For example, a gene was 
considered as potentially causative if it contains at least one variant that is either 
under purifying selection or not inherited from the  parents   or absent in dbSNP or the 
1000 Genomes Project data. Because the majority of the known orphan disease vari-
ants affect coding sequences, they also checked whether the variant is non- 
synonymous. After this fi ltering step, 15 candidate  genes      were identifi ed and this 
list was further prioritized using three computational methods (Endeavour (Aerts 
et al.  2006 ), ToppGene (Chen et al.  2009b ), and SUSPECTS (Adie et al.  2006 )). As 
a training set, a list of 11 seed  genes   associated with a pure type of HSP was com-
piled through literature mining. Interestingly, the top-ranking gene from all the 
three bioinformatics approaches (each of which uses different types of data and 
algorithms for prioritization) was  KIF1A . Subsequent Sanger sequencing confi rmed 
that  KIF1A  indeed is the causative variant. 

 In a second study, Benitez et al. ( 2011 ) used disease-network  analysis   approach 
as supporting in silico evidence of the role of the adult neuronal ceroid- lipofuscinosis 
(NCL)  candidate genes   identifi ed by  exome    sequencing  . The authors used Endeavour 
(Aerts et al.  2006 ) and ToppGene (Chen et al.  2009b ) to rank the NCL candidate 
variant genes identifi ed by  exome    sequencing  . Known causal genes of other NCLs 
along with genes that are associated with phenotypically close disorders were used 
as training set for both the softwares (ToppGene and Endeavour). Interestingly, the 
three variants identifi ed by  exome    sequencing   ( PDCD6IP, DNAJC5  and  LIPJ ) were 
in the top fi ve genes in the combined analysis using ToppGene and Endeavour sug-
gesting that they may be functionally or structurally related with NCLs encoded 
genes and constituting true causative  variants      for adult NCL.  

16.9     Drug Repositioning Strategies 

  Drug development   in general is complicated, time-consuming, and expensive with 
extremely low success rates. To overcome or by-pass this productivity gap, more 
and more companies are resorting to “ Drug Repositioning ” or “ Drug    Repurposing    , ” 
or simply identifying and developing new uses for existing or abandoned pharma-
cotherapies (Ashburn and Thor  2004 ). This approach can signifi cantly reduce the 
risks associated with drug development. Repositioned drugs can enter clinical 
phases more rapidly and at a lower cost than novel compounds because the starting 
point is usually approved compounds with known bioavailability and  safety   pro-
fi les, proven formulation and manufacturing routes, and well-characterized  pharma-
cology   (Boguski et al.  2009 ). It is therefore no surprise that in recent years, of the 
new medicines that reach their fi rst markets, repurposed drugs account for ~30 %! 

 Following the FDA Orphan Drug Act in 1983, there has been a dramatic rise in 
new treatment options for ODs (~325 orphan drugs now available in the market). 
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However, these drugs cover only about 5 % of known ODs. Bypassing the tradi-
tional drug  discovery   process and discovering OD indications for already approved 
compounds could therefore be a viable strategy to jump-start the orphan drug dis-
covery process. The recent release of a 235-drug database (Xu and Cote  2011 ) of 
approved compounds and products that show promise in ODs by the FDA further 
supports the need for a more systematized analysis of approved drugs for novel OD 
indications. 

 Drug repositioning is primarily based on two key principles: (a) the “promiscu-
ous” nature of the drug and (b)  targets   relevant to a specifi c disease or pathway may 
also be critical for other diseases or pathways (Pujol et al.  2010 ; Sardana et al. 
 2011 ). While understanding the potential off-target interactions of existing drugs is 
of major interest in pharmaceutical research to understand molecular basis of 
adverse drug reactions and for discovering novel indications of drugs, identifying 
these targets in a context that also provides basic information on medical 
 exploitability is a major challenge. In this context, recent rapid advances in genomic, 
proteomic, functional, and systems studies of the known drug targets and disease 
proteins have enabled the discovery of drugs, multitarget agents, combination thera-
pies, and analysis of on-target and off-target toxicity and pharmacogenetic responses 
(Padhy and Gupta  2011 ). Such information is now publicly available in the form of 
different databases (e.g., DrugBank (Wishart et al.  2006 ), PharmGKB (Altman 
 2007 ), STITCH (Kuhn et al.  2012 ), Therapeutic Target Database (Zhu et al.  2012b )) 
which provide target and drug profi les. Druggable targets on the other hand can be 
identifi ed integrating biochemistry and cell biology with genetics and physiology, 
as well as bioinformatics and network  analysis  -based approaches. Potential candi-
dates can also be identifi ed using FDA’s “Disc” (Discontinued Drug Products) list, 
which contains thousands of drugs that made it through Phase I testing, but were 
withdrawn subsequently for reasons other than  safety  . 

 Although there are several advantages, rational drug repositioning poses formi-
dable challenges, especially in the case of ODs because the molecular basis and the 
underlying mechanism of most ODs and drug actions are unknown, intricate, or are 
not amenable to human or computational data mining techniques. In the following 
sections we will discuss some of these issues and hurdles and present an overview 
of current strategies to overcome them to translate pharmacological and biomedical 
discoveries into safe and effective OD therapeutics (Sardana et al.  2011 ). 

 With the value of drug repositioning becoming increasingly evident, a number of 
companies have developed systematic approaches which can be broadly categorized 
into three strategies (see recent review by Sardana et al. ( 2011 )) which are presented 
below along with case studies 

16.9.1     Strategy 1: Knowledge-Based Drug Repositioning 

 This strategy involves  integration   of the accumulating heterogeneous pharmaco-
logical, genomic, biomedical, and chemical data and mining it, using novel analyti-
cal algorithms and approaches. The “virtual  screening  ” is performed to discover 
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unrecognized or non-explicit connections between a drug,  target  , and disease. For 
example, Iorio et al. ( 2010a ) developed MANTRA (Mode of Action by Network 
 Analysis  ), a bioinformatics tool to analyze novel drugs and potential drug reposi-
tioning candidates of known and FDA approved drugs by the assignment of previ-
ously unrecognized putative therapeutic applications. The analysis is based on a 
novel similarity  measure   among the cellular responses elicited by a large set of 
compounds in humans. For each compound, this response is summarized by a pro-
totype genome-wide ranked list (PRL) of genes. This PRL is built  in silico  by com-
bining genome-wide profi les of differential expression, following treatments with 
the compound on a number of different human cell lines. The PRLs are then com-
pared to each other with a novel approach based on Gene Set Enrichment Analysis 
(GSEA) ending up with an exhaustive set of drug pair-wise distance values. Using 
these distance measures, a drug-drug network is built and analyzed to identify mod-
ules or highly interconnected subnetworks or communities. Communities enriched 
for drugs with similar mechanism of action are then identifi ed using known knowl-
edge and literature searches. These communities are used to make novel hypotheses 
on known drugs and to classify novel drugs, when they are integrated in the net-
work, hence the rays of light radiating from the man to the painted elements. Using 
this framework, the authors discovered that fasudil (a Rho-kinase inhibitor) could 
potentially be repositioned as treatment for neurodegenerative disorders. 

 In another study, Suthram et al. ( 2010 ) integrated molecular profi les of diseases 
with protein–protein  interaction   data, to infer protein functional modules and net-
works that were shared among many diseases. The molecular profi les of diseases 
were obtained from the NCBI Gene Expression Omnibus (GEO) (Barrett et al. 
 2007 ), while the protein-protein interaction (PPI)    data for human was obtained from 
the Human Protein Reference Database (HPRD) (Goel et al.  2012 ). Using this 
human PPI data that was organized into ‘modules’ of functionally interacting pro-
teins, a statistical approach was used to evaluate the molecular signatures of dis-
eases for gene functional module activity, whereby the module activity was 
determined as the mean normalized transcriptional activity of its component genes 
in the disease molecular profi le. A disease-disease network was then formed on the 
basis of functional module activity shared between diseases and mined to identify 
subnetworks with multiple known drug  targets  . 

 In another interesting study, Chiang and Butte ( 2009 ) used a “guilt by associa-
tion” approach to discover alternative uses for drugs by systematically evaluating a 
drug treatment-based view of diseases. The authors used the DRUGDEX System, as 
a gold- standard   comprehensive pharmacopeia resource. The DRUGDEX system 
provides literature-backed drug information on both (FDA) approved indications 
and off-label uses and is an U.S. government approved source for medical insurance 
reimbursable off-label uses. Using this system, the authors systematically captured 
the FDA-approved (FDA approved drug and indications) and practiced (FDA- 
approved drugs, but off-label drug uses) views into a Drug-Disease Knowledge 
Base consisting of 726 diseases and 2022 drugs. Given that the treatment profi les 
between a small subset of disease pairs can be quite different between the FDA- 
approved and practiced views, the authors reasoned that these discrepancies can be 
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mined to suggest novel drug uses. This was based on the hypothesis that if two 
diseases share similar therapies, then drugs that are currently used for only one of 
the two diseases may also be extrapolated to the other.  

16.9.2     Strategy 2: Rescreening the Pharmacopeia Against New 
 Targets   

 Taking advantage of the recent and rapid advances in high throughput  screening   
technology, this unbiased strategy takes the semi-blind approach of re- screening   
existing compounds against a multitude of targets to identify possible therapeutic 
benefi ts or side-effects (O’Connor and Roth  2005 ). For instance, focusing on 
neglected parasitic diseases, researchers at the University of Dundee carried out a 
large scale  screening   to cover a broad range of potential targets (Brenk et al.  2008 ). 
Out of 2.3 million commercially available compounds about 222,000 compounds 
were selected for an in silico library, ~57,000 for a diverse general  screening   library, 
and ~1700 compounds for a focused kinase set. To compile these libraries, the 
authors set several rules to defi ne unwanted groups and also to identify “lead-like” 
compounds which facilitate straightforward structure–activity relationship explora-
tion. To assemble the focused library for hit discovery for kinases, literature and 
patents were mined and reviewed. Screening the known drugs (common and orphan) 
against OD causative and druggable proteins (Russ and Lampel  2005 ) can not only 
identify potentially new therapeutic agents for validated targets, but also identify 
and validate new orphan disease-relevant targets and potential drug combinatorials 
(Sardana et al.  2011 ). Apart from jump-starting orphan disease therapeutic pro-
grams, if a novel target is discovered for an existing drug (common or orphan), its 
chemical scaffold can be used as a good starting point to identify potential new 
chemical entities with the premise of developing them as drugs for the novel target 
(Grau et al.  2005 ).  

16.9.3     Strategy 3: End-Point Screening 

 The starting point in this strategy is a  phenotype   of interest and the existing drugs 
are screened to discover drugs that produce an unanticipated (either as on- and/or 
off-target effects of compounds), yet desired, phenotypic result. For example, 
increasing autophagy may provide clinical benefi t in the treatment of various dis-
eases, and therefore there is a great effort in developing drugs enhancing this func-
tion (Iorio et al.  2010b ). Using autophagy as a phenotype of interest, Iorio et al. 
( 2010b ) used a known inducer of autophagy (2-deoxy-D-glucose) and generated a 
list of drugs that were predicted to share a similar mode of action and identifi ed a 
novel autophagy enhancer drug (fasudil) along with other previously known 
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inducers of autophagy. The authors used the Connectivity  Map   (Lamb et al.  2006 ) 
dataset which is a large compendia of publicly available gene  expression   data 
obtained by treatments of several human cell lines with a large collection of small 
molecules. A drug network is then built considering similarities in the consensual 
transcriptional responses and groups of highly interconnected nodes (drugs or small 
molecules) are then identifi ed. These communities of highly interconnected nodes 
are subjected to further computational analyses to identify their enriched modes of 
action.   

16.10       Big  Data Integration   and Mining for Drug  Discovery   
and Drug Repositioning 

 The biomedical BIG data, in which biomolecular structural, functional and process 
knowledge is embedded consists of a large number of both structured relational 
databases and unstructured free-text publications. Migration from such information 
silos towards knowledge is facilitated by establishing higher order connectivity 
among the subsets taken from multiple domains. For example, a module consisting 
of a group of genes, pathways, diseases, drugs, and a group of drug-related  adverse 
events (AEs)   forms a meaningful multi-domain module, especially when various 
individual databases attest to dependences among pairs of subsets contained in the 
module. This larger module of apparently interrelated genes, drugs, pathways, and 
AEs takes us closer to answering the how question about the underlying phenom-
ena. And a better answer to the how question will help generate better drug reposi-
tioning hypotheses. 

 Notable computational approaches and efforts have been made in connecting the 
biological and chemical domains (e.g. KEGG and DrugBank (Kanehisa et al.  2006 ; 
Wishart et al.  2008 )). However, these databases were not designed for connecting 
with phenotypic information. While PharmGKB offers access to phenotypic infor-
mation about several drugs along with their associated  genotypes  , it is not designed 
to represent the mechanism of actions of these therapeutic drugs (Altman  2007 ). 
Lamb  et al.  reported a promising “connectivity  map  ” approach which associates 
small molecules, genes, and diseases through genomic  profi ling   connections (Lamb 
et al.  2006 ; Lamb  2007 ). In another landmark study, Bork and colleagues used side- 
effect similarities to infer whether two drugs share a  target   (Campillos et al.  2008 ). 
In two seminal studies Keiser et al. and Kinnings et al. reported a structural similar-
ity based chemoinformatics approach that identify the targets responsible for the 
polypharmacology of known drugs and potential new indications (Keiser et al. 
 2009 ; Kinnings et al.  2009 ). Although these approaches mark a great advancement 
in linking drugs to underlying diseases and drug repositioning, since these func-
tional connections are purely based on one or two dimensional data (i.e., gene 
 expression    profi ling   or structural similarity), the insuffi cient coverage and limited 
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diversity of the perturbagens in the data collection continues to be a major short-
coming. The Library of Integrated Cellular Signatures (LINCS –   http://www.linc-
sproject.org    ), a NIH-funded program is one of the efforts to overcome the 
shortcoming related to insuffi cient coverage. The LINCS datasets, for instance, 
include gene  expression   signatures for about 20K small-molecule compounds 
selected from sources such as known drugs, pathway-specifi c tool compounds, and 
compounds identifi ed in NIH-sponsored small-molecule  screening   efforts. 
Researchers can now  query   disease-specifi c gene  expression   signatures against the 
1.4 million small molecule expression profi les available in the LINCS database to 
identify potential candidate therapeutics. However, these gene  expression  -based 
therapeutic discoveries should be complemented with additional information 
including prior knowledge (e.g., pathways, biological processes,  biological 
 networks  , etc.) to formulate mechanism of action related hypotheses. In our previ-
ous studies with  rare disease    networks   (Zhang et al.  2011 ; Zhu et al.  2012a ) and 
network based approaches for drug repositioning candidate discovery (Wu et al. 
 2013 ), we noted that the relationship between diseases or between diseases and 
drugs cannot be fully captured by the genes network alone  .  

16.11     FDA’s Rare Disease Repurposing Database (RDRD) 

 Recently, the U.S. FDA’s Offi ce of Orphan Products Development has established a 
new resource: Rare Disease Repurposing Database (RDRD) (Xu and Cote  2011 ) for 
drug developers. It is a compilation of drugs that have shown promise for treating 
orphan diseases and already have FDA approval or designation. It is a database of 
products that (a) have received orphan status designation (i.e., they have been found 
“promising” for treating a  rare disease  ); and (b) are already market-approved for the 
treatment of some other diseases. Since these compounds already have FDA 
approval, it is anticipated that repositioning these drugs for a new orphan disease 
indication will be quick and inexpensive for the developer, and will therefore help 
patients by getting to market quicker. The data are provided as three downloadable 
excel fi les: (a) Orphan-designated products with at least one marketing approval for 
a common disease indication; (b) Orphan-designated products with at least one 
marketing approval for an OD indication; and (c) Orphan-designated products with 
marketing approvals for both common and OD indication. These lists offer sponsors 
a new tool and a “shorter path” for fi nding special opportunities to develop niche 
therapies instead of beginning with an untested new therapy compound and obtain-
ing an FDA approval. Additionally, these data sets can be used as a “positive con-
trol” or “gold standard” for testing or validating high-throughput and computational 
approaches for drug repositioning for orphan diseases.     
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    Chapter 17   
 Toward Pediatric Precision Medicine: 
Examples of Genomics-Based Stratifi cation 
Strategies                     

     Jacek     Biesiada      ,     Senthilkumar     Sadhasivam      ,     Mojtaba     Kohram      , 
    Michael     Wagner      , and     Jaroslaw     Meller     

    Abstract     Next generation sequencing and low-cost genotyping technologies are 
opening up new avenues to translate genomics-based stratifi cation and genetic vari-
ant information into improved care and personalized interventions in the clinic. 
Towards that goal, genome-wide variant information has become an important tool 
for cohort identifi cation and stratifi cation, phenotype-genotype association studies, 
discovery of disease markers, prediction of endo-phenotypes, and clinical decision 
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support. This chapter focuses on the use of genetic variant information in the con-
text of pediatric autoimmune diseases and pain management in a pediatric surgery 
setting. Genome-wide variant detection and discovery, as well as targeted gene 
sequencing approaches are discussed through the lenses of the resulting informatics 
challenges, implied tailored research informatics solutions, and integration with 
clinical informatics systems. These challenges and solutions are illustrated using 
three specifi c applications, namely: (i) cohort stratifi cation analysis; (ii) prediction 
of classical HLA alleles from variant data in the context of pediatric autoimmune 
diseases; and (iii) predictive decision models for the management of surgical pain 
and opioid-related adverse outcomes in children.  

  Keywords     Alleles   •   Decision support   •   HLA   •   Molecular modeling   •   Pain   •   Opioids   
•   Genetic variants  

17.1       Introduction 

 The rapid adoption of next-generation  DNA sequencing   and its  integration   with 
clinical informatics systems and analytical systems are increasingly enabling per-
sonalized clinical interventions (Holmes et al.  2009 ; Chan and Ginsburg  2011 ). 
Research and clinical centers, including those focused on pediatric health, have 
been investing heavily in the  development   of necessary informatics infrastructure, 
including scalable databases that combine different types of  information  , analytical 
and data mining capabilities, as well as better interactive platforms for cross- 
disciplinary basic and  translational research  .. This chapter focuses on genetic strati-
fi cation strategies using  variant   information obtained by next generation sequencing, 
 genome  - wide   genotyping arrays as well as re-sequencing arrays (LaFramboise 
 2009 ; Schaaf et al.  2011 ). These platforms readily provide information about  genetic 
variation   that can subsequently be combined with demographic, phenotypic and 
other data to facilitate both basic and translational clinical  research   (Chou et al. 
 1987 ;  2006a ,  b ; Diatchenko et al.  2005 ; Wellcome Trust Case Control Consortium 
 2007 ; de Bakker et al.  2006 ). Informatics challenges and solutions pertaining to the 
use of genetic variant information are discussed, with several case studies used to 
illustrate applications in basic research and clinical settings. 

 We start by describing the development and use of integrated databases, compu-
tational analysis  pipelines   and platforms for joint analysis of  variant   information 
and clinical data. These databases are in use at our institution and enable seamless 
integration with clinical informatics systems. Emphasis is placed on informatics 
challenges related to: the evolving nature and increasing complexity of the data, as 
new re-sequencing platforms are being adopted; data are generated by multiple cen-
ters and must be combined to increase the statistical power of analyses; and ongoing 
evolution of sequencing platforms and processing  pipelines   that may present data in 
new formats or with different attributes. 
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 The fi rst application (Sect.  17.3 ) concerns the  prediction   of  Human Leukocyte 
Antigen (HLA)       alleles   (Lechler and Warrens  2000 ; Marsh et al.  2010a ,  b ; Aureli 
et al.  2008 ; Orozco et al.  2008 ; Sampaio-Barros et al.  2008 ; Robinson et al.  2003 , 
 2009 ; Leslie et al.  2008 ) from  SNP    variant   data. Reliable  HLA   allele  prediction   (or 
imputation) methods have recently been developed (Leslie et al.  2008 ; Dilthey et al. 
 2011 ), offering signifi cant advantages in on-going studies of pediatric autoimmune 
disorders. At the same time, it adds to the complexity of informatics solutions that 
are required to fully capitalize on these developments. A number of additional lay-
ers, including carefully assessed and unifi ed  quality   control protocols,  population   
stratifi cation and  haplotype   reconstruction (de-phasing) approaches, and multiple 
fi lters and predictors must be integrated to achieve robust accuracy and high confi -
dence in  predictions  . Possible applications to donor matching with further progress 
in this fi eld are also discussed. 

 The second application (Sect.  17.4 ) deals with  decision support   systems that are 
being developed to minimize opioid-related adverse effects, while managing peri-
operative  pain   in children. Children are at higher risk of inadequate pain relief and 
serious side effects from morphine, for example in the context of pediatric surgery 
pain management (Caldas et al.  2004 ). The ability to personalize the use of mor-
phine in order to maximize pain relief while minimizing its adverse effects has clear 
implications for public health. Efforts to develop decision support systems for such 
personalized intervention provide a case study for applications of informatics in 
 translational research  .. Here, we focus on challenges related to developing robust 
and accurate decision rules, predictive genetic signatures and risk-assessment  tools   
that combine  genotypes   and clinical data in the context of  population   stratifi cation 
and gene-gene interactions.  

17.2      Integrating Large  Variant   Data with Phenotypic 
Information 

 Advances in commercially available sequencing technology (in particular by 
Illumina and other next-generation sequencing outfi ts) have facilitated the use of 
whole- exome   (WES) and whole-genome sequencing (WGS) to investigate links 
between specifi c genetic variants with human disease. Prior to the maturing of 
sequencing technology, whole-genome genotyping platforms were already able to 
probe individuals’ genomes for single nucleotide variants at millions of loci for use 
in genome-wide association studies ( GWAS  )   . Both of these types of studies use 
 allele   frequencies in populations under considerations to fi nd correlations between 
a  phenotype   (disease status) and individual genomic variants (typically single 87 
nucleotide polymorphisms or SNPs)   , but also copy number variants (CNVs) and 
insertion-deletions (indels) (Fig.  17.1 ).

   The large scale of the source data (a typical raw fastq data fi le for WGS can have 
a size of tens of gigabytes) and, especially in the case of  GWAS  , the need for data 
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on very large cohorts (often tens of thousands of individuals), require effi cient data 
management and pose challenges in data analyses. While a number of very effi cient 
and high-quality analysis software packages are available for both sequence pro-
cessing (e.g., BWA (Li and Durbin  2009 ) for alignment,  GATK   (McKenna et al. 
 2010 ) for variant calling, etc) and  GWAS   analysis (e.g., PLINK, SNPTEST, LAMP 
(Purcell et al.  2007 ; Marchini and Howie  2010 ; Li et al.  2005 )), the  challenge   of 
transparently managing genome-wide variant information in conjunction with 
demographic and phenotypic variables is less easily solved with off-the-shelf tools. 

17.2.1     Storing and Accessing Raw Sequencing 
and Genotyping Data 

 Both raw sequencing and genotyping data typically must undergo iterative rounds 
of fi ltering and quality control, which usually results in many versions of the same 
data, which in turn create challenges in documentation and tracking data prove-
nance. This has motivated us to improve processes for managing large 

  Fig. 17.1    Visualization of  population   sub-structure using Eigenstrat on HapMap3 data. All  SNPs   
on chromosome 16 were used on this Affymetrix 6 data set. HapMap3 populations (including 
European ancestry CEU and TSI cohorts) are shown using two main PCA components. In-browser 
visualization is facilitated by a library from HighCharts.com (The International HapMap 
Consortium  2003 )       
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genome-wide data sets, both in cases of raw sequencing data and raw genotyping 
data. For the latter, and in order to provide a central, web-accessible repository for, 
e.g., CEL fi les for Affymetrix and idat fi les for Illumina platforms, we developed an 
application (accessible to registered  users   at   http://research.cchmc.org/genotyping    ), 
which allows investigators to perform the following functions:

•    Upload new data fi les that conform to a certain fi le format. All fi les are parsed, 
any metadata contained in the fi le is parsed out by the system.  

•   Control access to data, based on  permissions   granted by the owner of the data  
•   Tag data fi les with keywords and controlled vocabulary  
•   Upload  text   fi les or spreadsheets with supplemental information about the pri-

mary data  
•   Use keyword, controlled vocabulary and/or free-text searches to retrieve and 

download primary data  
•   Use the  interface   to  launch   processing ( genotype   calling) algorithms on a Linux 

cluster computer, thus enabling access to very high-performance computing 
power for basic researchers otherwise unfamiliar with computing tools or lan-
guages. In particular, we have implemented the CRLMM (Ritchie et al.  2009 ) 
approach to  genotype   calling, and we make the Affy Power Tools available to our 
 users   as well.   

A similar portal also exists for fastq fi les which contain raw sequence reads for 
either Whole Exome or  Whole Genome Sequencing   data, although this is being 
subsumed by a more sophisticated infrastructure that is being developed at CCHMC 
under the auspices of the Center for Pediatric Genomics (a.k.a. CpG). Our VIVA 
portal, which is under active development as of the writing of this chapter, will pro-
vide a web-based  interface   for investigators to upload saw sequencing data. All data 
from the CCHMC Sequencing Core will be uploaded seamlessly and is analyzed 
using a  standard  , state-of-the-art computational pipeline build around the Genomic 
Analysis Tool Kit ( GATK  , (McKenna et al.  2010 )). VIVA will hold both raw (fastq), 
aligned (bam) and called variant (vcf) fi les and will have many of the same features 
described above for the case of genotyping data. In particular because of the large 
data size we feel strongly that our approach of providing user-friendly, centralized 
data stores for genomic data is essential for effi cient research data management.  

17.2.2     Integrating Genotype and Phenotype Data Flows 

 Unlike the large raw data fi les,  genotype   call fi les (or, in the case of sequencing data, 
vcf fi les) are much smaller in size. These data  types   provide the basis used for sta-
tistical analysis and interpretation in the context of phenotypic information. To 
facilitate analysis of next generation sequencing data at CCHMC, we recently 
developed a bioinformatics NGS pipeline called the Cincinnati Analytical Suite for 
Sequencing Informatics (CASSI,   http://cassi.research.cchmc.org    ) to integrate the 
data  storage  , fi ltering, and  annotation   through a web-based  interface   (Patel et al. 
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 2014 ). CASSI analysis  pipelines   are run on the CCHMC 1300+ core Linux-based 
computational cluster. It leverages existing open source VCF fi le parsers and anno-
tation tools including VCF tools (Danecek et al.  2011 ), ANNOVAR (Wang et al. 
 2010 ), the UCSC Genome Browser (Kent et al.  2002 ), Exome Variant Server, and 
NIH-hosted genomic data repository dbGAP. After using standard,  GATK  -based 
algorithms for the initial read processing and alignment, three quality control mea-
surements are used: (1) read depth (number of sequencing reads that contain the 
variant); (2)  genotype   quality score (GQ) of each of the variants called and (3) the 
expected alternate  allele   ratio (alt ratio) for a particular  genotype  . The alternate 
allele ratio is the proportion of the number of reads with the alternate  allele   at a posi-
tion relative to the total number of reads at that same position. Our previous work 
showed that fi ltering the variants on these  measurements   removed ~95 % of the 
sequencing artifacts and Mendelian errors in  trios   while retaining 80 % of the called 
variants (Patel et al.  2014 ). After fi ltering for high quality variants, the samples will 
be then scanned for amino acid altering variants (non-synonymous, splicing, inser-
tions, deletions, and variations that alter initiation codons or stop codons) using the 
UCSC genome browser build 37 human  Reference Sequence   Gene table. Rare and 
novel variants will be identifi ed by fi ltering against the 1000 (The 1000 Genomes 
Project Consortium  2015 ), the NHLBI Exome Sequence Project and an internal 
 allele   frequency table of 312 whole exomes analyzed at CCHMC as it is assumed 
that common variants represent harmless variations. Variant   annotation    is carried 
out by state-of-the-art tools such as ANNOVAR (Wang et al.  2010 ) and the Variant 
Tools package (Danecek et al.  2011 ), which offer methods of examining their func-
tional consequence on genes (e.g., missense, nonsense, splicing disruption, frame 
shifting indel, and non-frame shifting indel). Variants are annotated with chromo-
some, position, minor  allele   frequency, gene name (  www.Genecards.org    ), tran-
script, and protein ID and amino-acid position. A schematic outline of the overall 
strategy and experimental procedures proposed to achieve this goal is shown in 
Fig.  17.2 . All steps of the processing pipeline are being implemented using the 
LONI pipeline software (Dinov et al.  2009 ). CASSI provides a web-accessible, 
user-friendly and secure  interface   that lets investigators manage all sequencing data 
along with clinical  information  .. It  interfaces   directly with the LONI pipeline engine 
via a webstart module: search results returned by the web  interface   are thus seam-
lessly staged for processing with the bioinformatics tools mentioned above on the 
Linux cluster. Previously published work (Patel et al.  2014 ) indicates that our 
CASSI  pipelines   are robust with regard to sequencing accuracy and identifi cation of 
candidate variants. Individual and summary  reports   will be generated for all candi-
date variants.

   For  GWAS   data, we had previously developed an application application, which 
we call  gwadb      (Genome-Wide Association  Database  ), and which consists of a user- 
friendly, web-based  interface   to a relational database holding all relevant data (in 
particular,  genotype   calls) and metadata for  GWAS      analyses. Our aim was to enable 
clinical and  translational researchers   to perform  GWAS   analyses and related tasks 
on well-curated, well-documented data without requiring knowledge of Linux com-
mand lines. We accomplish this by storing raw or minimally processed genotyping 
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data in the same relational database as demographic and phenotypic information. 
We enable our  users   not only to download any data in a number of commonly used 
fi le formats, but also to process these data through a number of pre-defi ned, param-
eterized  workfl ows   which run on a Linux cluster. The capability of executing these 
complex and often CPU-time and memory-intensive processes as a batch job on a 
cluster is essential for  GWAS  -type analyses, as the data sizes often make local pro-
cessing close to impossible. 

 Currently the processing  workfl ows   that are directly callable from  gwadb  ’s    web 
 interface   include commonly used tools such as PLINK (Purcell et al.  2007 ) (for 
quality control, case-control analyses, basic data management etc.), Eigenstrat (for 
cohort variability visualization), IMPUTE2 (Howie et al.  2009 ; Marchini et al.  2007 ) 
(for imputation of  genotypes   to the 1000 Genomes reference set), KING (Manichaikul 
et al.  2010 ) (for automated pedigree imputation based on  genotypes  ). All of these are 
essential to perform  GWAS   studies. PLINK is widely used in the community and 
provides a large number of functions to summarize,  manage  , fi lter and analyze large-
scale  SNP   data, it has de facto become a standard tool in any analysis. Association 
p-values can be uploaded directly into a track of a local instance of the UCSC 
Genome Browser (Kent et al.  2002 ) and further processed and visualized. 

  Fig. 17.2    Graphical representation of the Cincinnati Analytical Suite for Sequencing Informatics. 
Sequence data are parsed and stored in web accessible data  storage  . The LONI based analysis 
allows  users   to analyze data through the established pipeline for identifying relevant  variants  . 
These  pipelines   can also be changed to accommodate specifi c analyses. After variants are anno-
tated using many databases, the results are versioned, saved in the database, and available for 
downloading       
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 The analysis of ancestry with tools such as Eigenstrat (Price et al.  2006 ) is 
equally essential, not only for cohort stratifi cation, but also as a quality control tool 
since it in effect allows for verifi cation of self-reported ancestries. Imputation is a 
crucial tool when performing analyses across different genotyping platforms, and 
because of its computational cost, it is especially convenient for our end-users to 
run IMPUTE2 (Howie et al.  2009 ; Marchini et al.  2007 ) on our computational clus-
ter from  gwadb  . Finally,  GWAS   studies generally assume that all data used come 
from unrelated subjects, and KING (Manichaikul et al.  2010 ) is a convenient, fast 
computational tool that can verify kinships and uncover previously unknown famil-
ial relationships. This is especially useful when merging different cohorts in order 
to verify that no one is enrolled in both cohorts at the same time. As new applica-
tions and extensions are considered, more software tools can easily be incorporated 
into  gwadb   due its fl exible design, modular architecture, and the integration with a 
Linux computational cluster, which enables parallel large scale computation in the 
batch mode, as well as on-the-fl y analysis whenever applicable. 

 Gwadb is implemented using open-source tools such as php/mysql. Furthermore 
all communication to the server is encrypted with SSL and strict guidelines are 
enforced concerning  user   names and passwords, thus ensuring  security   and  compli-
ance   with security standards. These portals represent complete suites that integrate 
the management of disk-based storage for primary data, the management and inte-
gration of metadata about the primary data with clinical data points, as well as the 
 processing   of these data using state-of-the-art algorithms and computational equip-
ment in a user-friendly web  interface  .   

17.3       Prediction of  HLA    Alleles   from  SNP   Data 

  Human Leukocyte Antigen (HLA)   locus on chromosome 6 encodes a number of 
highly polymorphic genes that play an essential role in immune system responses 
(de Bakker et al.  2006 ; Lechler and Warrens  2000 ; Marsh et al.  2010a ,  b ; Aureli 
et al.  2008 ; Orozco et al.  2008 ; Sampaio-Barros et al.  2008 ; Robinson et al  2003 , 
 2009 ; Leslie et al.  2008 ). In particular, Major Histocompatibility Complex (MHC) 
class I and class II genes, including HLA-A,-B, -C and DRB1, DQB1, DPB1, 
respectively, are well known components of the immune system. The function and 
medical relevance of these genes stem from their ability to bind and selectively 
recognize peptides derived from pathogens as well as self-peptides. The latter aspect 
of their function contributes to the role of MHC region as an important susceptibil-
ity locus in autoimmune diseases (de Bakker et al.  2006 ; Lechler and Warrens 
 2000 ). In particular, multiple associations between HLA alleles and childhood auto-
immune disorders have been observed, including type 1 diabetes, celiac disease and 
Juvenile Idiopathic Arthritis (JIA). For example, HLA-B gene  variant   ( allele)   HLA- 
B35 and HLA-DRB1 gene variants (alleles) DRB1*1101/1104 have been associ-
ated with susceptibility to some JIA subtypes, whereas HLA-DR4 appears to be a 
protective allele. Consequently, HLA loci and their  haplotypes   are an important 
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component of disease association studies in the context of JIA and other autoim-
mune diseases (Aureli et al.  2008 ; Orozco et al.  2008 ; Sampaio-Barros et al.  2008 ). 
Recently, the 1000 Genome Project and related large scale sequencing efforts pro-
vided further evidence of high degree of genetic variability within the HLA locus, 
with many new alleles, ancestry-specifi c  linkage disequilibrium (LD)   structures, 
and association patterns being mapped, as a result of these efforts. 

 HLA alleles can be typed by direct  DNA sequencing   of variable regions of HLA 
genes, such as exon 2 of DRB1, which encode parts of the protein involved in pep-
tide recognition. This approach is non-trivial due to highly variable and poly-genic 
nature of the HLA locus, often requiring disambiguation and implying the use of 
specialized sequencing centers. As an alternative, one can take advantage of  single 
nucleotide polymorphism (SNP)    genotype   data that can be easily (and inexpen-
sively) generated using SNP microarrays. These “SNP chips” can be used to re- 
sequence single letter  variants   in the whole genome, or they can be tailored to 
include a specifi c panel of SNPs, e.g., sampling the HLA locus (LaFramboise  2009 ; 
Schaaf et al.  2011 ). In particular, the existence of strong linkage  disequilibrium   
between MHC SNPs and HLA alleles suggested that SNP tagging (or SNP-based 
imputing) could be an attractive (and inexpensive) alternative to traditional HLA 
typing (de Bakker et al.  2006 ; Leslie et al.  2008 ; Dilthey et al.  2011 ). 

 Effi cient methods for  SNP   genotyping have signifi cantly impacted studies on 
autoimmunity. Large-scale genotyping projects using SNP arrays are providing rich 
data on variation within the extended MHC region in different populations, adding 
to 1000 Genome Project and other efforts to map human  genetic variation  . SNP 
arrays can also be used to detect copy number variants (CNVs), which provides 
additional advantages (CNV-based stratifi cation), especially for highly poly-genic 
regions, such as HLA. 

17.3.1     Linkage  Disequilibrium   

 Extensive LD patterns present within the MHC region are illustrated in Fig.  17.3 , 
using data on a cohort of about 500 healthy controls of  Caucasian   descent from the 
Midwestern United States. This and similar data sets are made available to research-
ers through the  gwadb   database described in Sect.  17.2 . SNP  genotypes      in the region 
were obtained using the Affymetrix 6 platform, whereas high resolution (4 digit) 
HLA  genotypes   were obtained by direct  DNA sequencing   of the variable exons, 
following standard protocols. PHASE version 2.1 (Marchini et al  2006 ; Stephens 
and Donnelly  2003 ; Stephens et al.  2001 ) was used to reconstruct the  haplotypes  , 
which was facilitated by the use of  gwadb   and the Linux computational cluster. The 
strength of correlation between individual (biallelic)  SNPs   and (multiallelic) HLA 
was then quantifi ed using the relative information, following deBakker (de Bakker 
et al.  2006 ). Different colors represent the extent of LD for each of 8 HLA genes 
considered here (Fig.  17.4 ).
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  Fig. 17.3    Overview of the  genotype  / phenotype   data fl ow through web-based repositories, includ-
ing the raw data repository ( top left ) and  gwadb   ( bottom right ). We emphasize the ability to spawn 
computational analysis jobs (e.g., for  genotype   calling and  GWAS   analysis) on a high-performance 
Linux cluster       

  Fig. 17.4    Extensive linkage  disequilibrium   within the MHC region       
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    As can be seen from the fi gure, there is a broad peak of LD around each gene. 
Consequently,  SNPs   located near (and in majority of cases outside of) the respective 
HLA genes can be used to impute their alleles based on these strong LD patterns. 
Such  predictions   for cohorts of Caucasian ancestry have been demonstrated to reach 
greater than 90 % accuracy at the level of 4 digit alleles for all except one gene con-
sidered here, the exception being DRB1 for which greater than 85 % accuracy has 
been reported (Leslie et al.  2008 ; Dilthey et al.  2011 ). Prediction accuracy for other 
ancestries, including some rare populations studied as part of the 1000 Genome 
Project, have recently been assessed  systematically   as well, suggesting similar 
trends and pointing out the need for representative  training   cohorts and careful vali-
dation (Pappas et al.  2016 ). It should be noted that HLA alleles are typically typed 
with 4-digit resolution for association studies and transplant donor matching.  

17.3.2     Prediction of HLA Alleles 

 Reliable  prediction   of HLA alleles from  SNP   data can be obtained by exploiting the 
presence of linkage  disequilibrium   (non-random associations) between  SNPs   within 
MHC and particular HLA alleles, and by applying advanced statistical and  machine 
learning   methods (see Fig.  17.5 ). Integrating such  predictions   with platforms for 
SNP data analyses, such as  gwadb  , can greatly streamline  GWAS   studies, especially 
those on autoimmune disorders. Using this approach, analysis of associations with 
HLA alleles can be performed by applying SNP-based imputation, without addi-
tional sequencing of HLA genes. A number of studies successfully utilizing this 
approach have been published in recent years. Applications of SNP-based imputa-
tion of HLA alleles should take into account:

•    Differences between  SNP   arrays, including general genome-wide (e.g., 
Affymetrix 6.0) or tailored arrays (e.g., Immunochip), which may require 
between platform imputation and/or careful selection of SNP subsets to be used 
for the  prediction    

•   Limitations in accuracy of current methods that at present cannot fully replace 
HLA typing (especially for cases predicted with lower confi dence)  

•   Careful assessment and proper use of  population   stratifi cation, while excluding 
individuals of mixed ancestry.   

With regards to  population   stratifi cation, as demonstrated by recent benchmarking 
efforts and limitations of ancestry-independent universal  predictors   (Pappas et al. 
 2016 ), extensions to other than White/CEU populations may require extensive data 
on specifi c cohorts and (re-) training of HLA allele predictors. This observation can 
be extended to relatively rare (overall) classes that nevertheless can play in impor-
tant role in some specifi c autoimmune disorder (e.g., as a high risk allele). 
Representative cohorts for that particular disease (and risk allele) may be required 
to enable robust extrapolation from training examples and suffi cient accuracy for 
the allele of interest.
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   Prediction of HLA  alleles   from  SNP   data starts from  haplotype   reconstruction, 
which allows one to assign individual HLA alleles to chromosomes reconstructed 
from SNP  genotypes      (see Fig.  17.5 ). Two different options are available for that 
purpose within our platform, integrating two widely used and well benchmarked 
packages for  population  -based  haplotype   reconstruction: Impute2 (Howie et al. 
 2009 ; Marchini et al.  2007 ) and Phase (version 2.1) (Stephens and Donnelly  2003 ; 
Stephens et al.  2001 ; Li and Stephens  2003 ). In case of the latter, which is in general 
more accurate, but also computationally more demanding, reconstruction can be 
performed within blocks of up to 400 SNPs (depending on the size of the cohort), 
spawning multiple jobs on the cluster for multiple blocks. Tagging SNPs (Howie 
et al.  2009 ; Marchini et al.  2006 ,  2007 ) across the whole region can be included to 
enable subsequent “stitching” to obtain partial haplotypes. 

 In summary, integrated informatics solutions for storing, processing and analyz-
ing SNP and other sequencing data from multiple clinical studies can greatly facili-
tate efforts to extend and improve HLA allele  prediction  . Such databases and tools 
provide consistent quality control criteria and protocols, as well as access to data 
potentially pertaining to cohorts of different ancestries that can be used to assess, 
refi ne and re-train current methods. In particular, further improvements in terms of 
the accuracy can be obtained by combining publicly available data with local 
cohorts being collected and studied at multiple clinical centers. These efforts will 
further contribute to association studies by providing HLA  allele   assignment 
directly from  SNP   chip data, with impact on diagnosis, outcomes and personalized 
therapeutic interventions .   

  Fig. 17.5     HLA   allele  prediction   from  SNP   data can be improved by using statistical and  machine 
learning   methods, such as Support Vector Machines (SVM) or neural network (NN); it requires 
carefully designed, properly stratifi ed and suffi ciently large high quality training and validation 
sets       
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17.4      Variant-Based  Models   for Clinical Decision Rules 

 This part of the chapter focuses on efforts to improve quality of care in the context 
of pediatric surgery. One of the goals is to develop accurate models for the  predic-
tion   of clinical responses to  opioids  , using genetic variant information in conjunc-
tion with clinical and demographic data. Safe and effective analgesia is an important 
medical and economic problem (Caldas et al.  2004 ; Duedahl and Hansen  2007 ). A 
signifi cant fraction of approximately fi ve million children, who undergo a painful 
surgery in the US each year, experience inadequate  pain   relief and serious opioid- 
related side-effects (Cepeda et al.  2003 ; Sadhasivam et al  2012 ; Esclamado et al 
 1989 ). 

 The efforts to personalize  pain   management in children build on the growing 
understanding of how genes and their specifi c variants infl uence postoperative pain 
and the occurrence of serious side effects, such as respiratory depression. Multiple 
genes involved in opioid metabolism, receptor signaling and transport have been 
associated with inter-individual variability in clinical response to morphine in 
small-scale studies of adults (Chou et al.  2006a ,  b ; Diatchenko et al.  2006 ,  2007 ; 
Klepstad et al.  2004 ; Nackley and Diatchenko  2010 ; Nackley et al.  2007 ; Oertel 
et al.  2006 ; Rakvåg et al.  2005 ,  2008 , Coller et al,  2006 ). Much of this variability in 
 pain   perception can be explained by  SNPs   in catechol-O-methyltransferase 
(COMT), which is a key regulator of pain perception. Genetic variants of mu opioid 
receptor (OPRM1), the main  target   for many  opioids   including morphine, have also 
been associated with increased pain sensitivity. Adult carriers of the GG variant of 
OPRM1 SNP A119G require a 2–4 times higher dose of morphine than AA variants. 
In addition, specifi c variants of the ATP Binding Cassette B1 (ABCB1) gene that 
encodes a transporter protein have been shown to modulate cerebral pharmacokinet-
ics of  morphine  , thereby to change its analgesic and side effects (Chou et al.  2006a , 
 b ; Diatchenko et al.  2006 ,  2007 ; Klepstad et al.  2004 ; Nackley and Diatchenko 
 2010 ; Nackley et al.  2007 ; Oertel et al.  2006 ; Rakvåg et al.  2005 ,  2008 , Coller et al. 
 2006 ). 

 With the goal of improving and personalizing the postoperative care and pain 
management in children, we have initiated a systematic effort to identify genetic 
variants underlying clinical responses to  opioids  . Our initial cohort included 199 
children undergoing tonsillectomy, of which 39 were African-American and 99 
were  classifi ed   as suffering from obstructive sleep apnea (Esclamado et al.  1989 ). A 
standardized protocol allowed for unambiguous assignment and accurate quantifi -
cation of the observed  phenotypes  . Genotype data were collected using a  specialized 
 SNP   panel. The  candidate genes   included ABCB1, COMT, OPRM1, FAAH, 
ADRB2 and a number of other genes that were chosen based on their  allele   frequen-
cies and clinical evidences of important associations in adults with opioid analgesic 
and adverse effects (Chou et al.  2006a ,  b ; Diatchenko et al.  2006 ,  2007 ; Klepstad 
et al.  2004 ; Nackley and Diatchenko  2010 ; Nackley et al.  2007 ; Oertel et al.  2006 ; 
Rakvåg et al.  2005 ,  2008 , Coller et al.  2006 ). 
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 Preliminary statistical analyses revealed several signifi cant associations between 
genetic and non-genetic factors and postoperative opioid adverse effects and inad-
equate analgesia. In particular, TT  genotype   of the ABCB1 SNP rs1045642 
(C3435T) was found (after adjusting for obstructive sleep apnea) to be associated 
with a higher risk of morphine induced respiratory depression than CC  genotype  . 
Specifi cally, in ABCB1 TT  genotype  , resting minute ventilation (MV) after mor-
phine decreased by 47.5 % compared to only 19.4 % in CC and CT  genotypes   (p 
<0.05). A number of other, relatively weak associations were found with  SNPs   in 
FAAH, COMT and other genes, as well as indications of epistatic interactions 
between ABCB1 and FAAH and ABCB1 and ADRB2. We have performed a sys-
tematic multivariate analysis of associations between gene-gene interactions and 
other confounding factors (such as race, age, body mass index, etc.) and the respec-
tive outcomes, using standard CART and C4.5  decision trees   [58–59]. We have also 
used other data mining and  machine learning   approaches to provide further insights 
into the problem (and improve  prediction   accuracies), including unsupervised clus-
tering  analyses   to identify genetic “risk signatures” of opiod adverse effects. 

 It is readily apparent that informatics challenges and solutions for this applica-
tion share commonalities with those discussed in the context of  HLA   allele  predic-
tion   from  SNP   data. At the same time, this application illustrates other issues related 
to the use of clinical  decision support   systems. See Chap.   9     for a more extensive 
discussion of clinical decision  support  , an active area of  translational research   in 
pediatrics. 

17.4.1      Decision Trees   

 Decision trees are a standard  machine learning   technique for multivariate data anal-
ysis and  classifi cation   (Hastie et al.  2009 ; Witten and Frank  2005 ; Hothorn  2010 ). 
Decision trees can be viewed as a recursive partitioning approach, in which data is 
hierarchically divided into strata by simple logical rules. The advantage of decision 
trees is their simplicity, ability to handle both categorical and numerical variables as 
well as missing values, robustness to outliers and scaling, and the ability to combine 
feature selection with stratifi cation and  classifi cation  . Decision trees can also be 
used to derive easy to interpret and intuitive rules for  decision support   systems. 
Here, we use decision trees to select and combine the most predictive  SNPs   with 
demographic, clinical and other input features into simple logical rules that enable 
robust and accurate point-of-care  prediction   of inadequate  pain   relief and opioid- 
related adverse effects. 

 Different strata with distinct  patterns   of such interactions (with ABCB1 playing 
prominent role in some strata) were identifi ed. Our preliminary data, which will 
guide the design of larger studies in the future as is typical in  translational research  , 
suggest that African American children had inadequate pain control and Caucasian 
children had a higher incidence of adverse effects from similar doses of morphine 
(Sadhasivam et al.  2012 ). Concordant differences in allelic frequency of ABCB1 
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(and other genes) were observed. For example, TT  genotype   of ABCB1  SNP   
rs1045642 that predisposes children to opioid induced respiratory depression (>4 
fold higher incidence than CC  genotype  ) was found with 27 % frequency in 
Caucasian children, as compared to 2–3 % in African-American children. 

 Here, we briefl y describe the results obtained using standard CART and C4.5 
decision trees, as implemented in R and Weka, respectively (Therneu and Atkinson 
 2009 ; Quinlan  1986 ; Biesiada et al.  2014 ). These methods were fi rst used to identify 
and analyze potential patterns of gene-gene interactions and other factors predictive 
of pain sensitivity and inadequate pain relieve. The increased pain sensitivity  phe-
notype   is defi ned here by the need to administer a post-operative analgesic (PA). By 
contrast, the low  pain   sensitivity class is defi ned by no need for post-operative inter-
vention in the form of additional analgesic. This analysis is summarized as an “effi -
cacy” tree shown in Fig.  17.6 , panel A, for the post-operative analgesic use vs. no 
intervention (noi)  classifi cation   problem, using SNP data and covariates such as 
race and obstructive sleep apnea (OSA). Leaves (nodes) of the tree that represent 
strata with increased risk of inadequate  pain   relieve are highlighted in red, whereas 
those with relatively lower risk in green. The number of  patients   in each of the two 
classes is shown in each node of the tree to illustrate the results of recursive parti-
tioning of the overall data set into subsequent subsets (strata).

   Consistent with known associations between African-Americans, OSA and 
higher  pain   sensitivity, race is found to be the most discriminating feature,  providing 
the fi rst split of the overall cohort of 199 patients into two branches. Among 
 Caucasian   children, further strata are defi ned by specifi c polymorphisms in GCH1 
(which was implicated as potential modifi er of pain sensitivity and persistence) and 
interactions involving ABCD1/MC1R, ADRB2, and DRD2, or FAAH, DRD2, 
ABCD1/MC1R and TRPA1, in the two main sub-branches shown in Fig.  17.7  as 

  Fig. 17.6     Haplotype   reconstruction for HLA  prediction         
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dotted triangles. The top part of the “effi cacy” decision tree included in Fig.  17.7  
panel A can be interpreted in terms of logical rules as follows:

   IF (Race = African-American)

   THEN  high risk   of increased pain sensitivity and inadequate pain relieve ;     

  IF ((Race = White) AND (GCH1 rs441417 = TT))

   THEN  moderate risk   of increased pain sensitivity and inadequate pain relieve ;     

  IF ((Race = White) AND (GCH1 rs441417 = CC OR CT))

   THEN  low risk   of increased    pain     sensitivity and inadequate pain relieve.       

The structure of the tree and the resulting rules that could be used for point of 
care  decision support   systems capture a relatively strong correlation between race 
and increased  pain   sensitivity (82 % of African-American children included in the 
cohort required additional post-operative analgesic). At the same time, Caucasians 
could be further stratifi ed by GCH1 and other genes, indicating epistatic effects. 
The C  allele   of GCH1 is associated with somewhat decreased  pain   sensitivity: about 
63 % of Caucasian children with  homozygous   TT  genotype   required additional 
post-operative analgesic.

   Additional analysis of factors predictive of adverse effects are summarized in the 
form of a “ safety  ” tree (Fig.  17.7  panel B) for the  classifi cation   of adverse effects, 
including respiratory depression, nausea and  vomiting  , and over-sedation (referred 
jointly to as AE) vs. the other (no adverse effects) class. Leaves of the tree that cor-
respond to strata with increased risk of AE are highlighted in red. Only two main 
leaves that can be classifi ed more easily by combinations of ABCB1, ADRB2, 
COMT and FAAH  polymorphisms   are shown explicitly within the middle branch. 

  Fig. 17.7    Decision  tree   based  prediction   models for inadequate  pain   relief (effi cacy tree, panel A) 
and adverse effects ( safety   tree, panel B); simple decision rules to be applied in clinical settings 
follow. ( a ) Effi cacy Tree: no intervenation (noi) vs. the need for an additional post-operative anal-
gesic (pa). ( b ) Safety Tree: adverse effects (ae) vs. no adverse effects, referred to as no symptoms 
(nos)       
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Consistent with previous univariate analysis, GG  genotype   at FAAH rs4141964 
SNP was found to be protective, whereas the other two  genotypes   in interaction 
with TRPA1 rs1443952  genotypes   GG or GA (and specifi c further interactions with 
ABCB1, ADRB2, COMT and FAAH) carry increased risk of adverse effects. 

 Obstructive sleep apnea is over-represented among African-American patients, 
who in turn are more likely to be at a higher risk of inadequate  pain   relief, as also 
indicated by “effi cacy” tree. OSA and race represent important covariates to be 
further studied using larger cohorts. This is further highlighted by the fi nding that 
ADRB2 and FAAH gene polymorphisms can predict race with approximately 80 % 
accuracy. However, OSA itself seems to have a relatively strong, although poorly 
understood, genetic component. We found that OSA can be predicted using  SNPs   in 
just two genes (ADRB2 and ABCB1) with greater than 70 % accuracy, compared to 
50 % for a baseline classifi er. It should be emphasized that further analysis of  clas-
sifi cation   trees, stability of feature selection and the observed strata, as well as the 
accuracy of the resulting decision rules must be carefully assessed by study of larger 
numbers of patients from diverse populations. Preliminary data, such as presented 
here, guide the design of larger, more defi nitive, and more costly studies, as is typi-
cal in  translational research  . As with other  machine learning   methods, a common 
strategy to assess the overall accuracy and stability of decision trees, and to control 
the risk of overfi tting is to use a comprehensive cross-validation approach, in which 
data is randomly split into training and validation subsets (Hastie et al.  2009 ; Witten 
and Frank  2005 ; Hothorn  2010 ). This approach works well with suffi ciently large 
sample sizes so that different strata are suffi ciently well represented in both training 
and tests sets. Large data  sets   are required to validate decision rules involving mul-
tiple  genes   and epistatic effects on distinct ethnic backgrounds. It is critical that 
delivery of personalized and predictive care be based on robust and accurate deci-
sion rules.  

17.4.2     Genetic Signatures That Identify Increased Risk 
of Adverse Effects 

 The above observations based on the application of supervised  machine learning   
approaches can be extended by the use of unsupervised clustering techniques in 
order to detect patterns and strata in data, and to provide additional support for con-
clusions derived using  decision trees  . In a recent prospective study, we evaluated the 
effect of a panel of variants in  candidate genes   on opioid-related respiratory depres-
sion in 347 children following tonsillectomy (Biesiada et al.  2014 ). Using unsuper-
vised hierarchical clustering and a combination of candidate  genotypes   and clinical 
variables, we identifi ed several distinct clusters of patients with high risk (36–38 %) 
and low risk (10–17 %) of respiratory depression; with the relative risk of respira-
tory depression for high  versus  low risk clusters of up to 3.8. 
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 As can be seen from Fig.  17.8 , fi ve clusters of patients that were characterized by 
different risk of RD can be distinguished using several  SNPs   (in genes discussed 
above) in conjunction with clinical and demographic variables to account for their 
confounding effects. These distinct clusters of patients are associated with statisti-
cally signifi cant differences in either enrichment or under-representation of RD 
cases. Specifi cally, the frequency of RD cases increases gradually from about 10 % 
for the ‘low risk cluster’ to about 40 % for the ‘high risk cluster’. Consequently, the 
relative risk of RD for the highest  versus  lowest RD risk clusters is about 3.8 
(p = 0.04). Merging each of the 2 extreme clusters results in 3 clusters associated 
with low, intermediate and high risk of RD, while increasing the number of RD 
cases in low (RD frequency of 13.2 %) and high risk (RD frequency of 36.2 %) 
clusters. The relative risk between these two clusters is somewhat lower (2.7), but 
statistically signifi cant (p = 0.003).

   All non-redundant SNPs were included in the analysis at this stage, while SNP 
 genotypes      were encoded using two binary variables (see (Biesiada et al.  2014 ) for 
details). In addition to genetic variants, OSA, race, sex and morphine dose were also 
included for clustering to test for their effect on implicit stratifi cation with respect 
to RD risk. Though these clinical or demographic variables were used in the  analysis, 
they did not show an obvious  association   with the clusters identifi ed, with the excep-
tion of African-American (AA) ancestry. 

 Children of AA ancestry predominantly (33 out of 39) clustered as a sub-cluster 
of the large high risk cluster with 36 % RD frequency among the total of 62 patients 
in this cluster. The lowest risk cluster (with just 10 % of RD cases) consisted of 

  Fig. 17.8    Genetic signatures identify high vs. low risk subtypes among patients requiring post- 
surgical intervention: clustering of tonsillectomy patients using a set of candidate  SNPs   and clini-
cal variables as features, and Hamming distance to defi ne similarity (Note that two main clusters 
can be identifi ed, which can be subsequently divided into fi ve distinct sub-clusters with progres-
sively increasing risk of RD (percent of RD cases in each cluster is shown))       
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almost exclusively white children (28 out of 29 in the cluster), whereas the highest 
RD risk cluster (with RD frequency of 38 %) consisted of 18 Caucasian and 3 
non-Caucasian. 

 The fraction of patients who obtained the highest dose of morphine (>0.3 mg/kg) 
was actually somewhat lower for the highest risk cluster (28 %) in comparison with 
the lowest risk cluster (25 %). The fraction of OSA cases and ratio between males 
and females were also similar in these two extreme clusters. Thus, clearly factors 
other than race or morphine dose differentiate between high and low RD risk 
clusters. 

 The role of genetic factors in risk of RD is further supported by qualitatively 
similar clustering pattern obtained using just  SNP    genotypes   (data not shown). In 
order to better elucidate the role of race in RD risk,  clustering analysis   was also 
performed separately for the subset of children of Caucasian descent only. In the 
latter case, using just SNP  genotypes      without any clinical variables, four clusters 
with increasing fraction of RD cases can be distinguished. Exclusion of patients of 
AA ancestry dissolves the racially mixed second high risk cluster of Fig.  17.8 , while 
the highest risk Caucasian only cluster largely overlaps with the highest risk cluster 
observed using all individuals (and in conjunction with clinical and demographic 
variables) used for Fig.  17.8 . Interestingly, an even higher cohesion and stronger 
association with RD is observed for the highest risk cluster, when limiting the anal-
ysis to Caucasians only, while using  SNP    genotypes   only (50 % vs. 38 % of RD 
cases, respectively). Thus, race and ancestry based stratifi cation plays an important 
role in the assessment and  prediction   of the risk of adverse opioid effects. 

 Consequently, the risk of RD could be identifi ed using cluster assignment based 
on the relevant SNPs, with clinical and demographic variables contributing to more 
robust  predictions  . This approach resembles ‘gene signatures’-based clustering of 
patients for cancer subtype  classifi cation   (Miller et al.  2005 ). Genetic risk  signa-
tures  , along with clinical risk factors, effectively identify children at higher and 
lower risks of opioid induced respiratory depression. Thus, genetic signatures of 
respiratory depression offer strategies for improved clinical decision  support   to 
guide clinicians to balance the risks of opioid adverse effects with analgesia.   

17.5     Summing Up 

 Biomedical research is increasingly data driven and characterized by an exponen-
tially growing body of sequence and other data. This challenge has motivated the 
development of platforms and algorithms to mine and analyze biomedical data with 
the goal of enabling clinical applications. In particular, translational and clinical 
studies rely on the ability to combine sequence and other molecular data with clini-
cal and demographic information via clinical information systems. Given that 
sequence information from individual genomes is becoming ubiquitous, the chal-
lenge of interpreting and using these huge data sets in the context of the individual 
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genetic variability becomes an even more pressing problem. A critical advantage of 
 in silico  genomic and biomedical studies is that computational methods can take 
advantage of current computing power to enable complex analyses, which shed 
light on the intricate networks of molecular interactions, hubs and pathways that 
underlie observed  phenotypes  . Understanding these networks can lead to better 
therapeutic interventions as discussed in Chaps.   16     and   20    . 

 Interpreting the vast (and rapidly growing) amounts of data leads to problems of 
size and complexity that cannot be solved in routine ways; new algorithms and tools 
are required. Additionally, the simultaneous consideration of many different data 
 types  , such as  expression   profi les and polymorphisms, clinical and demographic 
data etc., poses signifi cant challenges for these methods. It also requires that a new 
generation of highly integrated and versatile informatics systems be developed that 
combine databases with analytical and visualization tools. 

 This chapter provides several case studies to illustrate the use of variant-based 
stratifi cation strategies in the context of pediatric disease. Specifi c applications are 
discussed in this chapter to illustrate how sequencing and clinical data stratifi cation 
can be applied in the context of translational and basic  research  . The fi rst applica-
tion deals with the  prediction   of  HLA    alleles   from  SNP   data. Many specifi c  variants   
(alleles) of classical HLA genes have been implicated as risk or protective factors in 
pediatric autoimmune disorders, including juvenile rheumatoid arthritis, type 1 dia-
betes and celiac disease. Typing classical HLA genes is also commonly used to 
match transplant donors and recipients. Integrated informatics solutions for storing, 
processing and analyzing SNP and other sequencing data from multiple clinical 
studies can greatly facilitate efforts to extend and improve  prediction   of HLA 
alleles. Such databases and tools provide consistent quality control criteria and pro-
tocols, as well as access to data potentially pertaining to cohorts of different ances-
tries that can be used to assess, refi ne and re-train current methods. 

 Postoperative care and  pain   management in children provides another example 
of application of  variant   data. The use of  genetic polymorphisms   in conjunctions 
with clinical data can guide therapeutic decisions that personalize and improve care. 
However, informatics and other challenges must be addressed by researchers and 
clinicians aiming to optimize such personalized interventions. Multi-center studies 
are generally necessary in pediatrics to accrue suffi cient numbers of patients to 
assure adequate statistical power to reach signifi cant, reliable conclusions. Such 
studies pose complex challenges in data capture, warehousing, sharing, and analy-
sis. Data systems of different institutions participating in a multi-center study, espe-
cially their electronic health  records  , frequently lack semantic and syntactic 
 interoperability  , which adds to the diffi culties. These issues are discussed in greater 
detail in Chaps.   3     and   6    . We believe that approaches similar to those outlined in this 
chapter can be applied in other translational studies that aim to develop decision 
rules and to implement evidence based  decision support   systems for personalized 
therapeutic interventions.     
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    Chapter 18   
 Application of Genomics to the Study 
of Human Growth Disorders                     

     Michael     H.     Guo       and     Andrew     Dauber     

    Abstract     Modern genomic approaches have helped elucidate the genetic basis of 
many diseases. Here, we use growth disorders as a paradigmatic example of how 
modern genomics can transform our understanding of biology and disease. Disorders 
of growth—either short stature or overgrowth—are frequently associated with 
genetic mutations. However, as the large majority of patients with growth disorders 
lack a molecular diagnosis, genetic studies have the potential to transform our abil-
ity to understand, diagnose, and ultimately treat these disorders. In this chapter, we 
discuss how modern genomic methods such as next generation sequencing have led 
to the discovery of novel genes and helped expand the phenotypic spectrum associ-
ated with known genes. Additionally, we discuss the translation of these technolo-
gies into the clinic as diagnostic tools for patients with growth disorders. We also 
discuss the application of SNP genotyping to fi nd genetic variants and genes associ-
ated with human stature in the general population and how these studies have gener-
ated insights into the biology of human growth. Throughout, we highlight some of 
the challenges with these technologies in the application to the understanding of 
human disease and biology.  
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18.1       Introduction 

 Historically, the mapping of disease genes has largely relied on  linkage   analyses in 
large families with multiple affected individuals. Linkage analyses, however, pro-
vide limited resolution in attempts to fi nd a disease-causing gene (Altshuler et al. 
 2008 ; Pulst  1999 ) and require large carefully ascertained pedigrees. These pedi-
grees are often diffi cult to collect, if available at all. Once linkage analysis is per-
formed, linked regions are often large and require much more painstaking work to 
refi ne down to the causal gene within the linkage region. Thus, even by the late 
1990s, only a handful of genes had been associated with human disease. 

 Over the past decade, next generation sequencing and other high throughput 
technologies have essentially supplanted  linkage   as the primary mode of Mendelian 
gene discovery. These technologies have spurred the rapid discovery of genes asso-
ciated with human disease, including associating mutations in hundreds of genes 
with various Mendelian disorders, as well as tens of thousands of genomic loci with 
complex diseases and traits (Chong et al.  2015 ; Koboldt et al.  2013 ; Stranger et al. 
 2011 ; Visscher et al.  2012 ). Technologies such as chromosomal microarrays, next 
generation sequencing (whole  genome   and whole exome) and SNP genotyping 
allow for comprehensive and accurate genotyping of various forms of genetic varia-
tion. As these technologies are typically applied genome-wide, they have the added 
advantage of being limited by relatively few  a priori  assumptions or hypotheses. 

 Beyond its role in gene discovery, genetics is also an incredibly powerful tool for 
understanding biology and disease (Hirschhorn  2009 ). For diseases with a genetic 
basis, the genetic mutation represents the most proximal factor contributing to dis-
ease, and thus identifi cation of the genetic mutation can identify the causal (rather 
than correlated) factors for disease. The results of genetic studies have helped 
uncover genes and pathways underlying the pathophysiology of disease, and many 
of these insights have been completely unsuspected (Hirschhorn  2009 ; Visscher 
et al.  2012 ). For example, a genome wide association scan identifi ed a  variant   in the 
complement factor H gene that strongly increased risk for age-related macular 
degeneration (AMD) (Klein et al.  2005 ). 

 In this chapter, we review the application of modern genomic technologies to 
elucidating the genetic basis of human disease. We focus primarily on its applica-
tion in the context of short stature, a clinically relevant phenotype for which these 
technologies have offered immeasurable insight. We will outline how next genera-
tion sequencing has catalyzed the discovery of novel disease genes, helped expand 
phenotypes associated with known disease entities, helped us understand the spec-
trum of mutations that can cause a given phenotype, and ultimately how it is being 
applied in the clinic. We also outline how chromosomal microarrays are helping to 
understand the role of copy number variation in short stature. We close by discuss-
ing the insights that genome wide association studies have generated into the biol-
ogy of human growth. Throughout, we highlight some of the limitations of these 
technologies.  
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18.2     Background to Growth and Growth Disorders 

 Growth disorders, in particular short stature, are a common presentation to pediatric 
endocrinology clinics. Despite tremendous improvements in our understanding of 
human growth and growth disorders, our ability to diagnose, manage, and treat short 
stature patients is quite poor. Depending on the setting, only 1–40 % of short stature 
patients undergoing a standard medical evaluation have an identifi able cause for 
their short stature (Ahmed et al.  1993 ; Green and MacFarlane  1983 ; Grimberg et al. 
 2005 ; Grote et al.  2008 ; Lindsay et al.  1994 ; Sisley et al.  2013 ; Voss et al.  1992 ). 
Thus, there is a tremendous need to improve our ability to understand the genetic 
and molecular causes of growth disorders. 

 Many disparate biological processes infl uence growth, including hormonal sig-
naling, growth factor signaling, basic cellular processes such as DNA replication 
and cell division, as well as intercellular interactions. Here we highlight a few of the 
major pathways and process to familiarize the reader with some of the important 
components controlling human growth and how defects in these components can 
lead to disease. The primary hormonal axis controlling growth is the growth hor-
mone/insulin-like growth factor axis (David et al.  2011 ). Defi ciency of hormones in 
the axis, resistance at the hormone receptors, or defects in hormone binding proteins 
can all result in growth disorders. Many signaling molecules converge at the growth 
plate of long bones, where the  differentiation   and  maturation   of chondrocytes and 
elongation of the growth plate during development drives human height (Baron 
et al.  2015 ). Perturbations to chondrocyte development or function, intercellular 
signaling pathways in the growth plate, or extracellular matrix proteins that guide 
growth plate formation can all result in growth disorders. Interestingly, many core 
cellular processes are also involved in growth. Defects in centrosome formation, 
DNA repair, histone modifi cations, and cell proliferation have all been associated 
with human growth disorders (Klingseisen and Jackson  2011 ). 

 In this chapter, we focus on short stature. While short stature disorders can be 
classifi ed in any number of ways, they can be broadly  classifi ed   as: (1) disorders 
presenting with prenatal onset growth retardation, (2) disorders of the growth hor-
mone/insulin-like growth factor axis, (3) skeletal dysplasias (defects in skeletal for-
mation), and (4) idiopathic short stature (short stature of unknown etiology) (Dauber 
et al.  2014b ). To date, there are over 400 Mendelian growth disorders identifi ed, and 
the functions of the proteins perturbed by the genes for these disorders span a diz-
zying array of intracellular and intercellular processes (de Bruin and Dauber  2016 ).  

18.3     Human Height as a Model Genetic Trait 

 The genetics of human stature is also an intense area of study not only because it can 
provide valuable insights into the biology of human growth, but also because it is 
considered a model genetic trait. Human height has been studied for centuries and 
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continues to be a subject of intense speculation into its genetic architecture (the 
spectrum of genetic mutations and their relative contributions to traits and diseases) 
(Hirschhorn and Lettre  2009 ). Height is a highly heritable trait, with over 80 % of 
variation in height attributable to genetic variation (Silventoinen et al.  2003 ; Yang 
et al.  2015 ). It is also clearly infl uenced by both common and rare genetic variation. 
Genome wide association studies (GWAS) over the last decade have helped eluci-
date the role of common genetic  variants   (those with minor  allele   frequency above 
5 %), each having small effects on height, but which together wield a sizeable infl u-
ence on height (Wood et al.  2014 ; Yang et al.  2015 ). Rare genetic variants are also 
clearly important, as highlighted by the multitude of Mendelian growth disorders 
that are caused by rare mutations of large phenotypic effect (de Bruin and Dauber 
 2016 ). Interestingly, for individuals at the short extreme of the height distribution, 
their height is shorter than would be predicted based on the cumulative predicted 
effect of their common genetic variants (Chan et al.  2011 ). This suggests that rare 
variant(s) with larger phenotypic effect(s) are driving their short stature. Nonetheless, 
the exact relative contribution of common and rare  alleles   is as of yet unknown, but 
is likely to be unraveled over the coming years with improved technologies and 
ever- expanding sample sizes.  

18.4     Application of Next Generation Sequencing to Human 
Growth Disorders 

 Here, we provide a brief background to next generation sequencing to acclimate the 
reader to these technologies, although we refer readers to excellent reviews that 
explain the technologies in greater detail. Next generation sequencing refers to high 
throughput sequencing methods, which allow for parallelization of the sequencing 
method in contrast to traditional Sanger sequencing. Many different technologies 
for NGS exist, including sequencing by synthesis (Illumina), sequencing by ligation 
(SOLiD), and single molecule real time sequencing (PacBio) (Mardis  2013 ). These 
technologies generate sequencing “reads” which are simply readouts of the sequence 
of a segment of an individual’s DNA. These reads vary in length depending on the 
technology. Once the sequence of each read is determined, the reads can then be 
“aligned” to a reference genome and various variant-calling algorithms can help 
determine differences from the reference genome (genetic  variants   or mutations) 
(DePristo et al.  2011 ; Liu et al.  2013 ; Mielczarek and Szyda  2016 ; Nelson et al. 
 2015 ). NGS allows for high coverage, which means that at any given site in the 
genome, many reads are generated, allowing for higher confi dence in the detection 
of differences as compared to the reference genome sequence (Mielczarek and 
Szyda  2016 ; Robinson and Storey  2014 ). 

 NGS can be whole  genome  , whole exome, or  targeted   sequencing. In whole 
genome sequence, all three billion bases of the human genome are sequenced, 
allowing for comprehensive coverage of all forms of genetic variation. In whole 
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exome sequencing, custom capture probes allow for isolation and sequencing of just 
the protein-coding regions (~1.5 % of the genome) (Ng et al.  2009 ). In contrast to 
whole genome, whole exome typically allows for higher coverage of the protein- 
coding regions and is signifi cantly cheaper. In general, with either exome or genome 
sequencing, the protein-coding portions of the genome are the only portions that are 
analyzed as they are much more interpretable than the noncoding portions of the 
genome. However, exome sequencing may often miss areas of protein-coding 
regions that are poorly captured by the probes (Belkadi et al.  2015 ; Meynert et al. 
 2014 ). Finally, researchers can also design custom probes to  target   genes or regions 
of interest. This allows for even greater coverage of regions of interest and potential 
cost-savings as compared to whole exome or genome. 

 While NGS technologies have transformed our ability to read the human genome, 
there are still many limitations to the technology. The technology introduces many 
errors and artifacts in the process of generating sequencing reads (Mielczarek and 
Szyda  2016 ; Nielsen et al.  2011 ). Identifying true genetic  variants   and differentiat-
ing them from the numerous sequencing artifacts remains a formidable challenge 
(DePristo et al.  2011 ; Mielczarek and Szyda  2016 ; Nielsen et al.  2011 ). Certain 
regions of the genome, in particular low-complexity regions, are diffi cult to sequence 
and align to the reference genome (Weisenfeld et al.  2014 ). Thus, while the technol-
ogy has fundamentally changed our ability to identify mutations, technological 
developments in the next few years will allow for more accurate and cheaper 
sequencing. 

 Once the genetic  variants   of a given individual have been determined, making 
sense of this data is even more challenging. Most genetic variants in the genome are 
benign and for the most part, it is very diffi cult to differentiate the few truly patho-
genic variants from the vast background of benign variations in the human genome. 
Generally, for Mendelian disorders, only rare variants are considered, under the 
assumption that more common variants are likely to be eliminated by natural selec-
tion if they have a large effect on disease risk (Goldstein et al.  2013 ). Various algo-
rithms also exist to try to predict the likely deleterious effects of a protein-coding 
variant, but these algorithms have imperfect sensitivity and specifi city (Gnad et al. 
 2013 ; Hicks et al.  2011 ). The challenge of interpreting  variants   is compounded in 
the noncoding regions, where we still have very limited understanding of how 
sequence variants can perturb noncoding functional elements to infl uence gene 
expression. 

18.4.1     Identifi cation of Novel Disease Genes 

 One of the primary goals of genetics research is to identify novel genes underlying 
human disease. The typical approach for identifying novel disease genes is to col-
lect a cohort of patients with a given phenotype, determine their genetic sequence, 
and identify genes which carry mutations in more patients than would be expected 
by chance based on some statistical measure. As generating suffi cient statistical 
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signal is diffi cult given the sample sizes typically available for rare disorders, nomi-
nating a novel disease gene often relies on corroborating functional evidence. An 
observation of a mutation in a gene in a single patient or even a single family is 
generally insuffi cient to nominate a new disease gene as causal for the disorder. 
Here, we highlight our efforts that led to the discovery of three new genes associated 
with growth disorders. For all three of these cases, we incorporated evidence across 
patients and families with the same phenotype to increase our confi dence in our 
assignments of novel disease genes. 

 Exome sequencing of a patient with severe short stature, developmental delay, 
microcephaly, and  craniofacial   and cardiac defects and her parents revealed a  de 
novo  missense mutation in  PUF60,  a gene known to function as an RNA splicing 
factor. Interestingly, acrofacial dystosis, Nager type (MIM 154400) and mandibulo-
facial dysostosis with microcephaly (MIM 610536), two syndromes with striking 
overlap with this patient’s presentation, are also due to mutations in splicing factors 
 SF3B4  and  EFTUD2 , respectively. These factors were known to interact with 
PUF60 at the protein level (Hastings et al.  2007 ). However, this observation alone 
was not suffi cient to implicate the  de novo  mutation in  PUF60  as causal.  In vitro  
studies demonstrated that the patient’s specifi c missense mutation led to alteration 
in splicing of known PUF60  targets  , further supporting a pathogenic effect of this 
 variant  . Additionally, an international collaboration subsequently identifi ed fi ve 
patients with similar phenotypes who carried deletions that encompassed  PUF60  
and a nearby gene,  SCRIB.  Zebrafi sh models of  PUF60  and  SCRIB  defi ciency were 
generated which helped delineate which parts of the phenotype were due to  PUF60  
defi ciency versus loss of  SCRIB  function. The combination of evidence from the  de 
novo  mutation in  PUF60,  the additional fi ve patients with deletions of  PUF60/
SCRIB , and extensive functional testing and animal models helped to establish 
 PUF60  as the causal gene for this patient’s syndrome (Dauber et al.  2013a ). This 
case demonstrates that implicating novel disease genes can be quite challenging and 
will typically necessitate several independent patients with mutations in the same 
gene, along with extensive functional work. 

 We performed exome sequencing in multiple members of two unrelated families 
who presented with growth retardation and marked elevation of total IGF-I and 
IGFBP-3 concentrations. Exome sequencing analysis revealed two different homo-
zygous mutations in  PAPPA2  that were found to segregate with the phenotype in 
each family (Dauber et al.  2016 ). As there are relatively few rare protein-altering 
 variants   that are homozygous in two different members of a given family, we were 
able to rapidly fi lter down to a small set of variants for each family. Mutations in 
 PAPPA2  were the only segregating autosomal recessive variants shared between the 
families. Both mutations were predicted to be functionally deleterious for the 
PAPP-A2 protein, and  in vitro  analysis of IGFBP cleavage demonstrated that both 
mutations cause a complete absence of PAPP-A2 proteolytic activity. We then 
showed that the patients’ serum had decreased levels of free IGF-I and decreased 
IGF bioactivity despite the marked elevation in total IGF-I levels. These patients are 
the fi rst individuals to have short stature resulting from mutations in the IGF binding 
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proteins leading to decreased IGF-I bioavailability. They provide novel insights into 
the growth hormone/IGF signaling pathway. 

 In a set of three families with a rare phenotypic constellation of mild short stat-
ure, advanced bone age, and early growth cessation, we identifi ed heterozygous 
 variants   in  ACAN  (Nilsson et al.  2014 ) .  The  ACAN  gene encodes aggrecan, a proteo-
glycan that is an important component of the extracellular matrix and has a known 
role in growth plate formation (Aspberg  2012 ). While variants in  ACAN  had previ-
ously been linked to severe dwarfi sm disorders that presented with joint defects and/
or skeletal malformations (Gleghorn et al.  2005 ; Stattin et al.  2010 ; Tompson et al. 
 2009 ), our patients represented a novel phenotypic entity. The discovery of  ACAN  
mutations in this disorder of mild short stature, advanced bone age, and early growth 
cessation relied on overlap in genetic variants across families. Following fi ltering 
for rare, protein-altering variants that segregated with the phenotype in each family, 
we found 60, 19, and 1 variant that met these criteria in the respective families. 
Remarkably, different  variants   in  ACAN  meeting these criteria were seen in each of 
the three families. In fact,  ACAN  is the only gene shared by any two of the three 
families. These variants were predicted to either be protein-truncating or were mis-
sense mutations in critical domains of the protein. The discovery of  ACAN  causing 
this rare constellation of features relied on evidence across families. The observa-
tion of all three families sharing mutations in the same gene is extremely unlikely 
by chance and allowed us to fi lter through the other  variants   that segregated with the 
phenotype but likely do not cause the disorder. Subsequent studies have identifi ed 
additional families with this set of features who also carry rare protein-altering vari-
ants in  ACAN  (Quintos et al.  2015 ).  

18.4.2      Expansion of  Phenotypes   

 Comprehensive examination of  genetic variation   in patients has also helped expand 
the phenotypic spectrum associated with known disease genes. With next genera-
tion sequencing and the ability to comprehensively and relatively cheaply ascertain 
all  genetic variation  , genetics is moving toward a  genotype  -fi rst approach. 
Traditionally, patients with a specifi c disorder were recruited based on their  pheno-
type   and then genotyped to identify genetic changes that were present in more 
patients than expected by chance. Under a  genotype  -fi rst approach, the  genotype   of 
the patient serves as a starting point, and the phenotypic features of the patients car-
rying a given mutation or mutations in a given gene are compared. While the dis-
tinction may at fi rst seem subtle, the  genotype  -fi rst approach has a tremendous 
benefi t in that it allows us to expand the phenotypic spectrum associated with  geno-
types  . This approach has led to the observation that many genetic mutations previ-
ously known to cause a specifi c  phenotype   actually can be associated with a much 
wider phenotypic spectrum or only rarely causes disease (incomplete penetrance) 
(Minikel et al.  2016 ). Although truly  genotype  -fi rst genetic studies are just ramping 
up due to the extensive sample sizes needed, here, we use several examples from our 
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research program to illustrate how ascertaining patients on a relatively nonspecifi c 
fi nding of short stature and comprehensively examining their  genetic variation   can 
help widen the phenotypic spectrum associated with diseases. 

 Sequencing of an affected sib-pair with short stature and developmental delay 
identifi ed compound heterozygous mutations in  SLC35C1  (Dauber et al.  2014a ) .  
Mutations in  SLC35C1  had previously been found to cause Leukocyte Adhesion 
Defi ciency type II (LADII) (MIM 266265), a hereditary disorder of fucosylation 
(addition of carbohydrate groups to glycoproteins or glycolipids) that results in 
inability of granulocytes to bind selectins, manifesting as marked leukocytosis 
(increase in white blood cell count) and recurrent bacterial infections as well as 
short stature and developmental delay (Etzioni et al.  1992 ). However, extensive 
functional testing revealed that the two siblings had only partial leukocyte adhesion 
defi ciency and did not have leukocytosis or recurrent infection. The only apparent 
phenotypic presentation of the  SLC35C1   variants   was the short stature and develop-
mental delay. This expanded the  phenotype   associated with  SLC35C1  mutations 
and suggested an unexpected role of fucosylation in growth. The molecular diagno-
sis in this case would not likely have been made with traditional  targeted   genetic 
approaches, since the patient would not be suspected to have LADII. By broadly 
evaluating  genetic variation   at a large number of genes through targeted sequencing 
of over 1000 genes (see below), we were able to search for potentially pathogenic 
variants and then determine which of these were likely to cause the  phenotype  . 
Finally, this diagnosis also has potentially important treatment ramifi cations had it 
been made earlier in life, as fucose supplementation has been shown to improve the 
hematological outcomes in patients with LADII with the effects on cognition and 
growth still unknown (Marquardt et al.  1999 ). 

 In an affected pair of siblings with a syndrome of severe postnatal growth retar-
dation, gonadal failure, microcephaly, and early-onset metabolic syndrome,  exome   
 sequencing   revealed  homozygous    variants   in  XRCC4  (de Bruin et al.  2015 ) .  While 
 homozygous   mutations in  XRCC4  had previously been seen in a single individual 
with short stature and microcephaly (Shaheen et al.  2014 ), this  report   of affected 
siblings with  XRCC4  mutations expanded the phenotypic spectrum to include 
gonadal failure and early-onset metabolic syndrome (Shaheen et al.  2014 ). This 
case also illustrates how the approach of sequencing affected sib-pairs can be very 
powerful. Each individual generally only carries a few rare,  recessive  , protein- 
altering  variants  . As siblings are only expected to share ¼ of  recessive   mutations, 
the number of candidates can be quite small based on genetics alone. Another paper 
published contemporaneously also identifi ed bi-allelic (on both copies of the gene) 
mutations in  XRCC4  in fi ve families with short stature and microcephaly (Murray 
et al.  2015 ). The association of  XRCC4  mutations with growth retardation is only 
one of many examples of how genes in core cellular processes can cause growth 
defects. Interestingly however, patients with mutations in  XRCC4  did not develop 
immune defects (de Bruin et al.  2015 ; Murray et al.  2015 ). This is counterintuitive 
given the critical role of  XRCC4  in non-homologous end joining, which is believed 
to be necessary for V(D)J recombination in the formation of immune molecules (de 
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Villartay  2015 ). Thus, human patients present a unique opportunity to better under-
stand biology. 

 In an individual patient who was ascertained on idiopathic short stature (ISS), we 
found compound heterozygous mutations in  B4GALT7  (Guo et al.  2013 ), a gene 
previously known to cause the progeroid form of Ehlers Danlos Syndrome (MIM 
130070) (Faiyaz-Ul-Haque et al.  2004 ; Kresse et al.  1987 ), but had not been linked 
to ISS. Upon further phenotypic workup of the patient, he was found to have some 
features consistent with the progeroid form of EDS, including hyperfl exible joints, 
hyperextensible skin, and congenital  malformation   of the elbow joint. However, he 
did not have progeroid facial features, the phenotypic feature for which the disorder 
was named. Upon literature review of the previously known 3 cases of the progeroid 
form of EDS, it was found that progeroid facies are not a consistent feature of 
patients carrying  B4GALT7  (Faiyaz-Ul-Haque et al.  2004 ; Kresse et al.  1987 ) .  
Interestingly, the previously known patients with  B4GALT7  mutations did have 
short stature. Thus, we were able to redefi ne the progeroid form of Ehlers Danlos 
syndrome to include short stature and demonstrate that progeroid features are not a 
phenotypic feature of patients with  B4GALT7  mutations (Guo et al.  2013 ). 

 In another patient presenting with ISS, we identifi ed a known mutation in the 
gene  FAM111A  that causes Kenney-Caffey syndrome (Guo et al.  2014 ). While the 
patient had all the other characteristic features of KCS, this patient did not have 
infantile hypocalcemia, the cardinal feature of KCS (Unger et al.  2013 ). As the 
patient was missing this key feature of KCS, this diagnosis—which is already very 
rare—would have been highly unlikely to have been considered using traditional 
genetic approaches, but was made possible by unbiased genotyping in the form of 
whole  exome    sequencing  . 

 Our studies comprehensively evaluating  genetic variation   in patients ascertained 
on a relatively wide and nonspecifi c  phenotype   of short stature is a step toward a 
 genotype  -fi rst approach and illustrates how this approach can be illuminating in 
expanding the phenotypic spectrum associated with disease. We were able to fi nd 
many patients with mutations in known disease genes that did not fi t the phenotypic 
defi nitions classically associated with mutations in those genes. In the future, with 
expanded resources,  population  -based ascertainment and genotyping will likely 
continue to greatly expand the phenotypic spectrum of these genes .  

18.4.3     Understanding the Spectrum of Mutations That Cause 
Disease 

 While there are more than 400 genes known to cause Mendelian growth disorders, 
the mutations within these genes are not well catalogued. Even within Mendelian 
disease genes, most genetic mutations are benign. Thus, understanding the muta-
tions that can contribute to disease is important in helping to interpret genetic  vari-
ants   in these genes and can aid in future diagnoses. However, doing so in a high 
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throughput fashion is challenging given the current costs of sequencing, especially 
when applied to a large number of genes. 

 In order to identify potential disease-causing mutations in genes known to cause 
short stature, we performed a  targeted   sequencing experiment to sequence 1077 
genes in 192 short stature patients along with 192 controls (Wang et al.  2013 ). These 
1077 genes were selected based on their status as a Mendelian growth disorder 
gene, previous links to growth plate biology, or being found in a  GWAS   locus for 
height (see below). In order to overcome the cost limitations of current technology, 
we undertook a pooled sequencing approach which allowed for highly accurate 
sequencing of all 1077 genes, while saving signifi cantly on sequencing costs (Golan 
et al.  2012 ). The study revealed 4928 genetic  variants   in 1077 genes that were pres-
ent in cases but not in controls, of which 1349 had not been seen before in large 
reference databases. Among the many interesting fi ndings from the study, the analy-
ses identifi ed three individuals with known pathogenic variants in  PTPN11  causing 
undiagnosed Noonan syndrome. The analyses also revealed 9 rare potentially non-
synonymous  variants   in  IGF1R . Interestingly, most of these variants did not segre-
gate with the  phenotype   in the families from which the variant was found. This 
could suggest that the variants are either incompletely penetrant (only causing dis-
ease some of the time) or that they are not pathogenic. One of these variants in 
 IGF1R  was a novel frameshift variant, which was functionally tested and deemed to 
be likely pathogenic. Another known pathogenic variant in  IGF1R  was found in a 
control subject questioning the previous assertion that this is a pathogenic variant. 
Together, these data helped generate an extensive catalogue of  variants   in relevant 
genes in short stature patients and will greatly aid in interpreting which variants are 
likely pathogenic or benign. 

 The pooled sequencing analysis also revealed seven protein-altering variants in 
 NPR2  that were found exclusively in the short stature patients (Wang et al.  2013 , 
 2015 ). Bi-allelic variants in  NPR2  had previously been demonstrated to cause a rare 
dwarfi ng skeletal dysplasia: acromesomelic dysplasia, Maroteaux type (AMDM) 
(MIM 602875). These variants were found in the heterozygous state in the short 
stature patients, suggesting that heterozygous variants in  NPR2  can contribute to 
idiopathic short stature, as had been previously suggested (Bartels et al.  2004 ; Olney 
et al.  2006 ). Several of these  variants   segregated with the short stature within the 
respective families or were found to be  de novo . Screening of additional cohorts 
ascertained on  population   height extremes (short and tall stature) revealed nine 
additional rare nonsynonymous variants, eight of which were found in short stature 
patients and one of which was found in a tall stature patient. These  variants   were 
confi rmed for functional effect, including demonstration of loss of function for vari-
ants found in short stature patients and gain of function for the variant from the tall 
stature patient (Wang et al.  2015 ). These studies greatly expanded the spectrum of 
variants in  NPR2  associated with short stature and demonstrated that heterozygous 
variants in the gene account for ~2 % of patients presenting with idiopathic short 
stature. The observation of a tall stature patient with a gain of function  variant   fur-
ther suggested that both loss and gain of function in  NPR2  can result in opposite 
changes in height.  
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18.4.4     Utility of Exome Sequencing in Diagnosing Short 
Stature in Clinical Settings 

 Next generation sequencing has also been moving from research laboratories to the 
clinic, where it has the potential to supplant traditional clinical genetics approaches 
of  targeted   sequencing of disease genes suspected based on a patient’s  phenotype  . It 
provides the potential to provide genetic diagnoses for rare disorders, which can 
guide treatment and management of patients. However, as the technology is rela-
tively new and no long-term follow-up studies have been performed, the effi cacy of 
the approach has not been rigorously evaluated. 

 To evaluate the effi cacy of NGS in providing diagnoses for patients, we per-
formed  exome    sequencing   in 14 patients with ISS and their unaffected family mem-
bers (Guo et al.  2014 ). Patients all had extensive workup that did not reveal a cause 
of their short stature and did not have syndromic features suggestive of a specifi c 
genetic syndrome. Following fi ltering for Mendelian patterns of segregation (auto-
somal  recessive  , compound heterozygous, X-linked  recessive  , or  de novo ), we iden-
tifi ed a genetic cause for 5 of the 14 patients (36 % diagnostic yield). Our diagnostic 
yield was similar to the yields reported for  exome    sequencing   as applied to other 
rare Mendelian disorders (Lee et al.  2014a ; Yang et al.  2014 ). These results sug-
gested that  exome    sequencing   might be effective in the diagnosis of patients with 
ISS, which is a relatively mild  phenotype   as compared to the severe  phenotypes   
typically analyzed by molecular diagnostic clinics. 

 However, 9 of the 14 patients did not receive a genetic diagnosis. As we had 
hypothesized that these patients’ short stature is due to monogenic highly rare pen-
etrant genetic  variants   following a classic pattern of Mendelian inheritance, patients 
not following these assumptions are likely to evade diagnosis due to several differ-
ent reasons. First, our approach was predicated on the assumption that mutations in 
a single gene resulted in the ISS, but there is the possibility of genetic variants in 
multiple genes contributing to the short stature (i.e. oligo- or polygenicity). Second, 
more common mutations (>1 % minor  allele   frequency in reference databases) could 
also cause the short stature, although these variants are unlikely to have a large effect 
on stature or are unlikely to be highly penetrant. Additionally, synonymous (muta-
tions that do not change the protein sequence) changes were not considered as they 
are presently not amenable to interpretation, although it is well known that synony-
mous changes can perturb gene  expression   and function. Non-coding variants, epi-
genetic changes, and somatic changes (i.e. non-germline) are not captured well by 
 exome    sequencing  . A fi nal challenge is that since we relied on segregation in 
Mendelian patterns, we relied on correct specifi cation of other family members, as 
being affected or unaffected, and the mutations being fully penetrant. Misspecifi cation 
of phenotypic status in other family members can misguide the segregation analyses 
and prevent the identifi cation of a causal genetic  variant     . Similarly, incomplete pen-
etrance can result in the causal mutation being present in an unaffected family mem-
ber, preventing the mutation from demonstrating Mendelian segregation. 

 Interpreting  genetic variation   can be quite challenging, as most genetic variants 
are likely benign and for most variants, we have limited ability to resolve whether 
they are pathogenic or benign. For example, in our paper, one patient with ISS was 
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found to carry compound heterozygous  variants   in  COL2A1,  which is known to 
cause a variety of skeletal dysplasia and short stature syndromes (Kannu et al. 
 2012 ). However, the patient does not have any known skeletal anomalies, and it is 
unknown if this patient’s  variants   in  COL2A1  could cause ISS in the absence of 
skeletal defects. 

 We also identifi ed two patients with 3-M syndrome. While this disorder was 
believed to be rare (Hanson et al.  2011 ), our identifi cation of two patients (out of 14 
analyzed) suggested that it might actually be underdiagnosed. These two patients 
had both undergone extensive clinical evaluation that did not identify a cause for the 
ISS. The diagnosis of 3-M syndrome has important treatment implications, as the 
3-M syndrome is often associated with hypergonadotropic hypogonadism (Dauber 
et al.  2013b ). The identifi cation of the association between 3-M and hypergonado-
tropic hypogonadism opens up the path for patients to potentially undergo fertility 
preservation therapy. 

 Whole  exome    sequencing   might also be a cost-effective modality to providing a 
diagnosis for patients with short stature. One of the patients who was diagnosed 
with 3-M syndrome had undergone nearly $8000 in various clinical genetic tests 
and  targeted   sequencing (Dauber et al.  2013b ). At the time, clinical  exome    sequenc-
ing   also cost approximately $8000, but the prices for  exome    sequencing   are drop-
ping rapidly. This suggests that  exome    sequencing   has the potential to provide a 
comprehensive evaluation of  genetic variation   while being more cost-effective than 
piece-meal genetic testing. These technological advances can thus allow patients to 
end their diagnostic odysseys faster and cheaper than ever before. 

 Given the potential benefi ts of  exome    sequencing   in providing diagnoses for 
short stature patients, we proposed a diagnostic fl owchart for patients presenting 
with short stature diagnostic fl owchart suggested that patients with short stature 
should undergo a limited panel of specifi c genetic tests for mutations consistent 
with their  phenotype   (e.g., microcephaly panel for a patient with microcephaly and 
short stature). We then suggested that patients who are negative for this set of spe-
cifi c tests should undergo comprehensive evaluation by  exome    sequencing   for cod-
ing mutations and chromosomal microarrays for assessment of copy number 
variation. Whether our diagnostic  workfl ow   will result in higher diagnostic rates for 
patients with short stature remains to be determined.    

18.5     Copy Number Variation 

 Thus far, this chapter has focused on simpler forms of  genetic variation  — SNPs   and 
short indels. However, larger insertions and deletions referred to as copy number 
variation (CNV), or structural variations (SVs) in the genome such as inversions can 
also play an important role in disease (McCarroll and Altshuler  2007 ; Zhang et al. 
 2009 ). In fact, the number of base pairs in a person’s genome that is perturbed by 
CNV/SVs is much greater than that perturbed by simple SNPs and indels (Handsaker 
et al.  2015 ). 
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 CNVs and SVs have been studied for many decades in the fi eld of genetics, as for 
a long time, they were the only forms of  genetic variation   that could be detected 
using available cytogenetic technologies. At the extremes of size, CNVs and SVs 
can be visible under a microscope using standard karyotyping methods. For many 
years, genomic lesions in patients were identifi ed by cytogeneticists using karyo-
typing. However, these studies were incredibly laborious and had limited resolution 
(>10 million base pairs). In the late 1990s, a new high throughput method called 
array comparative genomic hybridization (array CGH) was developed, which 
allowed for highly accurate and cheap detection of copy number changes (Pinkel 
et al.  1998 ). The technology also allowed for much greater resolution, down to 
approximately 100 kilobases. Array CGH uses probes that bind throughout the 
genome, and compares the binding intensities at each probe compared to diploid 
control signals. More recently, technologies have been developed to identify copy 
number variation from  exome   or  whole genome sequencing   data (Zhao et al.  2013 ). 
These approaches generally utilize read depth intensities or split reads (reads map-
ping to discordant places in the genome) to identify CNVs or SVs. 

 While there are clear examples of CNVs that cause Mendelian growth disorders, 
we sought to test whether CNVs might contribute to short stature in a general  popu-
lation  . Using a cohort of 2411 children who had array CGH data, we found that 
individuals with short stature had a greater burden of rare (<1 %) or lower-frequency 
(<5 %) deletions in their genome (Dauber et al.  2011 ). The average CNV length was 

  Fig. 18.1    Proposed diagnostic fl owchart for patients being evaluated for short stature (Figure 
adapted from Dauber (an author of this chapter), Rosenfeld, and Hirschhorn, JCEM, 2014 (PMID 
24915122))       
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also higher in the individuals with short stature. Interestingly, there was no associa-
tion between the presence of duplications and stature, nor was there an association 
between CNVs and tall stature. These results were replicated in a  population  -based 
cohort of nearly 7000 individuals. A regional CNV association study was also per-
formed and identifi ed three common CNVs that were associated with stature. In 
each of these regions, deletions were associated with decreased stature, while dupli-
cations were associated with increased stature. It is not as of yet clear how these 
deletions result in short stature, though it is likely through decreased dosage of 
important genes for growth and/or unmasking of  recessive    alleles   (Joshi et al.  2015 ). 

 While overall burden of deletions might be associated with short stature, there is 
also value to identifying individual CNVs that cause growth disorders. In a patient 
with paternally-inherited short stature and microcephaly, array CGH performed on 
the patient and his  parents   revealed a heterozygous deletion of  IGF1  that was inher-
ited from the father (Batey et al.  2014 ). Mutations and deletions in  IGF1  had previ-
ously been linked to short stature and microcephaly. The molecular diagnosis of 
 IGF1  deletion was consistent with the patient’s  phenotype  . This patient was also the 
fi rst to be reported with a full  IGF1  deletion, helping to clarify the phenotypic 
effects of haploinsuffi ciency of  IGF1 . Additionally, this patient demonstrates the 
utility of assaying CNVs clinically in the diagnosis of growth disorders.  

18.6       SNP   Genotyping and Genome Wide Association Studies 

 While the majority of this chapter has been focused on studies of rare  variants   with 
large phenotypic effect, there is also tremendous value to studying more common 
variants (those present in many people in the  population  ) (Hirschhorn  2009 ; 
Visscher et al.  2012 ). Common variants typically have much smaller phenotypic 
effect, since if they had large effects on disease, they would be rapidly eliminated by 
natural selection (Manolio et al.  2009 ). Nonetheless, common variants can be 
incredibly important to disease risk and other human traits. Studies have suggested 
that the majority of variation in height can be explained by common  genetic varia-
tion   (Yang et al.  2015 ). Thus, while the contribution of each common genetic vari-
ant may only have a small effect on height, collectively they amount to a sizeable 
contribution, since each person will carry many common variants with effects that 
add up (Wood et al.  2014 ). Moreover, the genes identifi ed by these common variants 
can have very important roles in growth biology, despite the common  variants   them-
selves each having small effects. 

 Common variants can be assessed rapidly and cheaply using  SNP   genotyping 
chips. These genotyping chips generally assay 100,000 to 1 million pre-specifi ed 
common genetic variants across the genome, at a fraction of the cost of a whole 
genome  sequence  . Using  haplotype   maps, which are catalogs of the patterns of 
 genetic variation   across populations, one can then fairly accurately impute (infer) 
the state of all common  variants   (~10 million) across the genome (1000 Genomes 
Project Consortium et al.  2015 ; International HapMap 3 Consortium et al.  2010 ). 
Moreover, recent developments have allowed for imputation of even rarer variants 
(down to 0.1 %  allele   frequency). These SNP  genotypes     , whether directly geno-
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typed or imputed, can then be tested for their association with a  phenotype   such as 
height in large populations. 

  GWAS   for height are among the largest conducted to date. The most recent effort 
led by the GIANT consortium analyzed 250,000 individuals for the association 
between SNP  genotypes   and height. The analysis identifi ed 697  variants   indepen-
dently associated with height; these variants were distributed across 423 loci or 
regions of the genome (Wood et al.  2014 ). The  GWAS   identifi ed many known genes 
and pathways for growth, including fi broblast growth factor signaling and cartilage 
development. Importantly, many of these association signals did not point to genes 

  Fig. 18.2    Literature mining analysis of genes implicated by  GWAS   of height. A subset of the 697 
height-associated  SNPs   are arranged along the  outer circle . The  inner circle  represents the indi-
vidual prioritized genes at leach locus implicated by these SNPs. Gene names shown in  black  have 
literature connections, and the ones in  gray  do not. The  redness  and thickness of the lines connect-
ing pairs of genes represent the strength of the connections. Top-ranking keywords prioritized by 
GRAIL were ‘ transcription  ’, ‘growth’, ‘nuclear’, ‘factor’, ‘binding’, ‘collagen’, ‘ differentiation  ’, 
‘ promoter  ’, ‘development’, ‘ribosomal’, ‘bone’, ‘mice’, ‘expression’ and ‘cartilage’ (Figure from 
Wood et al.,  Nature Genetics,  2014 (PMID: 25282103))       
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with known function in human growth, generating many novel biological  hypotheses 
about new genes involved in growth. Thus,  GWAS   offers a treasure trove of biologi-
cal hypotheses that can be followed-up on with further genetic or functional 
studies.  

 As common  variants   have such an important infl uence on height, it has been sug-
gested that these  GWAS   results can be used to predict height (or risk of diseases 
such as type 2 diabetes). By knowing the effect of each genetic variant on height 
and by measuring the state of each variant in an individual, one can then obtain an 
estimate of height based on these  SNPs  . However, to date, there appears to be little 
utility to using  GWAS   results to predict height or other traits or diseases (Kraft and 
Hunter  2009 ). This is because for reasons that are as of yet unknown,  GWAS   have 
only identifi ed a small proportion of the contribution of common genetic  variants   to 
height and other diseases and traits (Zuk et al.  2012 ). For height, despite remarkable 
sample sizes and 697 associations, only about one fi fth of the variation in height has 
been explained (Wood et al.  2014 ). Thus, the  GWAS   results offer limited predictive 
value and are far inferior to family history or parental height. In the future however, 
 GWAS   results may explain a much greater fraction of the contribution of  genetic 
variation   to human traits and diseases and thus be a much better source for risk 
prediction    .  

18.7     Future Directions 

 While next generation genomic technologies have contributed to a rapid expansion 
in our knowledge about growth disorders and our ability to diagnose them, signifi -
cant work remains to be done. Here, we outline some unsolved problems and appli-
cations of genomic technologies that are underway and are likely to play an 
important role in continuing to help unravel, and ultimately treat, growth disorders 
over the coming years. 

 While the genetic basis of 400 Mendelian growth disorders has been identifi ed, 
there are many growth disorders where the genetic basis is as of yet unknown. 
Comprehensive analysis of the genetics of these patients using technologies such as 
next generation sequencing and array CGH will likely uncover many new causes of 
growth disorders. As the cost of these technologies falls rapidly, the capacity to 
analyze many more samples will increase. With a greater knowledge of the genes 
that can cause disease, our ability to diagnose patients with growth disorders will 
also likely improve. 

 For the most part, the identifi cation of novel disease genes for Mendelian disor-
ders has focused on the fortuitous observation of multiple patients with consistent 
 phenotypes  , who all carry mutations in a given gene. However, these observations 
often lack statistical and methodological rigor. Current and future research will 
likely increasingly apply analyses across cohorts of patients with a given  phenotype   
and perform large scale sequencing analyses to identify statistically signifi cant 
enrichments of rare potentially pathogenic  variants   in genes as compared to suitable 
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controls (Lee et al.  2014b ). These approaches have been applied successfully to 
many other disorders, such as amyotrophic lateral sclerosis (ALS) (Cirulli et al. 
 2015 ). However, these methods, while statistically rigorous, will often require large 
sample sizes, especially when there are many genes that can cause a disease (high 
locus heterogeneity). 

 Although many genes are known for growth disorders and many more are likely 
to be discovered in the coming years, interpreting genetic  variants   in these genes 
remains diffi cult. Many patients will be sequenced and variants of uncertain signifi -
cance will be found in these genes. In order for genomic technologies to be more 
useful in a clinical setting, we will need to greatly improve our ability to interpret 
genetic variants and distinguish benign variants from pathogenic. Computational 
algorithms will likely improve, especially for the noncoding portions of the genome 
(Ionita-Laza et al.  2016 ; Kircher et al.  2014 ). In addition, high throughput func-
tional assays to test the effect of many different mutations might be generated for 
each gene, allowing us to determine  a priori  the functional consequence of every 
mutation in a given gene. This paradigm has already been applied for  PPARG  for 
type 2 diabetes and  BRCA1  for breast cancer risk (Majithia et al.  2014 ; Starita et al. 
 2015 ). 

 Genetics also has tremendous potential to help us understand biology and gener-
ate therapeutic hypotheses. However, for this to happen, we will need to translate 
genetic fi ndings into the laboratory to understand how these genes and mutations 
cause growth disorders. These genes will likely become prime therapeutic  targets  , 
and genetics can offer a unique window into identifying therapeutic targets that are 
likely to be effective and safe (Plenge et al.  2013 ). This is because patients carrying 
genetic mutations approximate the effect of a therapeutic knocking down the effect 
of a given gene. The story of  PCSK9  demonstrates this paradigm. Individuals with 
mutations resulting in loss of function of  PCSK9  have very low LDL cholesterol 
levels and greatly decreased risk of heart attacks and are otherwise healthy (Cohen 
et al.  2005 ,  2006 ; Kotowski et al.  2006 ). Thus, targeting of PCSK9 with a therapeu-
tic agent should result in decreased LDL cholesterol and heart attack risk with few 
side effects. Multiple clinical trials for monoclonal antibodies against PCSK9 have 
in fact been demonstrated to be effective and safe (Blom et al.  2014 ; Robinson et al. 
 2015 ; Sabatine et al.  2015 ). It is the hope of human genetics that this paradigm 
might be applied for many other human diseases.     
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    Chapter 19   
 Systems Biology Approaches for Elucidation 
of the Transcriptional Regulation 
of Pulmonary Maturation                     

     Yan     Xu      and     Jeffrey     A.     Whitsett    

    Abstract     Surfactant defi ciency associated with lung immaturity is a major cause of 
morbidity and mortality in preterm infants resulting in acute respiratory failure 
(termed “respiratory distress syndrome” or RDS) and chronic respiratory dysfunc-
tion (bronchopulmonary dysplasia or BPD). The lack of surfactant lipids and pro-
teins needed to reduce surface tension at the air-liquid interface in the peripheral 
lung saccules, causes atelectasis and respiratory insuffi ciency after preterm birth. 
Lung “maturation” is a complex process involving diverse structural, cellular, and 
biochemical changes in lung architecture and function that are precisely coordi-
nated by genetic and environmental factors that synchronize the length of gestation 
with lung maturation. We developed computational tools utilizing systems biology 
and single cell genomics strategies to analyze large-scale mRNA expression data 
from distinct technical platforms and biological contexts to: (1) identify signature 
genes, (2) predict transcriptional regulators driving epithelial cell differentiation, 
and (3) model transcriptional regulatory networks (TRN) controlling perinatal lung 
maturation. The signaling and transcriptional mechanisms controlling lung growth 
and maturation required for the abrupt adaptation to airbreathing at birth are of 
considerable clinical interest, with the hope of preventing and treating neonatal pul-
monary disease. This chapter provides practical analytic strategies to utilize bioin-
formatics tools to integrate large-scale lung gene expression data with independent 
genomic information to predict transcriptional networks controlling lung matura-
tion and surfactant homeostasis.  
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19.1       Introduction 

 The timing of  lung    maturation   is precisely controlled by complex genetic and cel-
lular programs. Preterm infants, born less than 36 weeks, are at risk for  respiratory 
distress syndrome (RDS)   at birth, most commonly the cause of  perinatal   mortality 
and morbidity in preterm infants. Immaturity of alveolar type 2 (AT2) cells causes 
surfactant defi ciency and atelectasis of respiratory failure after birth (Dubin  1990 ; 
Grenache and Gronowski  2006 ). Since the discovery that  RDS   is caused by the lack 
of pulmonary surfactant (Avery and Mead  1959 ), the structure, function and clinical 
relevance of surfactant lipids and proteins have been extensively studied  in vivo  and 
 in vitro  (Weaver and Beck  1999 ; Weaver and Whitsett  1991 ; Whitsett  2006 ; Whitsett 
et al.  1995 ; Whitsett and Weaver  2002 ). Although advances in clinical care of pre-
term infants, including surfactant replacement and administration of antenatal glu-
cocorticoids to induce  lung maturation   have improved  perinatal   survival at ever 
earlier gestations, the increasing survival of extremely preterm infants and the chal-
lenges of their postnatal care have been associated with chronic lung injury and 
remodeling, resulting in increased number of infants with bronchopulmonary dys-
plasia (BPD).  Preterm birth   rates (11–12 %) and associated pulmonary morbidities 
remain a major cause of  infant mortality   worldwide, affecting approximately 
500,000 babies in North America alone (Goldenberg et al.  2008 ; Gravett et al. 
 2010 ). The molecular and cellular mechanisms controlling preterm birth and  lung 
maturation   remain enigmatic (Muglia and Katz  2010 ). Progress in prevention and 
therapy of pulmonary immaturity associated with preterm birth will depend upon 
deeper understanding of the cellular, genetic, environmental, and hormonal factors 
controlling  perinatal   lung function. 

 Perinatal lung “maturation,” necessary for the transition from intrauterine to 
extra-uterine life, is dependent upon the  integration   of structural, biochemical and 
physiologic factors affecting the  differentiation   and function of alveolar epithelial 
cells. AT2 cell differentiation determines the production of pulmonary surfactant, a 
complex mixture of lipids and proteins that is essential for reducing surface tension 
created at the air-liquid  interface   in the alveoli (Burri  1984 ; McMurtry  2002 ). 
Recent technical advances in RNA sequencing, high resolution  imaging  , and com-
putational sciences afford the opportunity to extend present knowledge regarding 
the diversity of cells and the genetic programs that determine alveolar structure and 
function in the  perinatal   period. The availability of complete DNA sequences of the 
human, mouse and other  genomes   and the introduction of high throughput “Omics” 
technologies for  expression    profi ling   enable simultaneous quantifi cation of RNAs, 
genes, metabolites, and proteins. Recent advances in single-cell isolation and mas-
sive parallel  DNA sequencing   enable resolution of gene  expression   in individual 
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cells, providing insight into the diversity of  cell types  , and the genetic networks 
directing cell  differentiation  , and the interactions among diverse cell types. These 
technologies bring new perspectives for the study of gene networks and their regula-
tion at individual cell level, providing access to molecular mechanisms underlying 
various diseases and  phenotypes  . While phenotypic outcomes of experiments 
designed to regulate expression or function of genes of interest in animal models of 
disease have been useful for study of disease pathogenesis, systems biology, using 
computational modeling of multi-dimensional data to predict biological mecha-
nisms (Bunyavanich and Schadt  2015 ; Kitano  2002 ), is providing increasing insight 
into the pathogenesis of human disease, including those affecting the lung. In this 
chapter, we discuss relatively new technologies and approaches being applied to the 
study of  perinatal    lung maturation  , with emphasis on single cell  transcriptomics   and 
high-resolution  imaging   to understand the biological and morphological processes 
mediating lung  development   and maturation. We provide examples in which sys-
tems biology approaches have been used to integrate complex data from distinct 
technical platforms; our ability to integrate and interpret increasingly complex data 
will be key to improving our understanding of how cell behaviors are dynamically 
regulated to maintain normal lung structure and function.  

19.2     Structural and Morphological Changes Associated 
with Lung Development 

 Lung development has been divided into fi ve morphologically distinct stages that 
begin with formation of the primordial lung buds and continue through the postnatal 
period. In the mouse, the embryonic stage is distinguished by the formation of the 
trachea, lung buds and division of the trachea and esophagus (E9-11.5). Branching 
morphogenesis and vasculogenesis forming the conducting airways and peripheral 
acinar tubules and buds is highly active during the pseudoglandular stage 
(E11.5- 15.5). During the canalicular stage (E15.5-17.5), increasing numbers of aci-
nar tubules are formed, angiogenesis and vasculogenesis are active, and  differentia-
tion   of alveolar type I and II epithelial cells (AT1 and AT2 cells) begins. In the 
saccular stage (E17.5- PN5), terminal respiratory saccules dilate, and mesenchymal 
components of the peripheral lung thin. During the alveolar stage (PN5-30), the 
alveolar-capillary network matures, and the processes of alveolar septation and 
alveolar  growth   proceed to produce the mature lung. (Maeda et al.  2007 ; Perl and 
Whitsett  1999 ). Lung maturation is a continuous processes involving proliferation, 
migration, and differentiation of a great diversity of  cell types   of neuronal, epithe-
lial, mesenchymal and hematopoietic origins. Historically, the maturation of AT2 
cells and associated production of pulmonary surfactant lipids and proteins has been 
the primary focus of studies to prevent and treat surfactant defi ciency. 
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19.2.1     Structural Analysis of Lung Maturation at Tissue 
and Cellular Levels 

 Electron microscopy has been a powerful approach to identify the detailed architec-
ture and accompanying lung development (Burri  1984 ; Ten Have-Opbroek  1991 ; 
Weibel  2015 ). Recent advances in high resolution confocal microscopy, immuno-
chemistry, and new procedures to clarify tissue prior to fl uorescence  imaging  , are 
enabling identifi cation of specifi c pulmonary  cell types   and their precise anatomic 
positions during  lung maturation   (Amos and White  2003 ; Inerot et al.  1991 ; 
Kherlopian et al.  2008 ; St Croix et al.  2005 ; Vielreicher et al.  2013 ). 

 Figure  19.1  summarizes ontogenetic changes in lung architecture and epithelial 
 differentiation   during prenatal  lung maturation  . Immunofl uorescence confocal 
microscopy was used to image fetal mouse lungs, spanning the canalicular saccular 
transition prior to birth to the postnatal alveolar stage. As shown in Fig.  19.1 , During 
the canalicular to saccular transition at E16.5, proximal regions of the peripheral 
lung tubules are increasingly dilated. Epithelial cells in “transitional ducts” become 

  Fig. 19.1    Dynamic changes in tissue architecture associated with  perinatal   pulmonary matura-
tion. Immunofl uorescence confocal microscopy images of mouse lung sections from E16.5, 18.5, 
and postnatal day 7 are shown. Tissues were stained for NKX2-1, a marker of respiratory epithelial 
cells, ACTA2 (smooth muscle actin), and AGER, a marker of Alveolar Type 1 cell (AT1) cells. 
Dramatic changes in lung morphology occurs during  perinatal    lung maturation   from the canalicu-
lar (E16.5), saccular (E18.5), and alveolar (PND7) stages of development. Note the thinning of 
mesenchymal tissue, dilation of terminal saccules, and septation of alveolar spaces seen in the 
postnatal tissue. Images are courtesy of Joseph Kitzmiller, CCHMC       
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more squamous and express Ager, an AT1 cell selection marker after birth. Cuboidal 
progenitor cells located in peripheral acinar buds at the ends of the lung tubules 
express surfactant proteins that are selective markers of AT2 cells. Mesenchymal 
components of the lung are relatively more abundant at early gestation and consist 
of multiple  cell types  . α-SMA, a marker of smooth muscle cells surrounding con-
ducting airways (bronchial, bronchiolar), and vascular structures, and in lesser 
abundance, in the walls of peripheral lung saccules is dynamically regulated during 
alveolarization. During the saccular period (E18.5), peripheral lung saccules are 
increasingly dilated, and the proportion of mesenchyme to epithelium is decreased. 
After birth, septation of peripheral saccules occurs to create the thin alveolar struc-
tures characteristic of the mature lung. AT2 cells are readily distinguished from 
AT1 cells expressing AGER after birth. The utilization of cell- specifi c antisera, 
fl uorescence probes, and transgenic mice that are useful for genetic labeling of 
cells for cell lineage analysis, are providing detailed  information   regarding the cel-
lular processes mediating branching morphogenesis and alveolarization (Metzger 
et al.  2008 ).

19.3         Gene Expression  Profi ling   Applications in Lung 
Development 

 The “ transcriptome  ” is the complete complement of all RNA molecules produced in 
one or a  population   of cells. Qualitative, quantitative, and temporal analyses of 
transcriptomes provide opportunity to systematically understanding of organ devel-
opment and disease. The invention of the DNA and RNA  microarray   chip technol-
ogy enabled simultaneous identifi cation and quantifi cation of RNAs (DeFelice et al. 
 2003 ; Velculescu et al.  1997 ; Wang et al.  2000 ; Zuo et al.  2002 ). DNA-Sequencing 
has further enhanced genome-wide gene  expression   profi ling and other high 
throughput ‘omics’ studies are enabling even deeper insights into specifi c biological 
processes and regulatory relationships among genes and cells (Bunyavanich and 
Schadt  2015 ; Burgess  2015 ; Kelly et al.  2013 ; Xu et al.  2010 ). 

 RNA  microarray   technology has been widely applied to many aspects of pulmo-
nary biology (Mayburd et al.  2006 ; Minn et al.  2005 ; Wang et al.  2000 ; Zuo et al. 
 2002 ). Our own studies have contributed to the contemporary body of knowledge 
applying functional  genomics      approaches to study the transcriptional regulatory 
 programs   controlling lung development, function, and disease. Distinct sets of sig-
naling molecules and transcription  factors   interact to implement the structural matu-
ration and cell  type   specifi c  differentiation   of the lung. Through genetic manipulation 
of key signaling molecules and transcription factors in transgenic mouse models 
and the application of genome-wide transcriptional profi ling analysis to these mod-
els, we have identifi ed  target   genes, pathways, and physiologic consequences in 
 response   to the deletion or  mutation   of transcription  factors   such as NKX2-1, 
FOXA1/A2/A3, C/EBPα, HIF1α, STAT3, NFAT, SREBP, SPDEF, SOX17, PTEN, 
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NF1, KLF5, and FOXM1 and signaling molecules such as CNB1, MIA, SHH, 
CSF2R, FGF, and RSPO1 (Bell et al.  2011 ,  2013 ; Besnard et al.  2007 ,  2009 ; Bridges 
et al.  2014 ; Chen et al.  2009a ,  2010 ,  2014 ; Dave et al.  2006 ; DeFelice et al.  2003 ; 
Lange et al.  2014 ; Lin et al.  2008 ; Maeda et al.  2011 ,  2012 ; Martis et al.  2006 ; 
Metzger et al.  2007 ; Miller et al.  2004 ; Rajavelu et al.  2015 ; Wan et al.  2004 ,  2005 , 
 2008 ; Xu et al.  2003 ,  2006 ,  2007 ,  2009 ). Through those studies, new transcriptional 
target genes and  networks   were identifi ed; provided insights into the molecular 
mechanisms underlying various lung diseases and  phenotypes  . Since key regulators 
of  lung maturation   are also critical for early embryogenesis, their disruption often 
results in embryonic lethality before lung formation. For the study of these genes, 
cell  type   specifi c, conditional mutagenesis has been useful in identifying the func-
tions of transcription  factors   and receptor mediated signaling in lung morphogene-
sis,  differentiation  , and function. Multiple transcription factors and signaling 
pathways have been implicated in the structural and functional adaptation of the 
lung at birth (Maeda et al.  2007 ). Factors important for lung development and func-
tion are not exclusively lung-specifi c, tissue specifi city being derived from the 
unique combinations and interactions of transcription  factors  . An understanding of 
the individual transcription factors and their interactions in the context of lung 
development requires systematic approaches to connect changes in gene  expression   
with  transcriptional networks   governing  lung maturation   and  differentiation   (for 
review, see reference (Maeda et al.  2007 )). 

19.3.1     Next-Generation DNA Sequencing (NGS) 

 While RNA  microarray   analyses enabled qualitative and quantitative  measures   of 
gene  expression  , Next-generation DNA Sequencing (NGS) provides greater sensi-
tivity and accuracy for transcriptional profi ling (Kelly et al.  2013 ). NGS enables 
measurement of allele-specifi c gene  expression  , alternative start sites and splice 
variations, identifi cation of single nucleotide  polymorphisms  , chromosomal trans-
locations and fusions (Hitzemann et al.  2013 ). As costs of  DNA    sequencing   
decreased, and analytic methods matured, NGS is increasingly preferred for 
genomic applications.  

19.3.2     Single Cell  Transcriptomics   

 While analysis of high-throughput RNA expression profi les together with gene per-
turbation and  targeting   are providing an increasingly detailed insight regarding the 
genomic effects of important genes and regulators, the extent of cellular heterogene-
ity, and transitional states of cell  differentiation   and gene  expression   cannot be read-
ily addressed by measuring transcripts derived from whole organs or pooled cell 
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populations. Ideally, addition of transcriptomic analyses at single cell resolution 
will provide further insights into processes of  organogenesis   and function. 

 Recent advances in microfl uidics, robotics, amplifi cation chemistries, and  DNA 
sequencing   technologies provide the ability to isolate, sequence, and quantitate 
RNA transcripts from single cells (Guo et al.  2010 ; Saliba et al.  2014 ; Shapiro et al. 
 2013 ; Yin and Marshall  2012 ). Single-cell transcriptomics is increasingly employed 
in the study of organ formation and function. For example, single-cell  RNA-seq   has 
been used to study  differentiation   of embryonic stem cells, neurons, lung epithelial 
cells and peripheral circulating tumor cells to identify novel lineage-specifi c mark-
ers and cell subtypes, and reveal dynamic changes in gene  expression   (Deng et al. 
 2014 ; Qiu et al.  2012 ; Ramskold et al.  2012 ; Tang et al.  2009 ,  2010 ; Trapnell et al. 
 2014 ; Treutlein et al.  2014 ). scRNA-seq has also been applied to isolated lung epi-
thelial cells to predict epithelial lineages during development and after injury 
(Treutlein et al.  2014 ; Vaughan et al.  2015 ). Single-cell genomics is a powerful  tool   
to profi le cell-to-cell variability on a genomic scale. The  transcriptome   of geneti-
cally identical cells within a  population   may differ on the single-cell level; suggest-
ing the dynamic and stochastic nature of gene  expression   “states” of individual cells 
(Saliba et al.  2014 ). Using single cells and/or sorted cells isolated from lung tissues 
at different development stages, we begin to map cellular processes underlying lung 
formation and maturation at single cell level.   

19.4     Epigenetic Regulation at Single Cell Level 

 Epigenetic mechanisms, including histone modifi cations, DNA methylation, small 
and non-coding RNAs, and regulators of chromatin architecture play critical roles 
in regulating gene  expression   (Jaenisch and Young  2008 ; Vince et al.  2007 ). It is 
important to be able to profi le the epigenome at single cell level, which then can be 
used to identify cell specifi c epigenetic biomarkers for clinical  prediction  , diagno-
sis, and therapeutic development. Recent breakthrough studies have shed the lights 
on this new emerging fi eld, e.g., researchers at the Whitehead Institute have devel-
oped new methodology to monitor changes in DNA methylation over time in indi-
vidual cells. The investigators developed a DNA methylation  reporter   system that 
mirrors whether a nearby region is methylated. When the  target   region is unmethyl-
ated, the reporter is also unmethylated, which allows expression and visualization of 
a fl uorescent protein encoded by the reporter (Stelzer et al.  2015 ). Research by 
Bintu et al. measured effects of DNA methylation and histone modifi cations by 
methylation or deacetylation in single cells using time-lapse microscopy. Study 
showed that silencing was an all-or-none stochastic event. Furthermore, the dura-
tion of recruitment of the chromatin regulators determined the fraction of cells that 
were silenced. Thus, distinct modifi ers can produce different characteristics of epi-
genetic memory (Bintu et al.  2016 ). Rapid advances in technologies to assess the 
impact of chromatin structure, the sites and regulation of enhancers and  promoters   
via histone modifi cations, DNA methylation, hydroxymethylation and the role of 
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non-coding RNAs are transforming our understanding of gene regulation (Bintu 
et al.  2016 ; Jaenisch and Young  2008 ). With these newly developed methods, it is 
increasingly possible to map  temporal   and context dependent mechanisms regulat-
ing  organogenesis  .  

19.5     Bioinformatics Approaches to Understand Perinatal 
Lung Maturation 

 The post-genomic era is providing high density genomic, proteomic and other high- 
throughput data relevant to lung biology. With thorough analysis, these data enable 
increasing insight into the complex biological processes underlying lung formation 
and function, but are challenged by the diffi culty in causally linking changes in 
global gene  expression   to precise transcriptional mechanisms regulating cell behav-
ior. Integrative approaches are needed to link gene  expression  , cell biology, and 
organ function. A wide range of statistical approaches is available for analysis of 
‘omic’ data. Choices of analytic approaches depend both on experimental design 
and the nature of the ‘omic’ data. For reader’s convenience, we listed some com-
monly used bioinformatics resources for functional genomic analyses and their cor-
responding Websites (Table  19.1 ). To decipher genomic responses of signaling 
molecules and transcription  factors   in gene perturbation studies, we developed inte-
grative approaches to analyze large-scale mRNA expression data sets to identify 
transcriptional regulatory networks controlling dynamic processes of  lung matura-
tion   and surfactant  homeostasis   (Besnard et al.  2011 ; Xu et al.  2010 ,  2012b ).

19.5.1       Preparing Gene Lists for Comparisons 

 The most basic and common task in analyzing transcriptional  profi ling   experiments 
is to identify differentially expressed genes infl uenced by experimental conditions. 
Fold change is a  standard   way to defi ne differentially expressed genes (i.e., genes 
with ratios above a fi xed cut-off, typically a difference of 1.5–2.0 being considered 
to be signifi cant). Given the size of the experiments and extended data, false discov-
ery rates are large in the study of RNA expression data that rely on fold change 
alone. Replication is an essential component of experimental design, enabling an 
estimation of variability and identifi cation of biologically reproducible changes 
across samples. When using three or more replicates in each experimental condi-
tion, standard t-tests can be used to identify statistically signifi cant changes between 
two groups. Multiple groups are compared via the ANOVA F statistic. For data 
lacking replicates or failing to satisfy normal distribution, model based methods 
such as DEseq, DEseq2 or EdgeR are preferred (Anders and Huber  2010 ; Love 
et al.  2014 ; Nikolayeva and Robinson  2014 ).  
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19.5.2     Pattern Recognition and  Clustering Analysis   

 Pattern recognition is useful to group fi ndings based on expression similarity and 
for summarizing and visualizing data. Dimension-reduction, e.g. principal compo-
nents analysis (PCA), independent components analysis (ICA) and singular value 
decomposition (Holter et al.  2000 ) are commonly used. These methods are unsuper-
vised, meaning that the information reduction is derived solely from the data and 
does not rely on previous knowledge or  classifi cations  . 

  Principal Components Analysis     a commonly used dimension-reduction method, 
assumes that data variation can be explained by smaller numbers of transformed 
variables. PCA explains the variance-covariance structure of the original data 
through a few linear combinations of those variables and projects the data with 
thousands of dimensions into two- or three-dimensional spatial representations. 
While this is a highly useful method for data reduction, important data may be lost 
and in that case alternative approaches such as hierarchical clustering can be used.  

  Clustering      Co-expression   of multiple genes supports the likelihood that they share 
co-regulation by similar transcription  factors   or belong to same  transcriptional    net-
work  . Clustering provides insight into transcriptional networks by grouping genes 
on the basis of expression pattern that change similarly under various experimental 
conditions. Genes/proteins selected from “omics” data analyses can be grouped into 
distinct clusters. Genes in each cluster can be further  classifi ed   according to Gene 
Ontology (GO) (  http://geneontology.org/    ) and shared transcription factor binding 
sites (TFBS) in the regulatory regions of genes within the cluster to identify poten-
tial biological themes and common regulatory mechanisms represented by unique 
gene sets. Classical clustering algorithms including K-means, SOM and Hierarchical 
clustering are available in many commercial and open source analytic packages 
(e.g, Genespring, Partek,   http://www.cs.umd.edu/hcil/hce/    ), more advanced algo-
rithms recently developed, for example, “consensus clustering” and “tight cluster-
ing” enable more robust clustering results (Seo et al.  2006 ; Tseng and Wong  2005 ; 
Wilkerson and Hayes  2010 ). These methods generally emphasize clear group sepa-
rations, and are assigned to only one cluster. In biology, genes, RNAs, proteins and 
metabolites may have multiple roles in cellular processes and respond to various 
conditions in complex ways. Fuzzy Heuristic Partition (Fu and Medico  2007 ; Gasch 
and Eisen  2002 ) considers each gene to be a member of every cluster with a variable 
degree of membership, enabling assignment of genes to more than one cluster with 
different degrees of membership. Using stringent membership cutoffs, genes in 
each cluster can be identifi ed that are highly correlated across diverse experimental 
conditions. As the degree of membership decreases, additional genes join the cluster 
based on their expression similarity under distinct experimental conditions, enabling 
the identifi cation of context-dependent regulation. We applied Fuzzy clustering 
algorithm (Fu and Medico  2007 ) to 194 mRNA  microarray   samples from 27 distinct 
mouse models and identifi ed three closely related clusters were highly enriched in 
genes infl uencing lipid synthesis, lipid transport and surfactant   homeostasis   (Xu 
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et al.  2010 ). All three gene clusters share commonly enriched functions, i.e. “lipid 
biosynthesis and metabolism” and common transcription regulation by SREBP 
( Srebf1  was present in all three gene clusters and was predicted to common upstream 
regulator of the three clusters). In addition to the shared function and regulation, 
each cluster has its uniquely enriched functionality. Cluster 1 is functionally 
enriched in “lung” and “vascular” development. Cluster 2 is enriched for “lipid 
metabolism and lipid transport”; “Endoplasmic reticulum (ER)” is the most enriched 
cellular component and genes in this cluster is most abundantly expressed in the 
lung. These functional  annotations      aligned well with the fact that surfactant lipid 
and proteins are synthesized and assembled in the ER of alveolar type II cells. 
Cluster 3 is featured by coupling “lipid metabolism” with “response to external/
chemical stimulus”, NFAT and STAT6 were predicted as unique regulators to C28 
genes. Overall, the functional  classifi cations   indicate that lung lipid metabolism is 
closely associated with lung development and is required for various stress responses 
(Xu et al.  2010 ).  

  Other Usages of “Clustering”     Clustering methods are most commonly used to 
group co-expressed genes; alternatively, to group genes based on their shared func-
tional  annotations  ,  promoter  /regulatory cis-elements, biochemical, and morpho-
logical features. Disease related subgroups, sharing  phenotypes  ,  genotypes   or 
expression patterns, also can be used to cluster genes and processes involved in 
disease pathogenesis.  

 Figure  19.2  applies multivariate correlation analysis of mRNA expression data 
with lung physiology, biochemistry, and  morphology  . As depicted in Fig.  19.2a , 
qPCR data analysis of 53  mRNAs   previously associated with lung function and 
structure formed three distinct clusters. Expression of cluster 1 genes, including 
surfactant and related proteins ( Sftpc, Abca3, and Slc34a2 ), increased dramatically 
before birth; cluster 2 genes ( Nkx2-1, Pdgfa, Lpcat,  etc.) were moderately increased, 
while cluster 3 genes did not signifi cantly change during the  perinatal   period. Using 
embryonic day 15 (E15) mRNA levels as baseline and E19.5 (the day before birth) 
as peak “maturation” patterns of RNA expression prior to birth were assessed. 
RNAs in cluster 1 & 2 were induced earlier and faster in B6 mice (born after 
19.5 days gestation) than in A/J mice (born after 20.5 days gestation), indicating the 
dynamic expression changes in cluster 1 are closely associated with “shortened” 
gestation and earlier  lung maturation  . Multivariate correlation of mRNA expression 
data with dynamic changes of body weight, lung weight, saturated phosphatidyl-
choline (SatPC), an important component of surfactant, and morphometrics, identi-
fi ed a subset of mRNAs, including  Sftpa ,  Sftpb ,  Sftpc ,  Sftpd ,  Slc34a2 ,  Scgb1a1 , 
 Cebpa  and  Aqp5 , that were highly correlated with these biochemistry and physio-
logical indices of lung “maturation.” Likewise, mRNAs associated with lipid 
 homeostasis  , including  Scd1 ,  Abca3 ,  Fabp5 , and  Lpcat1 , were correlated with lung 
weight and fractional area of airspace. In contrast, a distinct subset of mRNAs, 
including  Tubb3 ,  Pygb , and  Igfbp2 , were best correlated with the fractional area of 
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the tissue compartments, an index of lung sacculation and stromal thinning. 
Expression of a subset of mRNAs that encode proteins involved in surfactant 
homeostasis was highly correlated with increasing SatPC (surfactant lipid), body 
weight, lung weight, and structural maturation of the lung as  gestation   proceeded, 
representing a good example of integration gene  expression    profi ling   with lung 
physiology, biochemistry and morphological changes during  lung maturation  .

  Fig. 19.2    Clustering selective lung maturation markers. ( a ) Dynamic changes in mRNA expres-
sion of 53  lung maturation   markers were measured by qPCR in both A/J and B6 mouse strains. 
qPCR data analysis revealed three major clusters. The chart is generated based on the normalized 
cluster mean and standard error of each gene cluster. The X-axis represents days before and after 
birth (E15-P2): 0 is the day of birth. The Y-axis represents relative expression normalized to E15. 
( b ) Dynamic mRNA expression profi les of 53 genes at different gestation ages for the A/J mice 
were correlated with body weight (BW), lung weight (LW), SatPC (μmol/gLW, μmol/gBW, and 
total), and morphometric measurements (airspace, tissue) at corresponding  gestational ages   using 
multivariate correction function from JMP 9 (SAS Institute Inc, NC). The heat map was generated 
based on data from A/J mice using Ward’s minimum variance method to estimate cluster similar-
ity. Gradients in the  red  and  green  color range indicate positive and negative correlation, respec-
tively. The levels of  mRNAs   in red clusters were highly correlated with ontogenic changes in lung 
SatPC and fractional area of airspace mRNAs in  blue  clusters were moderately correlated with 
SatPC, but closely correlated with fractional area of airspace mRNAs in  green  clusters correlated 
well with the fractional area of the tissue compartment (Adapted from Figure S5 in (Besnard et al. 
 2011 ))       
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    Application of Clustering Methods to In Vivo Models of Pulmonary 
Development     “Phenoclustering,” based on the integration of gene  expression    pro-
fi ling   data from  genetic models   used to study  lung maturation  , is useful in the iden-
tifi cation of the biological processes mediating  lung maturation  . RNA profi ling of 
lung from mouse models in which specifi c genes were deleted or expressed was 
useful in identifi cation of transcription  factors   and signaling molecules in the respi-
ratory epithelium that are critical for respiratory adaptation at birth, including 
NKX2-1, FOXA2, C/EBPα, MIA1 and CNB1. Conditional deletion or mutation of 
these transcription factors caused phenotypic and biochemical changes similar to 
those observed in respiratory distress  syndrome   (i.e., decreased surfactant produc-
tion, lack of AT1 and AT2 cell  differentiation  , and inhibition of structural matura-
tion) (Dave et al.  2006 ; DeFelice et al.  2003 ; Lin et al.  2008 ; Martis et al.  2006 ; Wan 
et al.  2004 ). Meta-analysis of RNA  microarray   datasets from this “phenocluster” 
showed that although these TFs and signaling molecules act through different sig-
naling pathways and bind to distinct cis-elements, each regulates expression of 
shared transcriptional  targets   involved in surfactant protein and lipid biosynthesis 
(e.g.,  Abca3, Scd1, Pon1, Sftpa, Sftpb, Sftpc and Sftpd ), fl uid and solute  transport   
(e.g.,  Aqp5, Scnn1g, Slc34a2 ) and innate host defense (e.g.,  Lys, Sftpa, Sftpd and 
Scgb1a1 ), indicating that Foxa2, CEBPα, Cnb1, Mia1 and TTF-1 may interact in a 
common transcriptional  network   regulating  perinatal    lung maturation   and postnatal 
respiratory adaptation (Fig.  19.3a ).

    Based on the assumption that co-expressed genes sharing similar  phenotypes   are 
likely controlled by the same sets of  transcription   regulators, search of cis-elements 
shared by genes in the phenocluster was used to identify statistically overly- 
represented TFBSs. These TFBSs were ranked based on the total number of poten-
tial  target   genes containing each TFBS in  promoter   regions of genes in each cluster 
(Fig.  19.3b ). Cytoscape v2.8.2 (  http://www.cytoscape.org/    ) was used to generate a 
transcriptional regulatory network to visualize the predicted molecular interaction 
network linking this group of genes and predicted TFs. Nfatc3, Nkx2-1 and Foxa1/
a2 were among the most overly-represented transcription  factors   in the lung with 
high connectivity to the  genes   comprising the network (Fig.  19.3b ). The  prediction   
was cross validated via the analysis of NKX2-1 ChIP-seq, there we scanned the 
presence of NFAT, CEBPA and FOXA2 binding sites within the peak regions con-
taining NKX2-1 binding site using random sequence fragments as reference to cal-
culate the binomial probability of the binding sites association. We identifi ed that 
the co-binding probability and frequency of NKX2-1/CEBPA, NKX2-1/FOXA2 
and NKX2-1/NFAT were signifi cantly enriched in the positive NKX2-1 peak. These 
data support the concept that CEBPA, FOXA2 and NFAT act as interaction partners 
with NKX2-1 to regulate gene  expression   during lung development and 
maturation.  
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  Fig. 19.3    Meta-analysis of RNA microarray data from mouse models sharing common perinatal 
respiratory distress  phenotypes   .  ( a ) Comparative RNA  microarray   data derived from lung epithelial 
selective deletion of  Foxa2 ,  Cebpa ,  Cnb1 , mutation of  Nkx2-1 , and misexpression of  Mia1  identifi ed 
common  targets   involved in surfactant biosynthesis, fl uid/solute transport, and innate host defense. 
( b ) Overly represented TFBS were identifi ed using Clover and TRANSFAC software in the 2 kb 
 promoter   regions of the genes altered in all fi ve microarrays. Cytoscape v2.8.2 was used to generate 
a Transcriptional Regulatory Network (TRN) via mapping of TF binding site to predicted target 
genes. If multiple TFs were associated with the same TF binding site, only TFs abundantly expressed 
in the lung were selected as representative TFs in the Table.  White rectangles  represent a TFBS fam-
ily identifi ed by a predicted consensus binding site and each  blue oval  represents a target gene       
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19.5.3     Data/Knowledge Integration 

 After the identifi cation of major gene clusters, biologists often ask “What is unique 
about this gene set?” There are two common approaches to answering this question. 
A gene centric approach, identifi es  mRNAs   of personal interest for further study, in 
contrast, an unbiased “systems biology” approach, can be used to identify themes, 
trends, and biological meaning implicit in the data. Biological knowledge and con-
cepts integration represent an unbiased way to identify potentially important bio-
logical themes represented by distinct gene data sets and help in the assignment of 
potential roles of previously uncharacterized genes to biological processes. 

  Gene Set Enrichment Analysis     Individual genes are associated with multiple bio-
logical  annotations   from various resources (Gene Ontology terms, Medical Subject 
Headings and keywords, pathways, protein–protein  interactions  , protein functional 
domains,  phenotypes  , literature/abstract etc.). Enrichment of genes in these func-
tional categories can be determined using Fisher’s exact test to compare the occur-
rence of terms in experimental gene sets, with  annotations   referenced in the rest of 
the genome. Thus overly represented functional categories can be identifi ed in the 
gene list. Multiple pre-compiled web-based functional annotation tools including 
DAVID (Dennis et al.  2003 ), GSEA (Subramanian et al.  2005 ), and ToppGene 
(Chen et al.  2009b ) are available that facilitate biologist to interpret high-through-
put data in an unbiased way. Most of these methods compare functional representa-
tions within random gene lists or background genome to generate adjusted p-values 
that represent the statistical probability of observing an enriched functional cate-
gory in experimental data sets. For genes within a cluster, Kappa similarity is a 
useful measure of functional similarity among genes based on the number of shared 
 annotation   terms (McGinn et al.  2004 ). Kappa similarity values range from 0 to 1, 
the higher the value of Kappa, the stronger the agreement in annotation terms.  

   RNA-Seq       and ChIP-seq Integration:  Chromatin immunoprecipitation (ChIP)   fol-
lowed by massive parallel sequencing (ChIP-seq) is a widely used approach for 
genome-wide identifi cation of physical interactions between TFs and DNA sequence 
binding sites, thus providing evidence of potential physical binding (Ho et al.  2011 ). 
The integration of ChIP-seq data with mRNA expression  profi ling   enables  predic-
tions   of direct vs. indirect effects of transcription  factors   on  target   genes. Correlation 
of differentially expressed genes identifi ed from RNA Sequence and/or  microarray   
analyses with binding sites identifi ed by ChIP-seq analysis support the likelihood 
but not prove the direct transcriptional relationship between the transcription factor 
and its  target   gene. Genes, whose expression altered in mRNA expression analysis, 
but not by ChIP-seq, are more likely to indicate secondary effects of perturbation of 
transcription  factors  . Enriched binding sites not associated with changes in mRNA 
expression are more likely to be nonfunctional binding sites or sites that are active 
only within distinct biological contexts. Because expression data and ChIP-seq data 
provide complementary information, their integration may enhance the accuracy of 
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predicting of transcription factor-target relationships than those based on single data 
sources.  

  Knowledge Integration     Genome-wide biological knowledge bases have been 
established by public/private efforts focusing on the gene/protein centric functional 
 annotation   and curation; for example, NCBI Entrez Gene (  http://www.ncbi.nlm.nih.
gov/gene    ), Ensembl (  http://useast.ensembl.org/index.html    ), GeneCards  (  http://
www.genecards.org    ), ENCODE (  https://www.encodeproject.org    ), UCSC genome 
browser (  https://genome.ucsc.edu    ), UniProt Knowledgebase (  http://www.uniprot.
org/uniprot/    ), Protein Information Resource (PIR,   http://pir.georgetown.edu    ), The 
Human Protein Atlas (  http://www.proteinatlas.org    ), Kyoto Encyclopedia of Genes 
and Genomes (KEGG,   http://www.genome.jp/kegg/    ), Online Mendelian Inheritance 
in Man (OMIM,   http://www.ncbi.nlm.nih.gov/omim    ), Human Gene Mutation 
Database (HGMD,   http://www.hgmd.org    ) and Ingenuity knowledge base (IPA, 
  http://www.ingenuity.com/products/ipa    ). These resources provide exceptional 
depth of knowledge linked to genes and proteins. Incorporation of knowledge 
derived from different genomic and biomedical information resources can enhance 
interpretation of “omics” data. Algorithms for integrating different types of data by 
combining high-throughput “omics” data with knowledge from both clinical and 
experimental observations are increasingly useful (see Table  19.1  for summary of 
genomic resources).  

  Network Modeling and Optimization     A fundamental challenge in the “post 
genomic era” is to decipher the transcriptional regulatory mechanisms that direct 
intricate patterns of gene  expression   during organ formation. A wide range of meth-
ods has been developed to infer genome-scale regulatory networks from gene 
 expression   datasets (De Smet and Marchal  2010 ). Marbach et al performed a com-
prehensive assessment of over 30 network inference methods on  microarray   datas-
ets from multiple resources (Marbach et al.  2012 ). They concluded that no single 
method performs optimally across all data sets. In contrast, integrative  predictions   
from multiple inference methods showed robust and high performance across 
diverse data sets. Since methods of different categories (i.e., regression, mutual 
information, correlation,  Bayesian networks  ) show intrinsic bias to the  prediction   of 
certain type of interactions, method integration provides complementary advan-
tages and therefore is a powerful approach for optimization of regulatory networks. 
Network development and optimization can be achieved via multi-level integration 
(i.e., data, knowledge and method integration, Fig.  19.4a ).

    A consolidation pipeline was developed for the ensemble of network from differ-
ent algorithms, integrating biological knowledge, expression data, and ChIP-seq 
data (Fig.  19.4a ). 

  Driving Force  Prediction       The identifi cation of essential regulators controlling 
cell fate and associated biological processes during organ development provides 
important insights into lung biology and serves to prioritize choices for experimen-
tal validation. We developed an algorithm to quantitatively measure node impor-
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tance in the network based on nodal centrality (determine the importance and nodal 
connectivity with all other nodes in a network) and/or disruption (determine how 
the removal of nodes in the network affects a network structure) (Borgatti et al. 
 2009 ; Hahn and Kern  2005 ). Three centrality metrics and three disruption metrics 
were used to calculate nodal importance are illustrated in Fig.  19.4b . (1).  Degree 
Centrality  measures the number of nodes that a given node is adjacent to is deter-
mined. A node with a high degree of centrality is one that can potentially infl uence 
many others (Hub); (2).  Closeness Centrality  measures the sum of geodesic dis-
tances from a given node to all others. A node with a low distance is likely to infl u-
ence many others; (3).  Betweenness Centrality  measures the number of shortest 
paths that pass through a given node. A node with high betweenness is responsible 
for connecting many pairs of nodes via the best path; (4).  Disruptive Fragmentation  
estimates the impact of the removal of a node on the disruption of the residual net-
work; (5).  Disruptive Connection  assesses the impact of the removal of a node on 

  Fig. 19.4    Development of transcriptional regulatory network via data, method and knowledge 
integration. ( a ) The analytic strategy used to achieve consensus maximization of the predicted 
TRN. ( b ) Network schema illustrates ranking “driving forces” based their importance to the net-
work. ( c ) A lung epithelial TRN was developed based on the  RNA-seq   of single cell isolated from 
E16.5 whole lung. Epithelial signature genes and TFs that are abundantly or selectively expressed 
in lung epithelial cells were used to generate the TF-TG network using a conditional dependency 
algorithm modifi ed from G1DBN (Lebre  2009 ). Network contains total of 782 nodes and 1137 
edges. Node size is proportional to the rank importance       
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nodal connections in the residual network; and (6).  Disruptive Distance  estimates 
the impact of the removal of a node on the shortest path between nodes in the 
residual network. The rank sum score from these metrics is then used to rank order 
genes in the network. Figure  19.4c  shows an example of  prediction   of essential driv-
ing forces in a lung epithelial cell gene network. A transcriptional regulatory net-
work was developed based on the  RNA-seq   of single cell isolated from E16.5 whole 
lung using the conditional dependency algorithm modifi ed from G1DBN (Lebre 
 2009 ). This network contains 782 nodes and 1137 edges. Node size is proportional 
to rank importance.  Nkx2-1, Hopx, Rbpjl, Etv5, Klf5  and  Id2  are among the top 
ranked important driving forces for lung epithelial development and  differentiation   
at E16.5 (Fig.  19.4c ).   

19.5.4     Meta-Analyses of “omics” Data 

 As a result of ‘omics’ research, high-throughput data sets available to the research 
community for further analysis are rapidly growing. “Meta-analysis” uses statistical 
tools that combine results from several related, but independent experiments (Hong 
and Breitling  2008 ). Increasing statistical power enabling detection of treatment 
effects, assessment of the variability among studies, and maximizes the use of avail-
able data. To identify mechanisms by which SREBP regulates lung lipid  homeosta-
sis  , we designed a meta-analysis of available genome-wide RNA expression and 
ChIP-seq datasets related to SCAP/SREBP/INSIG in lung and liver. Eighty experi-
mental data sets were collected from GEO (  http://www.ncbi.nlm.nih.gov/geo/    ). 
Through the comprehensive data analysis, we identifi ed general (i.e., common in 
liver and lung) vs. lung specifi c effect of SREBP signaling and associated genes, 
which in turn, lead the development of lung specifi c vs. general SREBP-related 
gene regulatory networks. Through the network structural centrality and disruption 
measurements, we identifi ed DBP, NR5A1, PPARG, RARA, and STAT5A as impor-
tant driving forces in the general and EGR1, CEBPA/B/D, ATF3, FOXA2, and 
SOX9 in lung specifi c SREBP-centered gene networks (Fig.  19.5a, b ).

19.6         Developing a Systems Level Understanding 
of Surfactant  Homeostasis   and Lung Maturation 

 We have introduced a number of commonly used bioinformatics approaches and 
their applications in the study of  lung maturation  . One thing worth noting is that no 
single method is suffi cient and without limitation. For example, GO  annotations   and 
literature mining enable the association of genes with biological processes and path-
ways, but are limited to and biased by current knowledge. While transcription  factor   
and  target   gene correlations take into account that expression profi les of 
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transcription factors and their targets are often correlated, many transcription fac-
tors regulate gene  expression   via post-transcriptional mechanisms, including tran-
script stability, DNA binding site accessibility, interactions with tissue-specifi c 
co-factors and dynamic changes in chromatin structure.  Promoter   analysis seeking 
to identify conserved TFBSs in promoters of co-expressed genes is useful in identi-
fying potential cis-elements, but does not identify the binding or activity of tran-
scription factors. The frequency and degenerate nature of many TFBS  motifs   
contributes to the complexity of promoter/enhancer  predictions  . Transgenic animal 
models with the deletion or over-expression of essential transcriptional regulators 
are useful in identifying downstream  targets   and inferring regulatory interactions. 
However, experiments may be confounded by non-biological/drastic perturbations 
of genetic networks outside the range of physiological relevance. Direct and indi-
rect transcriptional targets are not distinguished by expression  profi ling   approach. 
By applying systems biology approaches; one can take the full advantage of the fast 
growing data and available methodology resources, to integrate related data from 
diverse technical platforms to achieve a more comprehensive view of organ devel-
opment and function. 

19.6.1     Regulatory Networks Regulating Lung Surfactant 
 Homeostasis  : Static Model 

 Pulmonary surfactant is required for lung function at birth and throughout life. Lung 
lipid and surfactant homeostasis requires regulation of multi-tiered processes, coor-
dinating the synthesis, storage, secretion, reuptake, and degradation of surfactant 
proteins and lipids by AT2 cells. To generate a transcriptional model by which 

  Fig. 19.5    SREBP centered TRN from meta-analyses of RNA  microarray  ,  RNA-seq  , and ChIP-seq 
data. Networks were developed via meta-analysis of available genome-wide RNA expression and 
ChIP-seq datasets related to SCAP/SREBP/INSIG in lung and liver. Eighty experimental data sets 
were collected from GEO (  http://www.ncbi.nlm.nih.gov/geo/    ). General (i.e., common in liver and 
lung) vs. lung specifi c effect of SREBP signaling and associated genes were identifi ed, which in 
turn, lead the development of ( a ) lung specifi c vs. ( b ) general SREBP-related gene regulatory 
networks. Regulatory interactions between TF and  target   genes were predicted using partial cor-
relation inferences (Opgen-Rhein and Strimmer  2007 )       
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surfactant homeostasis is controlled, we retrieved 194 mRNA  microarray   samples 
from 27 distinct mouse models in which transcription  factors   /signaling molecules 
modifi cations were made in mouse models of lung disease. An algorithm integrat-
ing expression  profi ling   with expression-independent knowledge using Gene 
Ontology (GO) similarity analysis,  promoter   (gene regulatory sequences)  motif  , 
searching, protein-protein  interactions   and literature mining was developed to 
model genetic networks regulating surfactant  homeostasis   and related biological 
processes in lung. A transcription factor -  target   gene similarity matrix was gener-
ated by integrating data derived from different analytic platforms. A confi dence 
scoring function was built to rank the likelihood of a transcription factor regulating 
its target gene. Using this strategy, critical components of  transcriptional networks   
directing lipogenesis, lipid traffi cking, and surfactant homeostasis were predicted. 
SREBP, HNF3, ETSF, CEBP, GATA and IRFF were predicted as key regulatory 
hubs in this network, SREBP, FOXA2 and CEBPA together form a common core 
regulatory module that is predicted to control surfactant lipid homeostasis (Xu et al. 
 2010 ).  

19.6.2      Transcriptional Programs   Controlling Perinatal Lung 
Maturation (Dynamic Model) 

 The timing of  lung maturation   is likely controlled by complex genetic programs that 
are infl uenced by multiple environmental and temporal factors. Cross-sectional 
integrative gene  expression    profi ling   analysis does not take into account the dynamic 
nature of the transcriptional programs accompanying  lung maturation  . We used 
genetic and bioinformatics approaches to elucidate the relationship between the 
length of gestation and lung function at birth in two inbred mouse strains whose 
gestational length differed by 30 h (C57BL/6 J: 19.5 days and A/J: 21 days) (Besnard 
et al.  2011 ; Murray et al.  2010 ; Xu et al.  2012a ). Shorter gestation in C57BL/6 J 
mice was associated with advanced morphological and biochemical pulmonary 
development and better  perinatal   survival compared to A/J pups born prematurely 
at 19.5 days of  gestational age   (Besnard et al.  2011 ). Developmental changes in 
lung RNAs in the two mouse strains were assessed using Mouse Gene 1.0 ST 
Arrays. A functional Bayesian approach (Angelini et al.  2008 ) was used to analyze 
time dependent changes in lung mRNA expression from each mouse strain. Matched 
temporal dependent expression patterns of transcription  factors   and  targets   during 
lung  maturation   were identifi ed using STEM (Short Time-series Expression Miner), 
a clustering algorithm designed for analysis of short time series gene  expression   
datasets (5–8 time points) (Ernst and Bar-Joseph  2006 ). Comprehensive knowledge 
integration was employed to identify biological processes underling the dynamic 
gene  expression   patterns during  lung maturation  . Both temporal and strain depen-
dent genes and pathways were identifi ed (Fig.  19.6 ).
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   Major bioprocesses and key regulators associated with different stages of lung 
development included “Lung  development  ,” “cell adhesion” and “cell movement,” 
“lipid metabolism,” and “proliferation” all induced early in  lung maturation   (E15- 
16 in the pseudoglandular stage).  Hopx, Cebpa, Tcf21  and  Klf5  were predicted to be 
important transcriptional regulators at this stage, a fi nding consistent with gene 
deletion studies that demonstrated their important roles in prenatal  lung maturation   
and function (Martis et al.  2006 ; Quaggin et al.  1999 ; Wan et al.  2008 ; Yin et al. 

  Fig. 19.6    Dynamic changes in gene expression during perinatal lung maturation. ( a )  Heatmap   of 
temporal dependent gene  expression   changes during  lung maturation   (E15-PN0). ( b ) Schematized 
depiction of bioprocesses and predicted key regulators that change dynamically with advancing 
gestation is shown       
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 2006 ). transcription  factors   regulating “vasculature development” and “apoptosis” 
were induced at E16-17 (canalicular stage).  Vegfa, Sox17 and Stat3/6  represented 
important regulators at this time. “Innate defense/immune responses,” “cell  differ-
entiation  ,” “protein phosphorylation,” “ion transport,” and “cilium formation” were 
induced at later  gestational ages   (E18-20, in the saccular stage).  Stat1, Tgfb1, and 
Foxj1  were identifi ed as important regulators associated with the saccular stage of 
maturation. Cell cycle and chromatin assembly were progressively repressed during 
 perinatal    lung maturation  . FOXM1, PLK1, chromobox, SWI/SNF and high mobil-
ity group families of TFs were predicted to play important roles in the negative 
regulation of cell proliferation that occurs before birth. Innate immune  responses   
and surfactant production were connected processes necessary for respiration and 
survival after birth. In contrast, “epigenetic regulators” ware predicted to play a 
repressive role by altering chromatin structure and controlling the cell cycle (Xu 
et al.  2012b ). We hypothesize that the precise regulation and balance among these 
gene networks serve to coordinate the timing of  lung maturation   with gestational 
length that differs in the B6 and A/J mouse strains as well as across terrestrial 
vertebrates.  

19.6.3     Sub-Networks Control Distinct Biological Processes 
During Lung Maturation 

 Transcriptional Regulatory Networks (TRN) can be divided into sub-networks of 
interconnected genes, each representing distinct functional units within the entire 
network. Each distinct unit may be driven by tissue or cell  type   specifi c transcrip-
tion  factors   /signaling molecules hubs and activates at specifi c times and in specifi c 
cell types. All functional units work coordinately to control temporal-spatial pro-
cesses mediating  lung maturation  . Due to the complexity of interacting TRNs, it is 
useful to identify sub-networks that consist of smaller groupings of effector genes, 
usually centered within one or several interrelated hubs. Effector genes in the sub- 
network tend to be co-expressed, transcriptionally co-regulated and perform similar 
cellular functions or work in concert to infl uence specifi c developmental processes. 
Future experimental validation of predicted hubs and effector genes in sub-networks 
will be useful in identifying the biological processes involved in  lung maturation  . 
An example of an NKX2-1 related sub-network, consisting of potential TF partners 
or cofactors of NKX2-1 (pink nodes) and predicted gene  targets   of NKX2-1 (blue 
nodes) is shown in Fig.  19.7c .
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19.7         Understanding Lung Maturation at Single Cell Level 

 Historically, gene  expression    profi ling   was performed on populations of cells or in 
whole organs. Bulk measurements of cell populations or mixed populations may be 
obscured by changes in cellular composition during organ growth and  differentia-
tion  . The role of rare subsets of cells may be lost, and the interplay among different 
 cell types   covered in analyses of whole tissue containing multiple  cell types  . 
Advances in single-cell genomics and proteomics enable discovery of previously 

  Fig. 19.7    scRNA-seq from E16.5 whole lung was analyzed using the SINCERA analytic pipeline. 
( a ) Hierarchical clustering of 148 cells predicted nine distinct pulmonary  cell types  . Average  link-
age   was used to calculate cluster related cells using centered Pearson correlations for similarity 
measurement. Minimum similarity was set as 0.5. Each color represents a distinct cell cluster. 
Cells in the outer and inner wheels represent single cells isolated from two distinct experiments. 
Connecting lines indicated the z-score correlation between each node > = 0.05. ( b )  Heatmap   over-
view of the 2D clustering of signature RNAs from 148 single cells (E16.5). Signature genes were 
selected based on FPKM, expression specifi city index, and t-Test p-value. ( c ) The predicted 
NKX2-1 sub-networks (1-hop) was extracted from the epithelial cell TRN at E16.5. Epithelial 
“signature” genes and TFs that were abundantly or selectively expressed in lung epithelial cells 
were used to generate a TF-TG network using a conditional dependency algorithm modifi ed from 
G1DBN (Lebre  2009 ). Pink nodes are potential TF partners or cofactors of NKX2-1, blue nodes 
are predicted gene  targets   of NKX2-1. ( d ) Cross talk between lung epithelial cells and endothelial 
cells, via extracellular matrix protein-protein  interactions   is shown. Genes encoding ECM proteins 
(according to gene ontology  annotation  ) were extracted from the endothelial ( yellow nodes ) and 
epithelial ( blue nodes ) cell clusters.  Edges  represent predicted protein-protein interactions       
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undetected subpopulations of cells, lineage relationships, and mechanisms by which 
individual cells interact during  organogenesis  . 

 While the future for single-cell next-generation sequencing based genomic stud-
ies is promising, it brings new and specifi c analytical challenges. Most of the previ-
ous available methods were designed for quantifying the mean behaviors of millions 
of cells by averaging the signal of individual cells. Although some tools for 
 analyzing  RNA-seq   and  microarray   data from bulk cell populations can be applied 
to scRNA-seq data, new analytic strategies and  workfl ows   are required to address 
the unique issues and opportunities associated with single cell data, including the 
identifi cation and characterization of unknown  cell types  , handing confounding fac-
tors such as batch and cell cycle effects, addressing the cellular heterogeneity in 
complex biological systems, to name a few (Brennecke et al.  2013 ; Buettner et al. 
 2015 ; Kharchenko et al.  2014 ; Kim and Marioni  2013 ; Trapnell et al.  2014 ). For cell 
 type   identifi cation, most single cell studies used hierarchical clustering or PCA-like 
methods or the combination of the two (Darmanis et al.  2015 ; Treutlein et al.  2014 ; 
Usoskin et al.  2015 ; Xue et al.  2013 ; Yan et al.  2013 ). Recently, a number of meth-
ods specifi cally designed for scRNA-seq analysis have been introduced including 
SNN-Cliq (Xu and Su  2015 ), scLVM (Buettner et al.  2015 ) and BackSPIN (Zeisel 
et al.  2015 ) for clustering; SAMstrt and Bayesian approach for single-cell differen-
tial expression analysis (Katayama et al.  2013 ; Kharchenko et al.  2014 ; Li and 
Tibshirani  2013 ); SINGuLAR Analysis Toolset (  https://cn.fl uidigm.com/software    ) 
enabling identifi cation of genes that are either differentially expressed or co- 
expressed; ICGS ( Iterative Clustering and Guide-Gene Selection    https://code.
google.com/p/altanalyze/    ) for unbiased identifi cation of the most coherent, corre-
lated gene signatures that are able to segregate distinct developmental states or cell- 
types; Monocle (Trapnell et al.  2014 ) and SCUBA (Marco et al.  2014 ) for extracting 
lineage relationships from scRNA-seq and modeling the dynamic changes associ-
ated with cell  differentiation  . Recent studies by (Satija et al.  2015 ; Pettit et al.  2014 ) 
combined single-cell RNA-seq gene  expression   profi les with complementary in situ 
hybridization (ISH) data to reveal the 3D expression patterns. These efforts 
addressed spatial localization more directly and precisely than previous efforts 
using independent component analysis (ICA) or principal component analysis 
(PCA) to approximate spatial location. These advanced methods mostly focused on 
one aspect of the data analysis. How to design the analytic  workfl ow   to process 
large amounts scRNA-seq data from heterogeneous cell populations and reveal bio-
logical insights represent a substantial challenge for most investigators. 

 We developed SINCERA, a computational pipeline for SINgle CEll RNA-seq 
 profi ling   Analysis, that enables investigators analyzing scRNA-seq data using 
standard desktop/laptop computers to conduct data fi ltering, normalization, clus-
tering, cell  type   identifi cation, gene signature  prediction  , TRN construction, and 
identifi cation of driving force (key nodes) for each cell type (Guo et al.  2015 ). 
We applied SINCERA pipeline to single cells from the embryonic mouse lung at 
the saccular phase (E16.5/E18.5) of morphogenesis, to identify major  cell types   
including epithelial, fi broblast, endothelial, myo-fi broblast/smooth muscle, peri-
cyte and myeloid cells. Gene signatures, surface markers, bioprocesses and 
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functional profi les associated with each cell  type   were predicted, Fig.  19.7a, b . 
SINCERA provides an analytic tool to delineate cell type specifi c regulatory net-
works, key regulators, and predict cell-cell communications across  cell types   via 
paracrine and autocrine signaling and protein-protein  interactions  , Fig.  19.7c, d . 
We used network-based approaches to identify cell type specifi c  transcriptional 
networks   and key regulators within the networks. As shown in Fig.  19.7c , epi-
thelial signature genes and transcriptional factors that are abundantly or selec-
tively expressed in lung epithelial cells were used to generate a transcriptional 
network using conditional dependency algorithm modifi ed from G1DBN (Lebre 
 2009 ). NKX2-1 was predicted as one of the top ranked transcriptional  factors   at 
E16.5, Fig.  19.4c . The NKX2-1 sub- network was extracted from a global epithe-
lial cell transcriptional  network  , Fig.  19.7c . Using cell  type   specifi c gene signa-
tures and pre-compiled protein interaction databases, the shortest path between 
cell types (e.g., shortest path between endothelial and epithelial cells) was cal-
culated from a protein-protein  interaction   and association network, Fig.  19.7d . 
For example, the network predicts selective interactions between endothelial, 
Jup expressing, and epithelial, Cdh1 expressing cells.  Jup  (junction plakoglo-
bin), expressed by endothelial cells, functions as a substrate for vascular endo-
thelial protein tyrosine phosphatase. Jup forms adhesion complexes with 
E-cadherin (Cdh1) that regulates  Jup  expression (Auersperg et al.  1999 ; Luo 
et al.  1999 ), Fig.  19.7d . The fi nding that experimentally validated protein-pro-
tein interactions between endothelial and epithelial cells were identifi ed at the 
single cell level support the potential utility of predicting “social networks” 
among distinct  cell types   using single cell  transcriptomics  . 

 To facilitate access to single cell data and its applications for study of lung devel-
opment, we developed “LungGENS” (Lung Gene Expression iN Single-cell), a web 
tool useful for mapping single cell gene  expression   (Du et al.  2015 ). The current 
version of LungGENS supports three major functions: ‘Query by single gene,’ 
‘Query by gene list,’ and ‘Query by cell  type  .’ ‘Query by single gene’ provides 
quantitative RNA expression of the gene of interest in each lung cell  type  . ‘Query 
by gene list’ enables the  user   to input their list of genes of interest to identify the cell 
type selectively expressing in that gene set. ‘Query by cell  type  ’ returns selective 
gene signatures and genes encoding cell surface markers and transcriptional  factors   
via interactive  heatmaps   and tables. LungGENS serves as a rich knowledge base 
and is broadly applicable for lung research, providing a cell-specifi c RNA expres-
sion resource at single-cell resolution. We are actively developing a new version of 
LungGENS with extended the scope and contents of the database to include lung 
developmental studies from single cell, sorted cell populations and whole lung tis-
sues. Both SINCERA (  https://research.cchmc.org/pbge/sincera.html    ) and 
LungGENS (  https://research.cchmc.org/pbge/lunggens/default.html    ) are freely 
available to the public providing valuable tools for single cell  transcriptomic   analy-
sis. Understanding the cellular and molecular mechanisms driving normal lung 
function and formation will enhance our understanding of the pathogeneses of lung 
diseases affecting infants and children.  
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19.8     Conclusions 

 Integration of increasingly complex structural, temporal, and genetic data with the 
cellular processes that determine  lung maturation   and function in the  perinatal   
period remain a formidable challenge. Lung maturation requires precise temporal 
and spatial regulation of multiple signaling and transcriptional events among a great 
diversity of lung  cell types  . Identifi cation of lung cell progenitors, cell lineage, and 
fate determination orchestrating the formation and function of the saccular-alveolar 
unit is dependent upon a myriad of transcriptional and signaling  networks   active in 
each cell and the interactions among both neighboring and distant cells. These chal-
lenges are not fully met without systematic analysis of the transcriptional regulatory 
networks controlling lung  organogenesis   and function. In this chapter, we have 
summarized bioinformatic and systems biology approaches being applied to the 
study of  perinatal    lung maturation   and surfactant  homeostasis  . We emphasize the 
application of integrative approaches to achieve a more comprehensive understand-
ing of  lung maturation   at a systems biology level. The transcriptional factors partici-
pating in lung development are not exclusively lung-specifi c and are used by other 
organs to regulate  organogenesis   and organ function. The unique combinations and 
interactions among transcriptional factors/signaling molecules and interactions 
among distinct  cell types   are likely to mediate the structural and functional speci-
fi cities that mediate lung formation and maturation. Identifi cation of key transcrip-
tional factors, cofactors, and signature genes in individual pulmonary cell types at 
different stages of lung development will be needed to further understand the pre-
cise temporal sequences and dynamic spatial changes occurring during formation of 
the lung. Present single cell fi ndings predict complex cell communications via 
direct cell-cell contact, cell-matrix interactions, and through paracrine and auto-
crine cell signalling that coordinate the formation and maturation of the peripheral 
lung. A thorough understanding of the molecular mechanisms controlling the coor-
dination of length of gestation, with the timing of  lung maturation   will provide new 
insights useful for developing therapeutic and diagnostic tools for treatment and 
management of pulmonary diseases affecting children and adults. The systems biol-
ogy strategies outlined in this review are highly relevant to studies related to other 
organs and diseases. Since pulmonary disease affects organ structure and function, 
single gene approaches are less likely to identify the mechanisms underlying the 
pathogenesis of lung disease. Systems biology, integrating multiscaled data at 
molecular, cellular, and organ levels will be useful in understanding disease patho-
genesis. Open access to data provided by RNA and  DNA sequencing  , genomics, 
proteomics, metabolomics, and lipidomics, and the ability to integrate and interpret 
the increasingly complex data will play an increasingly important role in biology 
research and medicine.     
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    Chapter 20   
 Functional Genomics-Renal Development 
and Disease                     

     S.     Steven     Potter     

    Abstract     Developmental biologists are interested in the question of how a fertil-
ized egg, equipped with only about 22,000 genes in its nucleus, is able to transform 
into a complete human being. In this chapter we discuss the functional genomics 
analysis of mammalian kidney development, using the kidney as a model system to 
better understand the basic principles of organogenesis. The formation of an organ 
requires a complex orchestration of gene expression in many different cell types at 
multiple developmental stages. The driving gene expression patterns can be cap-
tured in a variety of ways. Laser capture microdissection (LCM) can be used to 
isolate developmental compartments of the kidney, such as the forming glomerulus, 
for gene expression profi ling. Transgenic lines of mice can be used to fl uorescently 
label specifi c cell types that can then be purifi ed by fl uorescent activated cell sorting 
(FACS). And more recent very high resolution technologies allow high throughput 
RNA-seq of single cells of a developing organ. These methodologies produce 
immense datasets that require powerful informatics tools for their analysis. The 
purpose of this chapter is to illustrate how these various tools can be used to address 
important questions in developmental biology that are highly relevant to child 
health, and development of the kidney. The huge amounts of data generated need to 
be captured and annotated in a systematic way, stored, integrated and analyzed. The 
goal is to identify basic principles as well as precise pathways that drive organogen-
esis. The results will provide a better understanding of developmental disorders, 
and guide efforts to recapitulate organogenesis in vitro, for example in the genera-
tion of replacement organs from induced pluripotent stem cells.  
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20.1       Introduction 

 Developmental biologists are interested in the question of how a fertilized egg, 
equipped with only about 22,000 genes in its nucleus, is able to transform into a 
complete human being. In this chapter we discuss the functional  genomics      analysis 
of mammalian  kidney    development  , using the kidney as a model system to better 
understand the basic principles of  organogenesis  . 

 The formation of an organ requires a complex orchestration of gene  expression      
in many different  cell types   at multiple developmental stages. The driving gene 
 expression   patterns can be captured in a variety of ways. Laser capture  microdissec-
tion   can be used to isolate developmental compartments of the  kidney  , such as the 
forming glomerulus, for gene  expression    profi ling  . Transgenic lines of mice can be 
used to fl uorescently label specifi c cell types that can then be purifi ed by fl uorescent 
activated cell sorting (FACS). And more recent very high resolution technologies 
allow high throughput  RNA-seq   of single cells of a developing organ. These meth-
odologies produce immense datasets that require powerful informatics  tools   for 
their analysis. The purpose of this chapter is to illustrate how these various tools can 
be used to address important questions in developmental biology that are highly 
relevant to child health, and development of the kidney. The huge amounts of data 
generated need to be captured and annotated in a systematic way, stored, integrated 
and analyzed. The goal is to identify basic principles as well as precise pathways 
that drive  organogenesis  . The results will provide a better understanding of develop-
mental disorders, and guide efforts to recapitulate  organogenesis   in vitro, for exam-
ple in the generation of replacement organs from induced pluripotent stem cells. 

 The primary job of  kidneys   is to remove the end products of cellular metabolism. 
Kidneys also regulate blood pressure by controlling blood volume, by controlling 
blood salt levels, and through the production of renin, which regulates vasoconstric-
tion through the renin-angiotensin system. The kidney is also the source of impor-
tant hormones such as calcitriol, which regulates blood calcium levels, and 
erythropoeiten, which regulates erythropoiesis. The kidneys are only about 0.5 % of 
body weight, yet receive 20 % of cardiac output. They produce about 180 l of blood 
fi ltrate per day, 99 % of which is reabsorbed. The kidneys fi lter the entire plasma 
volume about 60 times per day. 

 The functional unit of the  kidney   is the nephron (Fig.  20.1 ). The glomerulus is 
the fi ltration element, with fenestrated capillary endothelial cells providing the 
blood ready access to the glomerular basement membrane fi lter (Fig.  20.2 ). The 
fi ltrate then fl ows through the proximal tubule, the loop of Henle, the distal tubule, 
and fi nally the collecting duct, with selective uptake and concentration occurring 
along the way.

    The  kidney   provides an excellent of example of how ontogeny, the development 
of the individual, recapitulates phylogeny, the evolution of the species. Three kid-
neys, the pronephros, mesonephros and metanephros successively form during 
mammalian development, with each showing greater complexity, refl ecting the 
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increasing requirement for water conservation as animals moved from water to land. 
In this chapter we focus on the fi nal metanephric kidney, which functions in the 
adult mammal. 

 The developing  kidney   provides a classic example of mutual inductive interac-
tions (Costantini and Kopan  2010 ). An outgrowth of the nephric duct, the ureteric 
bud, invades a fl anking region of condensed mesenchyme, the metanephric mesen-
chyme. There is essential crosstalk between the bud and mesenchyme, with the 
mesenchyme driving branching morphogenesis of the bud, which eventually forms 
the collecting duct system, and the bud inducing the mesenchyme to form nephrons. 
During the process of nephron formation there are multiple stages that are morpho-
logically distinct (Fig.  20.3 ). The nephron progenitor cells fl ank the branching ure-
teric bud and are called capping mesenchyme. Following induction they fi rst form 
a renal aggregate, which undergoes mesenchyme to epithelial transformation, mak-
ing the renal vesicle, a spherical structure. Clefts then form on the renal vesicle, 
sequentially making the comma and S-shaped bodies, which fuse to the ureteric 

  Fig. 20.1    Diagram of the 
nephron, the functional 
unit of the  kidney  . 
(Artwork by Holly Fischer)       
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bud. The S-shaped body in turn elongates and differentiates to form the glomerulus 
and the various tubule segments of the mature nephron.

   The mouse is a powerful model for the study of human development. All mam-
mals have very close to the same number of genes, about 22,000. For over 16,000 
human and mouse genes there is a one to one (orthologous) relationship (  http://
www.informatics.jax.org/homology.shtml    ). In addition, developmental mecha-
nisms in general appear to be extremely well conserved during evolution. Indeed, in 
some cases it has been possible to demonstrate developmental functional equiva-
lence of orthologous fruit fl y and human genes through gene swap experiments. It 
is therefore quite likely that what we learn through the study of mice will translate 
well to the human system.  

  Fig. 20.2    Cross section of renal corpuscle.  A . Renal corpuscle.  B . Proximal tubule.  C . Distal con-
voluted tubule.  D . Juxtaglomerular apparatus.  1 . Basement membrane (Basal lamina).  2 . Bowman’s 
capsule- parietal layer.  3 . Bowman’s capsule-visceral layer.  3a . Foot processes of  podocytes  .  3b . 
Podocytes.  4 . Bowman’s space (urinary space).  5a . Mesangium, intraglomerular.  5b . Mesangium, 
extraglomerular.  6 . Juxtaglomerular cells.  7 . Macula densa.  8 . Myocytes.  9 . Afferent arteriole.  10 . 
Glomerulus capillaries.  11 . Efferent arteriole (Artwork by Michal Komorniczak)       
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20.2      Transcription    Profi ling   and  Kidney   Development: 
Early Work 

 The Indian tale of the blind men and the elephant illustrates the fallacy of studies of 
limited scope. We can reach the wrong conclusions, or at least derive a very incom-
plete view, by carrying out an investigation with a focus that is too narrow. The great 
advance of genomics approaches is the novel ability to study, for example, all genes 
at once. Microarrays fi rst, and now  RNA-Seq  , give global, sensitive and quantitative 
 measures   of gene  expression  . It is no longer necessary to make good or lucky 
guesses concerning which genes might be involved in a process. Indeed, it is no 
longer acceptable to restrict an analysis to just a few  candidate genes  . The challenge 
of the genomics era, however, is dealing with the veritable fl ood of data that comes 
from genomics tools. 

 Early studies used microarrays to defi ne gene  expression   profi les of whole kid-
neys at different developmental stages (Stuart et al.  2001 ). These studies described 
for the fi rst time the complete collection of genes expressed during  nephrogenesis  , 
and gave a measure of the changing gene  expression   profi les as a function of devel-
opmental time. A major limitation of these early studies, however, was a complete 
lack of spatial defi nition of gene  expression  . The analysis was of entire developing 
kidneys. Genes were identifi ed as expressed, but the localization of the expression 

  Fig. 20.3    Diagram of 
 kidney   development.  CM  
capping mesenchyme 
progenitor cells,  RV  renal 
vesicle, the fi rst epithelial 
precursor of the nephron,  S  
S-shaped body, derived 
from the rrenal vesicle, 
 CCD  cortical collecting 
duct,  CI  cortical 
interstitium,  MI  medullary 
interstitium,  MCD  
medullary collecting duct, 
 RC  renal corpuscle,  PT  
proximal tubule,  H  Loop of 
Henle,  DT  distal tubule       
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remained unknown. This is the result of the homogenization of an entire organ for 
gene  expression   profi ling. It was therefore diffi cult to defi ne developmental path-
ways or cross inductive interactions of specifi c compartments of the forming kidney 
when one could not be sure which genes were being expressed in which cell  type  . It 
was clearly necessary to generate a higher resolution spatial defi nition of gene 
 expression   patterns in order to generate a useful  genomics      level understanding of 
kidney development.  

20.3     Compartment Specifi c Analysis 

 Subsequent studies used manual microdissection as well as  laser capture microdis-
section (LCM)   to isolate the multiple compartments of the developing  kidney   
(Brunskill et al.  2008 ; Challen et al.  2005 ; Schmidt-Ott et al.  2005 ; Schwab et al. 
 2003 ). It was thereby possible to purify capping mesenchyme, ureteric bud, renal 
vesicles, S-shaped bodies, glomeruli, proximal tubules, distal tubules, the capsule, 
and several different regions of stromal cells and the developing collecting duct. 
Gene expression  profi ling   of these compartments resulted in the fi rst molecular atlas 
of the developing kidney at microanatomic resolution. 

 The most comprehensive compartment specifi c dataset was primarily generated 
with  LCM   (Brunskill et al.  2008 ). The data was examined with GeneSpring, thereby 
defi ning lists of differentially expressed genes, performing clustering and producing 
 heatmaps  . The ToppGene web tool (  http://toppgene.cchmc.org/    ), created by bioin-
formaticians at Cincinnati Children’s Hospital, was then particularly useful in the 
functional analysis of the resulting extensive  microarray   dataset. It allows one to 
simply submit a list of differentially expressed genes and to receive an immediate 
output of enriched molecular functions, biological processes, cellular components, 
human  phenotypes  , mouse  phenotypes  , domains, pathways, pubmed references, 
interactions, cytobands, transcription  factor   binding sites in  promoters  , candidate 
regulatory microRNAs, and more. 

 Several interesting principles emerged. First, there were surprisingly few genes 
with a strict compartment specifi c expression pattern at early stages of develop-
ment. For example, the capping mesenchyme and its developmental derivative, the 
renal vesicle, and the subsequent S-shaped bodies, all showed a considerable over-
lap in gene  expression   profi le. This principle broke down, however, during the later 
stages of development, as compartments began to express large numbers of specifi c 
 differentiation   related genes. For example the proximal tubules showed relatively 
restricted expression of thousands of genes, including transporters involved in 
selective uptake. 

 In addition a phenomenon called anticipatory gene  expression   was observed. It 
has also been referred to as lineage priming. It appears that developmental compart-
ments can anticipate their subsequent developmental stage and initiate expression of 
genes that will then peak in expression in the next compartment. For example the 
renal vesicle will begin to express genes that will then show much higher expression 
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in the subsequent S-shaped bodies. This makes sense, since the renal vesicle must 
start to express S-shaped body related genes as it progresses to the S-shaped body 
stage. Lineage priming contributes signifi cantly to overlapping gene  expression   
patterns.  

20.4     Cell  Type   Specifi c Gene  Expression    Profi ling   

 Compartment specifi c gene  expression   studies provided a considerable improve-
ment over previous work analyzing whole homogenized organs. Nevertheless, there 
remained much room for improvement. A single structure, such as a developing 
glomerulus, will include several distinct cell types. The same logic that concludes a 
compartment specifi c atlas is superior to a gene  expression   profi le of total  kidneys   
also determines that a cell type specifi c atlas is more valuable still. 

 It is possible to make transgenic mice that express fl uorescent  reporter   proteins 
in a cell specifi c manner. For example a  promoter   from a gene that shows cell type 
restricted expression can be connected to GFP (green fl uorescent protein) and used 
to make transgenic mice. One strategy for making transgenic mice is zygote pronu-
clear microinjection. The DNA construct is injected into a pronucleus of a fertilized 
egg, which is then implanted into the oviduct of a surrogate mother. Some of the 
resulting offspring show stable and random  integration   of the DNA construct into 
the  genome  . A disadvantage of this method is that different transgenic lines, with 
differing chromosomal integration sites can show distinct patterns of resulting gene 
 expression  . This problem can be partially overcome by using BAC transgenics 
(Johansson et al.  2010 ). A BAC (bacterial artifi cial chromosome) is quite large, in 
some cases well over 100 kb, and can provide more regulatory sequence, giving the 
desired gene  expression   in a higher percentage of chromosomal integration sites. 
An alternative strategy, using a “knockin” approach, can provide more reproducible 
results (Mikkola and Orkin  2005 ). In this case a DNA construct including a reporter, 
such as GFP, is directly inserted into a gene showing cell type restricted expression. 
This is accomplished via homologous  recombination   in embryonic stem cells. The 
key advantage of this approach is that all of the regional  regulatory elements   of the 
endogenous genes are harnessed, thereby more reproducibly achieving the desired 
reporter expression outcome. 

 For example a BAC transgenic  Mafb-GFP  mouse specifi cally marks the  podo-
cyte   in the  kidney   (Fig.  20.4 ). It is therefore possible to take the embryonic kidney, 
to carry out rapid enzymatic dissociation to single cells, and to use FACS to purify 
the GFP labeled  podocytes  . Similar strategies can be used to isolate other cell type 
specifi c populations of cells from the kidney.  Tie2-GFP  marks endothelial cells, and 
 Crym-GFP  transgenic mice allow  purifi cation   of the cap mesenchyme progenitor 
cells.
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20.5         RNA-Seq   

 The  DNA sequencing   revolution is having an enormous impact on biology and 
medicine. The Human Genome Project took 13 years, at a total cost of about three 
billion dollars, to defi ne the fi rst human DNA sequence. But, as of this writing, it is 
now possible to completely sequence a human genome in a matter of days for 
around one thousand dollars. So, the price of the human genome has dropped over 
a million fold, and it continues to plummet. Over a dozen entirely new technologies 
are being developed, and older technologies continue to be refi ned. 

 This revolution is the foundation of “precision” or “personalized” medicine 
movement, based on the exact defi nition of the patient’s genome. Different people 
metabolize drugs differently, and different  mutations   in cancers, for example, call 
for distinct treatments. 

  DNA sequencing   advances are also driving a dramatic transformation in the fi eld 
of gene  expression    profi ling  . It is possible to easily convert RNA to a DNA copy 
using the enzyme reverse transcriptase (Temin and Baltimore  1972 ). The comple-
mentary DNA (cDNA) copies can then be subjected to high throughput DNA 
sequencing, generating many millions of short reads, typically 75–100 bases in 
length. The reads can be aligned back to specifi c genes, based on their sequence. A 
gene that is strongly expressed will be actively transcribed to make many RNA cop-
ies. These will result in many DNA copies of the corresponding RNA, which will 

  Fig. 20.4    MafB-GFP specifi cally marks the developing and differentiated podocytes. Brightfi eld 
images on  top  and GFP fl uorescent panels on the  bottom . Note that even early forming podocytes 
in the S-shaped body ( left panels ) show GFP signal       
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result in many DNA sequence reads. Therefore by counting the number of reads 
corresponding to the multiple genes of the genome it is possible to generate a global 
digital gene  expression   readout. 

  RNA-seq   provides important advantages over the older  microarray   technology 
(Mortazavi et al.  2008 ). First, the results are not restricted to the sequences selected 
for the  microarray  . With RNA-seq you generate sequence from any RNA present, 
with no bias and no selection required. Second, RNA-seq has an extremely low 
background. All sequences that can unambiguously be aligned with the genomic 
sequence, including known and novel exons, and any splice combinations. 
Sequences that cannot be aligned are discarded. With arrays, however, there are 
background and cross-hybridization issues that reduce sensitivity and can confuse 
results. This difference in background appears to be a very important factor in the 
superiority of  RNA-seq   over microarrays. Third, digital gene  expression   readouts 
using RNA-seq have a very wide dynamic range, estimated to cover about fi ve 
orders of magnitude when using 40 million reads per experiment with the mouse 
genome (Mortazavi et al.  2008 ). Microarrays, on the other hand, have detection 
problems with very low abundance transcripts because of background issues, and 
can saturate, causing loss of linear response at high transcript levels. Thus, microar-
rays are limited to an effective dynamic range of only a few 100-fold. Fourth,  RNA- 
Seq   is extremely accurate in measuring transcript levels, as determined by qPCR 
validation (Nagalakshmi et al.  2008 ) and RNA spike controls (Mortazavi et al. 
 2008 ). Fifth, RNA-Seq gives an excellent view of alternative RNA processing 
events. It does this in two ways, by producing a digital quantitative expression level 
for each exon, and by providing sequence spanning exon junctions. Recent esti-
mates are that more than 90 % of genes undergo alternative processing. In some 
cases the differentially processed products actually have opposite biological func-
tions. Sixth,  promoter   start sites can be identifi ed. Finally, RNA-Seq results are 
highly reproducible (Cloonan et al.  2008 ; Nagalakshmi et al.  2008 ).  

20.6     Mouse Models of Human  Kidney   Disease 

 As an example of cell  type   specifi c gene  expression   let us consider the  Cd2ap  
 mutant   mouse model of focal glomerular sclerosis (FSGS). FSGS is a progressive 
and devastating disease that is among the most common causes of kidney failure. 
The  Cd2ap  gene has a critical function in kidney  podocytes  , where it encodes an 
adaptor protein that interacts with nephrin and podocin (Schwarz et al.  2001 ; Shih 
et al.  2001 ). Mutations in the  Cd2ap  gene are one cause of FSGS in humans (Lowik 
et al.  2007 ). Mice with  Cd2ap  mutations also develop a severe nephrotic syndrome, 
including glomerulosclerosis, and die within weeks of birth (Shih et al.  2001 ). They 
therefore represent an important mouse model of this disease. 

 The primary defi cit in FSGS appears to be in  podocytes  . The podocytes are quite 
remarkable cells (Fig.  20.2 ). They surround the glomerular capillaries, cooperating 
with the endothelial cells to synthesize the glomerular basement membrane. 
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Although mesodermal in origin they exhibit a striking shape, with multiple axonal 
like projections that reach around the capillaries. From these extend still smaller 
projections, the foot processes, which precisely interdigitate, leaving between them 
the slit diaphragms, for the passage of glomerular fi ltrate. 

 Many important  functions   have been associated with podocytes. The slit dia-
phragm is an extracellular extension of the  podocyte   and provides the fi nal fi ltration 
barrier. Podocytes also function as pericytes, counteracting the hydrostatic pressure 
within the capillaries. In addition the podocytes are thought to play an important 
role in cleaning the glomerular basement membrane fi lter, thereby preventing clog-
ging. Furthermore, as noted, podocytes are thought to represent initial sites of injury 
for a number of kidney diseases, including diabetic nephropathy and focal segmen-
tal glomerulosclerosis. Podoctye effacement and loss are among the earliest patho-
logic events in these diseases. 

 Although the  podocyte   is the initial site of injury in FSGS there are subsequent 
pathologic changes in the other two major  cell types   of the glomerulus, the mesan-
gial cells and the endothelial cells. There is therefore useful knowledge to be gained 
through the analysis of the changing gene  expression   profi les in each of these cells. 
And each cell type, as previously noted, can be FACS purifi ed using an appropriate 
transgenic-GFP mouse, with  MafB-GFP  for  podocytes  ,  Meis1-GFP  for mesangial 
cells and  Tie2-GFP  for endothelial cells. 

 RNA-seq gene  expression    profi ling   provides a digital measure of the expression 
level of all genes. This is sometimes referred to as a “fi rehose fl ood” of data. In a 
typical experiment around 10,000 genes might show signifi cant expression. The 
bioinformatics challenge is to derive important biological insight from these enor-
mous datasets. Such insight requires extensive fi ltering to identify the genes of 
greatest interest. 

 An initial fi lter is typically the removal of genes with little or no expression in 
any of the samples. Genes with low expression are subject to greater variation, or 
noise, and can lead to artifact difference calls. Therefore these so-called “cellar 
dwellars” need to be fi ltered out. Exactly where to draw the inclusion/exclusion 
expression level line is subjective, but it will typically be in the range of 5–10 
RPKM. That is, for example, genes with less than 10 RPKM expression level in all 
samples are removed from further analysis. 

 RPKM (or the equivalent FPKM) is a partially normalized  measure   of gene 
 expression   level. It stands for reads per kilobase of cDNA per million reads. It nor-
malizes for the size of the RNA encoded by the gene, as larger complementary 
DNAs will give more DNA sequence reads per transcript than smaller ones. It also 
normalizes for the number of reads generated in the gene  expression   profi le analy-
sis, as more total reads will obviously give more reads per gene. 

 In the analysis of the  Cd2ap  mice another key fi lter is the comparison of the 
 mutants   to wild types. Which genes changed in expression as a result of the muta-
tion? What gene changes are causing the disease? These are clearly the genes of 
greatest interest. The next stage of analysis is therefore usually a statistical test to 
identify differentially expressed genes. If there are just two sample types being 
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compared then this is an unpaired  T -test, and for multiple types of samples, analysis 
of variance (ANOVA) is used, which generalizes the  T -test to multiple groups. 
Filtering for P values of less than 0.05 is typical. The next consideration is choice of 
multiple testing correction methods. The purpose of this is to take into account the 
large number of data points in the analysis and to reduce the number of artifact dif-
ference calls. The Bonferroni correction, in simple terms, multiplies the uncorrected 
P value times the number of probesets in the analysis. For example, if 10,000 probe 
sets survive the expression level fi lter then the  T -test P values would all be multi-
plied by 10,000. This is an extremely stringent correction and generally results in 
very short gene lists, with many truly differentially expressed genes missed. The 
Benjamini and Hochberg correction is somewhat less stringent. In this case the best 
P-value is multiplied by the total number of probe sets, as per Bonferroni, but the 
next best P-value is multiplied by the number of probe sets minus one, and so on. 
That is, as the P-values increase the correction decreases. Nevertheless, the 
Benjamini and Hochberg correction is still quite stringent when dealing with a large 
number of probesets, and again can give very short gene lists that miss many genu-
ine differences. The Storey multiple testing correction methods are less stringent 
still, and are generally more appropriate unless the number of probesets has been 
severely trimmed prior to statistical analysis. In practice, in our experience, it is 
often preferred to use no multiple testing correction, and to appreciate that while 
this eliminates most false negatives, it results in the inclusion of some false  posi-
tives  . The gene list is then subjected to further fi ltering based on fold change, nor-
mally requiring two or threefold change minimum. This can effectively remove 
most of the false positives. We typically observe that over 90 % of genes that pass a 
screen of P value less than 0.05 and fold change greater than two can subsequently 
be validated as differentially expressed with an independent technology, such as 
quantitative PCR, immunostain, or  in situ  hybridization. 

 Once lists of differentially expressed genes are trimmed to a reasonable size, 
perhaps 20–200 genes, depending on the experiment, the next step is to carry out a 
functional characterization of these genes to better understand their precise biologi-
cal roles. ToppGene (  https://toppgene.cchmc.org    ) can used to further analyze the 
molecular processes and biological functions the genes. This web tool is very sim-
ple to use. Using the Toppfun function, the gene list is pasted in, multiple sample 
testing correction criteria selected, and desired features checked off. This tool 
includes 18 features, with perhaps the GO: Biological Process and GO: Molecular 
Function the most commonly used. Other functions include defi nition of associated 
mouse or human  phenotypes  , interactions, diseases, Pubmed lists of papers associ-
ated with the genes, and potential MicroRNA regulators of the genes in the list. 

 In the study of the  Cd2ap   mutant   mice a number of interesting fi ndings emerged 
(Brunskill and Potter  2015 ). The  podocytes   showed striking upregulation in the 
expression of a number of proteases and also showed a strong cell death gene  expres-
sion   signature. The mesangial cells showed elevated expression of pathogenic profi -
brotic factors as well as the angiogenesis factor Vegf. Of interest, the mesangial cells 
also showed expression of genes that might be considered protective, including the 
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fi brosis antagonist  Decorin  . The endothelial cells showed increased expression of 
leukocyte adhesion factors, likely important for their recruitment to the injured 
glomerulus.  

20.7      RNA–Seq Analysis of Early  Nephrogenesis   

 As an example of the power of  RNA-Seq   let us consider the conversion of capping 
mesenchymal progenitor cells (CM) to the fi rst epithelial stage of nephron develop-
ment, the renal vesicle (RV). During  kidney   development there is a continuous outer 
nephrogenic zone where the forming collecting duct undergoes branching morpho-
genesis and induces nephron formation. The delicate balance between progenitor 
renewal and  differentiation   determines fi nal nephron count, which has important 
medical consequences (Keller et al.  2003 ). The induction of CM to RV, with mesen-
chyme to epithelia transition, is the remarkable fi rst step in the conversion of an 
amorphous mesenchyme cloud into the intricate complexity of the nephron. 

 Many genetic regulators of early  kidney   development have been previously iden-
tifi ed. WNT9b induction, as well as decreased  Six2  expression, are required for 
 nephrogenesis   (Carroll et al.  2005 ; Self et al.  2006 ). Other genes, including  Sall1 , 
 Fgfr1 ,  Fgfr2 ,  Fgf8 ,  Wt1  and  Bmp7  play important roles in regulating the 
renewal/ differentiation   balance (Costantini and Kopan  2010 ). In addition, the 
 LCM  / microarray   approach had previously identifi ed over a 1000 genes that undergo 
differential expression as the CM forms the RV (Brunskill et al.  2008 ). 

 Nevertheless, despite this rather considerable prior analysis, notable new insights 
were derived from a further study of this process using  RNA-seq   (Brunskill and 
Potter  2012 ). Of interest, when the gene lists resulting from  microarray   and  RNA- 
Seq   were compared it was observed that over 90 % of genes called differentially 
expressed by microarrays were validated by RNA-seq data. We were surprised to 
fi nd, however, that in addition RNA-seq found many more differentially expressed 
genes than microarrays, even when more stringent P-value/fold change  screening   
criteria were used. We suspect, again, that this dramatically improved detection rate 
is related to the absence of background and the greater dynamic range for RNA-Seq 
data compared to  microarray  . 

 In this  RNA-Seq   study of CM  differentiation   into RV the data was primarily 
analyzed using Avadis NGS software. The  workfl ow   is very similar to that of 
GeneSpring  microarray   analysis software, allowing fi ltering to remove low level 
expressed genes, statistical testing for differential gene  expression  ,  clustering  , and 
functional analysis of resulting gene lists. 

 RNA-seq can be performed to detect only polyadenylated RNAs or all RNAs, 
including those without polyadenylation. For example the Illumina TruSeq method 
fi rst selects for polyA+ RNA and then uses random primers to generate cDNA from 
their entire lengths. In contrast, the Nugen Ovation  RNA-Seq   System V2 method 
has no step for selection of polyadenylated RNAs. The Nugen method avoids the 
generation of overwhelming amounts of cDNA from ribosomal RNA by using a 
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“semi random” primer that is depleted in sequences homologous to rRNAs. In the 
RNA-seq analysis of the CM to RV transition both of these methods were used 
(Brunskill and Potter  2012 ). This allows the two independent technologies to pro-
vide cross validation of each other, at least for polyadenylated RNAs, and it also 
permits a dataset comparison that determines if transcripts are polyadenylated or 
not. 

  RNA-seq   data is primarily used to give a digital readout of gene  expression   levels 
and to defi ne RNA processing patterns, but  RNA-Seq   data can also be used to map 
the positions of enhancers, many of which are transcribed (De Santa et al.  2010 ). 
For example a study of neuronal enhancers found that about half are transcribed, 
giving rise to short (under 2 kb) bidirectional transcripts (Kim et al.  2010 ). Another 
study of the response to macrophage activation found that PolII  transcription   of 
enhancers produced unstable transcripts (Ghisletti et al.  2010 ). Therefore, by per-
forming the CM/RV RNA-Seq with both TruSeq polyA+ and Nugen random primer 
technologies it was possible to map the positions of “non-canonical” (not associated 
with  standard   exons) transcripts and to determine their polyadenylation status. 
Transcribed enhancer maps were made for both CM and RV, and it was observed 
that most enhancer RNAs were not polyadenylated. 

 Another interesting result of the CM/RV  RNA-Seq   study was the striking view 
of the Hox clusters that emerged (Brunskill and Potter  2012 ). First, almost all of the 
39 genes of the four Hox clusters were transcribed in both CM and RV, with only 
the genes at the extreme ends of the clusters not expressed. For example all of the 
genes of the HoxA cluster were expressed in both CM and RV, except for  Hoxa1  
and  Hoxa13 . Second, not only were the standard genes expressed, but the intergenic 
regions were also extensively transcribed, giving rise to mostly non-polyadenylated 
transcripts (Fig.  20.5 ). This widespread  transcription   was remarkable, and could not 
be attributed to repeat sequences, such as SINES and LINES, which are almost 
entirely absent in Hox clusters. Third, there were novel exons that were used exten-
sively, and these often dramatically altered the function of the encoded proteins. For 
example in the CM a noncanonical 5′ exon was used for  Hoxd11  that gave a frame-
shift and as a result was noncoding, while in the RV the standard two exons were 
used. In addition there was extensive intergenic RNA processing and opposite 
strand transcription. Indeed, the picture that emerged suggested that the Hox clus-
ters should be considered single supergenes with a multitude of transcriptional and 
processing possibilities rather than clusters of simple two exon genes (Brunskill and 
Potter  2012 ).

   In summary, RNA-seq is revolutionizing our view of the genome. With RNA-seq 
we see changing RNA processing patterns, enhancer  transcription  , new genes, long 
intergenic noncoding RNA transcripts, antisense transcripts, and more. As the price 
of  DNA sequencing   continues to plummet  RNA-seq   will continue to improve in 
power, allowing more reads and a more exhaustive analysis of genome wide 
transcription .  
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20.8     Single Cell Studies: Background 

 The  RNA-Seq   analysis of pure populations of cells of a specifi c type, such as neph-
ron progenitors, represents a major step forward in the genomics analysis of  kidney   
development. Nevertheless, even the thorough RNA-seq study of each specifi c cell 
 type   of the developing kidney would leave signifi cant holes in our understanding. 
Some questions simply cannot be answered by the analysis of ensemble averages of 
collections of cells. They require a still higher resolution. 

 As mentioned earlier, development begins with the fertilized egg, which gives 
rise to an adult with amazing cellular variety and multiple organ systems. Underlying 
the enormous complexity of this process are simplifying strategies that make 
repeated use of individual genes and signaling systems to drive distinct develop-
mental decisions in different contexts. At many stages in development we observe 
histologically uniform groups of cells that produce varied progeny. We know that 

  Fig. 20.5    Hox gene  expression   in early  kidney   development. Tan rectangle represent individual 
RNA-seq reads. Lines show introns, where the cDNA  RNA-seq   sequence spanned a genomic DNA 
region.  CM  capping mesenchyme progenitors.  RV  renal vesicle epithelial derivative of the CM. The 
positions of the canonical  Hoxd11  and  Hoxd10  genes are shown in  blue . Note the extensive num-
ber of intergenic transcripts. In addition a novel 5′ exon is used for the  Hoxd11  gene in the CM, 
while in the RV the canonical exons are used ( arrows ). In addition there were splices that con-
nected the two genes ( arrow )       

 

S.S. Potter



435

morphogen gradients, fl anking cell crosstalk, and even stochastic gene  expression   
can regulate decisions that generate diversity form apparent uniformity. Nevertheless, 
to date we have not created a detailed blueprint of this process, at single cell resolu-
tion, for any developing organ system. 

 For example, consider the early  kidney   progenitor cells. The metanephric mes-
enchyme is a histologically uniform cloud of cells that will eventually give rise to 
almost all of the varied  cell types   of the nephron. When do the fi rst signs of  differ-
entiation   into distinct developmental lineages appear within the mesenchyme? 
Within the early mesenchyme are some cells already lineage primed, predetermined 
to make specifi c cell types? Indeed, how varied are the gene  expression   profi les of 
the early metanephric mesenchyme? These kinds of questions can only be answered 
by the analysis of the transcriptional profi les of single cells. 

 While the genomics analysis of single cells is clearly highly desirable, there are 
serious challenges to consider. First there is the technical diffi culty of producing an 
accurate gene  expression   profi le from the extremely small quantity of RNA present 
in a single cell. Total RNA content per cell depends on cell  type  , but is generally in 
the range of 5–30 picograms. This is an exceedingly small amount of starting mate-
rial. Some simple calculations that assume about 10 pg of total RNA per cell, with 
2 % of this mRNA, determine that there are approximately 160,000 molecules of 
mRNA per cell. This might seem like a lot, but in fact about 10,000 genes are 
expressed per cell on average, so this works out to only 16 mRNA transcripts per 
gene. And this assumes that all  mRNAs   are of similar abundance, but in fact a typi-
cal cell has around a 100 or so genes that are expressed at very high levels, with 
1–10,000 copies per cell, accounting in total for about half of the mass of mRNA. The 
end result is that for the majority of genes expressed the transcripts are present at an 
abundance level below ten copies per cell. And our ability to capture these RNAs, 
in terms of reverse  transcription   effi ciency and amplifi cation, is quite limited, with 
perhaps only 10–30 % of present RNAs actually detected. The net result is a consid-
erable level of technical noise. Our current technology is quite imperfect in the 
detection and quantifi cation of such small numbers of RNA molecules. 

 In addition to technical noise there is biological noise to consider. There are very 
few RNAs present per expressed gene and one would expect to see signifi cant ran-
dom fl uctuation, even if genes were expressed in a constant steady state manner. 
Gene expression, however, is not steady state, but instead occurs in a pulsatile burst-
ing mode. Early work in both bacteria and eukaryotes showed that gene  expression   
is largely an on/off process, with gradual induction increasing the percentage of 
cells with expression, rather than giving incremental increase of expression in each 
cell (Ko et al.  1990 ; Novick and Weiner  1957 ). More recent landmark studies 
include the use of two copies of the same  promoter   in a single bacterial, or yeast 
cell, driving expression of two different fl uorescent proteins. The results elegantly 
demonstrated striking fl uctuation, or noise, in the expression levels of two genes 
with identical promoters in single cells (Elowitz et al.  2002 ; Ozbudak et al.  2002 ). 

 Gene expression varies from cell to cell, or within a single cell as a function of 
time, as a result of sporadic short bursts of active  transcription   (Chubb et al. 
 2006 ; Golding et al.  2005 ; Raj et al.  2008 ; Ross et al.  1994 ; Takasuka et al.  1998 ). 
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The causes of the pulsatile nature of gene  expression   are not fully defi ned, but 
one model states that transcription occurs within a limited number of transcrip-
tion factories in cells (Jackson et al.  1993 ; Osborne et al.  2004 ; Wansink et al. 
 1993 ). Genes would compete for occupancy of sites within a factory where they 
would be highly transcribed. It has been proposed that there are relatively few of 
these factories, on the order of hundreds per cell, which account for the bulk of 
the  transcription   of the approximately 10,000 genes that are expressed. 

 There are important biological consequences to the noisy nature of gene  expres-
sion  . Each gene is present in only two copies per cell. And, as mentioned, each 
expressed gene on average has relatively few transcripts per cell. These are very 
small numbers, statistically speaking. And the observed burst mode of gene  expres-
sion   dictates that variations in transcript levels are far greater than would be pre-
dicted by a simple Poisson distribution. Indeed there are so many genes with so 
much variation that it makes one wonder how things ever turn out right, especially 
during development, when correct combinations of transcription  factors   are thought 
to drive appropriate developmental destiny decisions. One strategy for biological 
success is to employ genetic functional redundancy. Indeed, such redundancy is 
generally acknowledged to be responsible for the surprisingly mild  phenotypes   
often observed in mice with  targeted    homozygous   mutations of single genes. 

 Gene noise is probably an underappreciated cause of incomplete penetrance and 
variable expressivity, which can persist even on isogenic genetic backgrounds. 

 Remarkably, it appears that in some cases the noisy nature of gene  expression   
has actually been harnessed to drive developmental decisions. One example is the 
selection of specifi c odorant receptors during development of the olfaction system. 
There are over a 1000 receptors and they are activated using a random “Monte 
Carlo” strategy in a mutually exclusive fashion (Tsuboi et al.  1999 ; Vassar et al. 
 1993 ). There is also evidence that during hematopoiesis the  differentiation   of stem 
cells could be regulated by stochastic gene  expression   events (Chang et al.  2008 ). 
Another elegant example is the development of photoreceptors in the  Drosophila  
eye, where stochastic variations in  spineless  gene  expression   drive photoreceptor 
type differentiation decisions (Wernet et al.  2006 ). 

 Despite the technical and biological challenges it is now possible to effectively 
perform RNA-seq analysis of single cells. Because of noise issues it is necessary to 
examine many single cell replicates. Limited  information   is obtained from each 
single cell. The goal is to fi rst generate suffi ciently distinct gene  expression   profi les 
to divide single cells into categories and subtypes. The RNA-seq datasets from the 
multiple cells of each category are then pooled to derive an accurate gene  expres-
sion   defi nition of that cell  type  . 

 This fundamental single cell strategy is of key importance. Each individual cell 
represents a biological replicate. Although the gene  expression   data for each cell is 
quite imperfect, the underlying principle is to divide the cells into distinct groups 
based on their gene  expression   signatures. The data from each group is then pooled, 

S.S. Potter



437

to average out the noise and to generate a robust gene  expression   profi le for each 
cell  type  . 

 How many cells must be examined in a single cell study? A general rule of thumb 
is that there must be at least ten representatives of each cell  type  . The total number 
of cells required therefore depends on the degree of cell heterogeneity. If, for exam-
ple, only two cell types are thought to be present, and they are in roughly equal 
proportion, then relatively few total cells are required to achieve the minimum of 
ten cells per type. On the other hand, if there is great cell heterogeneity, with many 
types of cells present and some being quite rare, then the total number of cells 
required would be very high, potentially in the thousands. In single cell studies the 
general rule is the more cells the better, as this provides more representatives of 
each cell type.  

20.9     Pioneering Single Cell Studies 

 Early studies pioneered the strategy of dissociation of tissues into single cell sus-
pensions followed by gene  expression    profi ling   of single cells to defi ne novel  cell 
types  . For example Chiang and Melton carried out a single cell transcript analysis 
of pancreas development in 2003 (Chiang and Melton  2003 ). They were able to 
examine the developing pancreas at E10.5, when the cells are morphologically uni-
form. The analysis of 60 single cells allowed the developing pancreas to be divided 
into six subtypes based on expression of distinct markers. Of particular interest, one 
subset of cells showed expression of a combination of markers, including  P48 , 
 Nkx2.2 , and  Nkx6.1 , suggesting that these cells might be progenitors for multiple 
 cell types  . 

 In another study, published around the same time, a similar dissociation/single 
cell gene  expression    profi ling   strategy was used to examine the mammalian olfac-
tory system (Tietjen et al.  2003 ). The results defi ned a number of genes with dif-
ferential expression in olfactory sensory neurons and olfactory progenitor cells. 
This work included extensive validation of the general procedures used for the  sin-
gle cell analysis  . These early studies established the general strategies that would be 
used for the single cell dissection of developmental mechanisms. 

 The limiting quantities of RNA present in single cells necessitate powerful 
amplifi cation methods to generate suffi cient material for  microarray   or RNA-seq 
analysis. PCR methods are most often used, but are subject to amplifi cation bias. 
Methods based on in vitro  transcription   amplifi cation (Van Gelder et al.  1990 ) offer 
better amplifi cation linearity. The most recent methods, however, combine the 
power of PCR with the hybridization of unique molecular identifi ers that completely 
eliminate amplifi cation bias (see below).  
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20.10     High Throughput Single Cell Studies 

 Fluidigm offers the C1 machine that combines robotics and microfl uidics to facili-
tate high throughput  single cell analysis  . The C1 receives a single cell suspension, 
and the cells are then randomly distributed to chambers during a capture step. 
Individual capture sites can then be examined with a microscope to identify those 
with single cells. Typically 60–80 % of capture sites show single cell occupancy. 
The Fluidigm C1 then carries out a series of steps, including cell lysis, reverse  tran-
scription   and PCR based amplifi cation. The products are harvested and used for 
 RNA-seq   gene  expression    profi ling  . Different IFCs are offered for the processing of 
cells with different sizes. The original Fluidigm C1 IFC was designed with 96 
chambers, but a subsequent IFC offered 800 chambers, and it is likely that this num-
ber will increase in the future. 

 The advent of the Fluidigm C1 microfl uidics/robotics technology greatly facili-
tated a number of single cell gene  expression   profi ling studies. For example con-
sider an analysis of the developing  kidney   (Brunskill et al.  2014 ). Single cells from 
the early E11.5 metanephric mesenchyme progenitors were subjected to gene 
 expression    profi ling  , thereby distinguishing the gene  expression   profi les of the cells 
committed to make nephrons from those that will make stoma. A surprising result 
was that even at this very early stage of kidney development some of the progenitors 
showed expression of markers of differentiated cells. For example a small fraction 
of the early progenitors showed robust expression of  MafB , a marker of  podocytes  . 
This sporadic expression could be confi rmed by immunostain. These early cells did 
not yet, however, appear to be committed to making podocytes. Many of the meta-
nephric mesenchyme cells showed expression of one or two  podocyte   markers, but 
none showed expression of a strong  podocyte   signature, involving many markers. 
At later stages in development progenitors showed more restricted potential lin-
eages, and expression of more genes associated with those lineages. For example 
the renal vesicles (RV) are the progenitors of the nephron epithelia cells. Many RV 
single cells showed expression of fi ve or more  podocyte   specifi c  differentiation   
markers, suggesting they were well on the way to becoming podocytes. Nevertheless, 
many of these same cells also showed expression of multiple markers of other lin-
eages, including for example proximal and distal tubules (Fig.  20.6 ). In summary, it 
appears that early progenitors are capable of expressing a few random markers of 
their many potential lineages, while later progenitors will express more markers of 
each of their now more limited lineage choices.
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20.11        Drop-Seq, a New Single Cell RNA-Seq Technology 

 An exciting new technology for single cell  RNA-seq   was described by the McCarroll 
lab (Macosko et al.  2015 ). This Drop-seq technology is extremely high throughput, 
allowing the analysis of many thousands of single cells, and dramatically reduces 
the cost, to less than ten cents per cell, not counting the  DNA sequencing   costs. A 
simple microfl uidics device is used to make aqueous drops in oil. The drops are 
made in a manner that results in the inclusion of a single cell in about one drop in 
ten, as well as a single microparticle bead. The key concept of the technique is that 
the beads are coated with oligonucleotides. Importantly, all of the oligonucleotides 
on each bead include a bead specifi c 12 base  barcode  . The cell within a drop is lysed 
and the polyadenylated mRNA anneals to a dT region of the oligonucleotides on the 

  Fig. 20.6    Multilineage priming in the renal vesicle.  Heatmap   of renal vesicle cells, with  red  indi-
cating high expression,  blue  is  low  expression, and  yellow  is intermediate expression. Each column 
is a separate single cell. Podocyte markers are Mafb, Plat, Sulf1, Sncaip and Wt1. Proximal tubule 
markers are Akr1c18, Clcn5, Dhcr7, Dll1, Gcfc1, Grm4, Irx3, Lama1, Pcsk9, Pdss1, Slc11a2, 
Slc30a6, Slc37a4, Tagap, Timm9 and Zfand1. Cdh16 is a distal tubule marker and Cdh6 is a pari-
etal epithelial cell marker. Many cells show expression of multiple podoctye markers, even though 
only a small percentage of cells of the resulting nephron will be  podocytes  . Single cells typically 
show expression of multiple lineage markers       
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bead. When cDNA is made from the annealed RNA it results in the inclusion of the 
bead specifi c barcode sequence. This allows all of the DNA sequence reads from the 
same drop to be assigned to a single cell, by virtue of the shared unique barcode. 

 The power of Drop-seq derives from the ability to combine all of the beads from 
the thousands of drops into a single tube for processing. Instead of carrying out tens 
of thousands of reverse  transcription   reactions, all are executed in a single small 
tube. The resulting cDNAs are cell-specifi c  barcoded   by virtue of the bead specifi c 
olidgonucleotides that they are hybridized to. The resulting remarkable effi ciency is 
responsible for the low cost per cell for Drop-seq. The McCarroll lab used this tech-
nology to analyze the  transcriptomes   of 44,808 mouse retinal cells, identifying 39 
distinct gene  expression   profi le patterns, including novel cell subtypes (Macosko 
et al.  2015 ). 

 Another useful feature of Drop-seq is that each oligonucleotide on a bead 
includes an eight base Unique Molecular Identifi er. So, in addition to the 12 base 
bead specifi c sequence, which is the same for all oligonucleotides on one bead, 
there is also an eight base sequence that is distinct for every oligonucleotide on a 
bead. This allows the  RNA-seq   reads to be aligned not only to a single cell, via the 
12 base  barcode  , but to a specifi c oligonucleotide on that bead. In this manner it is 
possible to eliminate nonlinearity in the amplifi cation chemistry. The RNA-seq data 
can therefore be deconvoluted to count the number of RNAs hybridized to the bead.  

20.12      Single Cell Analysis   Software Packages 

 Single cell  RNA-seq   data offers unique analysis challenges. There can be a very 
large number of datasets. In addition the data is noisy, so the gene  expression   profi le 
generated for each cell is far from perfect. The profi les include so-called “drop-
outs”, where no transcripts are detected even though the gene is actually expressed. 
This can result from the combination of the small number of RNAs present for the 
average expressed gene and the relatively ineffi cient capture of RNAs by the ampli-
fi cation chemistries. It means that cells cannot be grouped by simple single marker 
strategies. One cannot determine that a cell is a specifi c type based on the presence 
or absence of expression of a single gene. Instead a more complex gene  expression   
profi le is required, using the expression patterns of many genes. And these profi les 
are likely unknown at the start, and need to be generated as a part of the analysis. 

 Several software packages specifi cally designed to assist in the analysis of single 
cell data are available. A partial list includes the Singular Analysis Toolset offered 
by Fluidigm, Sincera (Guo et al.  2015 ), Monocle (Trapnell et al.  2014 ), AltAnalyze 
(Salomonis et al.  2010 ), and Seurat (Satija et al.  2015 ). Each of these programs is 
powerful and useful, but the complexities of  single cell analysis   dictate that none of 
them offers a simple solution. The analysis of the data clearly remains the greatest 
challenge in single cell gene  expression    profi ling   studies.     
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