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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSS) worldwide. The BDS will provide highly reliable and
precise positioning, navigation and timing (PNT) services as well as short-message
communication for all users under all-weather, all-time, and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering, and boost the development of the
satellite navigation industry in China and in the world.

The 7th China Satellite Navigation Conference (CSNC2016) is held during May
18–20, 2016, Changsha, China. The theme of CSNC2016 is Smart Sensing, Smart
Perception, including technical seminars, academic exchanges, forums, exhibitions,
and lectures. The main topics are as follows:

S1 BDS/GNSS Application Technology
S2 Navigation and Location Based Services
S3 Satellite Navigation Signals
S4 Satellite Orbit and Clock Offset Determination
S5 BDS/GNSS Precise Positioning Technology
S6 Atomic Clock and Time-frequency Technology
S7 BDS/GNSS Augmentation Systems and Technology
S8 BDS/GNSS Test and Assessment Technology
S9 BDS/GNSS User Terminal Technology
S10 Multi-sensor Fusion Navigation
S11 PNT System and Emerging Navigation Technology
S12 Standardization, Intellectual Properties, Policies, and Regulations

The proceedings (Lecture Notes in Electrical Engineering) have 176 papers in
ten topics of the conference, which were selected through a strict peer-review
process from 440 papers presented at CSNC2016. In addition, another 193 papers
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were selected as the electronic proceedings of CSNC2016, which are also indexed
by “China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 237 ref-
erees and 48 session chairmen who are listed as members of editorial board. The
assistance of CNSC2016’s organizing committees and the Springer editorial office
is highly appreciated.
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Research on the Inversion Method of USO
Frequency Stability Joining GNSS
and Inter-satellite Distance Measurement

Xuan Liu, Dengfeng Wang, Xingwang Zhong and Yansong Meng

Abstract K-band ranging (KBR) system and GNSS receiver are the key payloads
of the gravity exploration satellite which employs LEO satellite tracking LEO
satellite technology. Ultra-stable crystal oscillator, providing precise inter-satellite
distance measurement with clock frequency reference, is the key component of the
KBR-GNSS system. Therefore, real-time and dynamic monitoring on-orbit
ultra-stable oscillator (USO)’s frequency stability are very necessary. First of all,
the analysis formula of DOWR with time-tag corrected is deduced based on the
study of the KBR-GNSS measuring principle. Second, the coupling relationship
between Allan variance formula and inter-satellite time difference is analyzed
deeply. Two methods of inversing USO Allan variance are proposed, of which one
is using inter-satellite time difference measurement and the other one is employing
inter-satellite distance measurement. Finally, referring to GRACE satellite payload
scheme, a set of KBR-GNSS system is developed, by using which, the effectiveness
of the two algorithms is validated and their advantages and disadvantages are
compared meanwhile. The research results of this paper have some references to the
design of inter-satellite ranging system of Chinese first generation earth gravity
exploration satellite.
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1 Introduction

The precise measurement of the earth’s gravity field shows great application value
in oceanography, hydrology, geophysical science, and military aspects. Leo satellite
tracking Leo satellite technology, referred to as SST-LL, is one of the most effective
means of detection of gravitational field [1]. GRACE (Gravity Recovery and
Climate Experiment) satellite jointly developed by The United States and Germany
was launched in 2002, in which SST-LL technology was used for the first time.
High precision K-band ranging (KBR) and GNSS receiver are the core payloads of
the GRACE, of which ultra-stable oscillator (USO) is the key equipment. USO is
the standard of time and frequency of KBR and GNSS receiver in which all of the
measuring time tags are referenced to USO’s output. During on-orbit operation
process, USO is influenced by various factors such as temperature, radiation, and
aging so that its frequency is not stable, thereby affecting measurement accuracy of
KBR and GNSS receiver [2]. Consequently, monitoring of on-orbit USO frequency
stability for measurement data processing and analysis are of great help.

China has launched the earth’s gravity field exploration program. Related
research institutions and scholars have made deep study in KBR, USO, and GNSS
receiver [3, 4]. Taking GRACE satellites as the background, based on the principles
of two one-way ranging (DOWR) and high precision time difference correction,
combining with the self-developed KBR-GNSS experimental systems, this paper
intensively studies the indirect calculation method of USO frequency stability.
Starting from the original definition of Allan variance, the relative Allan variance
mathematical model is firstly proposed by inter-satellites time difference value and
then further established using biased distance between satellites. Direct measure-
ment and indirect computing results of USO Allan variance are compared and
analyzed, which verifies the accuracy and feasibility of indirect calculation meth-
ods. Finally, some suggestions and considerations are put forward to Chinese
earth’s gravity field exploration satellites.

2 Principle of Measurement

2.1 Dual One-Way Ranging

As showed in Fig. 1, satellite i and satellite j transmit Ka band signal to each other,
respectively, and the difference of these signals is 670 kHz. The receiving terminals
uninterruptedly monitor the phase changes of 670 kHz signal using phase locked
loop to obtain one-way phase measurements u j

i and ui
j.

The theoretical basis of KBR is DOWR which can effectively suppress the
common error caused by medium and long term frequency instability of USO [4],
as showed in Fig. 2. At the specified nominal measuring time t, the one-way phase
measurement of satellite i can be expressed as [5]:

4 X. Liu et al.



u j
i tþDtið Þ ¼ ui tþDtið Þ � u j tþDtið ÞþE j

i i; j ¼ 1; 2; i 6¼ j ð1Þ

Formula (1) is the phase difference from the received signal and the local reference
signal, among which the phase of received signal in satellite i can be represented by
the one of transmitted signal in satellite j.

u j tþDtið Þ ¼ uj tþDti � s ji
� � ð2Þ

where s ji is the signal travel time from satellite j to i. So, formula (1) can be written
as:

u j
i tþDtið Þ ¼ ui tþDtið Þ � uj tþDti � s ji

� �þE j
i ð3Þ

Dti called time-tag error is the difference of actual and nominal sampling time,
which needs to be corrected by GNSS measurement. E j

i is the sum of measurement
errors including integer ambiguity, ionosphere error, and other phase measuring
errors.

Phase uiðtÞ can be decomposed into the reference phase �ui and phase errors
caused by the oscillator dui

Fig. 1 KBR signal flow graph

Fig. 2 Schematic of dual
one-way phase measurement

Research on the Inversion Method of USO … 5



uiðtÞ ¼ �uiðtÞþ duiðtÞ ð4Þ

So, formula (3) can be written as:

u j
i ðtþDtiÞ ¼ �uiðtþDtiÞþ duiðtþDtiÞ

� �ujðtþDti � s ji Þ � dujðtþDti � s ji ÞþE j
i

ð5Þ

Formula (5) can be arranged using Taylor polynomial method, in which phase
change _�uiðtÞ is represented by constant standard frequency fi. Then following four
expressions can be obtained:

�uiðtþDtiÞ � �uiðtÞþ _�uiðtÞDti � �uiðtÞþ fiDti

�uiðtþDtj � sijÞ � �uiðtÞþ fiDtj � fis
i
j

duiðtþDtiÞ � duiðtÞþ dfiðtÞDti
duiðtþDti � sijÞ � duiðtÞþ dfiðtÞDti � dfiðtÞsij

ð6Þ

In that way, the result of DOWR is [5]:

H � u j
i ðtþDtiÞþui

jðtþDtjÞ ð7Þ

Because the frequencies of microwave signal in two satellites are designed differ-
ently, f1 represents the microwave signal in satellite i while f2 represents that in
satellite j. If formula (6) is substituted into (5) and then formula (5) is substituted
into (7), it can be got that:

HðtÞ � ðfisij þ fjs
j
i Þþ ðdfisij þ dfjs

j
i Þ

þ ðfi � fjÞðDti � DtjÞþ ðdfi � dfjÞðDti � DtjÞþE
ð8Þ

Consequently, the biased distance measurement can be written as:

RðtÞ ¼ kHðtÞ; k ¼ c=ðfi þ fjÞ ð9Þ

2.2 Time-Tag Correction DOWR

As mentioned before that DOWR can effectively suppress the phase errors caused
by medium and long term frequency instability of USO, a key prerequisite of
ensuring noise suppression ratio is that measurement time consistency must reach a
certain precision when two one-way phase measurements are superimposed based
on Eq. (7). GRACE requires that this time consistency is better than 0.1 ns. In
practical projects, it can be ensured that the GNSS pseudorange measurements are

6 X. Liu et al.



tagged with KBR measuring time if the time-tag produced by local USO is used to
sample GNSS and KBR measurements at the same time. In this paper, GNSS and
KBR measuring time are denoted by tgnssi and ti, respectively.

Dt ¼ Dti � Dtj ¼ ðti � tgnssÞ � ðtj � tgnssÞ
¼ ðtgnssi � tgnssÞ � ðtgnssj � tgnssÞ ¼ tgnssi � tgnssj

ð10Þ

As showed in Fig. 2, Dt is used to correct KBR measuring time and two
one-way phase measurements from satellite i and satellite j can be resampled at
nearly the same time. In practice, it is chosen that measurement of satellite j is
resampled at ti. Where Dt, got through GNSS data post-processing, is used to
interpolate one-way phase measurement of satellite j, which is showed in the fol-
lowing expression

ui
jðtþDtjÞ ¼ ui

jðtþDti � DtÞ
¼ �ujðtþDti � DtÞþ dujðtþDti � DtÞ
� �ujðtþDti � Dt � sijÞ � dujðtþDti � Dt � sijÞþEi

j

ð11Þ

Until now, the equation of DOWR is rewritten after time-tag correction as:

HðtiÞ � ðfisij þ fjs
j
i Þþ ðdfisij þ dfjs

j
i Þ

þ ðfi � fjÞd Dtij j þ ðd _ui � d _ujÞd Dtj
�� ��þE

ð12Þ

where d Dtij j and d Dtj
�� �� are time difference measuring errors which are very small

and can be neglected [6] (Fig. 3).

Fig. 3 Principle of time-tag
correction
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2.3 Relative Frequency Error

Formula (12) subtracts formula (8), neglecting the small terms:

HðtiÞ �HðtÞ � ðfi � fjÞðDti � DtjÞþ ðdfi � dfjÞðDti � DtjÞ ð13Þ

Defining a new composite phase measurement as:

HpðtÞ ¼ HðtÞ � ðfi � fjÞðDti � DtjÞ ð14Þ

Formula (15) can be got if formula (14) subtracts formula (12):

HpðtÞ �HðtiÞ � ðdfi � dfjÞðDti � DtjÞ ð15Þ

As a result, relative frequency error is:

dfi � dfj � HpðtÞ �HðtiÞ
Dti � Dtj

ð16Þ

2.4 Relative Allan Variance

The so-called frequency stability is the degree of any frequency source producing
the same frequency in a period after continuous operation for a while, also
described as the degree of frequency random fluctuation. The frequency instability,
in time domain, is generally characterized by Allan variance. Any oscillator can
output a signal that can be described as the following formula:

AðtÞ ¼ ½Aþ eðtÞ� sin½2pf0tþuðtÞ� ð17Þ

A is the amplitude and f0 is the nominal frequency. eðtÞ and uðtÞ represent the
random amplitude and phase fluctuations with respect to the ideal case. Then, phase
deviation can be expressed as [7]:

xðtÞ ¼ uðtÞ=2pf0 ð18Þ

yðtÞ ¼ _uðtÞ=2pf0 ð19Þ

where _uðtÞ ¼ dfi � dfj, dfi is frequency error. Formula (18) signifies relative time
deviation and formula (19) signifies relative frequency deviation. As a result, Allan
variance is defined as:

8 X. Liu et al.



rðsÞ ¼ 1
2ðN � 1Þ

XN�1

i¼1

ðyiþ 1 � yiÞ2
" #1=2

ð20Þ

where yn ¼ xn � xn�1ð Þ=s represents the average frequency deviation of Nth
interval. So, Allan variance can be rewritten as:

rxðsÞ ¼ 1
2ðN � 1Þs2

XN�1

i¼1

ðxiþ 2 � 2xiþ 1 þ xiÞ2
" #1=2

ð21Þ

If x ¼ Dt, relative Allan variance can be got:

rDtðsÞ ¼ 1
2ðN � 1Þs2

XN�1

i¼1

ðDtiþ 2 � 2Dtiþ 1 þDtiÞ2
" #1=2

ð22Þ

A new relative frequency deviation expression can be got if substituting formula
(16)–(19):

�y ¼ dfi � dfj
ðfi þ fjÞ=2 ð23Þ

dfi and dfj represent the deviation with respect to the nominal frequency of USO in
satellite i and satellite j, respectively. ðfi þ fjÞ=2 signifies average nominal fre-
quency. On these basis, corrected Allan variance based on KBR measurement can
be expressed as:

r�yðsÞ ¼ 1
2ðN � 1Þ

XN�1

i¼1

ð�yiþ 1 � �yiÞ2
" #1=2

ð24Þ

In the end, for computing two USOs’ relative Allan variance, the Eq. (22) based on
inter-satellites time difference measurement and Eq. (24) based on GNSS and KBR
measurements are obtained. What needs to be pointed out is that Allan variance
getting from these equations represents the overall level of the two USOs’ fre-
quency stability. Given two USOs are running independently in two satellites, it can
be estimated that Allan variance of single USO is about half of the two USOs’
relative Allan variance.

Research on the Inversion Method of USO … 9



3 Test and Verification

3.1 Testing System

As shown in Fig. 4, two sets of KBR-GNSS experimental system referenced to
GRACE KBR were self-developed and a ground test system was build accordingly.
KBR-GNSS system consists of K band and L band antenna, RF transceiver that is
used for up-conversion and down-conversion reference signal, USO which pro-
duces local reference frequency and digital signal processing unit which handles
GNSS signal processing and KBR carrier phase extraction. All the tests were
carried out in a special anechoic chamber in order to restrain multipath signal, in
which free signal propagation distance was about 3.5 m. Only 32 GHz microwave
was used because the ground test did not involve the ionosphere calibration. Digital
signal processing unit obtains one-way phase measurements for KBR on one hand
and tracks GNSS navigation signal, generating pseudorange measurements. Then
packaged KBR and GNSS measurements are sent to special testing equipment.
After data preprocessing, precision time-tag acquisition and DOWR arrangement,
biased distance and time difference value between the satellites are, respectively,
got.

3.2 Testing Results

A lot of KBR and GNSS observations were got under the help of the testing system
with the almost constant temperature and pressure environment. Testing results
showed that the precision of the measuring time difference values of two KBR got
from GNSS data was up to 0.1 ns and KBR biased distance precision using
time-tag correction DOWR was better than 10 lm as shown in Fig. 5.

After dealing with the same set of test data using Eq. (22) with (24), respec-
tively, the average frequency stability of individual USO was estimated accord-
ingly. In order to reduce one-way KBR errors apart from error sources caused by

Fig. 4 Experimental system of SST-LL KBR-GNSS
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USO frequency instability as much as possible, several tests kept two KBR-GNSS
systems relatively static, the receiver carrier to noise ratio consistent and environ-
ment temperature basic constant, so that the multipath error, system noise and
ranging system error were kept within the reasonable scope, which was advanta-
geous to accurately assessing the validity of the indirect frequency stability cal-
culation method.

For the same set of test data, Fig. 6 shows the individual USO Allan variance
estimation curve using two calculation methods and measured curve by TSC5115A
cooperated with OSA8607D (10 MHz) for comparison. Allan variance based on
time-tag difference is got by Eq. (22), while Allan variance based on distance and
time-tag joint model is obtained by Eq. (24). Direct measurement curve is the

Fig. 5 KBR range error time
series

Fig. 6 Allan variance results
of indirect calculation and
direct measurement

Research on the Inversion Method of USO … 11



average of the two USO Allan variance using TSC5115A. Figure 6 shows that the
results of two indirect calculation methods are in good consistency and are con-
sistent with the direct measured results.

Figure 7 shows the Allan variance based on Eq. (24) using five different sets of
test data, in which the trend of five indirect calculation results are almost consistent
with slightly difference at the same time point and the average of indirect results is
higher than direct measurements at the same time point.

However, RF transceiver and USO are very sensitive to tiny changes in tem-
perature. Thus, the instability of temperature difference of two KBRs might
introduce offset in phase measurement. In addition, multipath signal and small
ground vibration also had influence on the phase measurement. All these factors
mentioned above were eventually transformed into phase measurement noise of the
short and medium term of KBR, and then influenced Allan variance calculation
results. That is why five indirect calculation results in Fig. 7 are not in full accord.

4 Conclusion

The formula of indirectly calculating relative frequency error of two USOs based on
KBR phase measurement was deduced, and then the equation of relative Allan
variance based on relative frequency error and relative time difference were
obtained, respectively. USO Allan variance was estimated indirectly using KBR
and GNSS data based on two methods and measured directly using standard
instrument. The results of these two ways were compared, showing that the results
were basically identical. If a single comparison was made to two kinds of calcu-
lation methods, it could be seen that the method based on time difference introduced
less errors than the one based on relative frequency error. However, the calculation

Fig. 7 Allan variance
computing results based on
the joint model Eq. (24)
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model of Allan variance presented in this paper can only reflect the overall dis-
tribution of two USOs’ relative frequency stability to a certain extent, but not the
exact frequency stability of a single USO. While, what needs to be known is that for
the data post-processing of KBR data, monitoring the distribution and change trend
of USO frequency stability in a certain period of time has already played a very
significant role in the effectiveness interpretation of payloads data. The research
results of this paper have some reference to the design of inter-satellite ranging
system of Chinese first generation earth gravity exploration satellite.
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Research of Satellite and Ground Time
Synchronization Based on a New
Navigation System

Yang Yang, Yufei Yang, Kun Zheng and Yongjun Jia

Abstract The new navigation time synchronization method is a breakthrough in
existing navigation systems time synchronization accuracy limit, and it is an
effective way to reduce system construction costs. By placing more accurate atomic
clock in GEO satellites, it can synchronize with ground systems and generate time
reference, the GEO satellites can give time to other navigation satellites, the new
system can achieve high-precision time synchronization. This paper designs the
navigation constellation of the new satellite navigation system, and configures the
satellite clocks, simulates all kinds of constellation time synchronization precision,
and educes the satellite clock configure scheme in the new navigation system.

Keywords Navigation system � Time synchronization � Satellite clock

1 Introduction

Satellite navigation systems have been widely used in military and civilian aspects
of various countries and have achieved great benefits. But still there are various
disadvantages in navigation system, as the number of existing satellite onboard
atomic clocks demands more and high costs [1, 2]. Therefore, the use of new atomic
clock design, to explore new satellite clock configuration is an effective way to
reduce system construction costs.

The new time synchronization method is essentially a kind of satellite-ground,
inter-satellite system operation control concept: it contains GEO satellites con-
stellation and high accurate atomic clock; its time reference is generated by the
GEO satellites and the system Control Segment Operational; it mainly relies on
the OCS to do the centralized satellite-ground and inter-satellite measurement
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processing; it depends on the inter-satellite link to update the ephemeris, and to
shorten the data age. So, non-GEO satellite of the navigation constellation can use
reasonable algorithm, high-precision satellite-ground and inter-satellite link, and the
configuration of the ultra-stable crystal oscillator, to achieve a high precision with
low construction cost.

2 The New Time Synchronization Plan

Under the new system time synchronization plan involved basic navigation con-
stellations and star clock design, the link design, and time synchronization plan.

This system needs GEO satellite to provide time service, so the constellation
must contain GEO satellites. For new time synchronization system, GEO satellites
use more accurate onboard atomic clock which builds a time reference together with
the OCS clock [3]. This paper takes two types of optical clocks and hydrogen
atomic clock as a time reference installed on the GEO satellite, and non-GEO
satellites use ordinary onboard atomic clock or ultra-stable crystal oscillator. The
new time synchronization system involves satellite-ground link and inter-satellite
link. Inter-satellite link contains timing link between GEO and non-GEO satellite
and time synchronization link between non-GEO satellites. The new time syn-
chronization method contains that: non-GEO satellites-ground link use satellite time
and frequency transfer method; inter-satellite link use inter-satellite two-way time
and frequency transfer method; GEO satellite-ground link use both satellite laser
ranging and two-way time and frequency transfer method; OCS and each time
synchronization stations use both satellite two-way time and frequency method and
satellite common-view method.

3 Time Synchronization Measurement Model

The satellite-ground microwave observation model can be expressed as [4]:

q0 ¼ qþ c � DtS � DtRð ÞþDqion þDqtro þDqrel þDqscc þDqant þDqml þ e ð1Þ

In this formula, q0 is microwave observation value, q is the true distance from the
ground station to the satellite; c is the light speed,DtS is satellite clock error, andDtR is
ground station clock error;Dqion is ionospheric delay error,Dqtro is tropospheric delay
error; Dqrel is relative delay error; Dqscc is satellite centroid compensation correction;
Dqant is antenna phase center error; Dqml is multipath effect; e is pseudo range
observation noise.

The satellite-ground laser observation model
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The observation model of the satellite-ground laser ranging can be expressed as:

q0 ¼ qþDqtro þDqrel þDqscc þDqec þDqant þDqml þ e ð2Þ

In this formula, q0 is laser observation value. q is the true distance from the laser
station to the satellite; Dqtro is tropospheric delay error; Dqrel is relative delay error;
Dqscc satellite centroid compensation correction; Dqec is station coordinate cor-
rection; Dqant is antenna phase center error; Dqml is multipath effect; e is laser
observation noise.

Two-way measurement equation

The two-way measurement equation can be obtained from the single direction
measurement equation of satellite-ground and inter-satellite.

�qij ¼ dþ c � dti � c � dtj þ nij
�qji ¼ dþ c � dtj � c � dti þ nji

�
ð3Þ

In this formula, �qij and nij are pseudorange (microwave, laser) and measurement
noise from point Si to Sj; �qji and nji are corrected pseudorange (microwave, laser)
and measurement noise from satellite Si to Sj; dti and dtj are clock error Si and Sj. c
is the light speed and d stands for distance between Si and Sj, as below:

d ¼ ½ðxi � xjÞ2 þðyi � yjÞ2 þðzi � zjÞ2�1=2:

4 Satellite Clock Modeling and Time
Synchronization Algorithm

The atomic clock used in the satellite navigation system contains system change and
random error. Atomic clock error may be expressed as the difference between the
instantaneous clock time and the standard time xðtÞ. Choose quadratic polynomial
model as clock error model

xðtÞ ¼ a0 þ a1ðt � t0Þþ 1
2
a2ðt � t0Þ2 þ exðtÞ ð4Þ

In this formula, a0 is the initial phase(time) deviation, a1 is the initial deviation
of the atomic clock frequency, and a2 is linear frequency drift rate; exðtÞ is the
random variation component of clock deviation caused by clock noise; t0 is the
reference time. The step of time synchronization process is as follows: observation
data pretreatment, parameters priori information determination, initial clock error
calculation, time estimation matrix building, residual edit, and iteration [5].
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5 Simulation and Results Analysis

5.1 Atomic Clock and Clock Data Simulation

Allan variance is the most common expression of frequency stability, which depends
on the length of time stability, and is divided into short-term frequency and long-term
stability. Although the definition of short-term stability and long-term frequency
stability is same, they reflect different aspects of signal stability characteristics.
Measurement of short-term frequency stability in the time domain is very difficult, or
even impossible, but at the same time it is easier to measure in the frequency domain.
So, short-term frequency stability measurement can be converted into a time domain
phase noise, so as to get the short-term time domain stability indirectly. Phase noise
theory and statistical thin phase noise of time domain and frequency domain Allan
variance are equivalent. If got the conversion relationship between them, the amount
of each physical characterization can be then revealed. This paper use Allan variance
as the satellite clock error calculation model.

When calculating the simulation, noise as above is generated by the white noise,
and relevant noise generation process is as follows [6]:

yWP
i ¼ ryWPðsÞ � ðrandi � randi�1ÞyWF

i ¼ ryWFðsÞ �
ffiffiffi
3

p
� randi

yRWi ¼ yRWi�1 þ ryRWðsÞ � 3 � randi
yFFi ¼ ryFFðsÞ �

ffiffiffi
5

p
� ½i�2=3rand1 þði� 1Þ�2=3rand2 þði� 2Þ�2=3rand3 þ � � � þ randi�

In this formula, randi �Nð0; 1Þ, N is the number of sampling points.
Atomic clock error is calculated by the following formula:

xi ¼ xi�1 þ sðyWP
i þ yWF

i þ yFFi þ yRWi Þ i ¼ 1; 2; . . .N ð5Þ

5.2 Simulation of Ultra-Stable Oscillator Data

Crystal error is more complex, so there is no proper mathematical model yet. Since
there is no direct ultra-stable oscillator laboratory results, this paper uses Allan
variance provided by ACES. Inverse the main Allan variance noise component, and
put them together (Table 1).

Table 1 ACES ultra-stable crystal oscillator (USO) Allan variance with interval

Measurement interval (s) 1 2 4 10 20

Sigma 1.49e−13 1.26e−13 1.00e−13 8.82e−14 8.88e−14

Interval (s) 40 100 200 400 1000

Sigma 9.67e−14 1.23e−13 1.30e−13 1.20e−13 2.25 e−13
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With the condition of knowing Allan variance value of five typical time interval
s, h�2, h�1, h0, h1, h2 can be calculated; knowing more than five Allan variance
value, it can be calculated by least squares method, and then calculate any corre-
sponding Allan variance (Table 2).

Because the random walk, frequency flicker noise, frequency white noise, flicker
phase noise, and phase noise are independent random processes, after separated
apart, five noises can use its own characteristic to inverse error sequences.

You can utilize these five separate noises respective characteristics, separated
these noises and inversion error sequence, the formula shows in Eq. (5).

5.3 Simulation Conditions

In this paper, navigation constellation consists of MEO, GEO, and IGSO numbered
1–35, of which No. 1–27 is MEO satellites, No. 28–30 is IGSO satellite, and
No. 31–35 is GEO satellite. Inter-satellite link error is set to 0.1 m (1r).
Satellite-ground link error is analyzed in two ways: Microwave satellite-ground
microwave link error is 1.2 m (1r); Laser microwave link error is 0.1 m (1r).

There are five domestic time synchronization stations, whose minimum eleva-
tion observations are 5°. The simulation period is 7 days. Onboard satellite clock
error, initial onboard clock error rX0 , and covariance matrix PX0 of hydrogen maser,
rubidium and cesium clock, optical clocks, ultra-stable oscillator is as [7, 8].

The simulation program is in Table 3.

Table 2 Calculated Allan
variance of noise figure

h�2 h�1 h0 h1 h2
1.00e−13 8.82e−14 8.88e−14 9.67e−14 1.23e−13

Table 3 Simulation algorithm design

Scenario Station GEO Non-GEO Measurement

I Hydrogen Cesium Rubidium/Cesium Microwave satellite-ground
link + Ka inter-satellite links

II Optical Optical Rubidium + Cesium Microwave satellite-ground
link + Ka inter-satellite links

III Optical Optical Ultra-stable
oscillator

Microwave and laser joint
satellite-ground link + Ka
inter-satellite link

IV Optical Hydrogen Rubidium + Cesium Microwave and laser joint
satellite-ground link + Ka
inter-satellite link

V Optical Hydrogen Ultra-stable
oscillator

Microwave and laser joint
satellite-ground link + Ka
inter-satellite link
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5.4 Simulation Results Analysis

Figures 1 and 2 are traditional satellite time synchronization error statistics.
Without navigation constellation two-way filtering time synchronization, or entire
constellation drift time, which maximum drift is about 7 ns, the introduction of
inter-satellite links increased redundancy observations to help improve the time
synchronization accuracy, to keep constellation drift within 0.65 ns in simulation
conditions.

Fig. 1 Option I: constellation
time drift error

Fig. 2 Option I: constellation
drift and satellite time
synchronization error
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Figures 3 and 4 are atomic clock + atomic clock(rubidium, cesium). Due to the
GEO satellite uses a high-precision optical clocks, the simulation use laser and
microwave joint satellite-ground link to take place traditional satellite-ground link;
the clock of ground station is optical clock; GEO equipped with optical atomic
clock; GEO onboard clock does not participate in time synchronization between
non-GEO satellites, and only do time synchronization with ground stations to keep
time reference. The time reference in this paper is time reference in navigation
system with respect to UTC, not taking the establishment of optical clocks to
improve the accuracy of UTC time in consideration. Figure 3 shows that the
average constellation time (the constellation drift) and constellations time syn-
chronization accuracy with respect to the traditional model has greatly improved.

Fig. 3 Option II:
constellation drift and satellite
time synchronization error

Fig. 4 Option II:
constellation time drift error
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At a given simulation conditions, the constellation average time is below 0.06 ns,
time synchronization accuracy is below 0.14 ns, non-filtering time synchronization
under the same conditions as a whole constellation of synchronization drift reached
7 ns (Fig. 4).

Figures 5 and 6 are the time synchronization accuracy of new optical atomic
clock + ultra-stable oscillator clock. Ultra-stable oscillator has a good short-term
stability but a poor long stability. Without two-way time synchronization, the whole
constellation time shift is about 140 ns (Fig. 6), much larger than the drift of
rubidium and cesium clock (Fig. 4). However, when added microwave and laser
joint satellite-ground link, the average constellation time (the constellation drift)
accuracy is about 0.0488 ns (Fig. 5). Which is slightly better than optical II.

Fig. 5 Option III:
constellation drift and satellite
time synchronization error

Fig. 6 Option III:
constellation time drift error
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Figures 7 and 8 are the time synchronization accuracy of new hydrogen atomic
clock + atomic clock(rubidium, cesium). As can be seen from Fig. 7, the average
constellation two-way filtering time accuracy is 0.06 ns, time synchronization
accuracy is 0.13 ns, and the average two-way filtering time is considerable with
option II and III. The time synchronization accuracy of each satellite is lower than
option II and III (Fig. 8).

Figures 9 and 10 are the time synchronization accuracy of new hydrogen atomic
clock + ultra-stable oscillator clock. GEO is equipped with hydrogen atomic clock;
other satellite clock uses ultra-stable oscillator clock. It can be concluded that the
overall constellation time drift is about 0.05 ns, time synchronization accuracy is
0.128 ns (Fig. 9). Under the given simulation condition, the accuracy is slightly

Fig. 7 Option IV:
constellation drift and satellite
time synchronization error

Fig. 8 Option IV:
constellation time drift error
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better than option IV (Fig. 10). The time synchronization accuracy is slightly better
than the option IV too.

5.5 In Conclusion

The present problem of onboard atomic clock frequency drift, accuracy will be
getting worse with time. In this paper, simulation results show that:

The new time synchronization method can greatly improve the time synchro-
nization accuracy.

Fig. 9 Option V:
constellation drift and satellite
time synchronization error

Fig. 10 Option V:
constellation time drift error
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In the new satellite and ground joint batch processing mode, the accuracy of
hydrogen atomic clock and atomic clock on the GEO satellite is at the same orders
of magnitude. This is because: when the satellite and ground joint estimation, all
observations is transform to the same epoch, and the overall network adjustment
make full use of observation information, in order to improve time synchronization
accuracy. When the satellite and ground joint estimation, time synchronization
accuracy depends on the satellite, the inter-satellite link precision, and algorithms.
When GEO is equipped with optical atomic clock, its stability is about
1:25� 10�12 s, the stability of hydrogenatomic clock is about 6:25� 10�11. In the
simulation, the satellite-ground link accuracy is about 0.1 m, and the time syn-
chronization error is about 3� 10�10 s, the noise of satellite-ground link drowned
GEO onboard clock performance, so with respect of satellite and ground joint entire
network time synchronization, the accuracy of optical atomic clock and hydrogen
atomic clock on the GEO satellite is at the same orders of magnitude.

Under the condition of new method, the ultra-stable oscillator can replace
rubidium, cesium clock as onboard atomic clock of non-GEO satellites.
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Performance Evaluation of the Beidou
Satellite Clock and Prediction Analysis
of Satellite Clock Bias

Xueqing Xu, Shanshi Zhou, Si Shi, Xiaogong Hu and Yonghong Zhou

Abstract Satellite clock bias (SCB) is provided by the in orbit atomic clock, which
is the key to satellite navigation system. First, the time reference of the satellite
navigation system is realized by the SCB, and the SCB prediction accuracy will
also affect the positioning accuracy of real-time navigation users. With the devel-
opment of our Beidou satellite navigation system (BDS), the performance
requirement of the satellite clock and accuracy requirement of the SCB prediction
are higher and higher. This paper will study on performance evaluation of BDS
atomic clock and the prediction analysis of SCB series exclusively. In order to show
the results objectively and effectively, we select two data processing centers of the
GeoForschungsZentrum Potsdam (GBM), and SHAO Analysis Center (SHA), to
obtain the same time BDS clock bias sequence as the base data, for a comparative
analysis. First, the performance of the atomic clock is evaluated by statistics of the
Allen variance. Meanwhile, we establish the model for each SCB sequence
according to the characteristic of the atomic clock, by using a combined method of
least squares and autoregressive model (LS+AR), to predict and assess the SCB
with root mean square error (RMS). Results show that the performance of BDS in
orbit atomic clock is stable, with the day stability in the order of 10−14; And the
atomic clock performance is related to the SCB prediction accuracy, that is shown
as better performance with higher prediction accuracy; Mean while the LS+AR
model predict SCB series based on the performance of different atomic clocks,
which can improve the SCB prediction accuracy effectively.
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Keywords Atomic clock performance � Allen variance � SCB prediction � Least
squares � Autoregressive model

1 Introduction

BeiDou Navigation Satellite System (BDS) is a global satellite positioning and
communication system developed by China, which contains three departments of
the space part, the ground part, and the customer part, and can provide the users
with high precision and reliable positioning, navigation and timing services globally
and all-weather, and has a short message communication ability. Now the BDS can
provide regional navigation, positioning, and timing services. The space constel-
lation of BDS consists of 14 satellites, and each satellite is equipped with four high
performance rubidium atomic clocks, one of them is as a measurement of time, and
the rest are standby as the spare. The error sources which influence the accuracy of
satellite orbit determination are mainly derived from the orbit and satellite clock.
The performance of atomic clock has a direct impact on the accuracy of satellite
clock bias (SCB) observations and predictions, which will affect the accuracy of
satellite orbit determination [4, 12]. The performance of in orbit atomic clock
maybe changed with the variation of space environment, in order to effectively
control the characteristic of atomic clock (stability), it is important to evaluate the
performance of the in orbit satellite clock.

The SCB reliable prediction is also important for satellite navigation, especially
for orbit determination of the autonomous navigation satellite. During the space
running period, if satellite gets into the arcs that cannot be observed by ground
stations, then the atomic clock cannot be compared to the ground time reference.
The synchronization between satellite clock and the system time should be main-
tained by satellite clock itself, which is the prediction of SCB. While the prediction
accuracy of SCB is affected by the physical characteristics of atomic clock, which is
the performance of in orbit satellite clock mentioned above, but also related with the
prediction method [7, 9]. Now the mostly used forecasting models about the SCB
are: (1) the linear model (LM) [3, 13], (2) the quadratic polynomial model
(QPM) [5, 6]. These prediction methods are simple and suitable for prediction of
the regular terms in SCB series, which is the part that can be expressed by quadratic
polynomial or periodic function, while ignoring the prediction of the irregular part
that cannot be directly expressed by the fitting model, and the SCB prediction
accuracy will be restricted.

Considering the points above, this paper selects the two data processing centers
of GeoForschungsZentrum Potsdam (GBM), and the Shanghai Observatory Data
Analysis Center (SHA), and gets the same time BDS clock sequence as the base
data. First, the performance of the atomic clock is evaluated by statistics of the
Allen variance. On the other hand, we investigate a combined method of least
squares and auto regression model (abbreviated as LS+AR), to establish the model
for each SCB sequence according to the characteristic of the atomic clock,
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and predict the SCB sequences with prediction accuracy assessment by root mean
square error (RMS), which draw lessons from our mature experience in the Earth
Orientation Parameters (EOP) forecasting [10, 11].

2 Models

In this work, we first analyze the different SCB data series of two processing centers,
with the Allen variance to evaluate the frequency stability of the Beidou satellite
atomic clock. Construct a fitting model that mainly contains quadratic term and
periodic terms, to separate the regular and irregular terms in SCB sequence, then the
fitting model is used for prediction of SCB regular terms, and an AR (p) model is
selected as the prediction model for SCB irregular terms. The principles of Allen
variance for performance evaluation, fitting models, and AR (p) model are briefly
described as follows.

2.1 Performance Evaluation

The stability of atomic clock frequency is a key factor of the real-time positioning
performance, and Allen variance is generally used to evaluate the frequency sta-
bility. Allen variance, which is also known as the double sampling variance, and at
first was used to analyze the phase and frequency instability of the oscillator, and
then was defined as the common frequency stability analysis method by IEEE
standard [8]. Here we select the Allen variance to evaluate the frequency stability of
atomic clock, the standard Allen variance is defined as:

r2yðsÞ ¼
1

2ðM0 � 1Þ
XM0�1

k¼1

ð�ykþ 1 � �ykÞ2; ð1Þ

where

�yk ¼ xðtk þ sÞ � xðtkÞ
s

: ð2Þ

where xðtkÞðtk ¼ 1; 2; . . .;NÞ is SCB series, �ykðk ¼ 1; 2; . . .;NÞ is the average
fractional frequency over a specified interval of interest s, s is the sample interval.
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2.2 Prediction Model for Regular Terms

Because of the different characteristic of the atomic clock, we construct different
fitting models to separate the regular and irregular parts in SCB sequence. For the
fitting model, we first identify the main periods of SCB sequence by the spectral
analysis method, and then establish the model mainly contains the constant term,
linear term, quadratic term, and periodic terms, where the main periods in the SCB
sequence are 1 week, 24, 12, and 6 h [8]. The fitting model is expressed as,

Yt ¼ a0 þ a1tþ a2t
2 þ

X4
k¼1

bk sinð2pt=Pk þ/kÞþ et ð3Þ

where, a0 is the constant term, a1 is the linear coefficient, a2 is the quadratic
coefficient, t is time, Pk , bk and /k are period signals, amplitude, and phase of
periodic signals in satellite clock errors sequence, and et is the noise.

After the regular and irregular parts in SCB sequence are isolated by fitting the
clock error sequences, the fitting model is then used as the prediction model of the
SCB irregular terms. According to the principle of least squares, the predictions of
the SCB regular terms can be extrapolated by the fitted model coefficients above.

2.3 Prediction Model for Irregular Terms

The SCB regular terms can be extrapolated by the fitting model smoothly, while the
irregular parts in the SCB series are difficult to predict by a simple fitting model,
which should be derived by other methods, here we select the classical autore-
gressive model (AR model). For a stationary random sequence ztðt ¼ 1; 2; . . .;NÞ,
the p order of AR model (AR(p)) is expressed as follows,

zt ¼
Xp
i¼1

uizt�i þ at: ð4Þ

where, a is zero-mean white noise, p is order of the model, u1;u2; . . .;up are
autoregressive coefficients.

We adopt the final prediction error criterion (FPE) to identify the order p of AR
model for each forecasting step, which corresponds to the smallest FPE [1]. The
coefficients can be obtained for solving the Yule-Walker equations by means of the
Burg recursion [2] method. Based on the above methods, the AR (p) model can
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be updated for each forecasting step, and the new AR (p) model is more reasonable
and accurate.

FPEðpÞ ¼ PpðNþ pþ 1Þ=ðN � p� 1Þ; ð5Þ

Pp ¼ 1=ðN � pÞ
XN

t¼pþ 1

zt �
Xp
j¼1

ujzt�j

 !2

: ð6Þ

where, N is the number of the data sequence ztðt ¼ 1; 2; . . .;NÞ, Pp is the rest mean
square error.

3 Calculation Example

At present, there are 14 working satellites in the BDS network, forming a regional
navigation and positioning system. This network includes five geostationary
satellites (GEO, C01–C05), four middle orbit altitude satellites (MEO, C06–C09),
and five periodic tilted earth synchronous orbit satellites (IGSO, C10–C14). Among
them, the C13 satellite does not work temporarily, which is unable to obtain the
SCB data, and is not included in this article.

This work employs the SCB sequence from the two data analysis center GBM
and SHA. First the Allen variance was carried out, to comparatively analyze the
frequency stability of BDS atomic clock in different time scales; and then used a
combined LS+AR method for SCB short term forecasting, the prediction accuracy
verification is obtained by comparing the model predicted values with clock bias
data, where the prediction spans are mainly selected as 2, 6, and 12 h.

3.1 Prediction Error Estimates

For the estimation of SCB prediction accuracy, we select the root mean squared
error (RMS) as the indicator.

RMSi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
j¼1

pij � oij
� �2vuut ð7Þ

where, o is the SCB observations, p is the SCB predictions, i is the prediction
interval, n is the number of total predictions.
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3.2 Result Analysis

Allen variance of the SCB sequences is first calculated to evaluate stability of the
BDS atomic clocks on different scales, and the results were counted in Table 1. In
order to intuitively show the stability of the BDS satellite clock presented by two
different processing centers, the representative C01 satellite with continuous and
complete SCB data is selected as an example, whose Allan variance results on
different time scales are plotted in Fig. 1.

For the SCB sequences of two processing centers, 200 predictions are made by
means of LS+AR method, with prediction interval of 2, 6, and 12 h, and the mean
square error (RMS) is calculated and listed in Table 2, the unit is nanoseconds (ns).
In order to show the trend of the forecast error with time increasing, the C01
satellite is also selected as an example, whose 12 h SCB prediction errors in future
of the two processing centers are plotted in Fig. 2.

Table 1 Statistics about the Satellite clock stability of processing center GBM and SHA

Sat/Allen variance GBM SHA

100,000 s 1,000,000 s 100,000 s 100,0000 s

C01 1.354e−13 1.317e−14 6.865e−14 1.323e−14

C02 2.863e−13 4.546e−14 2.124e−13 3.098e−14

C03 1.175e−13 3.352e−14 1.105e−13 2.125e−14

C04 1.052e−13 2.708e−14 7.388e−14 2.913e−14

C05 1.104e−13 3.248e−14 8.102e−14 1.743e−14

C06 1.981e−13 4.314e−14 2.321e−13 3.805e−14

C07 9.015e−14 2.682e−14 7.955e−14 2.213e−14

C08 1.969e−13 3.921e−14 2.098e−13 4.336e−14

C09 1.207e−13 3.457e−14 9.478e−14 3.304e−14

C10 1.940e−13 4.603e−14 2.013e−13 4.046e−14

C11 1.545e−13 3.143e−14 1.285e−13 3.502e−14

C12 1.031e−13 3.047e−14 8.145e−14 3.206e−14

C14 9.389e−14 2.985e−14 9.069e−14 3.085e−14

Fig. 1 Satellite clock
stability comparison of
different time scales of GBM
and SHA C01
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Some conclusions can be obtained from the above charts and figures:

(1) we can get some information from Table 1 and Fig. 1, with comparative
analysis about the SCB Allan variance of two data processing center, that the
current BDS in orbit satellite atomic clock frequency stability is consistent,
which is 10−13 to 10−14 at one hundred thousand second, and 10−14 at 1 day.

(2) the SCB predictions of two data processing centers are calculated by using the
combined least squares and regression model (LS+AR), the prediction error
estimation results in Table 2 and Fig. 2, show that the prediction accuracy
performance of satellite C02, C08, C06, and C10 is inferior slightly, mainly
due to the quality of the satellite clock itself, while the others present a high
prediction accuracy, with 2 h of lower than 1 ns, 6 h of about 2 ns, and 12 h
of about 5 ns.

(3) combined the results in Table 1 with Table 2, we find that the satellite (C02,
C06, C08, and C10) with poor performance of SCB prediction accuracy,

Table 2 Statistics about the Satellite clock prediction error of processing center GBM and SHA

Sat/RMS GBM SHA

2 h/ns 6 h/ns 12 h/ns 2 h/ns 6 h/ns 12 h/ns

C01 0.447 1.194 2.582 0.383 0.976 2.109

C02 1.315 3.975 8.977 1.454 4.724 9.287

C03 0.473 2.003 4.407 0.538 2.334 4.696

C04 0.872 2.740 5.897 0.651 2.603 5.198

C05 0.509 1.813 3.415 0.524 1.798 3.271

C06 0.809 3.041 6.524 1.108 3.201 6.754

C07 0.516 1.605 3.245 0.665 1.974 4.031

C08 1.024 3.254 7.479 1.113 4.025 8.492

C09 0.912 1.831 3.858 0.592 1.404 3.517

C10 0.893 3.126 7.273 1.152 3.478 7.972

C11 0.539 1.569 5.102 0.471 1.762 5.119

C12 0.563 1.724 5.756 0.547 1.895 5.937

C14 0.889 3.062 5.698 0.745 2.759 5.477

Fig. 2 Satellite clock 12 h
prediction error comparison
of GBM and SHA C01
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whose frequency stability of atomic clock is relatively poor, which shows that
the stability of the satellite atomic clock will affect the prediction accuracy of
the SCB, it further shows that the LS+AR method is effective and necessary by
modeling and forecasting the SCB series for each satellite.

4 Conclusion

In this study, the BDS SCB data were obtained from two data processing centers of
GBM and SHA. The Allen variance is first listed for comparison analysis on the
frequency stability of different satellite atomic clocks. Then we perform the mod-
eling of the SCB sequence for each satellite, by means of LS+AR method, to
separate the SCB regular and irregular terms, and their predictions is carried out
respectively. Then the prediction accuracy is obtained by comparing the model
predicted values with original data.

Here are some conclusions: first, the frequency stability of the BDS in orbit
satellite atomic clock shows consistent performance, with 10−13 to 10−14 at one
hundred thousand second, and 10−14 at 1 day. Second, the mostly BDS SCB series
present a high prediction accuracy, with 2 h of lower than 1 ns, 6 h of about 2 ns,
and 12 h of about 5 ns. At the same time, the stability of the satellite atomic clock
will affect the prediction accuracy of the SCB, which is shown as better stability
performance with higher prediction accuracy relatively. This study uses the LS+AR
model to establish the model of the SCB sequence for each satellite, and forecast
the SCB regular and irregular terms, respectively, which avoids the problem that
error accumulation increases sharply with the increase of the forecast span, in the
simple quadratic prediction model,and improve the SCB prediction accuracy
remarkably.
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Relative Navigation for LEO Spacecraft
Using Beidou-2 Regional Navigation
System
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Abstract LEO spacecraft relative navigation method based on Beidou measurement
is researched. A series of tri-frequency combinations have been investigated with the
purpose to improve the success rate of double-difference carrier phase ambiguity
fixing and relative navigation accuracy. The process algorithms for two kinds of
approaches, the kinematic relative navigation approach, and dynamic relative navi-
gation approach, are investigated. The ambiguity fixing performance and relative
navigation accuracy are validated using the simulated Beidou-2 regional navigation
system scenario. The results showed that the single frequency and wide-lane com-
bination ambiguity fixed rate drops rapidly with increasing baseline length, but S0
ultra-wide-lane combination ambiguity can be 100 % accurately resolved under three
different baseline lengths. Concern the relative navigation accuracy, single frequency
carrier phase especially B1 carrier phase relative positioning accuracy is highest for
short baseline. With the increase of baseline length, the advantage of Beidou
multi-frequency ionospheric-free combination gradually revealed: when the baseline
length increased to 220 km, the relative positioning accuracy of ionospheric-free
combination can increase by 75 % at most.
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1 Introduction

GNSS-based spacecraft relative navigation is one of the most important technolo-
gies for on-orbit service and formation flying missions. At present, most of the
in-orbit LEO spacecraft relative navigation depends on the GPS system. 1998,
Japan’s space agency (NASDA) demonstrated the GPS-based relative navigation
technology for the first time in the ETS-VII mission [1]. German DLR and NASA
launched the GRACE (Gravity Recovery and Climate Experiment) mission in
2002, which turns out to be the representation of the relative navigation research,
see [2]. Kores et el. [3] adopted the dual-frequency GPS P code pseudorange and
carrier phase observations in the reduced dynamic EKF filter to achieve the mm and
mu m/s level of accuracy for relative position and velocity, respectively. In recent
years, the successful in-orbit implementation of GPS-based relative navigation
technology includes: Orbital Express [4] in 2007, PRISMA [5], and
TanDEM-X/TerraSAR-X [6] in 2010. In October 2012, China’s SJ-9 (Shi Jian-9
Formation Flight Mission) technology demonstration satellites were launched to
perform the high precision GPS baseline measurement test [7].

China has launched the plan to expand its Beidou navigation system from the
regional operation to global navigation system [8]. To research spacecraft relative
navigation technology based on Beidou system is of great significance to improve
the accuracy of orbit relative navigation, to enhance the safety of China’s space
mission autonomy and to extend the application of Beidou in space. Two kinds of
Beidou-based LEO spacecraft relative navigation approaches, the kinematic relative
navigation approach and dynamic relative navigation approach, are investigated in
this article. A series of tri-frequency combinations have been investigated with the
purpose to improve the success rate of double-difference carrier phase ambiguity
fixing and relative navigation accuracy. The ambiguity fixing performance and
relative navigation accuracy are validated using the simulated scenario.

2 Beidou Satellite System and Observation

2.1 Beidou Satellite

The Chinese Beidou navigation system is being gradually perfected in construction.
A constellation composed of five geostationary Earth orbit (GEO) satellites, five
inclined geosynchronous orbit (IGSO) satellites, and four Medium Earth orbit
(MEO) satellites has been deployed by 2012 for providing regional navigation
service.

By the end of 2020, China will complete the Beidou navigation satellite con-
stellation, which consists offive GEO, three IGSO, and 27MEO satellites. The MEO
satellites will offer complete global coverage, similar to the GPS and GLONASS.
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The IGSO and GEO satellites will improve the visibility and availability for users in
China and neighboring regions. The GEO satellites are operating in orbit at an
altitude of 35,786 km and positioned at 58.75°E, 80°E, 110.5°E, 140°E, and 160°E,
respectively. The MEO satellites are operating in orbit at an altitude of 21,528 km
and an inclination of 55° to the equatorial plane. The IGSO satellites are operating in
orbit at an altitude of 35,786 km and an inclination of 55° to the equatorial plane [8].

2.2 Beidou Tri-frequency Observation

Beidou system provides three frequency signal, namely, B1, B2, and B3. Taking
consideration of the following double-differenced carrier phase measurement
equation:

/i½m� ¼ qþ kiNi � f1
fi

� �2

I1 ð1Þ

where /i is the double-differenced phase measurement in meters; q is the
double-differenced geometrical term which indicates the geometrical distance
between receiver and Beidou satellite; ki is the wavelength in meters; Ni is the
integer ambiguity; I1 is the ionospheric delay on B1 in meters; and i is the frequency
index.

For any integer coefficients i1, i2, and i3, the linear combination which preserves
the integer nature of the ambiguities is denoted as:

u½cy� ¼ i1u1½cy� þ i2u2½cy� þ i3u3½cy� ð2Þ

By substituting Eq. (1) into Eq. (2) with consideration of the relation: /i [cy] = /i

[m]/ki, one can show that this combination expressed in cycles:

u½cy� ¼ q

,
1

i1
k1
þ i2

k2
þ i3

k3

þði1N1 þ i2N2 þ i3N3Þ

� ði1k1 þ i2k2 þ i3k3
k21

ÞI1
ð3Þ

The resulting integer ambiguity N = N(i1, i2, i3), and the frequency f = f(i1, i2, i3) of
this combination correspond to:

Nði1; i2; i3Þ ¼ i1N1 þ i2N2 þ i3N3 ð4Þ

f ði1; i2; i3Þ ¼ i1f1 þ i2f2 þ i3f3 ¼ f0ði1k1 þ i2k2 þ i3k3Þ ð5Þ
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According to Cocard’s definition, see [9], k = i1k1 + i2k2 + i3k3 is called the lane
number, which uniquely defines the wavelength of every combination, regardless of
any other properties of that combination. For Beidou system, k1=763, k2=620,
k3=590, corresponding to the frequency of B1, B3, and B2, respectively. The
combination wavelength can be written as:

kði1; i2; i3Þ ¼ c=kf0 ð6Þ

where base frequency f0 = 2.046 MHz. We define the wide-lane combination as the
resulting wavelength larger than the largest of the three base wavelengths, among
which the ultra-wide-lane combinations are those with resulting wavelength larger
than 2.93 m; the narrow-lane combinations are those with the resulting wavelength
smaller than the smallest base wavelength.

If we assume that the noise on all three frequencies expressed in cycles is the
same for all the phase measurements, a noise amplification factor n, with respect to
cycles, corresponding to

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i21 þ i22 þ i23

q
ð7Þ

Taking the first-order ionospheric delay to be inversely proportional to the square of
the frequency, we can derive the ionospheric delay amplification factor with respect
to B1, q (in units of cycle), and j (in units of meter) as:

q ¼ 1
k1

ði1k1 þ i2k2 þ i3k3Þ ð8Þ

jði1; i2; i3Þ ¼ i1k1 þ i2k2 þ i3k3
k21

 !
� kði1; i2; i3Þ ð9Þ

Table 1 summarizes potentially interesting combinations and their relevant features.
We regrouped all the possible combinations based on the sum s of i1, i2, and i3.

An investigation of Table 1 leads to the following conclusions:

1. S0 region collects wide-lane and ultra-wide-lane combinations, which corre-
sponds to large wavelength with a low ionospheric sensitivity.

2. S1a includes the combinations with the coefficient sum of 1 and small lane
number. In this region, the wavelength is larger than 2.93 m, but the ionospheric
amplification factor is about 2.3 with respect to cycles. If one considers the
amplification factor j with respect to meters, one obtains huge values since the
wavelengths are large in this region.

3. S1b includes the combinations with the coefficient sum of 1 and large lane
number. In this region, the wavelengths are about 10–12 cm, but they are
insensitive to the ionosphere.
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3 LEO Spacecraft Relative Navigation

Generally there are two kinds of method to implement the carrier differenced
Beidou-based relative navigation: kinematic approach and (reduced) dynamic
approach.

3.1 Recursive Least-Squares Kinematic Approach

The kinematic approach does not involve any satellite force models at all, and
epoch-by-epoch relative positions are computed in purely kinematic mode by
processing differential Beidou carrier phase measurements as the main observables.

The kinematic approach mainly implements least squares (LSQ) estimator to
solve the ambiguity and the relative position parameters. Least square method can
solve the single epoch ambiguity float solution and its covariance matrix, and then
employ the LAMBDA method (see [10]) to search for integer solutions. But
experiment results show that the single epoch ambiguity fixing success rate is not
high, especially when observation noise is high and baseline length is large.

It should be noted that the ambiguities vector is constant in the absence of cycle
slips or satellites setting and rising, thus it is possible to obtain a much improved
float solution by carrying information from one epoch to the consecutive one. To
implement this, a recursive LSQ estimator is developed to process the ambiguity
estimate sequentially one epoch at a time. Figure 1 illustrates the algorithm flow

Table 1 Feature statistics of Beidou tri-frequency combination

Region k (i1, i2, i3) k(m) n q j

S0 23 (1, −5, 4) 6.3707 6.4807 0.0197 0.6535

30 (0, 1, −1) 4.8842 1.4142 −0.0626 −1.5921

43 (1, −4, 3) 2.7646 5.0990 −0.0429 −0.6176

143 (1, −1, 0) 1.0247 1.4142 −0.2306 −1.2304

173 (1, 0, −1) 0.8470 1.4142 −0.2932 −1.2931

S1a 2 (−6, 15, −8) 73.2631 18.0278 2.1139 806.4319

11 (−3, −2, 6) 13.3206 7 2.2980 159.3939

18 (−4, 4, 1) 8.1403 5.7446 2.2158 93.9224

41 (−3, −1, 5) 3.5738 5.9161 2.2355 41.6009

48 (−3, −1, 5) 3.0526 6.4031 2.1532 34.2257

S1b 1252 (4, −1, −2) 0.1170 4.5826 0.1829 0.1114

1282 (4, 0, −3) 0.1143 5 0.1203 0.0716

1312 (4, 1, −4) 0.1117 5.7446 0.0578 0.0336

1425 (5, −1, −3) 0.1028 5.9161 −0.1103 −0.0590

1455 (5, 0, −4) 0.1007 6.4031 −0.1729 −0.0907
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chart of the recursive LSQ procedure: a posteriori ambiguity float solution at the
previous epoch is exploited as a pseudo-measurement and passed forward to the
functional model of the current epoch for improving the float estimates.

3.2 Reduced Dynamic Approach

The basic principle of reduced dynamic approach is: the spacecraft relative dynamic
model is first used to calculate a reference relative orbit, and then the high precision
Beidou observation is employed to correct the reference relative orbit, results in an
optimal estimation of the relative state [11].

Figure 2 shows a conceptual flow chart of the filtering scheme. The Beidou
relative navigation filter is implemented in four steps: the time update, the tracked

Fig. 1 Algorithm flow chart of the recursive LSQ procedure
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satellites variation handling, the measurement update, and the integer solution.
Reduced dynamic filter also estimates other parameters at the same time, such as
ionospheric delay error, receiver clock error, and empirical acceleration parameter,
to improve the fitting degree between the dynamic reference orbit and Beidou
observed data.

Therefore the ambiguity float solution solved from the reduced dynamics
approach is convergence faster, and the navigation results are smoother at the same
time.

4 Simulation and Results

4.1 Simulation Scenario Settings

Simulated scenario is built to test the LEO spacecraft relative navigation perfor-
mance of Beidou-2 regional navigation system. The Beidou constellation, consists
of five GEO, five IGSO, and four MEO satellites, is set up according to the existing
14 satellites’ orbit parameters. Figure 3 illustrates the sub-satellite points of the
simulated constellation.

Formation spacecraft circles on the GRACE-type orbit, with the orbital incli-
nation of 89° and radius of 6847.75 km. Three groups of simulation are carried out,
with baseline length between formation satellites set to 10, 100, and 100 km,
respectively. The rest simulation settings can be found in Table 2.

The Beidou satellites visible duration for the first formation spacecraft is given in
Fig. 4. It can be seen that frequent tracked satellite variation occurred during 5 h
simulation. Due to the less number of Beidou-2 regional navigation system, and the
concentration distribution over the Asia-Pacific region, so only when the two
spacecraft formation through the Asia-Pacific region can they synchronously
observe more than five Beidou satellites. We only investigate the relative navigation
performance during this region.

Fig. 2 Algorithm flow chart of the reduced dynamic procedure
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4.2 Ambiguity Resolution Performance

The ambiguity resolution is investigated for S0ultra-wide-lane combination (1,−5, 4),
(0, 1, −1), and (1, −4, 3), S0 most used wide-lane combination (1, −1, 0),
S1a ultra-wide-lane combination (−4, 4, 1) and B1 (1, 0, 0). Tables 3, 4, and 5
summarize the ambiguity success rate for three different methods: recursive LSQ
kinematic method, reduced dynamic method, and the famous tri-frequency carrier
phase ambiguity resolution method-TCAR.

Fig. 3 Sub-satellite points of Beidou-2 regional navigation system

Table 2 The simulation scenario settings

Class Parameter settings

Beidou
constellation

5GEO + 5IGSO + 4MEO

Formation
spacecraft

GRACE-type orbit (i � 89°, r = 6847.75 km) baseline length = 10, 100
and 220 km

Simulation
duration

5 h

Simulation step
size

1 s

Ionospheric
model

CIM(China Ionospheric Model) the ionospheric delay for B1/B2/B3 is
inversely proportional to the square of the corresponding frequency

Ambiguity Fixing integer

Measurement
noise

the code noise for B1/B2/B3 is set to 1 times the corresponding carrier
wavelength; the phase noise for B1/B2/B3 is set to 0.025 times the
corresponding carrier wavelength
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An analysis of Tables 3, 4 and 5 leads to the following conclusions:

1. S0 region ultra-wide-lane ambiguity can be accurately fixed under three different
baseline length.

2. S1a ultra-wide-lane combination (−4, 4, 1) ambiguity can be 100 % fixed only
under reduced dynamic method. The recursive LSQ kinematic method gets

Fig. 4 The Beidou satellites visible duration

Table 3 Ambiguity success rate for recursive LSQ kinematic method

Baseline length (1, −5, 4) (0, 1, −1) (1, −4, 3) (1, −1, 0) (−4, 4, 1) (1, 0, 0)

10 km 100 % 100 % 100 % 100 % 100 % 100 %

100 km 100 % 100 % 100 % 100 % 99.4 % 99.4 %

220 km 100 % 100 % 100 % 100 % 60.97 % 60.88 %

Table 4 Ambiguity success rate for reduced dynamic method

Baseline length (1, −5, 4) (0, 1, −1) (1, −4, 3) (1, −1, 0) (−4, 4, 1) (1, 0, 0)

10 km 100 % 100 % 100 % 100 % 100 % 100 %

100 km 100 % 100 % 100 % 100 % 100 % 100 %

220 km 100 % 100 % 100 % 100 % 100 % 96.21 %

Table 5 Ambiguity success rate for TCAR method

Baseline length (1, −5, 4) (0, 1, −1) (1, −4, 3) (1, −1, 0) (−4, 4, 1) (1, 0, 0)

10 km 100 % 100 % 100 % 100 % 100 % 24.06 %

100 km 100 % 100 % 100 % 97.23 % 89.84 % 12.20 %

220 km 100 % 100 % 100 % 97.01 % 38.89 % 7.14 %
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worse success rate while the TCAR gets the worst. This is because even though
the wavelength is large for this combination, the ionospheric amplification factor
is magnificent. The reduced dynamic method can ensure the ambiguity con-
vergence accurately because we use dynamics parameters to absorb those sys-
temic error.

3. The B1 ambiguity fixing is challenging under long baseline. Even using the
orbital dynamics information, the reduced dynamic method can only obtain B1
ambiguity success rate to 96.21 % under the baseline length 220 km.

4.3 Relative Positioning Precision

Figure 5 demonstrates the deviation of relative positioning using only B1 phase for
the first 1500 s. Table 6 lists the corresponding ENU deviation statistics for 5 h.

Combined with Fig. 5 and Table 6, we can see that Beidou B1 relative posi-
tioning error increases with the increase of baseline length; Consider the ENU
deviation, the East accuracy is always better than the North and Up direction. This

Fig. 5 The deviation of relative positioning using only B1 carrier phase (the first 1500 s)

Table 6 ENU deviation statistics for relative positioning using only B1 carrier phase (5 h)

Baseline length (km) Mean (mm) Std (mm)

East North Up East North Up

10 −0.89 2.02 −1.30 5.05 3.86 6.47

100 1.88 32.14 17.69 5.99 31.52 35.01

220 5.68 109.69 18.58 74.19 113.93 131.21
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can be explained from the Beidou observation geometry: when the formation flies
across the Asia-Pacific region, the deployed GEO satellite increases the constraints
on East–West direction.

Figure 6 summarizes the relative positioning deviations using different combi-
nations observation. For each baseline length, the first three groups utilize the B1,
B3, and B2 single frequency, group 4–6 are three ionospheric-free combinations,
group 7–11 are narrow-lane combinations with repressive ionospheric chosen from
S1b region. The results show that the relative positioning precision is higher using
Beidou single frequency carrier phase, especially B1, under the condition of short
baseline. With the increase of baseline length, the advantage of Beidou
tri-frequency ionosphere-free/repressive combination gradually increases. When the
baseline length increased to 220 km, the relative positioning accuracy of
ionospheric-free combination can increase by 75 % at most.

5 Summary

A series of tri-frequency combinations have been investigated with the purpose to
improve the success rate of double-difference carrier phase ambiguity fixing and
relative navigation accuracy. The ambiguity fixing performance and relative navi-
gation accuracy for Beidou-based LEO formation spacecraft are validated using the
simulated scenario. The results reveal a variety of optional observation combina-
tions which can be offered by Beidou system under different navigation algorithms
and for different baseline length. Future work includes research in Beidou-based
high dynamic attitude determination and positioning technology, as well as relative
navigation algorithm based on multiple navigation system.

Acknowledgments This study is funded by the ‘Breeding Project’ of Innovation Academy,
Chinese Academy of Sciences.

Fig. 6 The deviation of relative positioning using combine measurement (5 h)
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Analysis on Energy System Safety in GEO
Satellite Complex Eclipse

Jinfei Chen, Xingyu Wang, Tao Wang and Ting Wang

Abstract The energy system is one of the key systems of satellite. Once the energy
system fails, it can easily lead to failure of other systems. Therefore, the energy
system safety is crucial to the satellite in orbit. For GEO satellites, the eclipse is a
common astronomical phenomenon. When the satellite is in eclipse, due to the Earth
or the Moon blocking the Sun, the energy of solar array will decline, the battery will
discharge, and the operation mode of energy system will change. Especially,
“complex eclipse”, which is generated by the continuous alternate block of the Earth
and the Moon, will bring the worse influence of satellite energy supply, easily
leading to failure of satellite. Therefore, to analyze the impact of complex eclipse to
the energy system, safety is quite necessary. First, this paper describes the principles
of complex eclipse, GEO satellite energy system and the influence to the energy
system caused by the complex eclipse, furthermore determines the relationship
between eclipse and the operation mode of energy system, analyzes the energy
system safety in GEO satellite complex eclipse, establishes the reasonable disposal
strategy based on the result, and applies it. The conclusions show that, the eclipse
does affect the energy system of GEO satellite; the method given by this paper is to
ensure the energy system safety in GEO satellite complex eclipse with practical
value.
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1 Introduction

Energy System is one of the core critical systems of satellite, which is mainly
constituted by a number of hardware components such as the power produce, power
storage, power control, voltage transformation, supply distribution, etc. A large
number of fault cases statistical results showed that: the failure of GEO satellites in
orbit occurred, the energy system failures account for a large proportion. Especially
in the eclipse, due to the effect of the Earth or the Moon obscured the sun for solar
array, there is not sufficient power to provide, the battery must discharge to
replenish the energy satellite required. When the satellite desired energy con-
sumption exceeds the stored battery power, it will lead to serious consequences that
the whole satellite lacks of power, which fails easily. It is quite essential to make an
accurate estimate of energy consumption required in eclipse for satellite, to take the
necessary avoidance strategy against dangerous situations that may occur [1].
Aiming to a bad case that eclipse shadow caused by the combined effect of the
Earth and the Moon, this paper proposed a method of GEO satellite energy system
analysis, which can not only predict eclipses occlusion, but also estimate the eclipse
of satellite energy consumption. At present, the method has been applied in the
actual management of GEO satellite.

2 Fundamental

2.1 Principle and Calculation Model of Eclipse

Eclipse is a kind of astronomical phenomena which is occurred when the Moon or
the Earth blocks sunshine to the satellite. Eclipse includes two cases which depend
on the blocker is the Earth or the Moon. The Earth eclipse generates because the
Earth blocks the sunshine, it took place in spring and autumn every year fixedly, the
time span is usually 23 days around the vernal equinox or the autumnal equinox, so
the Earth eclipse lasts about 92 days each year. The principle of the Moon eclipse is
similar to the Earth eclipse, it generates because the Moon blocks the sunshine.
Compared with the Earth eclipse, there is no law of the Moon eclipse. That is
because the Moon eclipse is the result of Earth–-Sun revolution, Moon–Earth
revolution, and the Earth rotation combined effect. Generally speaking, the Moon
eclipse often occurs around the first day of lunar month [2].

One single eclipse process generally contains three stages “penumbra—umbra—
penumbra”, uses method based on space visual field to calculate eclipses com-
monly, which sets the spatial position of the satellite as a reference point of the
visual field, by calculating the relative visual angle of the Sun, the Earth, and the
Moon to the reference point, to achieve the calculation of eclipse time, eclipse
phase [3].
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Take the Moon as the blocker in the discussion of the eclipse’s principle, in the
J2000 coordinate system as shown in Fig. 1, the position vector of the satellite is
ra ¼ Xa Ya Za½ �T , the position vector of the Sun is rs ¼ Xs Ys Zs½ �T , the
position vector of the Moon is rm ¼ Xm Ym Zm½ �T . Therefore

as!¼ rs � ra ¼
Xs � Xa

Ys � Ya
Zs � Za

2
4

3
5

am�! ¼ rm � ra ¼
Xm � Xa

Ym � Ya
Zm � Za

2
4

3
5

8>>>>>><
>>>>>>:

ð1Þ

The visual radius of the Sun is Rs, the visual radius of the Moon is Rm. The visual
half field angle of satellite to the Sun is bs, the visual half field angle of satellite to
the Moon is bm. Therefore

bs ¼ arcsin Rsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xs�Xað Þ2 þ Ys�Yað Þ2 þ Zs�Zað Þ2

p
� �

bm ¼ arcsin Rmffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm�Xað Þ2 þ Ym�Yað Þ2 þ Zm�Zað Þ2

p
� �

8>><
>>: ð2Þ

defines the space angle between vector as! and vector am�! which is h, therefore

h ¼ arccos
as!� am�!
as!�� �� � am�!�� ��

 !
ð3Þ

So that summarized the judgment basis of the Moon eclipse:

1. When h� bs þ bm, there is no eclipse;
2. When bs � bmj j � h\bs þ bm, there is penumbra;
3. When h\ bs � bmj j, there is umbra.

Fig. 1 Principle of eclipse
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2.2 Introduction of GEO Satellite Energy System

Currently, the vast majority GEO satellites in orbit are designed using the solar
array and the batteries as the energy supply.

Figure 2 shows that, GEO satellite energy system consists of solar array, battery,
shunt regulator, and charge controller. According to its design, the solar array
provides energy to the satellite payload, charges the battery at the same time in
illumination. The battery provides energy to the satellite payload in eclipse.

As the input source, the array is exposed to the cosmic vacuum environment, its
output could be effected by the incident light intensity, ambient temperature, load
power, etc., [4] so that it would lead to a certain amplitude fluctuation. In order to
adapt to and regulate the illumination, the shunt regulator is designed to handle the
excessive power of solar array. In the illumination, when the solar array output
power is greater than satellite payload power consumption, the excessive power is
used to replenish the battery; the shunt regulator here is regulating the battery
charging current. In the eclipse, the output of solar array decreases because of the
block, the shunt current also decreases. When the shunt current drops to zero, which
represents the solar array’s energy output which is not sufficient to support the
satellite, the battery starts to provide energy to the satellite under the control of
charge controller.

2.3 The Impact of Eclipse to the Energy System

It is easy to summarize from the above analysis that, there will be two cases of
satellite energy supply in eclipse as following: one is the eclipse does not lead shunt
current to decrease to zero, in which case the satellite solar array will continue to be
used as energy supply, battery does not discharge; the other is the eclipse which

Fig. 2 Structure of GEO
satellite energy system
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does lead shunt current to decrease to zero, in which case the satellite will start to
use battery as an energy supplement reinforcement, the battery discharges.

Apparently, there is a certain relationship between blocked area and the energy
supply mode switch. Therefore, a reasonable solution is to start form the blocked
area in eclipse, establish the relationship between blocked area and the energy
supply mode switch, so that to forecast the mode switch of energy supply [5, 6].

The model of Moon eclipse shown in Fig. 3 is the example to discuss. The block
areaW is surrounded by the arc _

APB
and arc _

AQB
, the area is divided into two parts by

the string AB: one is W1, surrounded by arc _
APB

and string AB; the other is W2,

surrounded by arc _
AQB

, and string AB. Make the area of sector APBS as WAPBS, the

area of triangle ABS is WABS, the central angle is a.
Segment MS is a short arc of circle, which passes through the center of Sun and

Moon, takes the satellite as center. As h is a little angle, it can be approximated as
AB � _

MS
¼ h, the length of arc and string is equal.

According to the law of cosines, in triangle DABS

cos
a
2
¼ b2s þ h2 � b2m

2bsh
ð4Þ

in triangle DATS

cos
a
2
¼ TS

bs
ð5Þ

according to the simultaneous equation

TS ¼ b2s þ h2 � b2m
2h

ð6Þ

Fig. 3 Model of the Moon
eclipse
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so

WAPBS ¼ 1
2 ab

2
s ¼ arccos TS

bs

� �
b2s

WABS ¼ 1
2AB� TS ¼ TS

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2S � TS2

q
W1 ¼ arccos TS

bs

� �
b2s � TS

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2s � TS2

q
8>>><
>>>:

ð7Þ

similarly

W2 ¼ arccos
h� TS
bm

� �
b2m � h� TSð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2s � TS2

q
ð8Þ

so that the block area is

W ¼ W1 þW2

¼ arccos
TS
bs

� �
b2s � TS

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2s � TS2

q

þ arccos
h� TS
bm

� �
b2m � h� TSð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2s � TS2

q

¼ arccos
TS
bs

� �
b2s þ arccos

h� TS
bm

� �
b2m � h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2s � TS2

q
ð9Þ

brings formula (6) in

W ¼ arccos
b2s þ h2 � b2m

2hbs

� �
b2s þ arccos

b2m þ h2 � b2s
2hbm

� �
b2m

� h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2s �

b2s þ h2 � b2m
2h

� �2
s ð10Þ

When the satellite in illumination, the energy is provided by the solar array, the
battery does not discharged. Suppose the load current of satellite is I1, the shunt
current is I2, the total current which is outputted by solar array is I ¼ I1 þ I2. When
the satellite is in eclipse, the total current decreases to I 0, which is

I 0 ¼ I 1� W

pb2s

 !
ð11Þ
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Make e ¼ W
pb2s

, the relationship between blocked area and the energy supply mode

switch is established:

1. When I 0 � I1, which is 1þ I2
I1

� �
1� eð Þ� 1, the battery does not discharge, the

mode of energy system does not switch;

2. When I 0\I1, which is 1þ I2
I1

� �
1� eð Þ\1, the battery does discharge, the mode

of energy system does switch.

3 Analysis of GEO Satellite Energy in Complex Eclipse

Before the autumn eclipse of a GEO satellite comes in 2015, use the above principle
to analysis the energy system as following:

3.1 Eclipse Forecasts

Use the method based on space visual field to forecast autumn eclipse of the GEO
satellite in 2015, the result shows that: the eclipse starts in Aug. 30th, ends in Oct.
16th, including three eclipse blocks caused by the Moon. Parts of the results are
shown in Table 1.

3.2 Energy Analysis in Eclipse

To facilitate discussion, this paper only discussed in detail the status tail of north
energy system in satellites, south part is similar.

Table 1 Parts of the result of
eclipse forecast in 2015
autumn

Blocker Start time End time

The Earth 2015-08-30 02:37:12 2015-08-30 02:44:16

The Earth 2015-09-13 02:03:23 2015-09-13 03:08:45

The Moon 2015-09-13 05:21:11 2015-09-13 06:03:10
The Moon 2015-09-13 14:03:23 2015-09-13 14:15:22
The Earth 2015-10-13 02:10:01 2015-10-13 02:45:02

The Moon 2015-10-13 17:31:17 2015-10-13 21:17:10
The Earth 2015-10-14 02:12:48 2015-10-14 02:41:51

The Earth 2015-10-16 02:24:27 2015-10-16 02:29:38

Analysis on Energy System Safety … 55



3.2.1 Sep. 13th 05:21:11

1. Forecast the blocked area
Using the orbit of Aug. 28th 2015, set a calculation point every two seconds,
calculate the blocked area W, sketch e ¼ W

pb2s
. The abscissa represents time, the

ordinate represents the percentage of blocked area.
2. Establish an initial state of energy system

As introduced in Sect. 2.1, the eclipse caused by the Earth is regular and
repeatable. Using data mining algorithms, extract the telemetry parameters in
every Spring and Autumn eclipse from 2013 to 2015, summarize the key
parameter values of energy system to establish initial state of energy system in
this eclipse.

3. Determine the discharging state of battery
Since an initial state of energy system has been established, it is certain that
I2

I1 þ I2
� 27:8%. So, that when e ¼ W

pb2s
[ I2

I1 þ I2
� 27:8%, the battery will dis-

charge. As shown in Fig. 4, the shadow area is discharge capacity of battery.
Calculate the area with integration, the discharge capacity of north battery is
2.325 A·h.

4. Forecast the battery’s status
This eclipse of the Moon starts about 2 h later since the last eclipse ends, it is a
typical “complex eclipse”. Since the battery would discharge, it is necessary to
determine the battery’s status before eclipse occurs. According to the managing
files of this GEO satellite: if “North battery pressure 1” or “North battery
pressure 2” is less than 4.9, it will be certain that the battery is not full.
According to the value in Table 2, before the eclipse occurs, the capacity of
battery has been charged approximately 85.4 %.

5. Conclusions of energy system
Before the eclipse occurs, the battery is not fully charged, the capacity of battery
is approximately 85.4 %. During the eclipse, the battery will discharge about
2.325 A·h. According to the managing files of this GEO satellite: the capacity of
fully charged battery is 30 A·h, the warning percent of discharging is 73 %.

Fig. 4 Curve: the forecast proportion of block and discharge capacity in 05:21:11, 09-13-2015
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In this eclipse, the battery will discharge about 9.1 %, which is far less than the
warning percent, so the conclusion is energy system is safe, no need to take
action.

3.2.2 Sep. 13th 14:03:23

1. Forecast the blocked area
2. Establish an initial state of energy system (Table 3)
3. Determine the discharging state of battery

Since an initial state of energy system has been established, it is certain that
I2

I1 þ I2
� 37:6%. So that when e[ 37:6%, the battery will discharge. As shown

in Fig. 5, the largest percent of block is less than 0.8 %, which is far less than
the switch value, so that the battery will not discharge at all.

4. Conclusions of energy system
Since the battery will not discharge at all, the conclusion is energy system is
safe, no need to take action.

Table 3 Initial state forecast
of north energy system

Parameter Value

North main bus voltage 42.016

North main bus load current 21.105

North shunt current 12.693

Fig. 5 Curve: the forecast proportion of block in 14:03:23, 09-13-2015

Table 2 Initial state forecast of north energy system and battery

Parameter Value Parameter Value

North main bus voltage 41.814 North battery voltage 38.784

North main bus load current 19.4025 North battery pressure 1(P1) 4.183

North shunt current 7.4852 North battery pressure 2(P2) 4.208
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3.2.3 Oct. 13th 17:31:17

1. Forecast the blocked area
2. Establish an initial state of energy system
3. Determine the discharging state of battery

Since an initial state of energy system has been established, it is certain that
I2

I1 þ I2
� 40:6%. So that when e[ 40:6%, the battery will discharge. As shown

in Fig. 6, the shadow area is discharge capacity of battery. Calculate the area
with integration, the discharge capacity of north battery is 8.921 A·h.

4. Forecast the battery’s status
This eclipse of the Moon starts about 15 h later since the last eclipse ends, it is
also a typical “complex eclipse”. As shown in Table 4, before the eclipse
occurs, the battery has been fully charged.

5. Conclusions of energy system
Before the eclipse occurs, the battery is fully charged. During the eclipse, the
battery will discharge about 8.921 A·h. In this eclipse, the battery will discharge
about 29.7 %, which is less than the warning percent, so the conclusion is
energy system is safe, no need to take action.

Fig. 6 Curve: the forecast proportion of block and discharge capacity in 17:31:17, 10-13-2015

Table 4 Initial state forecast of north energy system and battery

Parameter Value Parameter Value

North main bus voltage 42.016 North battery voltage 38.986

North main bus load current 20.040 North battery pressure 1(P1) 4.980

North shunt current 13.669 North battery pressure 2(P2) 5.028
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3.3 Disposal Strategy for the Eclipse

According to forecast results, the three eclipses in 2015 Autumn will not cause
serious impact to the energy system of satellite, so no strategy should be carried out.

According to the analysis, the nature of the serious impact in eclipse is that
satellite energy system is insufficient to support the energy consumption of satellite.
So, for the serious situation, it is recommended to carry out the strategy such as
“switch on the large charging current to increase battery capacity” or “shut down
some load to decrease the consumption of energy”.

4 Verification of the Analysis in Complex Eclipse

In order to verify the correctness of the analysis and strategy above, use the actual
telemetry of satellite during the eclipse in 2015 autumn for inverse calculation.

4.1 Sep. 13th 05:21:11

1. The status of battery discharging
As shown in Fig. 7, north battery did discharge during the eclipse, the peak
value of discharge current is nearly 20 A.

2. The initial status of battery and capacity of discharge
As shown in Table 5, before this eclipse occurred, the north battery is not fully
charged, the capacity is about 90 %. During the eclipse, the north battery dis-
charged about 3.2 %.

3. Analysis of Error
According to the actual telemetry, it is obvious that energy analysis is correct
and effective, it did forecast the discharge, but there is an error about the
capacity of discharge, which cannot be ignored. The reason of error as

Fig. 7 Curve: discharge current in 05:21:11, 09-13-2015
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following: first, this GEO satellite was launched in 2012, it only experienced
two Autumn eclipses, such little raw data accumulated. So, that it is easy to
bring about error by using data mining algorithms; second, the forecast dis-
charging capacity is based on the forecast value of battery’s initial state, it is
certain that the errors will be amplified.

4.2 Sep. 13th 14:03:23

As shown in Fig. 8, north battery did not discharge during the eclipse at all.

4.3 Oct. 13th 17:31:17

1. The status of battery discharging
As shown in Fig. 9, north battery did discharge during the eclipse, the peak
value of discharge current is over 20 A.

2. The initial status of battery and capacity of discharge
As shown in Table 6, before this eclipse occurred, the north battery has been
fully charged. During the eclipse, the north battery discharged about 3.1 %.

Table 5 Comparison of the actual and forecast value of north battery’s initial state and discharge
situation

Parameter Forecast
Value

Actual
Value

2015-09-13
05:21:11

2015-09-13
06:03:10

North battery voltage 38.784 38.784 38.784 38.178

North battery pressure
1(P1)

4.183 4.417 4.417 4.27636

North battery pressure
2(P2)

4.208 4.4129 4.4129 4.28996

Fig. 8 Curve: discharge current in 14:03:23, 09-13-2015

60 J. Chen et al.



3. Analysis of Error
According to the actual telemetry, it is obvious that energy analysis is correct
and effective, it did forecast the discharge, it also forecasted the capacity of
discharge. As shown in Table 1, this eclipse starts about 15 h later since the last
eclipse ends. According to the periodicity and repeatability of the Earth eclipse,
the status of battery is stable, which minimize the error.

5 Conclusion

In this paper, a method of energy system safety analysis was proposed, in order to
solve the practical problems in GEO satellite management. The method not only
can predict the switch of energy system work mode, but also can give a specific
forecast values. By applying this analysis and disposal strategy for a GEO satellite
in 2015 Autumn eclipse, its correctness and validity has been proved. For the tiny
error of forecast, this paper also proposed the reason and would handle it in future
work. Currently, this method has been widely used in management of GEO
satellites and achieved good results.

Acknowledgments Thanks for the guidance and help provided by Mr. Li Jianyong, Miss Chen
Xiaohong, and Mr. Yin Wei.

Fig. 9 Curve: discharge current in 17:31:17, 10-13-2015

Table 6 Comparison of the actual and forecast value of north battery’s initial state

Parameter Forecast
value

Actual
value

2015-10-13
17:31:17

2015-10-13
21:17:10

North battery voltage 38.986 38.986 38.986 36.562

North battery pressure
1(P1)

4.980 4.97956 4.97956 3.4794

North battery pressure
2(P2)

5.028 5.0276 5.0276 3.51134
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Autonomous Orbit Determination Method
Based on Inter-satellite Doppler
Measurement

Kui Lin, Wende Huang, Zhuli Hu, Jianwei Yang
and Fanghong Huang

Abstract The autonomous orbit determination of satellite is the premise and the
important guarantee of the satellite system to accomplish many space missions, and
it is also an important guarantee to improve the security of the satellite system,
especially during the wartime. There are many methods for satellite autonomous
orbit determination. Since the relative motion of two satellites will produce Doppler
Effect, this paper attempts to study the autonomous orbit determination method
based on inter-satellite Doppler measurement. First, the autonomous orbit satellite
system is established by STK simulation, and the satellite orbit data are generated as
the reference orbit of the autonomous orbit. According to the extended Kalman
filter theory, an autonomous orbit determination simulation platform is built. The
experimental results show that when the observation error is random noise on the
order of 0.001 m/s, the URE of orbit determination result is decimeter for 7 days;
when the sinusoidal amplitude error of the reference satellite R, T, and N direction
is 0.5, 1.0, and 1.0 m, the MEO satellite orbit determination URE is decimeter and
the GEO satellite fixed rail URE is at meter level, which proves that using the inter
satellite Doppler shift as the measurement of autonomous orbit determination is
feasible for medium and high orbit satellite.

Keywords Doppler measurement � Autonomous orbit determination � Kalman
filter

1 Introduction

Accurate determination of the satellite orbit is a prerequisite for the success of the
satellite to complete its mission. The satellite autonomous orbit determination
technology research has become the focus of the common concern of mankind.
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The autonomous orbit determination of the satellite is actually determining the
satellite orbit depending on the measurement equipment mounted on the satellite
without ground support. The scope of future application of this technology in civil
and military fields is extremely broad [1–3]. Some achievements have been made in
the research of autonomous orbit determination, and the technology based on
astronomical observation, sensor, global navigation satellite system, and inter-
satellite link have been widely studied [4].

At the end of 1980s, French began to develop DORIS (Doppler Orbitography
and Radio-positioning Integrated by Satellite) system, using Doppler principle,
through the Doppler frequency shift measurement to achieve the precise mea-
surement for LEO satellite orbit. The DORIS system uses a single pass dual fre-
quency speed measurement system, and the satellite receiver measures the Doppler
integral of a period of time (about 10 s) relative to the ground observation station,
and then converts it into a mean distance change rate [5–7]. Internationally, the
research of DORIS system has been more mature. DORIS system’s real time
autonomous orbit determination is completed by a real-time autonomous orbit
determination software which is composed of a satellite receiver DIODE (DORIS
Immediate on-board Orbit Determination). The radial precision of the orbit deter-
mination is centimetre level, and the accuracy of 3D is decimetre level [8–10].

DORIS system is only applicable to the orbit determination of low orbit satellite,
and its successful operation shows that the satellite orbit determination by using
Doppler theory is of great value. For the medium and high orbit satellite, if we use
the DORIS ground observation station for orbit determination directly, there will be
some problems: for example, the observation geometry is poor. At present, there are
few researches using Doppler measurements to determine the orbit of MEO and
GEO satellites autonomously. This paper mainly discusses the feasibility of med-
ium and high orbit satellite autonomous orbit determination using the inter-satellite
Doppler shift as the observation. First, the autonomous orbit determination satellite
system is built by STK simulation, and the satellite orbit data is generated, which is
used as the reference orbit of the autonomous orbit determination; then, based on
the extended Kalman filter theory, the autonomous orbit determination simulation
platform is built, and the orbit determination of the medium and high orbit satellite
is realized. Finally, some useful conclusions are made.

2 Characteristics of Inter-satellite Doppler Shift

2.1 Doppler Shift Calculation

In 1842, Austrian physicist Kristen Doppler found that when there is relative radial
motion between the source and the receiver, the frequency received by the receiver
will be different from the source frequency. This phenomenon is known as the
Doppler Effect. The Doppler Effect exists in the propagation of continuous wave
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propagation, such as acoustic wave, radio waves, and light waves [11]. The addi-
tional frequency shift caused by the Doppler Effect is called the Doppler shift,
which is the difference between the frequency of the received signal and the
transmit frequency.

If there is a relative motion between two satellites, and mutually observed, the
two satellites will produce the Doppler shift. During the satellite motion, the
Doppler shift of the receiver is counted, if the time interval is DT , the Doppler shift
during the DT is counted as N, Doppler shift fd is:

fd ¼ N
DT

ð1Þ

The relationship between the Doppler shift and the change rate of distance is:

v ¼ q2 � q1
DT

¼ � c
fs
ðfd � Df Þ ð2Þ

In the formula, q1 and q2 are two moments of the inter-satellite distance; c is the
speed of light; fs is the transmitting frequency; Df is the difference between
transmitting frequency and receiving frequency.

2.2 Doppler Shift Analysis

Through the STK software, the simulation scenario of autonomous orbit determi-
nation system was established. The Walker constellation (24/3/1) was established as
the benchmark for other undetermined orbit satellites. There are three orbital planes
in the constellation, and each plane is composed of 8 MEO satellites whose orbit
heights were 21,528 km. In the distributed autonomous orbit determination mode,
the Doppler observation link is established with the reference satellite of different
orbits. In this paper, the orbit determination performance of single star is mainly
analyzed. The name of the reference satellite is the “MEO + orbital plane num-
ber + satellite number inside the orbital plane”. The orbital plane number is 1–3,
and the satellite number inside the orbital plane is 1–8. For example, “MEO12” is
on behalf of the second satellite in the first orbital plane. The orbit parameters of the
undetermined orbit satellites are shown in Table 1.

Table 1 The parameters of undetermined orbit satellites

Satellite Orbit altitude
(km)

Eccentricity Inclination
(°)

RAAN
(°)

Argument of
perigee (°)

MEO 22,000 0 55 60 0

GEO 35,786 0 0 0 0

Autonomous Orbit Determination Method Based … 65



Different types of inter-satellite observations are analyzed in the following two
major categories according to the altitude of satellite orbit:

Observations of the same layer orbit satellites: MEO-MEO;
Observations of different layer orbit satellites: MEO-GEO.

First of all, in preparation for the realization of the follow-up satellite orbit
determination, we conduct a corresponding simulation calculation with different
types of inter-satellite Doppler measurement. Here we use November 1, 2010
(UTC) as the initial epoch. Satellite orbit data is simulated by STK for one week,
the simulation step is 60s. According to the calculation formula of Doppler shift,
referencing to the launch carrier frequency fs ¼ 23GHz proposed in [12], we cal-
culate the Doppler shift of the satellites with different observation combinations, as
shown in Tables 2 and 3.

Since the relative position between the same layer and the MEO satellite is
basically unchanged, the Doppler shift is almost zero, that case will not be analyzed
in this paper. From Tables 2 and 3, there is a significant relative motion between the
same layer and different layers, so the Doppler shift value is larger, but because of
the Earth shield, there is a gap in the observation of the time slot. Part of the
observation of the combination of the inter-satellite Doppler shift curve is shown in
Fig. 1.

From Fig. 1, the Doppler shift of both the same layer different track and different
layers of the satellite has a certain periodic trend, and the discontinuous part of the
curve is not visible.

Table 2 Doppler shift between satellites of the same layers but different orbits (MEO-MEO)

Satellite
combination

Minimum Doppler shift
(kHz)

Maximum Doppler shift
(kHz)

Visibility

MEO-MEO14 −221.7 222.4 There’re
breakpoints

MEO-MEO24 −224.5 224.0 There’re
breakpoints

MEO-MEO34 −456.5 456.7 There’re
breakpoints

Table 3 Doppler shift between satellites of different layers (GEO-MEO)

Satellite
combination

Minimum Doppler shift
(kHz)

Maximum Doppler shift
(kHz)

Visibility

GEO-MEO11 −214.0 213.0 There’re
breakpoints

GEO-MEO21 −213.8 212.5 There’re
breakpoints

GEO-MEO31 −212.7 213.8 There’re
breakpoints
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In summary, inter-satellite Doppler measurement orbit does not apply to the
same plane of orbit satellite. The Doppler shift can be obtained by the combination
of the different orbit satellites, but there are some time slots in the Earth shield.
Therefore, it is necessary to consider visibility constraints when the inter-satellite
Doppler shift measurements are used for autonomous orbit determination, so that
the reference satellites between which mutual measurements are set up are rea-
sonably chosen, ensuring adequate observed data are obtained at the same time.

3 Autonomous Orbit Determination Algorithm Analysis

In this paper, the dynamic orbit determination method is adopted, and the core
algorithm of the autonomous orbit determination is Kalman filter. However, the
state equation and the measurement equation are nonlinear, so the extended Kalman
filter (EKF) is needed. The flow chart of the algorithm is shown in Fig. 2. We first
need to establish the dynamic model of satellite; second, the orbit satellite orbit
forecast value integrator is given through “time update module” in the EKF filter;
finally, the filtering value of the orbit (i.e., the orbit determination result) is given by
the “measurement update module” of the EKF filter after the correction of the
satellite Doppler observation data.

Fig. 1 Curve: Doppler shift between satellites

Fig. 2 Autonomous orbit
determination algorithm flow
chart
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3.1 State Equation

The satellite orbit is composed of position vector and velocity vector, which is the
state parameter to be estimated X ¼ ðx; y; z; _x; _y; _zÞT, the dynamic model of the
satellite is established:

_XðtÞ ¼ f ½XðtÞ� þwðtÞ ð3Þ

In the formula, f ½XðtÞ� is a nonlinear functional; wðtÞ is the process noise. Because
(3) is a nonlinear equation, it is generally unable to obtain its analytical solution.
Therefore, it needs to be linearized:

_XðtÞ ¼ f ½X̂ðtÞ� þ @f ðXÞ
@X

����
X¼X̂ðtÞ

½XðtÞ � X̂ðtÞ� þwðtÞ ð4Þ

The sampling interval is Dtk;k�1 ¼ tk � tk�1ðk ¼ 1; 2. . .Þ, and the process noise
wðtÞ is constant in a sampling interval, then the solution of differential equation (4)
is then discretized and the state equation of the system in which the sampling
interval at the k sampling interval is available:

Xkþ 1 ¼ Ukþ 1;kXk þwk ð5Þ

In the formula, Xk is the real state vector of the satellite at tk , Ukþ 1;k is the system
state transition matrix of tk to tkþ 1, and wk is the noise of the moment tk .

3.2 Measurement Equation

If the satellite receiver can get the range change rate between the receiving satellite
and transmitting satellite during the period of time by measuring the Doppler count,
the measurement equation of the autonomous orbit determination can be described
as [10]:

V ¼ c
fs

fs � fr � N
Dt

� �
þ e ð6Þ

In the formula, V is the measurement of the range change rate of the two satellites,
fs is the signal frequency of the satellite, fr is the signal frequency of the receiver,
Dt is the sampling time interval, N is the Doppler count in the sampling time; e is
the random error.
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The design frequency of the two satellites is the same, which is fs ¼ fr ¼ f , and
the equation of the measurement can be derived:

V ¼ � c
f
N
Dt

þ e ð7Þ

Formula (7) can be discretized, and the measurement equation of the tk moment can
be measured:

Vk ¼ 1
D tk

ðqðXkÞ � qðXk�1ÞÞþ ek ð8Þ

In the formula, qðXkÞ is the geometric distance between the two satellites at tk.
qðXkÞ and qðXk�1Þ which needs to be linearized:

qðXkÞ ¼ qðX̂kÞþHkðXk � X̂kÞ ð9Þ

qðXk�1Þ ¼ qðX̂k�1ÞþMk�1ðXk�1 � X̂k�1Þ ð10Þ

In the formula:

Hk ¼ 1
Dtk

@q
@X

����
X¼X̂k

; Mk�1 ¼ 1
Dtk�1

@q
@X

����
X¼X̂k�1

ð11Þ

4 Autonomous Orbit Determination and Analysis

4.1 Orbit Determination

The original satellite orbit data needed for the orbit determination is simulated by
STK software. We use November 1, 2010 (UTC) as the initial epoch, the simulation
time for one week, the simulation step is 10s. The orbit determination strategy is
shown in Table 4. Six visible satellites are selected from the reference constellation,

Table 4 Orbit determination
strategy

Project Model

Coordinate system J2000 inertial coordinate system

Earth gravity field model JGM3 10 × 10

N body perturbation Sun and Moon

Ephemeris DE405 Ephemeris

The solar radiation
pressure

Fixed surface to mass ratio
(2/1000)

Integrator RKF78
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and the observation relationship is established between the reference satellites and
the unfixed orbit satellite.

4.2 Simulation Results Analysis

In this paper, the orbit determination results are compared with the reference orbit,
and the error of the orbit and the reference orbit is adopted [13]:

URE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDRÞ2 þ 0:0192 ½ðDTÞ2 þðDNÞ2�

q
ð12Þ

The DR, DT and DN are, respectively, the radial, tangential, and normal error of
the satellite.

In the case of no errors, orbit determination for one week, MEO and GEO
satellite orbit determination results URE maximum values as 0.0925 and 0.1095 m.
When the observation error is random noise on the order of 0.001 m/s, the variation
curves of MEO and GEO satellites are shown in Fig. 3.

The random error of different order of magnitude is added to the observation
value, and the maximum value of the orbit determination results URE is shown in
Table 5.

From Table 5, the results show that the MEO and GEO of the orbit determi-
nation results have shown a rapid deterioration, and MEO’s ability to resist error is
better than GEO. When the observation error is random noise on the order of
0.001 m/s, two satellite autonomous orbit determination of the URE value is
maintained at decimeter level.

Fig. 3 Curve: the results URE of MEO and GEO satellite orbit determination when the
measurement error is 0.001 m/s

Table 5 The maximum value of the orbit determination URE only when the observation error is
random noise on the order of 0.001 m/s

Satellite type Level of error (m/s)

0.001 0.005 0.01

MEO 0.3251 1.6181 2.2947

GEO 0.6488 3.9419 6.1854
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Due to the complexity of the space motion of the satellite, the orbit precision of
the reference constellation will be different from the expected, so it is needed to
analyze the variation of the orbit determination accuracy under the condition of the
existence of the standard error. If the reference error is only considered, when the
amplitudes of R, T, and N directions is 0.5 m/1.0 m/1.0 m, 7 days later, the orbit
determination results variation curves of MEO and GEO are shown in Fig. 4.

When the R, T, and N directions of the reference satellite are introduced to the
sinusoidal error of different amplitude, the maximum value of the orbit determi-
nation results are shown in Table 6.

From Table 6, the sensitivity of MEO to the reference error is weaker than that
of GEO. Since this paper is based on the Walker constellation to achieve other
satellite orbit determination, therefore, the accuracy of the reference satellite orbit is
an important factor to ensure the accuracy.

At the same time, the observation error is random noise on the order of
0.001 m/s, and the reference satellites amplitude of sine error at R, T, N directions
are, respectively, 0.5, 1.0, and 1.0 m, the variation curves of MEO and GEO are
shown in Fig. 5.

The T, N, and R directions of the reference satellite are introduced with different
amplitudes of sinusoidal error, and the URE values of MEO and GEO are shown in
Table 7.

Fig. 4 Curve: MEO and GEO satellite orbit determination URE when the amplitude of the sine
error of N/R/T direction is 0.5 m/1.0 m/1.0 m

Table 6 The maximum
value of the orbit
determination URE only the
fiducial error is considered

Satellite type R, T, N direction sine error amplitude (m)

0.5/1.0/1.0 1.0/3.0/3.0 1.0/5.0/5.0

MEO 0.5797 1.6806 2.7489

GEO 0.9360 2.3248 4.1099

Fig. 5 Curve: MEO and GEO satellite orbit determination URE when the error of observation
error is 0.001 m/s, and the amplitude of the sine error of the R/T/N direction is 0.5 m/1.0 m/1.0 m
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From Tables 7 and 8 we can see the differences of the URE maximum value of
MEO and GEO satellite orbit determination when introducing different error
combinations. Under the same error condition, the orbit determination of MEO
satellite is better than that of GEO.

In summary, with the inter-satellite Doppler measurement, MEO and GEO
satellite autonomous orbit determination can be well achieved. Under the same
simulation conditions, the orbit determination accuracy of MEO satellite is always
better than that of GEO. Based on the simulation scenario, the calculation verifies
that MEO satellites PDOP value is usually less than GEO satellite; that is to say, the
observation geometry of MEO satellite is better than that of GEO satellite, so the
merits of observing geometry should be an important factor to make the orbit
precision of MEO satellite different from the GEO satellite.

5 Conclusions

In this paper, the method of satellite autonomous orbit determination based on
inter-satellite Doppler measurement is analyzed. According to the basic principle of
Doppler Effect, the observation equation is given, and the autonomous orbit
determination of MEO and GEO satellite is calculated by using the extended
Kalman filter theory. The simulation results show that, in the case of only con-
sidering the observation error, when the observation error is random noise on the
order of 0.001 m/s, the URE of orbit determination result is decimeter for 7 days.
When the observation error is on the order of 0.001 m/s, sinusoidal amplitude error
of reference satellites R, T, and N direction is at 0.5, 1.0, and 1.0 m, MEO satellite

Table 7 URE maximum value of MEO satellite orbit determination when the fiducial error and
observation error are considered at the same time

Observation error (m/s) R, T, N direction sine error amplitude (m)

0.5/1.0/1.0 1.0/3.0/3.0 1.0/5.0/5.0

0.001 0.7108 1.7183 2.7349

0.005 1.5151 2.2805 3.2158

0.01 3.1401 3.2432 3.9715

Table 8 URE maximum value of GEO satellite orbit determination when the fiducial error and
observation error are considered at the same time

Observation error (m/s) R, T, N direction sine error amplitude (m)

0.5/1.0/1.0 1.0/3.0/3.0 1.0/5.0/5.0

0.001 1.3540 2.5924 4.1499

0.005 2.1760 3.6527 5.6333

0.01 6.6537 7.4913 8.0001
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orbit determination accuracy is decimeter, and GEO satellite orbit determination
precision is at meter level. Therefore, the autonomous orbit determination of
satellite can be realized by the Doppler shift measurement.

In the process of autonomous orbit determination of MEO and GEO satellites,
the influence of the results of the observation error and the fiducial error is analyzed.
In practice, the frequency offset of the signal and the centroid error of the antenna
can neither be ignored. There are some differences in the spatial environment of
different satellites, therefore, the autonomous orbit determination method of dif-
ferent satellites should be different. This paper only analyzes single star of MEO
and GEO satellite autonomous orbit determination based on the inter-satellite
Doppler measurements. This method can be extended to the LEO satellite and the
whole constellation of autonomous orbit determination, related content still needs to
be further improved. The results of this paper show that the satellite autonomous
orbit determination method based on inter-satellite Doppler measurement can be
used as an assistant and supplement to other autonomous orbit determination
methods.
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Analysis of Ground Anchor Stations’
Influence on Autonomous Orbit
Determination with Distributed Algorithm

Fanghong Huang, Wende Huang, Yueke Wang, Yifan Zhou
and Kui Lin

Abstract The orbit determination of the navigation constellation is the premise for
navigation satellite system to realize navigation and position. Autonomous orbit
determination based on ground anchor stations can improve the accuracy and
survivability of the navigation system, but it has the rotation error. The addition of
the ground anchor stations is a valid way to solve the problem. Because of the
limited calculation resources on the satellite boards, the algorithm should be a
distributed one which, however, is not the optimal. So, it is meaningful to study the
influence of the ground anchor stations on the distributed orbit determination
algorithm. According to the requirement, first, this article describes the principle of
distributed orbit determination algorithm. Second, it analyses the characteristics of
it. Third, it studies the effect of ground anchor stations. In the last, it designs a work
way in period and tests the feasibility of it. The simulation result shows that ground
anchor stations can control the rotation error well, but the simple EKF algorithm
used to fuse the data of inter-satellite and satellite-to-ground range measurements
constricts slow. In the last an improving algorithm is raised.

Keywords Autonomous orbit determination � Distributed algorithm � Anchor
stations � Navigation constellation

1 Introduction

Global navigation satellite system (GNSS) can realize continuous navigation and
position which covers the whole earth surface and runs in all the days and on all
kinds of weather with high accuracy, so it is widely used in the era of military and
commerce. Therefore, many countries began to develop their own GNSS, such as
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the GPS of the USA, the GALILEO of the EU, the GLONASS of Russia, the
Compass of China, and so on.

The orbit determination of the navigation satellites is the premise for navigation
satellite system to realize navigation and position. However, nowadays the ephe-
meris broadcasted by navigation satellites is usually provided by the ground control
system. Once the ground system was destroyed, the whole navigation satellite
system would be no longer in force. Also, the net distribution of the ground station
for BeiDou cannot cover the whole surface of earth, just like the GPS. So,
autonomous orbit determination can improve orbit accuracy and survivability in
special time greatly.

But in the process of autonomous orbit confirmation based on inter-satellite
range measurement, the constellation’s rotation relative to earth cannot be observed
when the constellation is treated as a rigid body [1]. It is a key problem to remove or
limit the relative rotation in the study of autonomous orbit confirmation. Essentially
the rotation error is caused by the rank deficient of the observation equation. So,
many scholars put forward several methods to solve this problem [2–4]. Those can
be divided into two categories: add virtual basis or add external basis. The methods
to add virtual basis are adding prior distribution and adding constraint for the filter,
and so on. The methods to adding external basis are methods based on magne-
tometer measurement; star sensor measurement; three celestial measurement of the
Sun, the Moon, and the Earth; pulsar measurement; ground anchor station, and so
on. All these methods have their advantages and disadvantages. Under current
condition of technology, the method based on anchor stations is the easiest, the
most effective way.

Although it depends on the ground, it still has great meaning for the study. On
the one hand, in the stage of half autonomous orbit confirmation, the addition of
ground station can improve the accuracy of orbit measurement that will provide
more accurate initial parameters for complete autonomous orbit confirmation. On
the other hand, by the study of how the ground anchor stations affect the autono-
mous orbit confirmation, we can design a work way which can decrease the
satellites’ dependency on ground but improve the ability of hiding.

The idea of using anchor to navigate was thought out by J.A. Rajan in 2003. He
made elementary simulation for the idea and applied for a patent. At home, Zhu
et al. [5–7] conducted a study for the theory and algorithm of anchor station and do
the simulation. They used the centralized filtering algorithm to solve the state of the
whole constellation, and they got a good result. Shang et al. [8] accessed the
performance of anchor station to correct the rotation error in the autonomous orbit
determination by simulation.

The algorithm of autonomous orbit determination can be divided into two parts:
the centralized algorithm and the distributed algorithm. The centralized algorithm
processes all the data of the constellation together, providing an optimal way to
solve the orbit estimate problem. But, the process is always done in the ground
station for its powerful calculation ability and abundant data resources. However, in
order to make the autonomous orbit determination come true, the algorithm needs
to be run on the satellites, so it should be easy and quick enough to calculate on the
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satellite. Thus, the huge calculation work should be distributed to the single
satellite. The question is how to do the distribution to decrease the calculation work
for single satellite and communication among the constellation net but meet the
orbit accuracy requirement [5].

Because of the background, first, this article briefly introduces the theory of
satellite orbit determination with distributed algorithm, and then analyses its
characteristics by simulation. In the last, characteristics of the algorithm with
ground anchor stations’ measurement are analyzed.

2 Theory of Distributed Orbit Determination Algorithm

The basic idea of distributed algorithm is every satellite estimates its own orbit,
always by kalman filtering algorithm. Under this circumstance, the main problem is
manifested as that: when building a model for the kalman filtering algorithm, the
measurement value is bound up with the other satellite’s orbit which needs to
estimate, too. So, the correct model cannot be built. There are some methods to
solve this problem. The first one is approaching the optimal value by iteration
which needs much inter-satellite communication [5]. The second one is using the
prediction orbit values of the unknown satellites as the real one, which is easy to
realize but has big error. The third one is to increase the covariance of the mea-
surement error [5]. The meaning of it is to convert the orbit errors of the reference
satellites to the measurement error presented by the covariance of the measurement
error. This way improves the accuracy of the model so to improve the accuracy of
the orbit estimate. In the following, the principle of the second algorithm is
introduced.

In the algorithm based on prediction orbit, the values to be estimated are the
position and velocity of the satellite. So, the information needed is the pseudorange
relative to this specific satellite and the covariance of the relevant satellites’ position
and velocity which can be acquired by inter-satellite link.

The state equation and observation equation:

Xk ¼ f ðXk�1ÞþGk�1Wk�1 ð1Þ

Zk ¼ hðXkÞþVk ð2Þ

In the equation, Xk is the state vector in the k moment; f ðXk�1Þ is the nonlinear state
transition function from the moment k � 1 to the k moment, and Wk is the error
vector whose covariance is Qk in the process of state transition, and Gk is the
coefficient matrix of the error; Zk is the observation vector, and hðXkÞ presents the
nonlinear function of observation and state, and Vk is the observation error whose
covariance matrix is Rk .
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The equation of kalman filtering algorithm:

1. Update with the time:

X̂�
k ¼ f X̂ þ

k�1

� � ð3Þ

P�
k ¼ Uk�1P

þ
k�1U

T
k�1 þGk�1Qk�1G

T
k�1 ð4Þ

2. Update the measurement:

Kk ¼ P�
k H

T
k HT

k P
�
k Hk þRk

� ��1 ð5Þ

X̂ þ
k ¼ X̂�

k þKk Zk � h X̂�
k

� �� � ð6Þ

Pþ
k ¼ ðI � KkHkÞP�

k ð7Þ

In the equation, X̂�
k is the predicted value of the state to be estimated; P�

k is the
value of the covariance of the states’ predicted value; X̂ þ

k is the final value of the
state; Pþ

k is the covariance of the states’ final value; Kk is the coefficient matrix in
the process of estimation; Uk�1 is the state transition matrix which along with the
X̂�
k is acquired by orbit integration; Hk is the observation matrix which is acquired

by the linearization of hðXkÞ in the point of X̂�
k .

Which should be attention here is the set of the covariance matrix. The
covariance matrix of the initial orbit P0 is set according to the estimate of the orbit
before the algorithm; Qk is always set to a constant and Rk is set to a constant here
for convenience.

3 Analysis of Distributed Algorithm

In order to analyze the function of the ground anchor stations, we do the analysis on
the error characteristics of the distributed algorithm. The kalman filtering algorithm
consists of two steps: prediction and correction. Prediction is calculating the pre-
diction value by dynamic equation which is acquired by the analysis of the force
applied to the satellite, and the correction is calculating the optimal real-time
estimate value according to the measurement and the observation equation. So, in
the following chapter, error in the prediction process and error in the end of the
algorithm are separately analyzed.

Figure 1 is the process of simulation.
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3.1 Analysis of Error in Orbit Prediction

In this article we analyze the 24 MEOs in Beidou navigation constellation. Because
Beidou has not been fully completed, the accurate orbit in the simulation is gotten
by simulation. The parameters of simulation are: nine parameters’ spherical model
of light pressure model; 14 × 14 rank JGM3—gravitational model; JPL DE405
planet ephemeris; 14 ranks KSG multistep integrator; 60s integration step; taking
earth tide and sea tide into consideration; IERS final EOP parameters.

When analyzing the characteristics of prediction error, considering an easier
model for the limited on-board resources. The parameters are: three parameters’
spherical model of light pressure model; 10 × 10 rank JGM3—gravitational model;
JPL DE405 planet ephemeris; RKF78 classical numerical integrator; 60s integration
step; IERS final EOP parameters.

Then compare the prediction result of the simple model with the accurate model
and calculate the mean URE error. Next fit the rotation error for the prediction error
(Eq. 8) (see [1]).

hx ¼ 2
N

X
cosXjDij

hy ¼ 2
N

X
sinXjDij

hz ¼ 1
N

X
DXj

ð8Þ

Fig. 1 Process of simulation
for characteristics analysis
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In the formula, Dij and DXj, respectively, are the orbit inclination and RAAN of the
ith satellite; N is the number of satellites.

We do so to divide the prediction error to rotation part and structure deformation
part. The rotation part cannot be corrected by the inter-satellite range. Thus, without
the external basis, error of this part will affect the final result.

Then we got the mean URE error of 60 days prediction (Fig. 2).
It shows that URE error of prediction increase rapidly with time and it comes to

1200 m after 60 days. The orbit determined by prediction is not useful.
The fitting rotation (Fig. 3) shows that the rotation error of long time prediction

is relatively small in the inertia coordinate system, the maximum error in the X axis
and Y axis is about 0.015as, and maximum error in the Z axis is about 0.04as.
Actually the main error in prediction is error in trace direction, which affects little
on rotation error.

Fig. 2 Mean URE error of simple prediction for 60 days

Fig. 3 Curve of rotation error of simple prediction for 60 days
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3.2 Analysis of Error in Distributed Algorithm

In the centralization algorithm, the rank defect can be solved by the method of free
net adjustment [9], e.g., pseudoinverse adjustment, biased estimate (ridge estimate
and generalized ridge estimate), Bayes estimate, and so on. But for the distributed
algorithm, there is no relevant theory to solve it accurately. So, we study the issue
by simulation. Here we use the algorithm introduced in Chapter “Research of
Satellite and Ground Time-Synchronization Based on a New Navigation System”.

At first, the range observation is ideal without error. Run the algorithm and we
can get the ideal result of this algorithm. Compare it with the prediction result
(Fig. 4). It shows that this algorithm can correct most of the prediction error.

Then add random error (0.5 m) to the observation values and compare the result
between the observation with error and without error (Figs. 5 and 6). The two
pictures show that the results got by the data without and with random error have
little difference which has a random distribution after the algorithm going to steady.
So, we can draw the conclusion that random error of the range has little effect on the
distributed orbit determination algorithm.

Except for that, the figures also show that the orbit diffuses even without the
range error. There may be two reasons for it. The first is that the rotation error of
prediction has not been corrected. The second reason is the structure deformation
error that has not been corrected even if we have inter-satellite range observation.
Because EKF straightens the nonlinear observation equation at the prediction

Fig. 4 Error curve of
prediction and auto navigation
for 60 days

Fig. 5 URE error curve of
orbit confirms result with
random range error (0/0.5) for
60 days
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values, so it has linearity error; in the distributed algorithm, the observation model
is inaccurate because of the unknown position of the relative satellites. All these
reasons affect each other and then make the result more and more worse.

4 Analysis of Anchor Station’s Influence

4.1 Analysis of the Function and Work Way of Anchor
Stations

According to the analysis before, there are two main reasons for orbit estimate error.
One is that error in prediction and correction process results in the orbit diffusing in
ECI. The other is the diffusing of the EOP results in the orbit diffusing in ECF after
the coordinate convert. So, the ground anchors have two functions. One is to limit
the rotation error by satellite-to-ground link, and the other is uploading the newest
predicted EOP.

The algorithm still runs on the satellite, when the ground anchor is just like a
pseudo satellite lying on the ground. It sends pseudorange signal, data of two-way
range, its own position and the clock error data. It would not affect the process of
orbit determination when it is destroyed. Adding new anchor stations is easy [8]. In
order to hide the station, the link between satellite and ground anchor station is
suspended in period. The suspending time depends on the diffusing time of the orbit
without anchor stations and the constriction time with them [6].

4.2 Simulation of the Distributed Algorithm with Anchor
Stations

Because the influence of the anchor stations come to many factors, including the
quantity, position, frequency of the anchor stations, and so on [8, 10]. Here we just
analyze the influence of adding 1/3/5 station(s).

Fig. 6 Difference value
between the result with no
random range error and error
for 0.5 for 60 days
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The positions of the anchor stations are in Table 1.
Set the elevating angle of the ground anchor station as 10°. The link estab-

lishment of the inter-satellite-link and satellite-to-ground link are two relatively
independent process, so they do not affect each other. The visibility of the
satellite-to-ground link decides whether these two ends establish a link in the link
plan process. The plan of inter-satellite link is made by specific planning method
which here we do not explain. The periods of these two links are both 5 min.
Because the satellite-to-ground range observation is affected by the atmosphere, the
observation has relatively larger system error than the inter-satellite range obser-
vation. So, the random error in the two observations is set as 0.5 m, and the system
error in the satellite-to-ground is set as 2 m (Fig. 7).

Several conclusions can be drawn. First, with the satellite-to-ground range
observation, the URE error shakes more severely at the beginning of the estimate
process, but the tendency of diffusing is controlled. Second, when the number of
ground anchor stations goes to specific number, the increase of the station number
has no much effect. Third, the constriction speed is relatively slow with this
algorithm. In this figure, the error becomes steady in about 50 days. The reason is
the EKF algorithm. It has an incorrect model and it does not apply different weights
to the different links which have different characteristics.

Consider the plan of running the stations in period. The station number is 3 and
set the valid mean URE value as 3 m. Because the constriction speed of the
algorithm with stations is too slow, here we suspend the stations for 20 days and
then open them for 40 days (Fig. 8). We can see the method is usable but not good.

Table 1 Positions of anchor
stations

Number Latitude (°) Longitude (°) Height (m)

1 40.0861389 116.233361 101

2 18.2950278 109.514750 66

3 39.4589167 76.0205833 1321

4 30.8414167 104.153917 552

5 46.8166667 130.283333 81.2

Fig. 7 URE error curve of
the orbit determination result
by adding 0/1/3/5 station(s)
for 60 days
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5 Conclusions

This article analyzes the principle and characteristics of the distributed orbit
determination algorithm and the influence of anchor stations. It is tested by simu-
lation with the simple EKF algorithm. The result shows that with the specific
algorithm, anchor station range observation can control the rotation error but the
constriction speed is slow. In the next step, consider setting the covariance of the
error in measurement equation. On the one hand, set different covariance on dif-
ferent links, for the different error characteristics between the satellite-to-ground
link and the inter-satellite link. On the other hand, using the method of statistics to
analyze the statistical property of the positions of the relative satellites convert them
to the covariance in the measurement. Also the simulation scheme still needs to be
improved. Introduce part of real data to do the simulation which may improve the
reliability of the simulation.
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Paralleled Geopotential Computing
Methods Based on GPU

J. Liu, W. Wang, Y. Gao and L. Shu

Abstract The spherical harmonics model to describe geopotentials relies on
recursive algorithms, whose computational efficiency degrades significantly if the
order of the expansion into spherical harmonics increases. In order to enhance the
computational efficiency for high-fidelity geopotentials, a Global Point Mascon
model and a fast algorithm using GPU-based parallel computing are presented in
this paper. The GPU-based parallel computing is implemented with compute uni-
fied device architecture (CUDA), enabling fast computation of high-fidelity
geopotentials. The spherical harmonics and the Global Point Mascon models are
evaluated and compared by conducting numerical integration of space trajectories,
which show that the latter model with parallel computing leads to one order of
magnitude speedup without degradation of numerical integration accuracy.

Keywords Geopotential � Spherical harmonic model � Global point mascon
model � GPU � Paralleled computing

1 Introduction

Fast computing of high-fidelity geopotentials is of great significance for space flight
concerning satellite on-board real-time navigation, satellite formation maintenance
and reconfiguration, space debris orbit prediction, etc. The precise orbits of artificial
satellites around the Earth heavily rely on the high-fidelity models for describing
geopotentials. In order to achieve high-precision on-board real-time navigation,
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dynamic filtering with orbit prediction by computing high-fidelity geopotentials is
demanded [1], which is also indispensable for implementing the high-precision
formation maintenance and reconfiguration and for precisely predicting the orbits of
the huge number of space debris. The spherical harmonics (SH) model is currently
used for computing geopotentials, which is an analytic model represented by the
coefficients of spherical harmonic expansion of gravity anomalies [2]. The spherical
harmonic coefficients reflect the distribution, motion, and changing condition of
matters inside the Earth, which is crucial to the research and application in geodesy,
oceanography, and space science. Because the SH model is represented by a series
of expansions, the computation of geopotentials up to a prescribed order of
expansion is convenient to accommodate appropriate precision levels of demanding
orbital prediction. Therefore, the SH model is widely used and paid much attention
by specialists of astrodynamics. The life-off of satellites for gravity survey starts a
new epoch for the development of modeling high-fidelity geopotentials, and cur-
rently the SH model has been updated to a degree of an order of 200 and a space
resolution of 100 km [3]. However, the higher order means heavier computational
burden and lower computation efficiency when the SH model is used, thus making
it impossible to use the high-order SH model for on-board navigation or space
debris tracking. Fast algorithms of computing the high-order SH model need to be
developed.

Improving the performance of a single processor is a choice to improve com-
puting efficiency. However, with the gradually invaliding of Moore’s law, this way
is coming to the end. An alternative way is parallel computing, which means that
using more than one processor to solve a same problem could often achieve a
speedup based on the number of processors used. Whether the problem could be
split into separate parts and solved by multiple processors simultaneously is the key
to obtain significant speedup. With the development of models to describe
geopotentials, models implemented by parallel computing have been proposed, for
example, the global point mascon model and the interpolation model.

The global point mascon model (or Point Masses model) is based on an
assumption: a collection of localized mass elements is an approximate model to
enable computation of geopotentials. The mass elements are usually fixed on a
spherical face buried below the surface [4] to reduce singularity [5]. Many other
works have been done to improve the point mascon model [6, 7]. By using GPU in
the modeling and computing process, Ryan and Nitin significantly reduced the
number of points needed and published their model [8]. Splitting the geopotential
computation into thousands of simple two-body problems, the model can be
computed densely and suitable to parallelism, though it loses the physical infor-
mation of the central planet and could not be used in orbit designing and analysis.
The interpolation model is essentially first proposed by Junkins [9], which com-
putes and saves geopotential on the grid points surrounding the central planet, and
obtains the geopotential at a target point by interpolation. The interpolation model
can achieve orders of magnitude in speedup over the SH model while still pre-
serving the accuracy and robustness. However, that is based on one to two orders of
magnitude raised in memory though much work has been done [10–12].
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Currently, heterogeneous computing architecture (HSA) systems utilize
multi-core processors and customized accelerated coprocessors have become the
developing direction of high performance computing architecture [13]. With great
advantages of GPU’s powerful computational capabilities, high performance/price,
and high performance/power consumption ratio CPU/GPU heterogeneous archi-
tecture has been used extensively and gets impressive acceleration in different areas
[14]. Compute unified device architecture (CUDA) and GPU supporting double
precision operation released by NVIDIA company makes it easier to program
parallelly in scientific computing.

A Global Point Mascon Model and its paralleled algorithm implemented with
CUDA and GPU are presented in this paper. The results of space trajectories’
numerical integration using gravitional accelerations computed by the model show
that the speed up of integration in high-fidelity gravity field could be one order of
magnitude relative to traditional SH model.

2 The Global Point Mascon Model of the Earth

The global point mascon (PMC) model is depicted in Fig. 1. A total of N point
mascons with the mass of Mj distribute uniformly on a sphere with a fixed radius
and its central coincides with the mass central of the Earth and is buried below the
surface. r is the position of target point in the body fixed coordinate system, rj is the
target point position relative to the jth mascon.

The PMC model could be represented as the sum of two-body potential, J2
potential (an unnormalized oblateness parameter) and the potentials that are caused
by n point mascons:

UPMCðrÞ ¼ U2Bþ J2 þ
Xn
j¼1

GMj= r� qj
�� �� ð1Þ

Fig. 1 A sketch of the global
point mascon model
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where GMj is the gravitational parameter for the jth mascon, qj is the location of the
jth mascon, and U2Bþ J2 is the potential due to the two-body plus J2 terms

U2Bþ J2 ¼
GME

r
1� J2

RE

r

� �2 3z2

2r2
� 1
2

� �" #
: ð2Þ

where r is the module of r, z is the third Cartesian component of r. GME, RE, and J2
values come from the GGM02C [15] SH solution and are the gravitational
parameter, radius, and unnormalized oblateness parameter for the Earth,
respectively.

The distribution of mascon is uniform, so we can fix the mascon locations qj
beforehand. The model fitting method estimates only the associated mascon grav-
itational parameters. We use the geopotential, which is computed by SH model
GGM02C, as the pseudo-observations. The observations are taken at surface
locations distributed uniformly across the Earth. Once the locations of mascons are
fixed and the number of observations exceeds the number of mascons, the optimal
estimation problem can reduce to the weighted linear least-squares problem with
performance index J:

J ¼ 1
2

Xm
i¼1

wie
2
i ¼

1
2

Xm
i¼1

wi½UPMCðgiÞ � USHðgiÞ�2: ð3Þ

where m is the number of observations; gi is the location of the ith observations;
USH is the observations and is the potential computed by spherical harmonics for gi;
UPMC is the observation model and is the potential computed by PMC model; ei and
gi are the residual and location of the ith observation, respectively.

It is well known that two-body and J2 have tremendous impact on the whole
geopotential. On the other hand, the computational burden of two-body plus J2
terms is not large. So the Earth PMC model fits only the geopotential terms except
the two-body plus J2 contribution. After the estimation process, the gravitational
parameters are determined for different degree and order of spherical harmonics
model.

According to the PMC model of Ryan [8] proposed, the models with different
degree and order are listed in Table 1. As the degree increases, the number of
mascons increases nonlinearly. For a 156 degree model, the mascons number
exceeds 30 thousands.

Table 1 Point mascon models and their corresponding fields

Model descriptor Size of SH fitting field (d � d) No. of mascons (n)

PMC11n240 11 � 11 240

PMC33n1920 33 � 33 1920

PMC71n7680 71 � 71 7680

PMC156n32720 156 � 156 30,720
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3 GPU Parallel Computing

3.1 Introduction of CUDA Programming

The CUDA programming model uses CPU as the host, and GPU as device. CPU is
responsible for logical tasks while GPU undertakes the works of highly parallelism.
The fundamental unit for GPU programming is thread [16]. As shown in Fig. 2, a
number of threads form the block and lots of blocks become one grid which is used
to accomplish a task. The fundamental unit for work arrangement is kernel function,
all threads belong to one grid execute one same kernel function.

The kernel function is defined as kernelFunction ndimGrid, dimBlock o
(Para), where dimGrid is the number of blocks and dimBlock is the number of
threads per block.

The CUDA device has several memory spaces include global, local, shared,
texture, and registers [17], which have different characteristics as shown in Table 2.
Of these different memory spaces, global memory is the most plentiful (typically
more than 2 GB) and can be accessed by any thread, while shared memory is
relatively less (typically 48 kB per block) and can only be accessed by the threads
pertaining to the same block. By accessing the values of registers like blockDim,

Fig. 2 CUDA’s
heterogeneous programming
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blockIdx and threadIdx, a thread gets it’s global index in a grid, and executes
individual task according to the index.

Different memory type has different data bandwidth. Shared memory has a
bandwidth of 1.5 TB/s while global memory only has a bandwidth no more than
190 GB/s. Thus a speedup ratio up to 7 could be achieved if the shared memory is
adequately used [18]. In a general case, data that are frequently used in a same
block should be loaded in the shared memory to avoid the frequently accessing to
global memory and to take advantage of the ‘Coalesced Access’ mechanism, both
of which are essential to improve performance of the programs.

3.2 Strategies to Parallel with GPU

The most time-consuming part in the PMC model is the computation of the gravity
forces at the target point. Since the computation is not very large for one point
mascon and any point mascon has no relation to other point mascons, it is very
suitable to parallel this part of the work with GPU.

On the GPU device, threads could be considered to execute the kernel function
simultaneously (actually not). First, every block loads the mass points information
(including the position and mass) from the global memory and saves them in its
shared memory. According to its global index, every thread in the block uses the
corresponding point’s information to compute the gravitational acceleration at the
target point generated by the single point, and saves it to the shared memory.
Second, when every thread in a block finishes its work, a synchronization is trig-
gered, and the reduction method is applied to sum all the results in a block up into a
single value and save it to the global memory. Third, a new kernel function is
launched to sum the results of every block up into the final results, since it is not
supported to synchronize between different blocks. The process in GPU is illus-
trated by Fig. 3.

Table 2 Salient features of device memory

Memory Location on/off chip Access Scope Lifetime

Register On R/W 1 thread Thread

Local Off R/W 1 thread Thread

Shared On R/W All threads in block Block

Global Off R/W All threads + host Host allocation

Constant Off R All threads + host Host allocation
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4 The Results and Analysis

A simulated scenario is built in order to verify the calculation speed and accuracy of
the PMC model. Table 3 summarizes the system configuration of this scenario, in
which the spacecraft orbit dynamics model is assumed to consist of the Earth’s
gravitational only, and the orbit is numerical integrated with the Runge-Kutta 4(5)
Dormand–Prince method. The integral results are then compared with the results of
corresponding SH model to perform the precision analysis.

4.1 Testing Process

Assuming that the Earth rotates at a constant speed around its spin axis, the
dynamic model for the spacecraft in a simplified rotation frame can be denoted as:

Fig. 3 The PMC model computing process on GPU

Table 3 System
configuration of the simulated
scenario

Component type Component

CPU Intel Xeon E5-1620@3.7 GHz

RAM 8 GB

GPU Tesla K20C

Operating system Windows7 64 bit

Development environment VS2012, CUDA7.5
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€x ¼ 2X _yþ @W=@x€y ¼ �2X _xþ @W=@y

€z ¼ @W=@z W ¼ ðX2=2Þðx2 þ y2Þ � U
ð4Þ

where x, y, z represents the position coordinates in the ECEF frame, Ω is the
rotation velocity and takes the value of 7.292115 � 10−5 for Earth. U is the Earth
gravity potential, and the gravity acceleration is corresponding to Eq. 5, where
p represents x, y, z.

@U
@p

¼ @U2Bþ J2

@p
�
Xn
j¼1

GMjðp� piÞ
ðr� qjÞ3

ð5Þ

Parallel computing process is described as Fig. 4. During the preparation stage,
CPU reads the mass points’ information, including position coordinates and mass,
from the data file and sends them to GPU’s global memory. Then the integrator on
the CPU is initialed and starts working. Integrator is responsible for error con-
trolling, step-size adjusting and the vehicle state updating. The vehicle position
coordinates is sent into GPU whenever the gravity acceleration is needed to be
calculated. CPU will proceed to the next step once the GPU returns the calculation
result.

Copy data to GPU and
initial the integrator 

Get the position and 
send it to GPU

Compute the acc in 
GPU and

Return to CPU

END

End of integral?

YES

NO

Fig. 4 Flow chart of the
testing process on CPU
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4.2 Testing Results

4.2.1 Calculation Speed

Three pairs of PMC models and SH models of different order (see Table 4) were
chosen to investigate the calculation speed.

A MEO orbit is taken into consider, and the orbit parameters are listed in
Table 5. The gravity field is calculated using two kinds of models mentioned above.
The numerical integral results are shown in Figs. 5 and 6, for integration duration of
1 and 3 days, respectively.

Results show that, the computation speed-up ratio between the PMC model and
SH model increases gradually as the gravitational order increases. A speed-up ratio
of an order of 10 can be achieved for high order gravity field. While the length of
the integral time has no significant effect to the speed-up ratio.

4.2.2 Calculation Accuracy

High efficiency of orbital numerical integration is the advantage of the PMC model,
but the premise is that its calculation precision should be compatible with the same
order SH model. Figure 7 shows the position offset of two orbits integrated using
those two different 156 order gravity field models as show in Table 4. The position
offset in X axis, as shown in the red line, increases linearly with time increased. The
blue and green line represents the offset in Y and Z axis, respectively. The offset in
these two axes increases volatility over time, but not exceeding a maximum of
2 � 10−3 m after 3 days of integration.

We further compared the integration accuracy for three different types of orbit,
including LEO, GEO, and highly elliptical orbit (Molniya orbit). The orbit parameters
are listed in Table 5 and the compared results are summarized in Table 6. As can be

Table 4 PMC model and SH
model used in the test

Order PMC model SH model

33 PMC331920 GGM02C 33 � 33

71 PMC71n7680 GGM02C 71 � 71

156 PMC156n32720 GGM02C 156 � 156

Table 5 Parameters for different orbit types

Orbit type Perigee altitude (km) Apogee altitude (km) Inclination (°)

LEO 400 400 97.1

MEO 1350 1350 80

GEO 35,788 35,788 40

Molniya 500 39,850 63.3
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Fig. 5 PMC integral time
and speed-up ratio for one day

Fig. 6 PMC integral time
and speed-up ratio for three
days

Fig. 7 Orbit position error
between 2 model integrating
3 day
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seen from the results, the calculation accuracy of the PMC model meets the demand
of various types of orbit, and the speed-up ratio for high order gravity field are all
more than an order of 10.

4.3 Results Analysis

The paralleled PMC model is quite outstanding in accelerating the calculation of
gravitational acceleration. Compared with the classical SH model, the speed-up
ratio for low order (30) PMC model is about 5; this value increases to 8 when the
model order increases to 70. For high-order PMC model, the speed-up ratio can
achieve an order of 10. For low order gravity model, the accelerating effect of PMC
model is not so prominent as low gravity field computation is relatively inadequate
and, the effect of GPU acceleration is concealed by the extra time of the device
initialization and data copies. Inversely, a rapid increase in calculation intensity will
cause the GPU computing acceleration effect reaching more than 10 times for the
high-order gravity field.

For precise orbit determination applications, the higher order integrator, such as
Romberg 7(8) method, is generally used to propagate the orbit, which will cause
more computation in gravitational acceleration. In this case, paralleled PMC model
will result in significant speed up effect. For further work, the fast integration
method in high-fidelity gravitational field would be investigated.

Besides the computational efficiency, the PMC model can ensure the accuracy of
numerical integration in compatible with the same order of the SH model. For
3 days integration time, the maximum position error is less than 2 cm for a
low-Earth-orbit (LEO) satellite, and less than 2 mm for a high-Earth-orbit satellite.
This favorable match supports that one can use the PMC model instead of the SH
model in the precise orbit determination applications.

5 Conclusions

The PMC model and GPU parallel computing technology are analyzed to realize
the orbit integration of the same accuracy comparing with classical spherical model.
With the emergence of space-borne GPU technology, on-board autonomous

Table 6 Error and speed-up
ratio on different orbit types

Orbit type Max error (m) Speed-up ratio

LEO 0.0167 15

MEO 0.0020 11

GEO 0.00065 14

Molniya 0.0020 15

Paralleled Geopotential Computing Methods Based on GPU 97



dynamic navigation and formation control would be significantly promoted. The
effectiveness of PMC model in other areas, such as the gravity gradient computation
based on PMC model, is still needed to be validated and will be researched later.
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Fast Computation Method of Real-Time
Precise Satellite Clock Errors
for Combined BDS/GPS

Zongpeng Pan, Hongzhou Chai, Kefan Yang, Biao Feng,
Di Li, Yingdong Zhou and Feng Ming

Abstract BeiDou Navigation Satellite System (BDS) had been officially operating
since the end of 2012. It can provide service of navigation, timing, and positioning
in the Asia-Pacific region. In recent years the precise positioning on BDS had been
widely studied and the accuracy of BDS Precise Point Positioning (PPP) can reach
centimeters. Due to the satellite clock error corrections are fixed in PPP model, the
accuracy and stability of real-time satellite clock errors would directly impact the
positioning accuracy of real-time PPP (RT-PPP) and are the key points of RT-PPP.
In this contribution, the method of fast computation of real-time precise satellite
clock errors for combined BDS/GPS was investigated. First, the estimation model
of real-time satellite clock based on epoch-differenced observations was studied.
Then, the extended Kalman filter (EKF) was used to estimate the satellite clock
errors based on real observations which collected from multi-GNSS experiment
(MGEX) stations. The accuracy of BDS/GPS real-time clock errors was also ana-
lyzed which compared with the final precise clock products. Finally, the perfor-
mance of BDS/GPS RT-PPP with the real-time BDS/GPS satellite clock errors was
investigated. The results showed that the real-time BDS/GPS clock corrections were
comparable with the final precise clock corrections and can satisfy the accuracy
requirement of RT-PPP.

Keywords Satellite clock errors � Real-time � BDS/GPS � Precise point positioning

1 Introduction

Precise satellite orbit and clock products are the key elements to perform Precise
Point Positioning [1] (PPP). In PPP observation equations, the satellite orbits and
clock are usually held fixed as known value. The errors of orbit and clock will
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contaminate the PPP result [2] directly. For real-time PPP (RT-PPP), the latency of
real-time satellite ephemeris must be taken into consideration. Although the accu-
racy of the predicted part of IGS ultra-rapid orbits (about 5 cm) can meet the
requirement of PPP, the accuracy of the predicted satellite clock errors, however, is
about 3 ns which equals to 0.9 m in range will introduce large error in PPP solu-
tions. The reason for the low accuracy of predicted satellite clock is that the high
frequency of atomic clock on satellite is sensitive to the clock noise which origi-
nates from a variety of effects and environment variations, so the accuracy of
satellite clock errors will decrease quickly with time goes by and hard to predict [3].

Among the solutions to overcome the accuracy limitation of predicted satellite
clock errors, the method of using a network of reference stations to estimate the
real-time precise satellite clock errors is commonly used. Since 2013, the IGS
real-time group (IGS-RT) had provided real-time satellite orbit and clocks error
corrections for GPS and the experimentation products for GLONASS [4]. The
GPS/GLONASS real-time satellite ephemeris can meet the accuracy requirement of
RT-PPP. However, the real-time satellite ephemeris corrections are not available for
other GNSS constellations, such as BeiDou Navigation Satellite System (BDS).

BDS has been officially operation and can provide service of navigation, timing,
and positioning in the Asia-Pacific region [5, 6] since the end of 2012. With the
distribution of BDS precise satellite orbit and clock errors [7–10], the accuracy of
BDS PPP can reach centimeters. However, the above studies were based on
post-processed solutions and final precise ephemeris, the performance of real-time
satellite orbits, and clocks is less focused on, the same situation is to real-time
BDS PPP. Zhang et al. [11] presented the joint estimation model for GPS/BDS
real-time clock errors. The results showed that the accuracy of real-time GPS clock
errors was agreed with IGS final precise clock products and the accuracy of BDS
real-time clock errors can meet the requirement of PPP. Li et al. [12] studied the
four GNSSs real-time precise orbit determination (POD) and clock estimation using
the zero-differenced raw observations. The results showed that the positioning
accuracy and reliability of real-time multisystems PPP was better than GPS-only
PPP. However, a large number of ambiguity parameters must be estimated when
using zero-differenced carrier phase observations. It will be very time consuming in
real-time mode [13] since there are a lot of stations in network. This situation will
be even worse with the development of GNSS constellation and station network.

The differenced carrier phase observation between adjacent epochs can eliminate
phase ambiguity parameters which will decrease the parameters in equations. In this
contribution, the method of fast computation of real-time precise satellite clock
errors for combined BDS/GPS was investigated. Then the real-time GPS/BDS
clock errors are estimated using the observations collected from IGS multi-GNSS
experiment (MGEX) stations. Finally, the RT-PPP-based on real-time GPS/BDS
clock errors is performed to investigate the accuracy and availability of real-time
clock errors. The following parts of the contribution are organized as follows: first,
the clock errors estimation model based on epoch-differenced observations is
described in second part. Then the experimental strategies and results analysis are
presented. Finally, some conclusions will be drawn.
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2 Model for BDS/GPS Satellite Clock Errors Estimation

2.1 Function Model

The ionosphere-free observations of phase and code are used to estimate satellite
clocks. For a satellite j of any GNSS s observed by receiver r, considering hardware
delays in code observations, the ionosphere-free code and carrier phase observa-
tions at epoch (i) can be expressed as follows:

Ps;j
if;rðiÞ ¼ qs;jr ðiÞþ dtrðiÞ � dts;jðiÞþ Ts;j

r ðiÞþ dsif;rðiÞ � ds;jif ðiÞþ e Ps;j
if;rðiÞ

� �
ð1Þ

Ls;jif;rðiÞ ¼ qs;jr ðiÞþ dtrðiÞ � dts;jðiÞþ Ts;j
r ðiÞþ bsif;rðiÞ

� bs;jif ðiÞþ ksifN
s;j
if;rðiÞþ e Ls;jif;rðiÞ

� �
ð2Þ

where r is station number, s for any GNSS, such as GPS or BDS, j for a satellite;
Ls;jif;r, P

s;j
if;r are ionosphere-free phase and code observations, qs;jr is geometric dis-

tance between satellite and receiver, dtr and dts;j are receiver and satellite clock
errors, in unit of meter, dsif;r, bsif;r and ds;jif , bs;jif are receiver-dependent or
satellite-dependent code and phase hardware delay, Ts;j

r is tropospheric delay in line

of sight, Ns;j
if;r is ionosphere-free ambiguity, e Ps;j

if;r

� �
and e Ls;jif;r

� �
are the code and

carrier phase measurement noise and other unmodeled errors, ksif is the wavelength
of ionosphere-free combination.

Generally, the satellite orbits and station positions are fixed as known component
when estimated satellite clocks, which means qs;jr is a known value. The satellite
and receiver-dependent hardware delay are respectively combined with satellite and
receiver clock errors, due to the linear relationship and cannot directly take them
apart. The error correction in observations must be taken into consideration [14] at
the same time, such as relativistic effects, antenna phase center, phase windup,
troposphere priori model, and Earth tides. The observation equations can be
expressed as

vs;jP;rðiÞ ¼ d~tsrðiÞ � d~ts;jðiÞþMs;j
r ðiÞdTrðiÞþ~ls;jP;rðiÞ ð3Þ

vs;jL;rðiÞ ¼ d~tsrðiÞ � d~ts;jðiÞþMs;j
r ðiÞdTrðiÞþ ksif ~N

s;j
if;rðiÞþ~ls;jL;rðiÞ ð4Þ

where vs;jL;r and vs;jP;r are the carrier phase and code measurement noise and other
un-modeled errors, d~tsr and d~ts;j are receiver and satellite clock errors which include
code hareware delay, dTr is tropospheric zenith wet delay (ZWD), Ms;j

r is the wet
mapping function. The tropospheric delay can be split into dry and wet component,
the dry component can be removed from the observations using a priori model, only
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the wet component needs to be estimated, ~Ns;j
if;r is float ambiguity which include

receiver and satellite-dependent hardware delay, ~ls;jL;r and ~l
s;j
P;r are pre-fit residuals of

ionosphere-free phase and code combinations.
Equations (3) and (4) can be directly used to estimate precise satellite clock

errors with global stations data. This estimation method is also called the undif-
ferenced method. With the increasing observation stations and satellites of GNSS,
there will have a lot of ambiguity parameters in Eq. (4) and it will be time con-
suming in real-time satellite clock estimation mode.

However, phase ambiguities are quite stable over a period of time if the phase
observations have no cycle slip. Using constant character of phase ambiguities, we
can form epoch-differenced phase observations and eliminate the phase ambiguity
parameters, and then the number of parameters in estimated clock equations will
obviously decrease. Since the stable characteristic of code hardware delay of
receiver and satellite, they can be both eliminated in the process of epoch differ-
enced [11]. We can only use highly precise epoch-differenced phase observations
since the epoch-differenced clocks are estimated [15]. The epoch-differenced phase
observations of combined GPS/BDS are expressed as

DvG;jL;r ðiÞ ¼ DdtrðiÞ � DdtG;jðiÞþDMG;j
r ðiÞdTrðiÞþD~lG;jL;rðiÞ ð5Þ

DvB;jL;rðiÞ ¼ DdtrðiÞ � DdtB;jðiÞþDMB;j
r ðiÞdTrðiÞþD~lB;jL;rðiÞ ð6Þ

where D is the epoch-differenced operator between two adjacent epochs, G is GPS,
B is BDS. It is noted that the difference of ZWD in short time (30 s) is very small
and still denotes as dTrðiÞ in epoch-differenced observations, and we just form
epoch-differenced in wet mapping function. The current ZWD and next epoch
(i + 1), denoted as dTrðiþ 1Þ, can be estimated as random walk process in Kalman
filter. The parameters in Eqs. (5) and (6) are

DdtrðiÞ;DdtG;jðiÞ;DdtB;jðiÞ; dTrðiÞ
� � ð7Þ

Compared to GPS-only processed parameters, only the epoch-differenced BDS
satellites clock parameters are added when combined BDS/GPS to estimated
satellite clocks. The method of satellite clock estimation using epoch-differenced
observations will not significantly increase the estimated parameters when one more
GNSS is added, which is important in real-time data processing.

It must be noted that the satellite and receiver clock parameters are linear cor-
relation and the formal equations are singular. It must choose a stable receiver clock
as a reference clock and held fixed, then solve the formal equations. At the same
time, only the epoch-differenced clocks are estimated when using Eqs. (5) and (6),
which must be accumulated with the initial clock bias dts;jð0Þ if one wants to obtain
clock corrections. Then the satellite clock corrections of GPS and BDS are
expressed as
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dtG;jðiÞ ¼ dtG;jð0Þþ
Xi

k¼1

dtG;jðkÞ ð8Þ

dtB;jðiÞ ¼ dtB;jð0Þþ
Xi

k¼1

dtB;jðkÞ ð9Þ

From above equation, the accuracy of estimated satellite clock corrections is
influenced by both epoch-differenced clock and the initial clock bias dts;jð0Þ. The
temporal change of epoch-differenced clock can be determined accurately using
precise phase observations. However, the accuracy of initial clock bias dts;jð0Þ

Table 1 Setting for parameters

Parameters Processing strategies

Observations Phase
observations

Epoch-differenced ionosphere-free combination

Elevation cutoff
angle

10°

Weighting Elevation-dependent, a priori precision of 0.01 m for
phase, for both GPS and BDS

Error
corrections

DCB DCB products provided by CODE for GPS

Antenna phase
center

GPS: igs_08.atx
BDS: the estimated value provided by ESA
receiver’s corrected by igs_08.atx

Phase windup Corrected

Earth tides Model corrected

Relativistic
effects

Model corrected

EOP Provided by IERS

Position of
stations

Network solutions of GFZ

Satellite orbits GPS: IGS ultra-rapid-predicted orbits (IGU)
BDS: GFZ final orbits (15 min)

Parameters
estimation

Receiver clock White noise with process noise variance of
8:1 e7m2=s� Dt
Initial value estimated by code observations and initial
variance is 9 e6m2

Satellite clock White noise with process noise variance of 9 e6m2=s� Dt
Initial value provided by IGU and initial variance is
9 e6m2

Tropospheric
delay

Dry component provided by UNB3 model
Wet component is modeled by random walk process and
estimated
with process noise variance of 3 e�8m2=s� Dt
Initial value provided by UNB3 and initial variance is
0.25 m2
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depends on where it is retrieved from. Generally, the initial clock biases are
retrieved from broadcast ephemeris or ultra-predicted ephemeris and also can be
estimated by code observations. But the accuracy of initial clock biases which
retrieved from those methods is several nanoseconds. The phase measurements
which have ambiguity parameters can absorb initial clock biases. The code mea-
surements will be contaminated by those biases. However, the code measurements
are down-weighted with respect to phase measurements when perform PPP, which
will mitigate the contamination of initial clock biases.

2.2 Parameter Estimation Method

Generally the filter methods are used to estimate parameters in real-time GNSS data
processing. In this contribution, extend Kalman filter (EKF) is applied to estimate
real-time satellite clock errors. The satellite and receiver clock errors can be
modeled as white noise, due to its unstable in adjacent epoch. The parameter of
tropospheric zenith wet delay is modeled as random walk process. A detailed and
clear discussion of parameters estimation strategies and initial value of all param-
eters of EKF are summarized in Table 1. The processing strategies of observations
and error corrections are also included.

3 Experiments and Results Analysis

3.1 Data and Processing Strategy

In order to investigate the accuracy and availability of real-time satellite clock errors
based on epoch-differenced method, the RINEX data (30 s) collected from 50
MGEX stations at doy120 in 2015 are used to estimated clock corrections. The
station distribution (red point) is showed in Fig. 1.

In the experiment, the GPS predicted ephemeris is provided by IGS
ultrarapid-predicted products. The BDS final ephemeris which provided by GFZ is
used since the predicted ephemeris products of BDS are not available. The sam-
pling rate of all ephemeris products is 15 min.

The EKF is used to estimate satellite clock errors based on Eqs. (5) and (6) and
the corresponding clock products are GPS-only, BDS-only and combined
GPS/BDS clock errors. For detail estimation strategies for all parameters refer to
Table 1. Then the estimated real-time GPS clock errors are compared to IGS final
cock products (30 s) and the estimated BDS clock errors are compared to GFZ final
clock products (5 min). The standard deviation (STD) of each satellite clock errors
can be calculated by the formula [2] provided by pan et al. 2015.
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3.2 GPS/BDS Clock Errors Validation

In order to analysis the influence of combined different systems to the accuracy of
the estimated satellite clock errors, the GPS-only, BDS-only and combined
GPS/BDS clock errors are estimated, respectively. Figures 2 and 3 present the STD
of real-time GPS clock errors, which is estimated by GPS-only and combined
GPS/BDS observations, respectively. The clock error of PRN 1 is selected as a
referenced satellite clock and the satellite of PRN 8 do not work, so there are no
statistical results of both satellite clock errors in Figs. 2 and 3.

It can be seen from Figs. 2 and 3, (1) the accuracy of GPS satellite clock errors,
which are estimated by GPS-only and combined GPS/BDS observations, is at the
same level. There is no significant difference between GPS-only clock errors and
combined GPS/BDS clock errors. (2) The STD values of satellite clock errors are

Fig. 1 Station distribution
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smaller than 0.2 ns and the average STD is 0.11 ns. The real-time GPS clock errors
which are estimated using epoch-differenced method have a high accuracy.

Figures 4 and 5 present the STD of real-time BDS clock errors, which is esti-
mated by BDS-only and combined GPS/BDS observations, respectively. The clock
error of C06 (IGSO) is selected as a referenced satellite clock and the satellite of
C13 (MEO) do not work, so there are no statistical results of both satellite clock
errors.

As seen from Fig. 4, the STD values of BDS satellite clock errors, which are
estimated by BDS-only observations, are smaller than 0.6 ns and the average value
is 0.31 ns. The accuracy of different satellites has a significant difference. The STD
values of GEO and IGSO are smaller than the MEO ones. The reasons for this
phenomenon are that the constellation of BDS has different satellite types and the
main satellites of BDS are GEO and IGSO which can be observed at Asia-Pacific
area recently. The stations in other places can only observe the MEO satellite and
the observed spatial geometry of those stations are poor since the number of
working MEO satellites are only 3. Due to the above reasons, the accuracy of MEO
satellite clock errors is poor than other satellites when using BDS-only observations
from global MGEX stations.
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Figure 5 presents the STD values of BDS clock errors which are retrieved from
combined GPS/BDS observations. As seen from Fig. 5, the average STD of all
satellite clock errors is 0.27 ns. Comparing with clock corrections retrieved from
BDS-only observations, the accuracy of clock corrections improves 12.9 %. The
accuracy of MEO clock corrections improve obviously and at the same level with
respect to the accuracy of other satellite clock corrections. It can be seen from
formula (5) and (6), the parameters to be estimated are clock errors and tropospheric
wet delay. Combined GPS/BDS observations can provide more satellites which will
improve the spatial geometry and help take clock parameters and tropospheric wet
delay apart, especially in situation of only a few visible BDS MEO satellites. Those
are the reasons why the accuracy of BDS clock errors improves when using
combined GPS/BDS observations.

3.3 Real-Time PPP

The station of CUT0 and XMIS which is located at Asia-Pacific area, selected for
performing PPP are excluded in clock corrections estimation. In order to further
analysis the performance of real-time clock corrections, both real-time clock cor-
rections and final precise clock corrections are used to perform static and kinematic
PPP, respectively. In kinematic PPP mode, the station position is modeled as white
noise. The initial variance is 1002 m2.

Figures 6 and 7 present the static positioning bias of different systems combined
PPP at station CUT0 and XMIS (note that we plot the absolute value of the
positioning bias). The horizontal axis stands for different systems combined mode.
Where RT_B is simulated real-time BDS-PPP, RT_G is simulated real-time
GPS-PPP, RT_B/G is simulated real-time BDS/GPS-PPP, B is post-processed
BDS-PPP, G is post-processed GPS-PPP, B/G is post-processed BDS/GPS-PPP.

As seen from Figs. 6 and 7, the static positioning accuracy of real-time
GPS-only and BDS-only PPP daily solutions can reach centimeters. The perfor-
mance of GPS-PPP is better than BDS PPP either using real-time clock corrections
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or final precise products. The reasons may be that the satellite ephemeris products
of BDS is poor than GPS ones and the precise antenna phase centers correction of
BDS is unknown. Both of above reasons can affect the performance of BDS PPP
solutions. On the other hand, the performance of combined GPS/BDS PPP is better
than single system PPP, especially in horizontal direction. However, the positioning
bias in vertical direction is between GPS-only and BDS-only PPP. There are the
similar results in the post-processed PPP. Combined GPS/BDS can provide more
visible satellites and optimize the spatial geometry which can improve positioning
accuracy and reliability of PPP. The phenomenon is more significant in kinematic
PPP at station CUT0, presented in Fig. 8. Where the positioning bias series present
in (a) is simulated real-time BDS-PPP, (b) is simulated real-time GPS-PPP, (c) is
simulated real-time GPS/BDS-PPP and (d) is post-processed GPS/BDS-PPP.
The STD values of positioning bias are calculated after one hour of observation
which can be considered convergence time of kinematic PPP.

As seen from Fig. 8, the STD of positioning bias series in real-time GPS
kinematic PPP is better than real-time BDS ones. The accuracy of real-time GPS
kinematic PPP is at centimeter level and the accuracy of BDS kinematic PPP is
better than 0.3 m. Due to the BDS constellation, the spatial geometry is changing
slowly, resulted in slowly convergence compare to GPS-PPP. On the other, we can
find that the big fluctuation of positioning bias series in Fig. 8a, b can be eliminated
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by combined GPS/BDS-PPP in Fig. 8c, which indicated the reliability of combined
GPS/BDS-PPP is better than single system PPP, especially in situation of only a
few visible satellites. Finally, if the accuracy of BDS clock corrections can further
improve, the positioning accuracy of combined GPS/BDS PPP will be better, which
can be seen from Fig. 8d post-processed PPP, especially in vertical direction.

4 Conclusion

In this contribution, the method of fast computation of real-time precise satellite
clock errors based on epoch-differenced observations for combined BDS/GPS was
investigated. The extended Kalman filter (EKF) was used to estimate the satellite
clock errors based on observations which collected from MGEX stations. The
accuracy of estimated BDS/GPS real-time clock errors was also analyzed which
compared with the final precise clock products. Finally, the real-time PPP based on
real-time GPS/BDS clock errors is performed to investigate the accuracy and
availability of real-time clock errors. The results showed that

1. The real-time BDS/GPS clock corrections which are estimated using
epoch-differenced method have a high accuracy. The average STD of all BDS
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series. b Simulated GPS RT-PPP bias series. c Simulated GPS/BDS RT-PPP bias series.
d Post-processed GPS/BDS RT-PPP bias series
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clock errors is 0.27 ns. Comparing with clock corrections retrieved from
BDS-only observations, the accuracy of combined BDS clock errors improves
12.9 %. The average STD of all GPS clock errors is 0.11 ns. However, there is
no significant difference between GPS-only clock errors and combined
GPS/BDS clock errors.

2. The static positioning accuracy of real-time GPS-only and BDS-only PPP daily
solutions can reach centimeters. The accuracy of real-time GPS kinematic PPP is
at centimeter level and the accuracy of BDS kinematic PPP is better than 0.3 m.
The performance of combined GPS/BDS PPP is better than single system PPP.
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Ultra-Short-Term Stability Analysis
of GNSS Clocks

Mingzhe Li, Shaocheng Zhang, Youjian Hu and Lijuan He

Abstract Nowadays, the GNSS applications have been developed not only with
high requirement on the positioning accuracy, but also with high frequency and
high dynamic observations. In the high frequency and high dynamic application
like GNSS radio occultation, single receiver observations are normally used, and
the GNSS clocks may became an important error source as differential method
cannot be used. In this paper, the ultra-short-term stability of the GNSS clocks are
investigated with 20 Hz dual-frequency observations, the receiver clock errors are
removed with observation differential between satellites, and first order ionosphere
delays are eliminated with ionosphere-free combination. In order to avoid the
second order ionosphere delay, ionosphere peace period observations are used for
analysis, and the troposphere delay are estimated with mapping function. Finally,
the ultra-short-term stability of different atomic clocks onboard GPS and Beidou
satellites are analyzed with Hadamard Deviation. The results show that the clock
errors stability of 0.05 s in GPS system and Beidou system can reach up to a 10−10

degree, and the stability of 1 s interval reach up to a 10−11 degree. Hence, it can be
concluded that the Beidou satellite clocks have the equivalent performance com-
pared with GPS satellite clocks on ultra-short-term stability, and the accuracy of the
Beidou satellite-based radio occultation will be able to achieve the same level as
GPS based radio occultation.

Keywords High-frequency data � Clock error � Ultra-short-term stability �
Hadamard deviation
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1 Introduction

In the GNSS satellite positioning applications, the essence of satellite observations
is time measuring. Hence, the atomic clock onboard the GNSS satellite is most
important part for a GNSS satellite, and the stability will strongly influence the
accuracy and reliability of navigating, positioning, and timing performance [1]. So
it is necessary for us to analyze the stability of satellite’s clock.

Most of previously scholar researches focus on the analysis of short-term sta-
bility or mid-term stability of the GNSS satellite clocks with the observation
intervals ranged from 30 s to 1 day, and some very impressive results had been
demonstrated. Guo Hairong and Huang Guanwen have worked on the theory
analysis of atomic clock’s stability, especially Allan Deviation and Hadamard
Deviation [1, 2]; Yue et al. [3] have analyzed atomic clock stability onboard some
GPS satellites based on IGS 30 s clock products. However, as the development of
the high frequency, high dynamic application like GNSS radio occultation, the
ultra-short-term stability evaluation, which is several seconds or even less than 1 s
interval, became urgently needed.

In this research, the ultra-short-term stability of the GNSS satellite clock will be
analyzed. The observation model and satellite clock offset calculation were first
introduced in Sect. 2; and then the method used for the stability analysis were
introduced in Sects. 3 and 4 shows the statistic results based on the Hadamard
Deviation for both GPS and Beidou satellite clocks; and brief conclusion and future
research plan were summarized in Sect. 5.

2 Satellite Clock Error Isolation

The pseudorange and carrier phase observation for GNSS positioning is actually the
measurement for the differences between signals transmitted time and received
time. However, the measurements are influenced with various factors like receiver
and satellite clock bias, satellite motions, ionosphere, and troposphere delays, rel-
ativistic effects, earth rotation corrections, multipath effect et al. For carry phase
measurement, they may also be contaminated with ambiguities and cycle-slips.
Hence, various error sources need to be carefully corrected to isolate the satellite
clock bias, which is going to be analyzed.

2.1 Observation Models

As the carrier phase observations are much more precise than the pseudorange
observation, the carrier phase measurements are used for the satellite clock analysis
[4]. The carrier phase and pseudorange observation equation could be listed as
follows:
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kiu
s
r;i ¼ qsr þ cðdtr � dtsÞþ dtropsr;i � dionsr;i � kiN

s
r;i þ esr;i ð1Þ

Ps
r;i ¼ qsr þ cðdtr � dtsÞþ dtropsr;i þ dionsr;i þ esr;i ð2Þ

where ki is the wavelength of carrier phase frequency i, us
r;i and Ps

r;i are the carrier
phase and pseudorange observation from satellite s to receiver r, qsr, is the geometry
distances between receiver and satellites, c is the speed of light, dtr is receiver clock
error, dts is satellite clock bias, dtropsr;i and dionsr;i are the signal delays due to
troposphere and ionosphere, Ns

r;i is carrier phase ambiguities, esr;i and e
s
r;i are random

noise for carrier phase and pseudorange correspondingly.

2.2 Single Difference Clock Bias Calculation

For the GNSS satellite clock analysis, one satellite clock needs to be selected as the
time reference, thus a single difference between two satellites observations are used
for the satellite clock calibration as following:

dts � dtk ¼ ððqsr � qkrÞþ ðdtropsr;i � dtropkr;iÞ � ðdionsr;i � dionkr;iÞ
� ðkiNs

r;i � kiN
k
r;iÞ � ðkius

r;i � kiu
k
r;iÞþ ðesr;i � ekr;iÞÞ=c

ð3Þ

Before calculation work of the satellite clock bias, Melbourne-Wübbena com-
bination and geometry-free combination are used to check cycle-slips. Precise
ephemeris is used to calculate the position of satellites, also ionosphere-free com-
bination to eliminate the first order of ionospheric delays. The tropospheric delay is
corrected with UNB3 model and estimates the zenith path delay with Neil mapping
function [5, 6]. Considering the ambiguities of carrier phase are constant values,
they will not affect the stability analysis of the satellite clocks. Beside the above
corrections, the relativistic effect and earth rotation corrections are also corrected
with empirical model.

3 Analyzing Theory of Atomic Clock’s Stability in Time
Domain

3.1 Stability Analyzing Method

Frequency standard equipment is the unit of oscillator and the accessory circuit,
which can produce standard frequency with high precise and high stability. Atomic
clock as a frequency standard equipment, its stability analysis usually included in the
analysis of the output frequency random fluctuation which affected by noise. Allan
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Deviation and Hadamard Deviation are two typical methods for satellite clock
assessment. The former one is usually used for Cs clock analysis, whose frequency
drift is not too obviously, and the later one is used for Rb clocks which usually have
conspicuous frequency drift [3, 7]. The model of Allan Deviation is written as Eq. 4:

r2
yðsÞ ¼

1
2m2ðM � 2mþ 1Þ

XM�2mþ 1

j¼1

Xjþm�1

i¼j

½yiþm�yi�2 ð4Þ

The Hadamard Deviation can be written as in Eq. 5:

Hr2
yðsÞ ¼

1

6m2ðM � 3mþ 1Þ
XM�3mþ 1

j¼1

Xjþm�1

i¼j

½yiþ 2m�2yiþm þ yi�2 ð5Þ

where { yn; n ¼ 1; 2; . . .;M } is a relative frequency deviation sequence of atomic
clocks, s0 is the sampling interval, M is the number of data, s is the averaging
interval and m is the averaging sector as m ¼ s=s0.

The atomic clock error is composed of the certainty parts and the uncertainty
parts, whose model can be written as:

xðtÞ ¼ x0 þ y0tþ
1
2
Dt2 þ eðtÞ ð6Þ

Here xðtÞ is the clock error, x0 is the initial phase deviation of atomic clocks, y0
is the initial frequency deviation, D is the frequency drift and eðtÞ is the random
part. The initial phase deviation is a constant, which will not affect the stability
analyzing results. However, the frequency deviation and frequency drift parts will
change with time, both of these two parts will directly affect the Hadamard
Deviation results [2]. As a resampling deviation, Allan Deviation can remove the
effects due to frequency deviation, but cannot remove the effects of frequency drift.
Hence, the Hadamard Deviation as kind of triple sampling deviation is normally
used to avoid the frequency drift effect [1].

Considering that GPS and Beidou satellites are now mostly equipped with Rb
clocks, the Hadamard Deviation is chosen for atomic clock’s stability evaluation in
this research.

3.2 Data Preprocessing

Before calculating Hadamard Deviation, phase data should be first converted to
frequency data. Clock phase data here is equivalent to the time difference mea-
surements, which are directly used for positioning and timing. However, the phase
data could be contaminated with gross errors and cannot be detected directly.
Hence, the frequency data are normally used for data preprocessing.
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For the atomic clock frequency data, it means the relative instantaneous fre-
quency data of atomic clock. The equation used for converting phase data to
frequency data is written as following:

yi ¼
xiþ 1 � xi

s0
ð7Þ

where yi is the relative instantaneous frequency data, xi and xiþ 1 are the atomic
clock phase data and s0 is the time intervals [3, 4].

Since atomic clock onboard satellites will inevitably generate gross error data in
long-term continuous operation. Here a 3r threshold is used to detect and remove
the gross error data. In this research, the data rejection rate is lower than 0.5 %.

4 Results

4.1 Satellites Information of GPS and Beidou

Nowadays, GPS system has 31 operation satellites while Beidou system has about
14 satellites on operation. The satellite specific information is in Tables 1 and 2.

4.2 Analysis

In this research, the Trimble R8 GNSS receivers are used for 20 Hz dual-frequency
static observations collection. The data are mainly collected on October 16 2015,
November 14 2015, and January 18 2016, and most of the evaluation data are
collected during ionosphere peace period between 0:00 am to 7:00 am local time to

Table 1 Satellites information of GPS system (as of January 20, 2016)

Satellite species PRN

Block-IIA 32

Block-IIR 02, 11, 13, 14, 16, 18,19, 20, 21, 22, 23, 28

Block-IIRM 05, 07, 12, 15, 17, 29, 31

Block-IIF 01, 03, 06, 08, 09, 10,24, 25, 26, 27, 30

Table 2 Satellites
information of Beidou system
(as of January 20, 2016)

Satellite species PRN

GEO C01, C02, C03, C04, C05

IGSO C06, C07, C08, C09, C10

MEO C11, C12, C13, C14
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avoid the disturbance of second order ionospheric delays, except that some
Beidou MEO satellites cannot be observed during this time period.

To analyze the stability of clock bias, different satellites’ combination from same
GNSS systems are chosen for comparison. Here the GPS satellites G06, G09, G12,
G17, G19, G28, and Beidou satellites C01, C03, C06, C08, C11, and C14 are used

Fig. 1 Hadamard Deviation of atomic clocks onboard GPS satellites
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for the satellite stability evaluation. The Hadamard Deviation is calculated and
plotted as in Figs. 1 and 2, where x-axis is for averaging intervals and y-axis stands
for Hadamard Deviation results.

The analyze work compared the different type of satellites from the GNSS sys-
tems. For the GPS system, six different the combinations of Block-IIR to Block-IIR,

Fig. 2 Hadamard Deviation of atomic clocks onboard Beidou satellites
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Block-IIRM to Block-IIRM, Block-IIF to Block-IIF, Block-IIR to Block -IIRM,
Block-IIR to Block-IIF, and Block-IIRM to Block-IIF are chosen. For Beidou
system, the GEO to GEO, IGSO to GEO, MEO to GEO, IGSO to IGSO, MEO to
IGSO, and MEO-MEO combinations are chosen for Beidou atomic clocks
analyzing.

As results shown in Figs. 1 and 2, the clock bias stability of both GPS and
Beidou is about 10−10 degree at the averaging intervals of 0.05 and 0.1 s, and 10−11

degree at the averaging intervals of 1 s. The stability at 10 and 100 s intervals can
reach up to 10−12 degree. It is obvious that the stability of atomic clocks get better
along with the averaging intervals increasing.

Figures 3 and 4 summarized the ultra-short-term stability of GPS and Beidou.
The x-axis stands for different satellites combinations and y-axis stands for
Hadamard Deviation results.

It shows that the stability of GPS and Beidou at the same averaging intervals has
similar performance. Different kinds of satellite combinations did not show much
obviously deviation difference at 0.05 s, 0.1 s, and 1 s averaging intervals.

5 Conclusion

In this paper, the Hadamard Deviation is used to study the ultra-short-term clock
stability from both GPS and Beidou satellite. The results show that the stability of
satellite clock bias can get about 10−10 degree at the averaging intervals of 0.05 s,
and 10−11 degree at 1 s interval. The stability keeps steadily increasing with the
averaging interval under 100 s, and could reach up to a 10−12 degree on 100 s

Fig. 3 Ultra-short-term stability of atomic clocks onboard GPS satellites

Fig. 4 Ultra-short-term stability of atomic clocks onboard Beidou satellites
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interval. The results also show that different generations GPS satellites have the
same clock performance while they are all using the Rb oscillator, and for Beidou
satellites, the different orbital satellites show the same magnitude ultra-short-term
clock stability performance. The comparison between GPS and Beidou satellite
clock also show that there is basically not obvious difference on ultra-short-term
stability.

The analysis results will help us on making a preliminary estimation on the
Beidou based radio occultation performance. As the Beidou satellite clock has the
equivalent ultra-short-term stability performance to GPS satellite clock on high rate
observation, the Beidou-based radio occultation would be possible with the stan-
dard service from IGS. We would like to do more comprehensive study on the high
dynamic data LEO observation on future validation work.
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Comprehensive Satellite Clock
Performance Evaluation Results
Analysis with Multi-data

Xin Shi, Li Liu, Gang Yao, Junping Li and Lei Gong

Abstract The satellite-ground two-way clock correction data is usually adopted in
the satellite clock performance evaluation. Two types of new analysis data source
including satellite phase difference data and multi-satellites orbit determination
clock difference data were introduced in this paper for comprehensive satellite clock
performance evaluation. In order to assure the accuracy of the evaluation results, the
satellite clock performance evaluation should not only be evaluated by different
methods with different data, but also be verified by the satellite clock performance
evaluated by different data. The measuring and calculating principle and precision
was provided in this paper. The consistency of clock correction and performance
evaluation was compared. The results show that satellite phase difference data and
satellite-ground two-way clock correction data can preferably evaluate the perfor-
mance of satellite clock and the evaluation consistency is very high; the orbit
determination error in multi-satellites orbit determination clock difference cannot be
totally separated, which will influence the satellite clock frequency stability.

Keywords Satellite-ground two-way clock correction � Phase difference data �
Multi-satellites orbit determination clock difference � Satellite clock performance

1 Introduction

As the satellite time base of the navigation signal forming and system range
measuring, the satellite clock performance determines the navigation satellite time
precision and the user positioning accuracy. The satellite clock performance can be
evaluated by multi-data source in the satellite navigation system. At present, the
satellite-ground two-way clock correction data is usually adopted, but the satellite
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phase difference data and the multi-satellite orbit determination clock correction
data is not fully used. In order to assure the authenticity of satellite performance
evaluation results, the satellite clock performance should adopt multi-data with
verification and comparison.

2 Multi-data Source Characteristics

2.1 Satellite-Ground Two-Way Clock Correction Data

The satellite-ground two-way clock correction data is the clock difference between
the satellite work clock and the ground main clock separately measured by the
satellite and the ground [1]. The frequency accuracy, drift rate, and stability index
of the satellite clock relative to the ground reference clock can be calculated by
using the satellite-ground two-way clock correction [2]. Because the ground main
clock performance is higher than the satellite clock performance at least some order
of magnitude, the satellite clock performance analysis results acquired by the
satellite-ground clock correction can directly show the satellite work performance.
The satellite-ground two-way clock correction data can be direct evaluation data of
the satellite clock performance [3].

2.2 Satellite Phase Difference Data

The satellite phase difference data is directly measured by the phase comparison
between the main and the backup clock, which shows the measuring precision of the
phase-comparison equipment and the work performance of the two clocks. So the
satellite phase difference data can directly evaluate the clock performance. With
the measuring precision of the phase-comparison equipment, if the performance
of the two clocks is consistent, the clock performance of each clock can be got
through the phase difference data. But if the performance of one clock is high lower
than the other, the phase difference data mainly shows the worse clock performance.

2.3 Multi-satellite Orbit Determination Clock Correction
Data

The ground monitor station receiver receives the navigation signal sent by the
satellite, which can acquire the observed pseudorange. The pseudorange contains
the satellite clock correction and satellite-ground geometric distance. The precise
satellite orbit can be calculated by the pseudorange of many monitor stations. Then
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the satellite-ground geometric distance can be obtained by using the calculated
satellite orbit and the ground station coordinate. We can get the satellite clock
correction through removing the satellite-ground geometric distance and error
correction from the monitor station pseudorange with the main clock. The satellite
work performance can be obtained by relieving the influence of the ground clock,
which can be the third-level evaluation data [4].

3 Comprehensive Evaluation and Verification
with Multi-data

3.1 Verification with Satellite-Ground Two-Way Clock
Correction Data and Satellite Phase Difference Data

The satellite-ground two-way clock correction data and satellite phase difference
data was compared and analyzed by using the IGSO satellite data between March
16th and 27th in 2013. During this time, the main satellite clock performance was
abnormal. Generally, if the performance of the two clocks is all normal, the clock
performance of each clock can be got through the phase difference data. But if the
performance of one clock is high lower than the other, the phase difference data
mainly shows the worse clock performance. So in this abnormal time of the main
satellite clock, the satellite phase difference data mainly indicated the worse
abnormal main clock performance. The consistence of the two types of original data
and the satellite clock performance was compared as follows.

3.1.1 Consistence Analysis of the Two Types of Original Data

The long-term satellite clock correction data can be expressed by the 2-degree
fitting polynomial. The difference between the satellite clock correction real value
and the 2-degree fitting polynomial which is called 2-degree fitting error can denote
the inner coincidence precision of the satellite clock correction.

In order to compare and analyze on be basis of unchanged data characteristics,
the satellite-ground two-way clock correction data and the satellite phase difference
data was processed by subtracting 2-degree fitting polynomial to obtain the fitting
error, which still could indicate the two types of data characteristics. The fitting
error comparison result is shown in Fig. 1, in which x-axis is time (day) and y-axis
is 2-degree fitting error (ns).

From the above comparison result, the satellite-ground two-way clock correction
data and the satellite phase difference data was totally consistent from the big
change tendency to the small periodic regularity. So the satellite clock performance
result using the two types of data would have great consistence.
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3.1.2 Consistence Analysis of the Evaluation Result Using the Two
Types of Data

The satellite clock performance based on the satellite-ground two-way clock cor-
rection data between March 16th and 27th is shown in Fig. 2, in which x-axis is
time interval (s) and y-axis is Allan variance without drift rate.

Fig. 1 2-degree ploy-fit error difference

Fig. 2 Allan variance based on satellite-ground two-way clock difference
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The satellite clock performance based on the satellite phase difference data is
shown in Fig. 3, in which x-axis is time interval (s) and y-axis is Allan variance
without drift rate.

The evaluation results difference analysis between the satellite-ground two-way
clock connection data (data 1) and the satellite phase difference data (data 2) is
shown in Table 1.

The satellite phase difference data and the satellite-ground two-way clock cor-
rection data can estimate the satellite clock performance. Because of different
signals estimated by the two types of data, the estimated frequency accuracy and
frequency drift rate index is not usable. But 10,000 s stability and day stability
index can directly be compared because of its reflecting the satellite clock noise
characteristics [5]. The 10,000 s stability and the day stability from the real mea-
sured data analysis could meet the index 3E-13, which verified the evaluation
consistence of 10,000 s stability and day stability index with the two types of data.

Fig. 3 Allan variance based on phase difference data on-board satellite

Table 1 Access results difference between two types of data (data 1 and data 2)

Data
(Index)

Frequency
accuracy (5E-11)

Frequency/day
(3E-13)

Allan 10,000 s
stability (3E-13)

Allan day
stability (3E-13)

Data 1 8.48E-12 −3.84E-14 1.86E-13 1.17E-13

Data 2 3.42E-11 −1.08E-13 2.42E-13 1.38E-13

Data 1–2 2.57E-11 −6.96E-14 5.60E-14 2.10E-14
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3.2 Verification with Satellite-Ground Two-Way Clock
Correction Data and Multi-satellite Orbit Determination
Clock Correction Data

The 1 s sampling satellite-ground two-way clock correction data and 1 min sam-
pling multi-satellite orbit determination clock correction data was compared and
analyzed by using the GEO satellite data between March 29th and April 6th in
2013.

3.2.1 Consistence Analysis of the Two Types of Original Data

In the same way, in order to compare and analyze on the basis of unchanged data
characteristics, the satellite-ground two-way clock correction data and
multi-satellite orbit determination clock correction data was processed by sub-
tracting 2-degree fitting polynomial to obtain the fitting error, which still could
indicate the two types of data characteristics. The fitting error comparison result is
shown in Fig. 4, in which x-axis is time (day) and y-axis is 2-degree fitting error
(ns).

The difference between the two types of original clock correction is shown in
Fig. 5, in which x-axis is time (day) and y-axis is clock correction difference (ns).

From the above result, there was 9 ns system error and 4 ns day period error
between the two types of clock correction data. System error was mainly caused by
the difference between the multi-satellite orbit determination receiver and the time
synchronization device. It was a constant which had no influence on the evaluation
result. The periodic error was mainly caused by the multi-satellite orbit determi-
nation clock correction, which absorbing partial periodic orbit error.

Fig. 4 2-degree ploy-fit error
difference
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3.2.2 Consistence Analysis of the Evaluation Result Using the Two
Types of Data

The satellite clock performance based on satellite-ground two-way clock correction
data between March 29th and April 6th is shown in Fig. 6, in which x-axis is time
interval (s) and y-axis is Allan variance without drift rate.

Fig. 5 Clock correction difference between two types of data

Fig. 6 Allan variance based on satellite-ground two-way clock difference
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The satellite clock performance based on the multi-satellite orbit determination
clock correction data is shown in Fig. 7, in which x-axis is time interval (s) and
y-axis is Allan variance without drift rate.

The evaluation results difference analysis between satellite-ground two-way
clock connection data (data 3) and multi-satellite orbit determination clock cor-
rection data (data 4) is shown in Table 2.

From the evaluation result consistence of the two types of data, the frequency
accuracy and drift rate index evaluation is comparative, which can, respectively,
meet the index 5E-11 and 3E-13. The 10,000 s stability and day stability can both
meets the index 3E-13, but the precise evaluated by the satellite-ground two-way
clock correction data is higher than the multi-satellite orbit determination clock
correction data. That is to say, the two types of data can also evaluate the frequency
accuracy and drift rate, but the satellite-ground two-way clock correction data is
prior to the multi-satellite orbit determination clock correction data in evaluating the
stability index because the orbit determination error is not separated from the
multi-satellite orbit determination clock correction data, which has an influence on
the clock stability.

Fig. 7 Allan variance based on multi-satellite orbit determination clock difference data

Table 2 Access results difference between two types of data (data 3 and data 4)

Data
(Index)

Frequency
accuracy (5E-11)

Frequency/day
(3E-13)

Allan 10,000 s
stability (3E-13)

Allan day
stability (3E-13)

Data 3 2.06E-11 −5.37E-14 6.42E-14 4.32E-14

Data 4 2.07E-11 −5.37E-14 1.19E-13 6.27E-14

Data 3–4 1.00E-13 0E-14 4.77E-14 1.95E-14
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4 Conclusions

Two new types of data including satellite phase difference data and multi-satellite
orbit determination clock correction data were introduced in this paper for multi-data
comprehensive satellite clock performance with the traditional satellite-ground
two-way clock correction data, the conclusions are drawn as follows:

1. The original satellite phase difference data and satellite-ground two-way clock
correction data is totally consistent from the big change tendency to the small
periodic regularity, which has great consistency in evaluating the 10,000 s
stability and day stability index.

2. There is some system error and day period error between the multi-satellite orbit
determination clock correction data and the satellite-ground two-way clock
correction data. The two types of data have comparative evaluation of the
frequency accuracy and frequency drift rate, but the satellite-ground two-way
clock correction data is prior to the multi-satellite orbit determination clock
correction data in evaluating the stability index because the orbit determination
error is not separated from the multi-satellite orbit determination clock correc-
tion data, which has an influence on the clock stability.
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Application Characteristics Analysis
of the T20 Solar Radiation Pressure Model
in Orbit Determination for COMPASS
GEO Satellites

Rui Guo, Xiao Gong Hu, Xiao Jie Li, Yan Wang, Cheng Pan Tang,
Zhi Qiao Chang and Shan Wu

Abstract For sub-meter precise orbit determination of GEO satellites, solar radi-
ation pressure (SRP) perturbation is the major error and also the main factor that
restrains the accuracy of orbit prediction. Compared with MEO satellites, GEO
satellites are easier to be influenced by SRP perturbation due to their high altitude
orbit feature and the magnitude achieves 10–7 (relative to the central gravity). Solar
pressure modeling relates to multiple factors, including the satellite platform, atti-
tude controlling, etc., thus it is difficult to accurately model it. It is also the biggest
error term that affects the accuracy of precise orbit determination (POD) for
medium and high Earth orbit satellites. This paper completes the construction of the
time series of the 3.5-year model SRP using the recent 3.5-year real data from
COMPASS using the post-processing method. Meanwhile, this paper discovers a
secular variation trend and a half-year period of the Cr coefficient. The parameters
variation features relating to the seasonal solar activities are investigated.
Estimated SPR parameters and periods of solar activities are analyzed, as well as
the relationship among the POD accuracy. Therefore, some fruitful conclusions
have been got, which helps to establish and refine the COMPASS GEO SRP model.
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pressure � Geosynchronous satellite � Time series
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1 Introduction

Beidou navigation satellite system (COMPASS) is China’s self-developed inno-
vative system. Geosynchronous Earth orbit (GEO) satellites are an essential com-
ponent of COMPASS, and the determination and prediction of their high-precision
orbital parameters are the fundamental guarantee of the navigation system
services [1].

Compared with the medium Earth orbit (MEO) satellites of GPS, orbit deter-
mination of the GEO satellites of COMPASS is a popular and challenging issue in
terms of satellite navigation and precise orbit determination (POD). First of all, the
high altitude feature limits the baseline length of ground tracking, weakens the
geometric conditions of orbit determination, and makes the orbit more easy to be
influenced by the error of the dynamic models, which is not beneficial to medium
and long-term orbit prediction. Second, the satellite orbit is correlated with clock
error because of its geostationary feature. Thus, for the single satellite orbit
determination (SPOD) model of GEO satellites with the pseudorange tracking, the
technique support of time synchronizing between the satellite and the ground sta-
tion is required [2–4].

During in-orbit operation, in order to maintain the normal operation of payload,
GEO satellites need to gain energy through solar panels on both sides of the
satellite. However, SRP is the biggest non-conservative force in the POD process,
which affects the orbit of navigation satellites. Its effect relates to multiple factors,
including the magnitude of the solar radiation, the irradiated plane of the satellite,
the geometrical relationship between the irradiation plane and the Sun, as well as
reflection and absorption of the irradiation plane, which is the most difficult to be
precisely modeled among all perturbative forces [5–7].

In terms of the sub-meter POD for GEO satellites, SRP perturbation is the major
error and the main factor that restrains the accuracy of orbit prediction [8].
Compared with the MEO satellites, GEO satellites are easier to be influenced by the
solar pressure perturbation due to the high altitude orbit feature and the magnitude
reaches 10–7 (relative to the central gravity). Solar pressure modeling relates to
multiple factors, including satellite platform, attitude control, etc., thus it is difficult
to accurately model it. It is also the biggest error term that affects the POD accuracy
for medium and high Earth satellites. Based on the simulation results, when the
relative error of the SRP model reaches 15.7 %, the 3-D orbital error will reach
20 m after 13-hour orbit prediction.

With the precise modeling of each physical parameter and the accumulation of
the long-term global-tracking orbit measurement data, the SRP model is studied
which includes several common models, such as the typical Box-Wing ball model
[9], T10 model, T20 model [10], ECOM and SPRINGER model of BERNESE [7],
GPSM model of JPL [8], etc. These models are mainly applied to GPS satellites.
COMPASS was just completed and commissioned in 2013. Due to the limited
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accumulation of the orbit measurement data and the insufficient precision condi-
tions of the SRP model, the orbit determination of COMPASS satellites mainly use
the SRP model of the GPS satellites. Since there are some differences between
COMPASS and GPS satellite platform, the application characteristics and effects of
the GPS SRP model on the COMPASS system is yet to be evaluated [11].

This paper takes the T20 model of GPS satellites as an example, utilizes 3.5-year
observation data of COMPASS, completes the characteristic analysis of the
T20 SRP model in the GEO POD through the off-line processing approach, and
gets some valuable conclusions.

2 The T20 SRP Model

The SRP perturbation stems from the pressure of the solar radiation on the satellite,
which is also called pressure perturbation. The SRP perturbation comprises two
parts

~aSRP ¼~aSRP B þ~aSRP P ð1Þ

In this formula,~aSRP B represents the solar radiation perturbation acceleration on
the satellite body and ~aSRP P expresses the SRP perturbation acceleration in the
satellite solar panels. The Sun–Earth shadow relating to pressure perturbation can
use the cylinder or biconical Earth shadow model, and there is little difference
between these two models. SRP perturbation relates to some coordinate axes, and
ðex; ey; ezÞ is the unit vector of the axes of the satellite-fixed coordinate system. ez
points to the center of the Earth and eD is defined as the unit vector from the Sun to
satellite, and it is defined that ey ¼ ez � eD, ex ¼ ey � ez.

The T20 SRP model of GPS which is mainly used in BLOCK II and BLOCK
II-A satellites, and is formulated below

~aSRP ¼ a2u
rs�rj j2 � ðk � SRPð1Þ � XðBÞ � e

*

x þ SRPð2Þ � D0 � e*y þ k � SRPð3Þ � ZðBÞ � e*zÞ
XB ¼ �8:96 sinBþ 0:16 sin 3Bþ 0:10 sin 5B� 0:07 sin 7B
ZB ¼ �8:43 cosB
D0 ¼ 8:695=M

8>>><
>>>:

ð2Þ

In this formula, au is an Astronomical unit; B represents the angle between the
satellite to the Sun direction and points to the +Z axis direction; k denotes the
shadow factor; M is the mass of the satellite; rs and r, respectively, represent
the position vector of the Sun and the satellite in the inertial system.
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3 The POD Strategy for GEO Satellites

The RDSS positioning tests were implemented using the RDSS user observation in
the region from August 17 to August 18 in 2013. The ranging error and HDOP
were analyzed. The positioning error characteristic was analyzed based on different
error sources.

In order to check the application characteristics of the T20 model, seven stations
are employed from the COMPASS ground tracking network. They are Beijing,
Hainan, Sichuan, Heilongjiang, Korla, Kashgar, and Guangdong. The L-band
pseuorange and phase data for the COMPASS constellation are employed to carry
out the multi-satellite precise orbit determination (MPOD) tests. The orbit deter-
mination data is a dual-frequency ionosphere-free combination of the pseudorange
and the carrier phase data. The length for the orbit determination is 3 days.

In the MPOD process, EIGEN-GRACE02S Earth gravitation model truncated to
10 by 10 degree and order, IAU80 nutation model, IERS2004 solid Earth tide
model, JPL DE403 planetary ephemeris, GPS T20 SRP model, are employed.

The T20 empirical pressure model is applied in the orbit determination. The
common pressure scaling factors in the X/Z direction are estimated for a 3-day arc,
which are SRPð1Þ and SRPð3Þ parameters in Eq (2). The YBias parameter is also
estimated, which is the SRPð2Þ parameter in Eq (2).

The SRP perturbation model of the satellite is an empirical model and there are
likely some other dynamic models, i, the orbit period which are not accurately
modeled. Therefore, it is necessary to introduce the empirical model into the MPOD
process to absorb the model error. Perturbation which has not been molded into
periodical functions is divided into three parts—the orbit radial R, the transverse T
as well as the normal N.

�PRTN ¼
PR

PT

PN

2
4

3
5 ¼

Pn
i¼1

Ci
R cos

i uþ SiR sin
i u

� �
Pn
i¼1

Ci
T cos

i uþ SiT sin
i u

� �
Pn
i¼1

Ci
N cosi uþ SiN sini u

� �

2
6666664

3
7777775

ð3Þ

In this formula, PR, PT and PN represent the periodical radial, along-track and
normal perturbations; u is the satellite latitude; Ci

r; S
i
r

� �
, Ci

t; S
i
t

� �
and Ci

n; S
i
n

� �
represent the periodical radial, transverse, and normal direction perturbation of
group i. In the conventional MPOD, the evaluation of a group of empirical
parameters C_T, S_T, C_N, and S_N in T/N direction is estimated for a 3-day arc.
Since parameters C_T and S_T as well as parameters C_N and S_N are strongly
correlated, only parameters C_N and S_N are estimated.
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4 Application Characteristic Analysis of the T20 SRP
Model

The T20 SRP model is designed according to the GPS satellite platform and model
parameters are estimated based on the global orbit measurement data. Thus, its
application characteristics in COMPASS GEO satellites are yet to be further ana-
lyzed. The research work would help to establish and refine the COMPASS SRP
model.

In order to complete the application characteristic analysis of the T20 model, the
GEO satellite data from COMPASS under China’s regional network tracking
conditions from January 2011 to May 2014 is applied and processed through
off-line POD process, and the processing frequency is every 3 h. More details on
POD strategies are in Sect. 3. Then, the time series of dynamic parameters of
COMPASS GEO satellites such as the SRP model is analyzed.

4.1 Analysis of Time Sequence of the Cr Parameter

The Cr parameter represents the pressure scaling factor in X/Z direction and Fig. 1
shows its time series results in recent 3.5 years. Notably, the GEO satellite motion
has annual features and its POD is unstable in some seasons, during the Sun–Earth
eclipse season around Spring/Autumn equinox and also during the Summer/Winter
solstices. The estimated dynamic parameters are not stable during these seasons, so
the Cr parameters with gross errors are rejected in this time series.

1. Secular variation trend

The time sequence results in Fig. 1 show that in recent 3.5 years, Cr parameters
have a long-term variation trend. Then, a linear polynomial is employed to fit the Cr
time series. Figure 2 shows the residual errors of the Cr time series after the linear
fitting. The first order fitting coefficient is about 0.026/year. Because the GEO
satellites have to experience orbital maneuvers, in order to maintain optimal signal

Fig. 1 Time sequence of the Cr parameter
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coverage, the fuel is consumed and it leads to the decrease of mass and the increase
of area-to-mass ratio for a GEO satellite. Since the given satellite area-to-mass ratio
is usually fixed in the POD process, the evaluated reflection coefficient has
increasing trend.

The above figure shows that after the linear fitting, the residual errors of Cr
parameters no longer have the secular trend, but shows only certain annual variation
features.

2. Annual variation characteristics

In order to analyze the annual variation characteristics of the Cr parameter time
series, the fast Fourier transformation is applied in order to analyze the period of the
Cr parameter after removing the secular trend. For the detrended Cr sequence fxg ,
the periodic term is modeled below

x ¼ Pp
i¼1

si sin 2pfitð Þþ ci cos 2pfitð Þð Þþ e

Ai ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2i þ c2ið Þ

p
8<
: ð4Þ

In this formula, fi represents the ith dominant frequency term of the linear fitting
residual time series; si and ci are the corresponding coefficient of fi; Ai represents
the amplitude of fi. Detailed procedures of the analysis of the Cr one order fitting
residual frequency are as follows:

1. Data preprocessing, interpolating the rejected gross error data, and achieving the
evenly spaced Cr parameter time series;

2. Analyzing data by means of the spectral analysis approach and getting the
frequency diagram;

Fig. 2 Time series of Cr parameters and the residual series after the linear fitting
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3. Choosing the longest period, fitting the Cr parameter time series, deducting this
period, and a new residual time series is achieved.

The periodic frequency diagram of the Cr parameter is shown in Fig. 3 as
follows. It can be seen that the corresponding frequency of the biggest amplitude
(about 0.063) is around 0.005859 and the corresponding longest period is Tmax ¼
1=0:005859 � 171 days. Figure 4 represents the fitting residual errors based on the
171-day period term, which shows that the red line and the blue line are not
completely consistent, and the fitting residual error is still very large because, the Cr
time series has some gross errors. These errors are rejected during processing and a
completely evenly spaced time series is interpolated. Thus, the results of the fast
Fourier transform analysis might have some errors.

The Cr parameter reflects variations of the SRP and its characteristic relates to
annual solar activities. The 171-day periodic term is achieved through the Fourier

Fig. 3 The periodic frequency diagram of the Cr parameter

Fig. 4 Residual errors of the Cr parameter after removing the 171-day periodic term (The upper
one represents Cr time series and fitting periodic term and the bottom one represents the fitting
residual errors)
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transformation, which could not depict the Cr parameter characteristic. Seen from
the Cr time series in Fig. 4, the half-year period term is notable. Therefore, we need
to correct the periodic term for the Cr parameter time series. A half-year
(182.625 days) periodic term is employed to test the fitting error, and tests are
carried out again. Figure 5 shows the fitting residual errors based on the half-year
periodic term. It can be seen that the red line is pretty close to the blue line and their
variation patterns are consistent, and the fitting residual error has been obviously
improved. Therefore, theoretically and practically, it is believed that the Cr
parameter has a half-year periodic term.

In order to further explain the regularity of the Cr parameter time sequence, the
Cr time series is analyzed in an annualized unit throughout 4 years from 2011 to
2014. Figure 6 shows that the regularity of these 4 years is almost the same, with

Fig. 5 Residual errors of the Cr parameter after removing the half-year term (The upper one
represents Cr and the fitting periodic term and the bottom one represents the fitting residual errors)

Fig. 6 Time series of the Cr parameter (annualized, secular variation trend term removed)
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high similarity among different years. This regularity can be applied in the POD
process to perform experimental SPR modeling, in order to improve the accuracy
and stability of orbit determination.

4.2 Analysis of the POD Accuracy

The results of Cr time series in Sect. 4.1 show that around Spring equinox, Summer
solstice, Autumn equinox, and Winter solstice, the estimated Cr results have large
variations and are unstable. Therefore, the orbit overlap errors could be employed to
evaluate the POD accuracy in the four different seasons.

The POD results with the tracking data in day n − 2, n – 1, and n are compared
with those in day n, n + 1, n + 2, and the position error of the overlapping arc in R,
T, and N are calculated, so as to evaluate the accuracy of the orbit determination.
Table 1 shows the statistical results of the accuracy of the overlap arcs of POD in
March, June, September, and December of 2013. The left part of the table repre-
sents the statistical accuracy under normal seasons in this month, while the right
part shows the statistical accuracy during Spring equinox, Summer solstice,
Autumn equinox, and Winter solstice.

On the basis of these results, conclusions can be achieved as follows:

1. In terms of the orbit overlap errors, under normal seasons, satellite radial
direction and position error, respectively, register 0.21 and 1.32 m. While in
special seasons of spring, summer, autumn, and winter, satellite radial direction
and position error are 0.97 and 3.98 m; accuracy attenuates 2–3 times and orbit
URE also attenuates from 0.24 to 1.06 m.

2. During Spring equinox and Autumn equinox, the attenuation of satellite radial
direction and transverse direction is the most obvious, which leads to the evident
URE error. Therefore, during equinoxes, navigation service performance would
be affected.

3. During summer solstice and winter solstice, although satellite position precision
attenuates distinctly, it is mainly reflected in satellite transverse direction. In
terms of the user ranging error (URE), the error of the satellite does not obvi-
ously increase, thus navigation service performance is not significantly affected
during solstices.

Table 1 Statistical results of the POD accuracy of GEO-1 satellite

Time R (m) T (m) N (m) Pos (m) URE (m) Time R (m) T (m) N (m) Pos (m) URE (m)

2013/3/1 0.21 0.56 1.16 1.31 0.24 2013/3/20 1.73 3.33 1.46 4.03 1.76

2013/6/1 0.16 0.59 0.57 0.84 0.18 2013/6/21 0.22 2.98 0.26 3.00 0.35

2013/9/7 0.21 0.80 1.22 1.47 0.25 2013/9/23 1.66 4.50 1.96 5.18 1.72

2013/12/1 0.24 1.57 0.48 1.66 0.28 2013/12/26 0.26 3.66 0.39 3.69 0.42

Average 0.21 0.88 0.86 1.32 0.24 Average 0.97 3.62 1.02 3.98 1.06
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Combining the time series of Cr/YBias parameters and POD accuracy in dif-
ferent seasons, under normal seasons, the T20 SRP model can represent the SRP
perturbation of COMPASS GEO satellites. While in special seasons of Spring
equinox/Summer solstice/Autumn equinox/Winter solstice, there are large model
errors. Main reasons are as follows:

1. There are some differences between the platform of COMPASS GEO satellites
and that of GPS satellites. Especially for GEO satellites, their effective payload
is larger and their physical configuration is not the same as that of GPS satellites;

2. GEO satellite attitude applies the yaw-steering controlling mode all the time,
which is not similar to the yaw-norming attitude controlling approach. Thus,
during Spring equinox and Autumn equinox, the T20 model error for GEO
satellites is magnified in the Sun–Earth eclipse season, which increases the
impact on the POD accuracy.

5 Conclusion

In order to analyze and investigate the application effects of the T20 SRP model in
the GEO satellite POD of COMPASS, this paper applies the time series approach to
analyze the SRP parameter time series. 3.5-year real data from the COMPASS
ground tracking network is utilized to perform tests. The 3.5-year SRP parameters
time series is established by the MPOD process. Frequency spectrum analysis is
also performed and characteristic analysis of major model parameters is completed.
Major conclusions are as follows:

1. In-orbit satellites need to perform regular orbit maneuvering, which changes the
satellite area-to-mass ratio. The Cr parameter time series of the T20 model has a
secular variation trend, and the coefficient term of one order matching is
0.026/year.

2. In addition to the secular variation trend, the Cr parameter time series of the T20
model also has obvious annual variation characteristics. Its periodic term is
about half a year. The Cr parameter time series of different years are distinctly
consistent, which is in consistency with the regularity of solar annual motion.

3. Because of the annual motion feature of GEO satellites, the POD is not stable
during some seasons. For example, in Sun–Earth eclipse seasons during
Spring/Autumn equinox and when GEO satellites pass over the terrestrial
equator during Summer/Winter solstices, the estimated results of parameters
(Cr) of the SRP model are unstable.

4. In terms of the MPOD accuracy, the T20 SPR model is directly applied. Satellite
orbital radial and position error during special seasons is, respectively, 0.97 m
and 3.98 m in spring, summer, autumn, and winter seasons. The accuracy
attenuates 2–3 times and the orbital URE also attenuates from 0.24 to 1.06 m.
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The attenuation is more obvious in Spring and Autumn equinoxes, thus the
performance of navigation service during these seasons is affected.

5. Combining the analysis results of the 3.5-year time series of T20 SRP param-
eters, the direct application of the T20 model in COMPASS GEO satellites has
some errors. Under normal seasons, the SRP perturbation for GEO satellites can
be represented. While during special seasons of Spring equinox/Summer
solstice/Autumn equinox/Winter solstice, model errors would be very large.
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Validation of GPS36 Satellite CODE
Precise Orbit with SLR Measurements

Honglei Yang, Tianhe Xu and Dawei Sun

Abstract In this paper, SLR observations are used to validate the CODE precise
orbit of GPS36 satellite. First, the comparison of orbit validation is performed by
using the SLR normal point (NP) data provided by EDC and CDDIS from July 1
2013 to May 1 2012. Then, a long-term validation of the CODE precise orbit is
carried out by using the SLR data from January 1 2003 to March 3 2014 of EDC.
The results show that the number of SLR data provided by EDC is larger than those
by CDDIS in the same time span, and the orbit validation results have a very good
consistency by using EDC data and CDDIS data. The validation from ten years
shows that SLR observation accuracy is about in one centimeter level. The data
quality of SLR stations is relatively stable, and there is also a relatively stable
system error between SLR observation and the computed range between satellite
and station. The accuracy evaluated by the SLR data for GPS36 satellite is mostly
less than 4 cm.
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1 Introduction

With the development of the satellite laser system and the accumulation of data,
satellite laser ranging (SLR), one of the most advanced technologies in modern
space geodesy, is widely used in the field of geodesy and geodynamics (see [1]).

In March 1994, the United States launched GPS36 satellite (SVN36, PRN6), one
of GPS satellites of Block-IIA, which was equipped with laser reflector arrays
(LRAs) (see [2, 3]). Because of equipping the backward laser reflector oriented to
earth, GPS36 satellite can receive the laser ranging observation passively, except
for broadcasting GPS microwave positioning information actively.

SLR can provide precise distance from stations to satellite. It is important for
carrying out external orbit validation and precise orbit determination of spaceborne
GPS receiver. By comparing orbits determined by SLR data and GPS microwave
observation it can reflect the difference of the two systems directly. The check can
be performed by using the observations of one system to evaluate the orbits pro-
vided by another system. The orbit precision and reliability will be improved by
combining the two kinds of data (see [4, 5]).

Center for Orbit Determination in Europe (CODE) provides GNSS precise orbit
with 15-minute intervals, which is computed by 3-day arc data and the precise orbit
of the middle day is selected for every GNSS satellite. The number of SLR
observation of GPS36 satellite was relatively small since the orbit is very high. In
this paper, long-term SLR observation is used to validate CODE GPS36 satellite
precision orbit, by comparing the SLR observation and the computed distance
between GPS36 satellite and stations with known CODE precision orbit and station
coordinate (see [6–8]). When validating GPS36 satellite precise orbit, the unified
time system of UTC and the geodetic reference frame of ITRF2008 are chosen.

2 The Principle and Model of SLR Validation

Satellite orbit validation by SLR observation needs to consider three error sources,
station coordinate error, satellite orbit error, laser propagation error in the atmo-
sphere. Therefore, each error correction must be carefully considered for the SLR
stations and SLR data (see [9, 10]).

2.1 Model Correction of SLR Station

SLR station corrections include the corrections of solid Earth tides, ocean tide, polar
tide, and the plate motion which can be computed by SLR stations coordinates and
velocities.
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The corrections of SLR stations as for datum reference frame use the station
coordinates and velocities based on ITRF2008. DE405 is used in the tide pertur-
bation model, JGM-3 for the Earth’s gravitational field model, IAU2000 for
nutation model, IERS2000 for polar point model, and TIDE2000 for tidal model. In
this paper, FES2004 is used for ocean model, IERS C04 used for polar motion
correction (see [11–13]).

2.2 SLR Data Correction

SLR data corrections mainly consider tropospheric refraction correction, general
relativity correction, centroid compensation correction, and station eccentricity
correction (see [6–8]).

Some of the above corrections will use the information of satellite elevation
angle and the meteorological parameters attached in the SLR data (see [14]).
Tropospheric refraction correction is obtained by using the Marini-Murray model.
General relativity correction considers the influence of the sun and the earth’s
gravitational field (see [9, 10]). The correction vector of GPS36 satellite’s mass
center compensation is (0.8626, 0.5245, 0.8626 m). Station eccentricity correction
refers to the inconsistence between satellite lasering center and the SLR station,
which will cause deviation of the theoretical calculated values and measured values
(see [9, 10]). In the above corrections, the mass of GPS36 satellite is fixed to
975 kg, and GPS leap second file is used to correct the second jump (see [11–13]).

3 Calculation and Analysis

GPS36 satellite orbit is very high, and the number of available SLR normal points is
small. The distribution of global SLR stations is not well located. The numbers of
SLR stations in the northern hemisphere are more than those in the southern
hemisphere, and distribution is better in Europe. Using long-term SLR data,
comparison and analysis of the data quality and the satellite orbit precision can be
performed.

3.1 Comparison of the Validation for SLR Observation Data

SLR normal point data of CDDIS (gsfc.nasa.gov) and EDC (dgfi.badw.de) is used
for the orbit validation of GPS36 satellite from May 1 2012 (DOY 122) to July 1
2013 (DOY 182). After the error corrections above-mentioned, the difference of the
SLR observation and, the computed range between satellite and station by CODE
precise orbit and station coordinate, then the statistics of RMS are computed.
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The RMS that is larger than 300 mm are excluded from SLR data of each
station. The reason is due to the assumption of the CODE precision orbit accuracy
is better than 100 mm, and 3 times of 100 mm is regarded as the rule of elimi-
nation. The cut-off height angle is set as 10 degree. In this period, CDDIS has 12
SLR stations with a total of 636 valid observations, EDC has 17 SLR stations with a
total of 2618 valid observations. The distribution of scatter points is shown in
Fig. 1.

It can be seen that the EDC has more valid observations than the CDDIS. The
scattered point distribution and trend of orbit validation RMS is almost the same.
From the point of long-term data, the RMS scatter distribution seems to have a
certain periodicity. The main reasons may be followings. (1) The summer season
have dense and stable normal points, data quality is also better because of good
weather (see Fig. 1). The normal points in winter season are rare, and the data
quality is slightly worse. (2) The valid observations distribution is related to the
SLR station location.

RMS statistics of orbit validation by SLR data of these two sets are shown in
Table 1.

As shown in Table 1, except 7308, 7237 stations, the maximum RMS of the
SLR stations is not more than 6 cm. In addition to 7090, 7406, and 7941 stations,
the difference between the RMS of SLR data provided by EDC and CDDIS is in the
millimeter level, which indicates that the normal point data provided by CDDIS and
EDC have good consistency. The statistic valid observation in this period, the
CDDIS valid standard point data is about 1/4 of EDC, and the overall RMS of orbit
validation is less than 4 cm.

It needs to point out that the total RMS is the weighted average of the RMS
value, namely,

RMST ¼
P

Ni �RMSið ÞP
Ni
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Fig. 1 RMS value scatter diagram for EDC and CDDIS data. (The horizontal coordinate begins in
January 1 2012 as the starting day; the vertical coordinate is the RMS with unit of mm)
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where RMST is the total RMS value, Ni is the number of normal points of each
station, RMSi is the RMS value of each station.

3.2 Analysis of SLR Normal Point Data for Ten Years

Through the data analysis of Sect. 3.1, the EDC SLR standard point and CODE
precision orbit data provided by the GPS36 satellite from January 1 2003 to March
3 2014 is selected to orbit validation. In this period, there are 29 SLR stations with
35,199 valid observations. The RMS of orbit validation is shown in Table 2, and
for the limitation of length, only RMS scattered point figures of 15 stations are
shown in Fig. 2. The RMS statistical results are shown in Table 2.

According to the number of valid observations in Table 2, the scatter plots or
RMS of the selected 14 stations are shown in the following.

Table 1 Statistics the RMS for EDC and CDDIS data

Station CDDIS EDC

Normal point RMS (mm) Normal point RMS (mm)

7090 4 12.7 198 39.3

7105 24 48.3 32 48.8

7110 36 28.6 38 28.3

7406 230 30.4 155 57.7

7501 11 15.0 36 18.6

7810 21 22.1 331 24.8

7825 42 13.4 66 13.3

7839 6 14.8 284 18.6

7840 2 30.9 38 23.7

7845 130 47.9 298 46.3

7941 69 15.2 304 30.8

8834 61 27.3 551 28.2

7838 7 4.1

7308 25 133.5

7237 231 72.1

1879 18 26.9

1868 6 24.3

Total 636 30.7 2618 36.2
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From Table 2, Figs. 2 and 3, the following conclusions can be drawn.

1. Except 7405, 7249, 1873 stations, the RMS of the rest SLR stations are less than
7 cm, and most of them below 5 cm. It shows that the qualities of SLR data of
these stations are very high and stable. It could also be concluded that CODE
precise orbit has high precision and stability.

Table 2 The statistical
results for SLR validation

Station Normal
points

Mean
(mm)

RMS
(mm)

Std
(mm)

7090 7774 −47.3 52.8 14.0

7810 5149 −26.4 28.5 7.1

7832 4082 −24.8 27.3 4.9

7406 3892 −32.2 44.0 19.6

7839 3380 −25.3 26.4 5.2

7845 1893 −43.8 44.4 4.8

8834 1736 −16.7 24.3 7.0

7840 1286 −30.8 31.9 5.4

7825 1158 −23.0 31.5 11.9

7941 935 −24.6 31.2 9.2

7237 790 −58.6 65.3 12.1

7110 714 −43.9 49.3 12.0

7080 492 −57.5 59.2 9.3

7308 463 −22.2 58.3 21.0

7105 337 −36.7 41.2 12.9

7210 238 −38.5 48.5 23.2

7358 202 −36.6 37.9 5.3

7821 194 −34.5 55.4 8.9

7501 125 −16.3 23.6 9.4

7405 75 15.4 145.4 138.1

1879 63 −20.0 29.4 14.5

7838 53 −18.3 27.5 11.9

7841 51 −14.6 28.7 12.1

1868 36 −18.6 35.8 35.8

1864 25 −46.0 69.7 37.9

7249 21 105.4 152.0 112.7

7355 19 −49.9 72.2 54.0

1873 11 −9.8 115.3 104.1

1884 5 −24.3 34.0 26.6

Total 35,199 −33.6 39.1 10.7
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2. There is a good consistency between the SLR observation and the computed
range between GPS36 satellite and stations by using CODE precision orbit and
station coordinates. There is still a relatively stable system error in the residual.
According to the long-term data, the RMS of SLR orbit validation for GPS36
satellite is 3.91 cm, MEAN value is −3.36 cm, STD value is 1.07 cm. It indi-
cates that the accuracy of SLR data is about 1 cm, the orbit precision of the
GPS36 satellite is better than 4 cm.

3. The long-term RMS of each SLR station seem to be influenced by some cycle
terms, which is related to periodic variation of the distribution of the valid SLR
observation. From the overall trend, the quality of the data provided by the SLR
station is stable and improved with technological development, such as 7090,
7810, 7839, 7840, and 7845 stations. Data quantity of the SLR station is also
enhanced in recent years, such as 7845, 8834, 7941, and 7237 stations.

4. The stations of SLR observation with good quality for GPS36 satellite mostly
locate in Europe because of good equipment and stable crust contraction on the
European SLR stations.
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Fig. 2 The RMS scatter diagram of the selected 15 stations using SLR validation. (The horizontal
coordinate begins in January 1 2003 as the starting day; the vertical coordinate is RMS value with
the unit of mm)
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Fig. 3 The RMS scatter
diagram of the selected 14
stations. (The horizontal
coordinate begins in
January 1 2003 as the starting
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is RMS value with the unit
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4 Conclusions

The orbit accuracy of GNSS can be validated by using global SLR data, which is up
to now the only way of orbit external check. This paper uses long-term SLR data for
orbit validation of GPS36, and compares the influence of SLR data from different
data sources of EDC and CDDIS on validation accuracy. The results show that EDS
can provide more SLR data than that of CDDIS, and their validation accuracies of
CODE precise orbit are on the same level. The SLR validation accuracy for GPS36
orbit provided by CODE is less than 4 cm.
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Orbit Combination of BeiDou Satellites
with Pseudo-stochastic Pulse

Weiping Liu, Jinming Hao, Jiantao Xie, Kang Zhang and Yu Zhang

Abstract Multi-days orbit of BeiDou satellites is gotten by the routine method of
stacking observation data at present. And moreover, the dynamic model of BeiDou
satellites is not perfect because of the little running time, which also limits the
precision of multi-days orbit. The method of multi-days BeiDou satellite orbit
combination is presented. In this method, normal equation stacking is used to
combining some consecutive one-day BeiDou satellite orbits to one multi-days orbit,
which can improve calculation efficiency. And meanwhile, pseudo-stochastic pulse
is used to compensate the deficiency of dynamic model and improve the precision of
multi-days orbit. The analysis shows that it is pseudo-stochastic pulse at the one-day
boundary that improves the precision of BeiDou satellite orbits obviously in orbit
combination. And the tangential and normal precision is improved more than the
radial precision. The orbit precision of GEO and IGSO is improved more than that of
MEO. The precision of BeiDou satellite orbit can improve by extending the orbit arc
with certain limits, and the result is mostly obvious in the tangential direction.

Keywords BeiDou navigation satellite system � Precise orbit determination �
Normal equation stacking � Orbit combination � Pseudo-stochastic pulse

1 Introduction

BeiDou navigation satellite system is a global satellite navigation system, which is
constructed and developed by China [1, 2]. The orbit precision of BeiDou satellites
is important to affect its application [3, 4]. In the orbit determination of navigation
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satellites, one-day observation data is often processed together. But the error of
one-day orbit is often bigger in the starting and ending. So we need to combine
some consecutive one-day BeiDou satellite orbits to one multi-days orbit [5, 6].

Multi-days orbit was gotten by the routine method of stacking some one-day
observation data first, which is time-consuming and becoming more and more
demanding with the increase in the number of tracking stations and one-day
observation data. The method of normal equation stacking, which can process
one-day observation in parallel and then get multi-days orbit by stacking normal
equation, can improve the efficiency of the processing [7, 8]. In late 1990s, Beutler
et al. [5] had studied the method of orbit combination by normal equation stacking.
And then, Brockman [7] studied combination of solutions for geodetic and geo-
dynamic application. Dong et al. [9] studied estimating regional deformation based
on normal equation stacking. Yao [10] had also studied the principle of normal
equation stacking and analyzed the effect of orbit combination. Liu et al. [11]
studied the method to combine subnetwork solution orbit to the whole network
solution orbit. But the above research is mostly focused on GPS and GLONASS.
The orbit combination of BeiDou should be studied too. At present, multi-days
orbit of BeiDou is mostly gotten by the routine method of stacking observation data
[12–17], the precision of which can reach the level of normal equation stacking, but
the efficiency is lower. Moreover, the existing research has mainly paid attention to
osculating elements and dynamic parameters [18], but ignored the deep study of
pseudo-stochastic pulse which is especially important for BeiDou orbit determi-
nation because of the deficiency of dynamic model.

To solve the above problem, the principle of normal equation stacking is studied
in the paper, and the method of parameter transformation is derived. The method of
combining osculating elements and dynamic parameters is introduced, and the
method of processing pseudo-stochastic pulse is focused on. At last, the method of
orbit combination of BeiDou satellites with pseudo-stochastic pulse is present,
which is validated by real observation data.

2 Principle of Normal Equation Stacking

In the method of orbit combination based on normal equation stacking, one-day
observation data is processed to form one-day normal equation, and then the
equation is transferred and stacked to solve multi-days orbit. The parameter
transformation, which can form the new normal equation by reparameterizing the
old normal equation through the linear relationship between the new parameters and
the old parameters, is often done before normal equation stacking. The method of
parameter transformation is derived, and the principle of normal equation stacking
is introduced.
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2.1 Parameter Transformation

The error equation is expressed as follows:

v ¼ Bx̂� L ð1Þ

The normal equation can be written as

Nx̂ ¼ U ð2Þ

where N ¼ BTPB and U ¼ BTPL. P is the weight matrix.
Assume to transfer x̂ in the normal equation to ~x, and the linear relationship

between them is expressed as follows:

x̂ ¼ C~xþ d ð3Þ

Equation (3) is taken into Eq. (1), and we have

v ¼ BC~x� L� Bdð Þ ð4Þ

The new normal equation can be expressed as

N0~x ¼ U0 ð5Þ

where

N0 ¼ CTBTPBC ¼ CTNC ð6Þ

U0 ¼ CTU � CTNd ð7Þ

Equations (6) and (7) are the formula of parameter transformation. In real appli-
cation, the linear relationship Eq. (3) should be establishedfirst, which is used to getC
and d. And then the new normal equation can be constructed by Eqs. (6) and (7).

2.2 Normal Equation Stacking

Assume that there are two independent groups of observation data. The observation
equation can be written as follows:

v1 ¼ B1xc � L1 DðL1Þ ¼ r20P
�1
1 ð8Þ

v2 ¼ B2xc � L2 DðL2Þ ¼ r20P
�1
2 ð9Þ
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where xc defines estimated parameter. r20 is unit weight variance. Dð�Þ defines the
co-variance matrix. L1 and L2 are the two groups of observation. B1 and B2 are the
two design matrices. v1 and v2 are the two residual vectors. P1 and P2 are the two
the weight matrices.

It implies an assumption that all parameters are related to the two groups of
observation and there are no parameters only related to one single group of
observation. It is possible if the parameters, which are not interested, are
pre-eliminated from the normal equation.

According to the least square principle, the normal equations can be expressed as

BT
1P1B1

� �
x̂c1 ¼ BT

1P1L1
� � ð10Þ

BT
2P2B2

� �
x̂c2 ¼ BT

2P2L2
� � ð11Þ

where x̂c1 and x̂c2 define the parameter estimation by a single group of observation.
The new normal equation can be gotten by stacking Eqs. (10) and (11).

BT
1P1B1 þBT

2P2B2
� �

x̂c ¼ BT
1P1L1 þBT

2P2L2
� � ð12Þ

where x̂c defines the final parameter estimation by the two groups of observation.

3 Orbit Combination with Pseudo-Stochastic Pulse

When multi-days orbit is solved by normal equation stacking, the parameters in the
one-day normal equation can be divided into two categories: one is orbit parameters
that are of interest; the other is the parameters that are not of interest, for example,
troposphere delay parameters, clock error parameters, and so on. The latter
parameters can be pre-eliminated before stacking normal equation, and then solved
by back substitution method after orbit parameters are estimated. The method of
pre-elimination and back substitution can be referred in [7, 10, 11]. The main
concern here is orbital parameters, usually including osculating elements and
dynamic parameters. To compensate the deficiency of dynamic model in the
BeiDou satellite orbit determination, pseudo-stochastic pulse is focused.

3.1 Combination of Osculating Elements and Dynamic
Parameters

If there is a need to combine n one-day orbits, we should establish a linear rela-
tionship between the osculating elements and dynamic parameters of the first days
and that of the other days, and then use the relationship to transfer parameters of n� 1
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one-day normal equations to unify all the parameters set, and finally, according to the
principle of normal equation stacking, we can complete the combination.

To establish the linear relationship, the position and the velocity of the satellite is
required to be continuing at the boundary of two days, and the dynamic parameters
can be required to be equal among all one-day orbit. We have

riðtiþ 1Þ ¼ riþ 1ðtiþ 1Þ
_riðtiþ 1Þ ¼ _riþ 1ðtiþ 1Þ

qi ¼ qiþ 1 ¼ qc

8<
: ð13Þ

where r and _r define satellite position and velocity. q defines the dynamic
parameters, e.g., solar radiation parameters. i i� 1ð Þ defines the number of the day
which includes the time span ti; tiþ 1½ Þ.

By the relationship between the position and velocity of the satellite and
osculating elements and Eq. (13), we can derive the linear relationship as follows:

DEi

Dqi

" #
¼ Ki;1 Li;1

0 I

� �
DE1

Dq1

" #
þ Mi;1

Ni;1

" #
ð14Þ

where DEi and Dqi define the osculating elements and dynamic parameters of the
iði ¼ 2; . . . ; nÞ day, and DE1 and Dq1 define these of the first day. K i;1, Li;1, Mi;1,
and Ni;1 define the relationship matrix [7]. I defines the unit matrix.

Using the linear relationship Eq. (14), parameter transformation is conducted to
n� 1 one-day normal equations to unify the parameters set with the method
referred to Sect. 2.1. And then normal equation stacking is conducted and the
combination is done.

3.2 Combination of Pseudo-Stochastic Pulse

In order to reduce the adverse effect of the deficiency in BeiDou satellite dynamic
model, it is considered that pseudo-stochastic pulse is added at the boundary of two
days when orbit combination is conducted. The pseudo-stochastic pulse is defined
as instantaneous velocity increment [19, 20].

vnewðsÞ ¼ voldðsÞþ s � o ð15Þ

where s defines the size of pseudo-stochastic pulse. o defines the direction of
pseudo-stochastic pulse. s defines the epoch of pseudo-stochastic pulse. vold and vnew
respectively define the velocity before and after the epoch of pseudo-stochastic pulse.

All pseudo-stochastic pulses should be considered before the current epoch
when combining orbits. Assume that s is the epoch of pseudo-stochastic pulse, and
ti is the epoch of the one-day normal equation. The problem can be solved in
two steps.
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1. The effect of pseudo-stochastic pulse at the epoch s to the osculating elements at
the epoch s.

According to Newton’s equation of motion [21], the variation of the osculating
elements caused by pseudo-stochastic pulse s � o at the epoch s can be expressed as

DasðsÞ ¼ s � 2

n �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p � e � sin f � eR þ a � 1� e2ð Þ
r

� eT
� �

DesðsÞ ¼ s �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p

na
� eR � sin f þðcos f þ cosEÞ � eTð Þ

DisðsÞ ¼ s � r � cos u
na2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p � eN

DXsðsÞ ¼ s � r � sin u
na2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p
sin i

� eN

DxsðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p

nae
�eR � cos f þ eT � 1þ r

p

� �
� sin f

� �
� cos i � dX

dt

DMsðsÞ ¼ n� 1� e2

nae
�eR � cos f � 2e

r
p

� �
þ eT � 1þ r

p

� �
� sin f

� �

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

ð16Þ

where a is semimajor axis. e is orbital eccentricity. i is orbital inclination. X is right
ascension of ascending node (RAAN). n is mean angular velocity. u is argument of
latitude. f is the true anomaly. E is the eccentric anomaly. r is the size of satellite
position.p ¼ a 1� e2ð Þ is semi-latus rectum. eR, eT , and eW are, respectively, the
unit vector in the radial, transverse, and normal direction.

The effect of pseudo-stochastic pulse at the epoch s to the osculating elements at
the epoch s is expressed as:

DEsðsÞ ¼ jsðsÞ � s ð17Þ

where DEsðsÞ defines the variation of the osculating elements at the epoch s. jsðsÞ
is the coefficient matrix derived from Eq. (16). s is the same meaning as above.

2. The effect of osculating elements at the epoch s to the osculating elements at the
epoch ti.

According to the variational equation, the state transition matrix can be
expressed as

ðMsðti; sÞÞjk ¼
d(EðtiÞÞj
d(EiðsÞÞk

ð18Þ

The effect of osculating elements at the epoch s to the osculating elements at the
epoch ti can be written as follows:
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DEsðtiÞ ¼ Msðti; sÞ � DEsðsÞ ð19Þ

According to Eqs. (17) and (19), the effect of pseudo-stochastic pulse at the
epoch s to the osculating elements at the epoch ti can be expressed as

DEsðtiÞ ¼ Ts � s ð20Þ

and

Ts ¼ Msðti; sÞ � jsðsÞ ð21Þ

In summary, the effect of all pseudo-stochastic pulses before the epoch ti to the
osculating elements at the epoch ti can be expressed as follows:

D~Ei ¼ I T�
2 . . .T

�
i½ � DÊT

i ŝ�T2 . . . ŝ�Ti
	 
T ð22Þ

where DÊi is the osculating elements of one-day solution at the epoch ti. D~Ei is the
osculating elements considered all pseudo-stochastic pulses before the epoch ti.
ŝ�j ðj ¼ 2; . . .; iÞ is pseudo-stochastic pulses added at the boundary of two days. T�

j is
the transition matrix.

The parameter transformation is done to the normal equation of the i day.
According to Eq. (3), we have

Ci ¼ I T�
2 . . .T

�
i½ � ð23Þ

di ¼ 0 ð24Þ

According to Eqs. (6) and (7), we have

N0
i ¼ CT

i NiCi ð25Þ

U0
i ¼ CT

i Ui � CT
i Nidi ð26Þ

where Ni and Ui are the normal matrix and free term vector. N0
i and U0

i are the
normal matrix and free term vector after the parameter transformation.

The parameter transformation is conducted to all one-day normal equations to
unify the parameters set with the above method. And then normal equation stacking
is conducted and the combination is done.

In practice, osculating elements, dynamic parameters, and pseudo-stochastic
pulses are usually included in one normal equation. First, the parameter transfor-
mation is conducted to osculating elements and dynamic parameters. Second, the
parameter transformation is conducted to pseudo-stochastic pulses. Last, the normal
equation stacking is conducted and orbit combination is done.
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4 Numerical Example and Analysis

To validate the method, the real BeiDou observation data is analyzed. First, the
function of pseudo-stochastic pulses at the boundary of two days is discussed. And
then the practical application of BeiDou satellite orbit combination is validated.

4.1 Function of Pseudo-Stochastic Pulses

The experiment spanned from June 3, 2013 to June 24, 2013, and BDS real
observation data from global 24 stations is analyzed. By the way, 12 stations are
from Multi-GNSS Experiment (M-GEX) of IGS( ), 12 stations are from BeiDou
Experimental Tracking Stations (BETS) of Wuhan University( ). The distribution
of stations is given in Fig. 1.

First, one-day observation is processed by the zero-differenced dynamic method
and one-day normal equation is saved. And then the three-days orbit combination is
done by the method in the paper. Two cases are used, and the strategy of them is
given in Table 1. The main difference between them is as follows:

Case 1 (S1) Three one-day orbits are combined to one three-days orbit without
pseudo-stochastic pulses at the boundary of every two days.

Case 2 (S2) Three one-day orbits are combined to one three-days orbit with
pseudo-stochastic pulses at the boundary of every two days.

The precision of orbit determination is accessed by checking the difference of the
overlapped arcs. Table 2 and Fig. 2 have given the mean RMS of BDS orbit in the
radial (R), tangential (T), normal (N), and three-dimensional (P) direction.

From the results in Table 2 and Fig. 2, we can see that the precision of all BeiDou
satellites orbits are improved obviously after pseudo-stochastic pulses are added at the

Fig. 1 Station layout
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Table 1 Strategy of data processing

Name Model and parameters

Observation Zero-differenced iono-free phase and smoothing pseudo-range

Elevation cutoff angle 3°

Sampling rate 180 s

Earth gravity JGM3 12 ×12

N body attraction JPL DE200 (sun and moon)

Solid tide TIDE2000

ocean tide CSR30

Relativistic effects IERS2003

Solar radiation ECOM

Station coordinates Restrict highly in the system of IGS08

Troposphere modeling SAAS and NIELL is used for dry delay

Wet delay is estimated every 4 h

Troposphere modeling Iono-free combination

Tidal displacements IERS2003; FES2004

Receiver clock Taken as epoch parameters

Satellite clock Taken as epoch parameters

Ambiguity Float

Orbit parameters 6 orbit state parameters and 5 solar parameters are estimated

Table 2 Statistics of BeiDou satellites orbit precision (units: m)

Type PRN R (m) T (m) N (m) P (m)

S1 S2 S1 S2 S1 S2 S1 S2

GEO C1 0.151 0.095 0.910 0.731 0.379 0.203 1.019 0.785

C2 0.082 0.058 0.584 0.456 0.334 0.215 0.705 0.533

C3 0.111 0.072 0.980 0.825 0.394 0.205 1.099 0.875

C4 0.347 0.191 2.207 1.813 0.420 0.235 2.286 1.850

C5 0.106 0.071 0.640 0.542 0.470 0.242 0.830 0.618

Mean 0.159 0.097 1.064 0.873 0.399 0.220 1.188 0.932

IGSO C6 0.096 0.068 0.398 0.300 0.449 0.294 0.624 0.437

C7 0.087 0.068 0.624 0.398 0.462 0.301 0.789 0.512

C8 0.107 0.069 0.624 0.392 0.254 0.206 0.695 0.454

C9 0.079 0.060 0.459 0.295 0.312 0.232 0.578 0.393

C10 0.076 0.060 0.456 0.327 0.337 0.235 0.588 0.418

Mean 0.089 0.065 0.512 0.342 0.363 0.254 0.655 0.443

MEO C11 0.061 0.047 0.258 0.208 0.141 0.122 0.309 0.251

C12 0.098 0.072 0.358 0.288 0.181 0.149 0.421 0.334

C13 0.070 0.056 0.268 0.215 0.187 0.141 0.343 0.270

C14 0.059 0.051 0.235 0.184 0.160 0.128 0.298 0.234

Mean 0.072 0.057 0.280 0.224 0.167 0.135 0.343 0.272

Orbit Combination of BeiDou Satellites … 161



boundary of every two days when orbit combination is done. Averagely, the precision
of GEO is improved by 0.062, 0.191, 0.179 m in the three directions; that of IGSO is
improved by 0.024, 0.170, 0.109 m; and that of MEO is improved by 0.015, 0.056,
0.032 m. The orbit precision of three kinds of BeiDou satellites is improved more in
the radial direction than in the tangential and normal direction. In the
three-dimensional direction, the orbit precision of GEO, IGSO and MEO is respec-
tively improved by 0.256, 0.212 and 0.071 m. The improvement of GEO and IGSO is
obviously more than that of MEO. Pseudo-stochastic pulses can compensate the
deficiency of dynamic model in precise orbit determination, so the above results may
show that there is bigger error in the tangential and normal direction in the dynamic
model of BeiDou satellite. The dynamic model of GEO and IGSO is needed more
improved than that of MEO.

4.2 Effect of Multi-days Orbit Combination

To validate the practical application of BeiDou satellite orbit combination, the
observation data from June 11, 2013 to June 26, 2013 is used to analysis. The
processing strategy is the same with Case 2 in Sect. 4.1. The three-days orbit (S1),
five-days orbit (S2), and seven-days orbit (S3) are solved with the method in the
paper. The middle day of multi-days orbit is taken as the final orbit. In order to
facilitate comparison, the median of the differences at 00:00:00 (or 24:00:00)
between two consecutive final orbits is used to assess the orbit precision. Table 3

Fig. 2 Comparison of BeiDou satellites orbit precision
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and Fig. 3 have given the median of BDS orbit in the radial (R), tangential (T),
normal (N) and three-dimensional (P) direction.

From these results in Table 3 and Fig. 3, we can see:

1. With the increase of the arc length, the orbit precision of most of BeiDou satellites
is improved, but that of C02 is low. The reason should be analyzed deeply.

2. From the precision in the three-dimensional direction, the average is improved by
23.6, 32.0 and 48.6 % to GEO, IGSO and MEO when the arc length is increased
from three days to five days, but it is improved by 13.0, 17.8 and 12.1 % from five
days to seven days. It can be seen that it is more improved from three days to five
days than from five days to seven days. The reason is that increasing the arc length
to a certain extent will not improve the observation structure, and the accuracy of
dynamic model also limits the length of the arc. Moreover, when the arc length is
increased from three days to five days, the orbit precision of GEO, IGSO, and
MEO increases in turn. The reason is that the accumulation of observation data is
more meaningful to “kinematic” IGSO and MEO, especially MEO, than “static”
GEO.When the arc length is increased from five days to seven days, the difference
of the orbit precision improvement of GEO, IGSO and MEO is small.

3. Compared to three-days orbit, the precision of five-days orbit of GEO, IGSO,
and MEO is improved by 0.045, 0.013, and 0.019 m in the radial direction,
0.215, 0.119 and 0.078 m in the tangential direction, 0.050, 0.084 and 0.044 m
in the normal direction. With the increase of the arc length, the precision is
improved most obviously in the tangential direction. The reason is that the orbit
in the tangential direction is limited loosely by navigation satellite range
observation, and the observation structure in the tangential direction can be
better with the increase in the arc length.

These results are basically equivalent to the accuracy in the Ref. [17] in the same
condition. The results of this paper are just excellent. Besides pseudo-stochastic
pulses added at the boundary of every two days, it also benefits from the use of
more stations in the paper. It should be noted that the above assessment is based on
the discontinuity at the boundary of a single day. Because the error in the starting
and ending of the orbit arc is often bigger, the precision by the assessment method
here is more positive than the method of checking the difference of the overlapped

Fig. 3 Comparison of BeiDou satellites orbits precision in orbit combination. a GEO. b IGSO.
c MEO
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arcs. Moreover, the common data is increasing with the arc length extended, which
will also make inner coincidence accuracy be better. Besides the contribution of
orbit combination, the orbit precision also benefits from the two factors.

5 Conclusion

Multi-days orbit of BeiDou satellites is gotten by the routine method of stacking
observation data at present, which is ineffective. The method of orbit combination
based on normal equation stacking is studied. And meanwhile, the dynamic model
of BeiDou satellites is not perfect because of the little running time, which also
limits the precision of multi-days orbit. The method of combining osculating ele-
ments and dynamic parameters is introduced, and the method of processing
pseudo-stochastic pulse is focused. Finally, the method of orbit combination of
BeiDou satellites with pseudo-stochastic pulse is presented. The analysis of real
observation data shows that the precision of all BeiDou satellites orbits are
improved obviously after pseudo-stochastic pulses are added. The orbit precision of
three kinds of BeiDou satellites is improved more in the radial direction than in the
tangential and normal direction. The orbit precision improvement of GEO and
IGSO is obviously more than that of MEO. Pseudo-stochastic pulses can com-
pensate the deficiency of dynamic model in precise orbit determination, so the
above results may show that there is bigger error in the tangential and normal
direction in the dynamic model of BeiDou satellite. The dynamic model of GEO
and IGSO is needed more improved than that of MEO. With the increase of the arc
length, the orbit precision of most of BeiDou satellites is improved. The orbit
precision is more improved from three days to five days than from five days to
seven days. With the increase of the arc length, the precision is improved most
obviously in the tangential direction. But the orbit precision of C02 is low, and the
reason should be analyzed deeply.

It should be noted that the precise orbit, which is gotten from the method with
pseudo-stochastic pulses in the paper, can be used to refine dynamic model of
BeiDou satellites. The refined method needs to be studied.
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Mitigation of Orbit Integration Errors
for Eclipsing Satellites

Bingbing Duan, Junping Chen, Jiexian Wang, Yize Zhang,
Sainan Yang, Jiejun Zhang and Qingchen Zhang

Abstract Numerical integration assumes that accelerations at each node are con-
tinuous and smooth. However, when satellite enters into shadow, perturbation
caused by solar radiation pressure will jump. Therefore, mathematical theory of
numerical integrator cannot match the real motion of satellite, which will bring about
integration errors. In order to deal with the problem, some experiments are done for
different constellations. The result shows that 99 % of error occurs in along-track
direction and will accumulate when crossing more shadow boundaries. For different
integrators, errors are different. Runge-Kutta4 integrator is sensitive to step size,
especially for eclipsing satellites, and is not competent for long arc integration.
Adams integrator relies on former steps, needs a fixed step size, and will induce more
integration errors when crossing shadow boundaries. Runge-Kutta9 integrator brings
less error during eclipsing season than Runge-Kutta4 and Adams integrators, and
can change step size flexibly. To mitigate integration errors during eclipses, this
contribution introduces an improved method based on Runge-Kutta9 integrator. We
use dichotomy to detect the exact epoch of penumbra boundary, change the step size,
and restart the integration. Result shows that after boundary detection, accuracy for
1-day arc improves 65.8 %, 2-day arc improves 55.5 %, 3-day arc improves 33.2 %.
This method is suitable for both extended filter and least square method.

Keywords Eclipse � Penumbra � Integrator � Runge-Kutta � Adams

B. Duan (&) � J. Wang � Y. Zhang
College of Surveying and Geo-Informatics, TongJi University,
Shanghai, China
e-mail: 410_duanbingbing@tongji.edu.cn

B. Duan � J. Chen � Y. Zhang � S. Yang � J. Zhang
Shanghai Astronomical Observatory, Chinese Academy of Sciences,
SHAO, Shanghai, China
e-mail: junping.chen@shao.ac.cn

Q. Zhang
Technical University of Munich, Munich, Germany

© Springer Science+Business Media Singapore 2016
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2016
Proceedings: Volume III, Lecture Notes in Electrical Engineering 390,
DOI 10.1007/978-981-10-0940-2_15

167



1 Introduction

The International GNSS Service (IGS) is a volunteer organization of more than 200
individual agencies and institutions that maintain a global network of monitoring
stations as well as products. Since the IGS started its operations on June 21, 1992,
orbits of an unprecedented accuracy are available today for all active GPS satellites
with a delay of about 13 days. As the advent of new GNSS, the IGS is fully
committed to expand to a true multi-GNSS service. In 2012, the IGS has initiated the
Multi-GNSS Experiment (MGEX) to provide Multi-GNSS measurements and
products. Accuracy of BeiDou GEO satellite is around 1 meter, BeiDou IGSO
satellite is about 30 cm, and BeiDou MEO satellite owns the best trajectory of about
10–15 cm. Galileo orbits provided by TUM show us a precision of 10 cm [1–3]. In
some cases, when satellites are in eclipse, it is not easy to get the exact attitude of
satellites so that solar radiation pressure model, antenna phase center correction, and
phase wind-up cannot be well modeled [4]. In addition, if integration crosses shadow
boundary, there will be a perturbation in acceleration caused by solar radiation
pressure. Acceleration inside one step size will not be smooth and continue anymore,
which can bring about integration errors. In order to solve this problem, dichotomy is
used to detect the exact epoch of penumbra boundary and the restart the integration.

2 Character of Integrators

Gauss-Jackson, Runge-Kutta, and Adams integrator are popular among orbit
determination, which have already been fully tested in accuracy, efficiency, etc. [5–
9]. Laurichesse [10] used Runge-Kutta4 integrator in extended Kalman filter for the
purpose of real-time orbit determination. A step size of 60 s was adopted and would
change to 10 s when eclipse happens [10]. Li [11] tested Runge-Kutta12 integrator
in orbit determination and concluded that high order Runge-Kutta integrator is more
precise but also more time consuming. Adams integrator has a stable accuracy but
relies on former steps. Li [12] put forward using collocation method to numerical
integration and obtained some advantages: a big step size is allowed, positions and
velocities of satellite can be obtained directly without any interpolation.

In this paper, Runge-Kutta4, Runge-Kutta9, and Adams integrator are tested
based on 2-body problem. As we know, there will be an entirely analytical solution
if only the 2-body problem is considered, and at the same time, if we use the same
initial orbit excluding all the other force models we shall get a consistent trajectory
by numerical integration.

Table 1 presents accuracy of different integrators using different step sizes. It
reveals that Runge-Kutta4 integrator is sensitive to step size, a small step size is
needed for precise usage. Runge-Kutta9 has an attractive accuracy and is nearly
independent of step size. Adams integrator is both efficient and precise but relies on
former steps.
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3 Integration Error of Eclipsing Satellites and Method
for Improvement

Models for solar radiation pressure are normally developed for full sunlight, and
when in umbra models will be closed. However, there will be about 60 s between
completely full sunlight and complete darkness, which is called penumbra. Even if
we use Runge-Kutta integrator that is independent of former steps, there will still be
a possibility that one separated step cross the shadow boundary, as shown in Fig. 1.

When integrator integrates from epoch n to nþ 1 or from epoch m� 1 to m,
acceleration within this period will not continue and smooth anymore. In order to
mitigate integration errors during eclipsing season, a strategy for detecting the
boundary of penumbra is put forward. Afterwards, integration is divided into three
main parts: full sunlight, penumbra, and umbra. As in Fig. 1, the shadow factor at
n epoch is v ¼ 1, while nþ 1 epoch is v ¼ 0. The boundary is inside the duration,
which we can use dichotomy to detect the exact boundary position by doing several
iterations. Whenever the shadow factor v[ 0:99 we can treat it as a boundary
epoch. So, boundary epochs b1; b2; b3 and b4 can be obtained. After that, we can
change the step size at epoch n and integrate to epoch b1, then do the same thing at
epoch b2; m� 1; b3 and b4.

Table 1 Accuracy test with
different step size (24 h arc)

s RK4 (m) RK9 (m) Adams (m)

10 3.5534E−05 7.1175E−06 1.6901E−06

60 4.9609E−02 1.9425E−06 1.1480E−06

150 2.1973E+00 1.4003E−06 1.0985E−06

300 4.2070E+01 4.3363E−05 2.1257E−06

Fig. 1 Integration cross penumbra

Mitigation of Orbit Integration Errors for Eclipsing Satellites 169



After restarting the integration, we need a standard to judge the precision.
However, if the solar radiation pressure model is added, it will be complicated to do
analytical solution. But we have already concluded from Table 1 that Runge-Kutta9
and Adams integrator are not sensitive to step size. If we use a very close step size,
the results should be the same for the normal satellites, and the difference of
eclipsing satellites could be an expression of integration precision.

Figure 2a shows a comparison of Runge-Kutta4 integrator using different step
size 45 s and 60 s. It reveals that eclipsing satellites are very sensitive to step size
and even normal satellites experience a linear growing difference. Figure 2b shows
the same situation but after boundary checking, there is an improvement of 38.5 %
for eclipsing satellites, but still not good enough. So, for long time running and
precise using, we would not recommend Runge-Kutta4 integrator.

Adams integrator based on former steps is popular among post-processing of
orbit determination. When crossing shadow boundaries, some integration errors
occur. In order to find out how large the errors can be, we test data from 2015-10-01
to 2015-10-03 for GPS, BeiDou, and Galileo constellations.

Figure 3 shows comparison of Adams integrator with step size 45 s and 60 s for
different constellations. The difference is obvious, GPS Block IIF experiences the
largest difference, which can reach 1.2 m after 3 days. Table 2 is the time range of
penumbra period and times of eclipse.

It is found that difference in Fig. 3 of each satellite increases with the number of
eclipse, which means that the more shadow boundaries the integrator cross, the
lager difference it will reach. Because that Adams integrator cannot change step size
flexibly we do not check the boundary of penumbra and restart the integration.

Fig. 2 Comparison of Runge-kutta4 integrator with step size 45 and 60 s

170 B. Duan et al.



Runge-Kutta9 integrator can achieve the same precision as Adams integrator,
but will spend more time. However, Runge-Kutta9 integrator has an advantage that
step size can be modified flexibly. We use the boundary checking method that
described above and restarts the integration. In order to compare with Adams
integrator, the same data is tested for Runge-Kutta9 integrator.

Figure 4 shows the difference of GPS, BEIDOU, and GALILEO constellations
after integrating for 3 days. BEIDOU-2M reveals the largest difference, which can
reach to 45 cm. Compare Fig. 4 with Fig. 3, we can get that error in Runge-Kutta9
integrator is less than that in Adams. Figure 5 illustrates errors after restart inte-
gration. The largest difference drops down to 25 cm, details of improvement are
shown as Table 3.

As shown in Table 3, after boundary detection and restarting the integration,
accuracy for 1-day arc improves 65.8 %, 2-day arc improves 55.5 %, 3-day arc
improves 33.2 %. In addition, 99 % errors occur in along-track direction.

Fig. 3 Comparison of
Adams integrator with step
size 45 and 60 s

Table 2 Eclipsing
information

Mean penumbra duration
(s)

Eclipsing
times

GPS IIF 66 6

GPS IIR 62 6

GPS IIA 64 6

BEIDOU-2G 145 3

BEIDOU-2I 230 3

BEIDOU-2M 68 6

GALILEO 220 4
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Fig. 4 Comparison of Runge-kutta9 integrator with step size 45 and 60 s

Fig. 5 Comparison of Runge-kutta9 integrator with step size 45 and 60 s after boundary checking

Table 3 Improvement after boundary detection (%)

Day IIF IIR IIA GEO IGSO MEO IOV Mean

3 39.9 18.3 2.8 5.6 57.5 66.6 41.9 33.2

2 40.9 74.6 5.3 9.8 80.7 85.2 91.6 55.5

1 44.2 83.1 55.1 21.5 90.4 90.9 75.6 65.8
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4 Conclusion

This paper analyzes integration errors caused by crossing shadow boundary.
A strategy based on shadow factor is developed to mitigate integration error.
Conclusions are as following:

1. Runge-Kutta4 integrator is sensitive to step size especially for eclipsing satel-
lites. The precision decreases after 1 day integration.

2. Adams integrator is precise and stable but relies on former steps. When crossing
shadow boundaries, it will bring about errors. As tested in this paper, integration
error increases with the number of eclipse. GPS Block IIF satellites can lead to
1.2 m error after integrating for 3 days.

3. Runge-Kutta9 integrator is precise and flexible. It is independent of former
steps, and will not cause so much integration error as Adams integrator. Besides,
it can modify step size at any epoch. After boundary detection, it will be easy to
restart integration.

4. 99 % errors occur in along-track direction. For Runge-Kutta9 integrator, after
boundary detection and restarting the integration, accuracy for 1-day arc
improves 65.8 %, 2-day arc improves 55.5 %, 3-day arc improves 33.2 %.
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Precision Evaluation and Consistency
Analysis of iGMAS Orbit and Clock
Products

Sumei Yu and Tianhe Xu

Abstract This paper evaluates the precision of iGMAS orbit and clock products,
and analyzes their consistency. By the methods of orbit comparisons and day
boundary discontinuities (DBDs), the iGMAS orbit precision is evaluated. The
twice difference method is used to evaluate clock precision. On the basis of pre-
cision analysis, consistency of orbit and clock products from different analysis
centers (AC) was compared by precise point positioning (PPP) technique. The
quality of orbit, clock, and GNSS observation would have a large impact on the
accuracy of PPP. Therefore, the experimental data for consistency analysis includes
MGEX station observation data with good quality, and the orbit/clock products
with comparable precision. Using the proposed method, precision, and consistency
of iGMAS orbit and clock products from different AC are analyzed.

Keywords iGMAS � Orbit and clock product � Precision evaluation � Precise
point position � BDS

1 Introduction

The international GNSS Monitoring and Assessment System (iGMAS) is the
world’s continuous monitoring and evaluation system sponsored by China in the
international area. iGMAS aims to establish a global distribution network of GNSS
signal tracking to provide service to global customers, which can monitor service
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performance and signal quality of GNSS. GNSS users via the Internet can not only
obtain monitoring and assessment service information for each GNSS system, but
also get high precision products. Similar to IGS, iGMAS products include
Multi-GNSS precise orbit and clock products, iGMAS station coordinates and
velocities, earth rotation parameters (ERP), geocentric motion, troposphere and
ionosphere products. Precision and consistency of these products are very important
for users to carry out high precision navigation and positioning [1, 2]. This paper
focuses on precision evaluation and consistency analysis of iGMAS orbit and clock
products.

2 Precision Evaluation of iGMAS Orbit and Clock
Products

2.1 Orbit Products

In order to assess the orbit precision of iGMAS integration and service center
(ISC) and analysis centers (ACs), the following two methods are proposed.

1. Orbit comparison. This approach compares the positions of different orbit
products [3, 4]. For GPS system, IGS final product accuracy is regarded as the
highest. It can be used to assess GPS orbits precision of iGMAS ACs and ISC
by mean RMS of orbit comparison.

2. Day boundary discontinues(DBDS) [4, 5]. This method is developed by
Griffiths and Ray in 2009 to use orbit difference of the common epoch of the
adjacent day to reflect the precision of satellite orbit. iGMAS ISC and ACs’ SP3
files give satellite coordinates from 00:00:00 to 23:45:00, there is no overlap
period between the adjacent days’ SP3 files. Therefore, Lagrange interpolation
method is used to interpolate satellites’ coordinates at 23:52:30 epoch.

2.2 Clock Products

IGS final clock products are used as the reference to evaluate ACs and ISC clock
products since its accuracy can reach to 75 ps. Usually the clock difference method
is used to assess the clock accuracy. The clock difference DjðiÞ can be expressed as

D jðiÞ ¼ dt jðiÞ � dt jIGSðiÞ ð1Þ

Since a relative value GNSS satellite clock can be determined, namely clock
solution has a reference clock, the satellite clock calculated by the direct difference
contains the system error.
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In order to eliminate the influence of the system error, twice difference method is
used to assess the clock accuracy as [6].

The steps of clock precision evaluation are as follows.

1. Make a clock difference D
jðiÞ between IGS final clock and every satellite clock

at the same epoch as

D
jðiÞ ¼ dt jðiÞ � dt jIGSðiÞ ð2Þ

where D
jðiÞ is the jth satellite’s clock error, dt jðiÞ and dt jIGSðiÞ is the jth satel-

lite’s clock error at i epoch between ACs or ISC and IGS final clock.
2. Select the satellite n as the reference satellite, the twice difference of clock errors

can be expressed as

D jðiÞ ¼ D
jðiÞ � D

nðiÞ ð3Þ

where DjðiÞ is the jth satellite’s twice difference at i epoch. D
nðiÞ is the reference

satellite’s clock error at i epoch.
3. Calculate the mean square error (RMS) of the twice difference of clock error to

provide the accuracy evaluation without the influence of system error.

3 Basic Principle of PPP

In order to analyze the consistency of iGMAS orbit and clock error, this paper
adopts the method of precise point positioning (PPP) [1]. PPP has been widely been
used for high precision positioning based on undifferential dual frequency obser-
vations, precise orbit and clock error information, and the least squares (LS) or
Kalman filtering algorithm. Most of the errors in the procedure of PPP can be
corrected by corresponding models and a small amount of unmodeling error such as
tropospheric zenith wet delay and the receiver clock error can be estimated as
unknown parameters [7]. The accuracy of PPP is generally affected by the quality of
observation data, orbit, and clock error. The accuracy of PPP can be used to reflect
the consistency analysis of the orbit and clock on the precondition of other error
source excluded [8].

PPP uses precise orbit and clock error calculated by the GNSS data of worldwide
ground tracking station under indifference mode. The estimated parameters include
station coordinates, indifference integer ambiguity, the receiver clock error, and
tropospheric delay parameters. PPP mathematical models of GPS, GLONASS, and
BEIDOU systems are similar. In the following, GPS PPP model positioning is
introduced as an example. GPS observations include pseudo range or phase carrier.
The observation equation of GPS pseudo range and carrier phase in the Liði ¼ 1; 2Þ
frequency can be expressed as [7]
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Pi ¼ qþ cðdt � dTÞþ dorb þ dtrop þ dion=i þ eðPiÞ ð4Þ

Ui ¼ qþ cðdt � dTÞþ dorb þ dtrop � dion=i þ kiNi þ eðUiÞ ð5Þ

where Pi and Ui represent the observed values of the pseudo range and carrier phase
respectively, q is the geometric distance between the receiver and the satellite, c is
the speed of light, dt is the receiver clock and dT is the GPS satellites clock, dorb is
GPS satellite orbit error, dtrop is tropospheric delay, dion=i is ionospheric delay of
Liði ¼ 1; 2Þ frequency; eðPiÞ and eðUiÞ represent observation noise and multipath
error of pseudo range and carrier phase respectively.

The combination model of PPP technology mainly has three kinds: traditional
model, UoFc model, and non fuzzy model. The traditional model is the most widely
used and uses ionospheric-free combination of dual-frequency pseudo range and
phase carrier observation to form the observation equation. The simplified equation
of the traditional model can be expressed as

PIF ¼ f 21
f 21 � f 22

P1 � f 22
f 21 � f 22

P2 ¼ qþ cdtþ dtrop þ eðPIFÞ ð6Þ

UIF ¼ f 21
f 21 � f 22

U1 � f 22
f 21 � f 22

U2 ¼ qþ cdtþ dtrop þBIF þ eðUIFÞ ð7Þ

BIF ¼ f 21
f 21 � f 22

N1 � f 22
f 21 � f 22

N2 ð8Þ

where PIF is the ionospheric-free combination observation of P1 and P2 pseudo
range, UIF is the ionospheric-free combination observation of U1 and U2 carrier
phase, fi (i = 1, 2) is carrier frequency, BIF is ambiguity parameter of
ionospheric-free combination observation, eðPIFÞ and eðUIFÞ are observation noises
modeled.

In PPP, the preprocessing of observation data and navigation data should be
conducted to eliminate outliers in order to gain clean data. The precise orbit and
clock should be interpolated to observation epoch. And then station position,
receiver clock together with other parameters are solved using the extended Kalman
filter (EKF) [9].

4 Calculations and Analysis

The data from October 12, 2014 to October 25, 2014, 14 days is used in this article,
which include: IGS and COD final orbit and clock products; IGS ERP file; ISC
orbit and clock products of iGMAS; Analysis Centers CHD, LSN, SHA, TLC,
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CGS, and WHU orbit and clock products of iGMAS; MGEX Multi-GNSS data of
CAS1, GMSD, NNOR, and XMIS stations.

4.1 Precision Evaluation of GPS Orbit and Clock

This paper uses the orbit comparison of iGMAS and COD with respect to IGS final
orbit for precision evaluation. The accuracy of the clock is evaluated by twice
difference method compared to the IGS final clock.

From Figs. 1 and 2 it can be seen that the precision of COD orbit and clock is
higher than others, the orbit difference is less than 5 mm, and the clock difference is
less than 0.05 ns. GPS orbit difference of iGMAS ISC is less than 15 mm, the clock
difference is within 0.4 ns. Consistency analysis requires products with similar
precision, so two sets of products ISC/TLC and CHD/LSN are selected for GPS
consistency of orbit and clock products.

For the BDS satellite orbit without a reference orbit for comparison, the DBD
method is carried out for the precision assessment of iGMAS ISC and ACs.

The GPS satellite orbit difference and the DBD value are in Fig. 3 of taking two
ACs of TLC and WHU as examples.

It can be seen that WHU products have higher precision than TLC. The eval-
uation results have almost the same conclusion using orbit comparison or DBD. So
the DBD method can be used to evaluate the accuracy of BDS satellite orbit.
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Fig. 1 GPS satellite orbit precision evaluated by orbit comparisons method
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It can be seen from Fig. 4 that the precision of BDS orbit products from different
AC is equivalent. MEO orbit has the best accuracy with DBD value of 150 mm,
DBD value of IGSO orbit is about 250 mm, and GEO orbit has poorest accuracy
with DBD value of about 500 mm. Figure 5 shows that GEO satellites clock has
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Fig. 2 GPS satellite clock precision evaluated by twice difference method
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Fig. 3 GPS satellite orbit precision evaluated by orbit comparisons and DBD
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poor precision compared to IGSO and MEO satellites. The precision of BDS clock
is within 1.5 ns except for individual satellite clock of CHD and LSN. Consistency
analysis requires products with similar precision, for this reason, this paper selects
two sets of products of CHD/SHA and WHU/CGS/LSN for further consistency
analysis.
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Fig. 4 BDS satellite orbit precision evaluated by DBD method
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Fig. 5 BDS satellite clock precision evaluated by twice difference method
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4.2 Consistency Analysis of Orbit and Clock Products

Based on the precision evaluation of satellite orbit and clock, the following data are
used for consistency analysis. For GPS satellite orbit and clock products, two
groups of ISC/TLC and CHD/LSN are selected. For BDS satellite orbit and clock
products, CHD/SHA and WHU/CGS/LSN are selected. Multi-GNSS data of four
stations CAS1, GMSD, NNOR, and XMIS are chosen to perform kinematic PPP.

In this paper, the same PPP strategy is used for kinematic solution as [1], and the
station coordinate differences between kinematic PPP results and IGS station
coordinates are given from 285 to 298 days in 2014. Figure 6 shows the positioning
error in the N, E, U directions of GPS kinematic PPP using different orbit and clock
products. Figure 7 shows the positioning error in the N, E, U directions of BDS
kinematic PPP using different orbit and clock products. Table 1 is the RMS of GPS
kinematic PPP in N, E, U directions for the four stations. Table 2 is the RMS of
BDS kinematic PPP in N, E, U directions for the four stations The last line in
Tables 1 and 2 are the average values of RMS for the four stations.

Fig. 6 The residuals in E, N, U direction of GPS kinematic PPP

Fig. 7 The residuals in E, N, U direction of BDS kinematic PPP

Table 1 RMS in each direction of GPS kinematic PPP value (unit: cm)

Product ISC TLC LSN CHD

E N U E N U E N U E N U

XMIS 0.60 0.18 1.17 0.43 0.30 1.18 0.74 0.27 1.09 0.64 0.18 1.11

GMSD 0.49 0.64 3.48 0.54 0.94 3.43 0.63 0.41 3.35 0.57 0.69 3.45

NNOR 0.80 0.42 2.09 0.85 0.45 2.53 0.64 0.49 2.28 0.85 0.38 1.83

CAS1 0.87 0.84 4.23 0.57 0.55 3.40 1.06 0.98 4.96 0.91 0.89 4.68

MEAN 0.69 0.52 2.74 0.60 0.56 2.63 0.77 0.53 2.92 0.74 0.54 2.77

182 S. Yu and T. Xu



T
ab

le
2

R
M
S
in

ea
ch

di
re
ct
io
n
of

B
D
S
ki
ne
m
at
ic

PP
P
(u
ni
t:
cm

)

Pr
od

uc
t

C
H
D

SH
A

W
H
U

C
G
S

L
SN

E
N

U
E

N
U

E
N

U
E

N
U

E
N

U

X
M
IS

2.
24

0.
29

1.
85

0.
84

0.
34

2.
57

1.
12

0.
65

4.
06

1.
83

0.
73

3.
45

1.
48

0.
69

5.
99

G
M
SD

0.
95

0.
41

2.
42

0.
45

0.
62

1.
86

1.
75

1.
35

1.
92

1.
69

1.
21

3.
84

1.
01

0.
69

2.
72

N
N
O
R

1.
47

0.
69

3.
83

0.
70

0.
81

4.
47

1.
80

0.
86

5.
69

1.
85

1.
25

5.
11

1.
37

1.
18

3.
85

C
A
S1

1.
36

1.
88

5.
52

1.
10

2.
09

4.
01

1.
87

1.
81

5.
06

1.
99

2.
41

3.
55

1.
54

2.
28

4.
14

M
E
A
N

1.
50

0.
82

3.
41

0.
77

0.
97

3.
23

1.
63

1.
17

4.
18

1.
84

1.
40

3.
99

1.
35

1.
21

4.
18

Precision Evaluation and Consistency Analysis of iGMAS Orbit … 183



From the results it can be seen that

1. GPS kinematic PPP precision is higher than that of BDS in each direction. The
RMSs of GPS PPP in E, N direction are mostly within 1 cm and the RMS of
U direction is about 2–5 cm. The RMSs of BDS kinematic PPP in E, N direction
are mostly in 1 cm and the RMS of U direction is about 3–5 cm. This is mainly
because the accuracy of GPS satellite orbit and clock products is higher than that of
BDS products.

2. The results of PPP using different orbit and clock products with the same accuracy
level show little difference, which can be used to verify the precision evaluation of
the orbit and clock products. Kinematic PPP results with gap in the beginning stage
is caused by the convergence of PPP, whose results are not involved in the figures.

3. As for GPS, the consistency of ISC products is better than TLC in N direction,
and worse than TLC in E and U direction. The consistency of CHD products is
better than LSN in E and U direction, and worse than LSN in N direction.

4. As for BDS, the consistency of SHA products is better than CHD in E and
U direction, and worse than CHD inN direction. The best consistency of orbit and
clock products in E, N, and U direction are LSN, WHU, and CGS respectively.

5 Conclusions

iGMAS offers satellite orbit, clock, station coordinates and ERP products of GPS,
GLONASS, BDS, and Galileo systems, precision and consistency of these products are
the basic guarantee for high precision navigation and positioning. With the continuous
development of the BDS in China, the PPP technology using BDS or multi-GNSS has
been widely used. Orbit and clock products are the basic data of PPP, which directly
affects the positioning precision. So it is necessary to study the precision and consis-
tency of BDS satellite orbit and clock products. In this paper, orbit comparisons and
DBD method are used to assess the accuracy of GPS satellite and BDS satellite orbit,
the twice difference method is used to evaluate the precision of clock products, and
kinematic PPP method is preformed to analyze the consistency of the products of orbit
and clock in details.
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Characteristic Analysis and Short-Term
Prediction of GPS/BDS Satellite Clock
Correction

Weili Zhou, Chao Huang, Shuli Song, Qinming Chen and Zhimin Liu

Abstract The real-time acquirement and prediction of high precise clock error is
an important foundation in the field of Global Navigation Satellite System (GNSS)
real-time precise point positioning and time service. In this paper, GNSS satellite
clock error sequence is analyzed in detail, especially for the Beidou Navigation
Satellite System, the periodicity characteristic is compared with distinguished types
of satellite clock. The sample length of GPS and BDS clock error sequence are
analyzed with the method of Polynomial and Periodic model, the result shows that
the short-term prediction is better using one-day sequence than two- or three-day
sequence. The ARIMA model is optimized with a new fitting method and deter-
mining criteria of the order p and q, which is used to the short-term prediction of
satellite clock error. And the precision of satellite clock error is analyzed in 1–6 h
prediction length, which is compared with the prediction using Polynomial and
Periodic method. The results show that the precision has significantly improved, the
mostly GPS rubidium clock error prediction precision of 6 h is better than 0.6 ns
and 1 h is better than 0.25 ns which has 50 % improved as statistics for a single
month. Meanwhile, the BDS satellite clock error prediction precision of 6 h is
better than 2 ns and 1 h is better than 1.4 ns which has 30 % improved.

Keywords GNSS � Satellite clock error � Short-term prediction � ARIMA � Period
characteristic
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1 Introduction

With the increasingly fierce competition of global economy and military, GNSS
(GPS, GLONASS, Galileo and Beidou, etc.) has entered a rapid development stage
[1, 2]. Real-time Precise Point Positioning has become the goal of all navigation
systems [3]. Navigation systems acquire observations based on clock frequency
signal of satellite and receiver. Satellite clock and orbit precision are the major
factors affecting the capability to provide precise point positioning service.

Currently, the prediction precision of ultra-rapid orbit with the global station
observations has reached 5 cm because of the characteristics of navigation satellite
orbit and mature orbit determination technology, and the needs of real-time precise
point positioning can be fully met. While, selecting the prediction method and
enhancing the prediction precision have the difficulties due to satellite clock’s
instability. At present the researchers at home and abroad have done large relevant
work in this aspect. The clock error sequence not only contains a linear or quadratic
variation, but also includes periodic variation, found by Reid et al. [4] and Senir et al.
[5]. So, IGS using a polynomial model with periodic items to predict the satellite
clock error of ultra-rapid production, and the prediction precision is better than 3 ns
[3]. Using delay coordinate embedding methods for linear and nonlinear charac-
teristics, a reliable prediction model based on the cyclical changes of satellite clock is
presented by Youn et al. [6]. Its precision is slightly better than the prediction section
of ultra-rapid products offered by IGS, especially cesium clocks. An improved clock
error prediction model combined with the characteristics of GPS and GNSS
on-board atomic clock is proposed by Huang et al. [7, 8]. The improved model adds
several items to absorb the period effects and determine observation weights using
Time Adaptive Function. Meanwhile, a constant correction method is proposed to
eliminate and weaken the initial deviation of the prediction sequence. The prediction
precision of 6, 12, and 24 h compared to IGU-P solutions increased by 32.9, 26.1,
and 17.4 %, respectively. GPS satellite clock error prediction based on least squares
and AR model is performed by Xu et al. [9]. The average prediction precision for
12 h is 1 ns. There are orders of magnitude difference between the prediction part
and ultra-rapid observation production, which is the constraint of applying to
real-time precise point positioning.

In recent years, IGS has started to provide real-time data streams. It can be
achieved to calculate real-time satellite clock based on prediction orbit. But there
are still some limitations in precision and reliability due to the quality of real-time
data streams, tropospheric effects, and other factors. So, high-precision short-term
satellite clock error prediction is an effective way to solve the problem of real-time
clock service.

Therefore, based on analysis center of iGMAS, variation of different types of
satellite clock error is analyzed in this paper. And the feasibility of Polynomial and
Periodic model is used in satellite clock error prediction. In-depth study of the
ARIMA model prediction method is performed in order to promote the satellite
clock error prediction precision of different systems.
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2 Periodic Characteristic Analysis of Satellite Clock Error

Quadratic polynomial model is the most commonly used prediction and fitting
model to research satellite clock. Polynomial coefficients reflect atomic clock error,
clock speed, and clock drift, respectively. In addition, there are also some different
items of period for different types of satellite clock error.

2.1 Clock Error Periodic Characteristic of GPS

Using IGS, final clock products released to analyze the periodic characteristic of
GPS, and the interval is 30 s. First of all, extracting the quadratic fit residuals is
needed. The quadratic fit residuals sequence of G01 and G16 in August 2015 are
given in Fig. 1, and there is significant periodic characteristic. So the periodic terms
need be considered in the prediction model.

The frequency should be known when fitting periodic terms. The spectral
analysis can accurately capture frequency and obtain well results. Amplitude

Fig. 1 Quadratic fit residuals sequence of G01 and G16
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spectrum of G16 is shown in Fig. 2, and they are the results of 12 months,
3 months, 1 month, respectively. There are stronger power spectrum when the
frequency are 2, 4, 6, and 8 cycles/day, corresponding the cycles of 12, 6, 4, 3 h,
respectively. The same result can be got through the analysis of all GPS satellite
clocks. As is shown in Fig. 2. The shorter the time period, the more obvious the
periodic characteristics is. It’s caused that the fitting accuracy grow worse over
time, and it will impact on capturing the frequency when fitting errors get to a
certain extent.

In addition, Reid et al. [4, 10] found that the satellite clock cycle was related to
the affection of season, half-year, day, half-day, and other changes by spectral
analysis in 2000. Larger cycles have little effect on the results of short-term pre-
diction, so the large cycles are not studied in this paper, only analysis cycles less
than one day is analyzed.

Figure 3 presents the amplitude spectrum of four different types of satellite
clocks in August 2015, they are G01 (Block IIF Rb), G16 (Block IIR Rb), G31
(Block IIR-M Rb), and G32 (Block IIA Rb), respectively. G32 only has stronger
power spectrum when the frequency is two cycles/day (G32 is the only type

Fig. 2 Amplitude spectrum of different sequences for G16
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Block IIA of GPS at that time), the remaining three types all have stronger power
spectrum when the frequency are 2, 4, 6, and eight cycles/day. These indicate that
the different types of satellite of GPS have similar characteristics with cycles of 12,
6, 4, and 3 h. The most significant cycle is 12 h, which is approximately equal to
the satellite orbit cycle. All the peaks can be understood as harmonics of a fun-
damental signal [5].

2.2 Clock Error Periodic Characteristic of BDS

Compared with GPS atomic clocks, our BDS on-board atomic clocks still have a
long way to go. Meanwhile, there are particularities of its own. Relatively mature
research methods and models of GPS may not suitable for domestic rubidium
clocks [10].

Here, we analyze the periodic clock error characteristic of BDS using the
final products of iGMAS, and choose the date 499th week of BDS (July 26,

Fig. 3 Amplitude spectrum of G01, G16, G31, G32
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2015–August 1, 2015). Figure 4 presents the amplitude spectrum of two different
types of BDS satellite clocks. The above two figures are the results of GEO
satellites, the following two figures are the results of IGSO satellites. It can be
shown that the noise of BDS satellite clock error is relatively large which affects the
spectrum analysis comparing with GPS. But the frequency with 1 cycle/day, 2, 3
and 8 cycles/day can be found, which is corresponded to the cycles of 24, 12, and
8 h, respectively. The same conclusion can be obtained after analyzing results of
different satellites and dates.

GEO and IGSO satellite clock error has a significant cycle of 1 day compared
with the cycles of GPS. The cycle of 24 h is approximately equal to the GEO
satellites and IGSO satellites orbital cycle of 24 h, and the conclusion that clock
error cycle is approximately equal to the satellite orbital cycle is further confirmed.

Figure 5 shows the amplitude spectrum of MEO satellites. They all have a
significant cycle that is larger than 12 h (The frequency is slightly smaller than
2 cycles/day). This is consistent with the MEO satellites orbital cycle of about
12.9 h.

Fig. 4 Amplitude spectrum of GEO satellites and IGSO satellites
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During the operating cycle of satellite, the external factors like thermal and
insolation are changing constantly. The temperature change will cause change of
the output frequency of the signal produced by atomic clocks, and is the main factor
affecting the stability of the satellite clock. Therefore, considering the periodic
characteristics of the satellite clock error is due to the physical characteristics of
satellite clocks. Senir et al. [5] found that the satellite clock cycle has significant
differences during the eclipse. And postulate that on-board clocks are affected by
the thermal environment.

In addition, the Cs clocks are more strongly affected than the Rb clocks, whose
thermal environment is tightly controlled. And from previous studies, we can see
that the periodic characteristic of Cs clocks is more obvious than Rb clocks, which
further supports the above results [5].

3 Prediction of Satellite Clock Error

Using polynomial model with periodic terms and ARIMA model to forecast clock
error of GPS and BDS combined with the above cyclical characteristics of GNSS.

Fig. 5 Amplitude spectrum of MEO satellites
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3.1 Prediction Principle

3.1.1 Polynomial Model with Periodic Items

With the increase of the order, the fitting accuracy is improved after compared with
the order of 1, 2, 3, and 4, but the improvement is not obvious. So, selecting the
second-order clock error prediction polynomial with the principles of order as low as
possible and accordance with the physical characteristics of the satellite clocks [11].

Forecasting model with periodic terms is based on quadratic polynomial. The
prediction model is as follows after the analysis of different types of satellite clocks.

Dt ¼ a0 þ a1tþ a2t
2 þ

Xn

m¼1

Am sin xmtð ÞþBm cos xmtð Þð Þþ v ð1Þ

Where D t is the clock error at t, the first three items are the quadratic polyno-
mials. a0, a1, a2 is clock error, clock speed, and clock drift rate, respectively, the
fourth is the periodic item, n depends on the number of cycles, and v is the
prediction residual.

After the analysis of each satellite clock periodic characteristics, GPS satellite
clock error prediction model uses the periodic items of 12, 6, 4, and 3 h. GEO and
IGSO satellite clock error prediction models use the periodic items of 24, 12, 8, and
3 h. MEO satellite clock error prediction model uses the periodic items of 12.9 h.

3.1.2 Modified ARIMA Model

ARIMA (p, d, q) model is as follows:

xt ¼ u1xt�1 þ � � � þupxt�p

þ at � htat�1 � � � � � hqat�q
ð2Þ

where ui are parameters of autoregressive model, hi are moving average model
parameters, xi are clock error sequence, p/q are orders of autoregressive and moving
average model, respectively, d is differential order. ARIMA model prediction
precision depends mainly on two aspects: one is preprocessing, to improve the
prediction accuracy we need to eliminate the outliers of satellite clock, and to adopt
a reasonable method to sequence the clock difference, so that it becomes a con-
tinuous and stable random sequence. The other is the selection of p and q the fitting
formula is as follows:
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xðiÞ ¼
Xmp

j¼0

ajtðiÞ ^ j

þ
Xm

k¼mp þ 1

ðbk cosðp � ðk � mpÞ � tðiÞ=nÞþ ck sinðp � ðk � mpÞ � tðiÞ=nÞÞ

ð3Þ

Where x is clock error, t is time, a is polynomial coefficients, b and c are tri-
angular series coefficients, mp is the order of the polynomial, which is set as 2 in the
next, m is the total number of polynomial and triangular series coefficients, x is the
number of clock error.

3.2 Selecting the Length of the Samples

The final IGS products for August 2015 are used for short-term prediction of 27
GPS satellites, and the interval is 30 s. The clock error from August 4 to August 31
is predicted. The final iGMAS products for the 499th BDS week are used for
short-term prediction of BDS satellites, and the interval is 300 s. The clock error
from the fourth day to the seventh day of the week is predicted. The polynomial
model with periodic items described in 3.1 is used to predict the clock error. The
following three solutions are employed to forecast the clock error:

Solution 1: Choosing 3 days of clock error sequence to forecast clock error of 24 h.
Solution 2: Choosing 2 days of clock error sequence to forecast clock error of 24 h.
Solution 3: Choosing 1 day of clock error sequence to forecast clock error of 24 h.

Table 1 shows the GPS statistical results, two columns correspond to the
probability that 1 day is better than 2 days and the probability that 1 day is better
than 3 days, respectively. The proportion that 1 day results is better than 2 days
results is about 70 %, and the proportion that 1 day results is better than 3 days
results is about 75 %. The proportion reduced gradually with the growth of

Table 1 Comparison of GPS
clock error prediction results
that using different lengths of
sequences

Sequence hour 1–2 days (%) 1–3 days (%)

1 69.60 77.90

2 68.50 74.20

3 67.60 74.50

4 68.10 75.10

5 68.80 74.60

6 69.00 73.70

12 69.20 74.90

24 66.10 71.40
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prediction time. Therefore it can be concluded that 1 day sequence is better than
using longer sequences. It is suitable for GPS clock error short-term prediction
within 1 day to use 1 day clock sequence, which can be used in the next parts.

Table 2 presents the BDS statistical results. The proportion that 1 day results is
better than 2 days results is about 70 %, and the proportion that 1 day results is
better than 3 days results is about 80 %. Therefore it can be concluded that 1 day
sequence is better than using longer sequences. It is suitable for BDS clock error
short-term prediction within 1 day to use 1 day clock sequence, which can be used
in the next parts.

4 Example Analysis

Using polynomial model with periodic items and modified ARIMA model to
predict clock error of GPS and BDS. The RMS of the prediction error is used as the
forecast result.

4.1 Clock Error Prediction of GPS

Polynomial model with periodic items and modified ARIMA model are used to
predict the GPS clock error. The sample sequence is chose as the final clock error
products of IGS with 30 s sample interval. The sample session is August 2015. It is
needed to assess the prediction precision in accordance with the type of statistics,
because there are significant differences between different types of satellite clocks.
Table 4 is the average results of all types of clock, and Table 5 gives the results
with one clock in each type using modified ARIMA model. Table 3 shows the
correspondence of satellites and clock types. The satellite of G04, G08, and G10 are
changing at that time. G11 and G19 missed the sequence of August 13 and August
25, respectively, so there is no sequence to be predicted. Analyzing the result shown
in Tables 4 and 5 can get the following conclusion: prediction precision of

Table 2 Comparison of BDS
clock error prediction results
that using different lengths of
sequences

Sequence hour 1–2 days (%) 1–3 days (%)

1 65.00 85.00

2 71.00 83.00

3 75.00 85.00

4 73.00 87.00

5 65.00 81.00

6 63.00 81.00

12 67.00 75.00

24 73.00 77.00
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BLOCKIIF Rb is the best, precision of BLOCKIIR-M Rb, BLOCKIIR Rb, and
BLOCKIIA Rb followed, precision of BLOCKIIF Cs and BLOCKIIA Cs is the
worst. Using modified ARIMA model, the prediction precision of most Rubidium
in sixth hour is better than 0.6 ns. The result of the first hour improves about 50 %
compared to the result of the sixth hour prediction, and the precision is better than
0.25 ns.

Table 3 Chart of GPS satellite and corresponding clock types in August 2015

Satellite type Clock PRN

BLOCKIIA Rb 32

BLOCKIIR Rb 2, 11, 13, 14, 16, 18, 19, 20, 21, 22, 23, 28

BLOCKIIR-M Rb 5, 7, 12, 15, 17, 29, 31

BLOCKIIF Rb 1, 3, 6, 9, 25, 26, 27, 30

Cs 24

Table 4 Prediction results of different types of GPS atomic clocks in August 2015/ns

Type hour BLOCKIIA
(Rb)

BLOCKIIR
(Rb)

BLOCKIIR-M
(Rb)

BLOCKIIF
(Rb)

BLOCKIIF
(Cs)

1 2 1 2 1 2 1 2 1 2

1 0.609 0.479 0.456 0.221 0.377 0.218 0.28 0.139 2.256 0.635

2 0.722 1.114 0.553 0.323 0.45 0.324 0.391 0.255 2.942 1.287

3 0.773 1.55 0.614 0.395 0.488 0.455 0.488 0.35 3.284 1.786

4 0.902 1.65 0.701 0.456 0.538 0.56 0.586 0.422 3.868 2.124

5 0.997 1.401 0.771 0.531 0.578 0.594 0.691 0.462 4.155 2.484

6 1.082 1.082 0.831 0.624 0.612 0.581 0.791 0.489 4.435 3.027

12 1.496 1.419 1.252 1.084 0.888 0.693 1.419 1.103 5.738 4.88

24 2.491 2.388 2.135 2.163 1.568 1.408 3.188 2.94 9.02 7.903

1 is the prediction result using polynomial model with periodic items, 2 is the prediction result using ARIMA
model

Table 5 Prediction results of
different types of GPS atomic
clocks using ARIMA model,
only one of each type of
satellite is listed/ns

PRN hour G32 G02 G15 G25 G24

1 0.479 0.162 0.183 0.075 0.635

2 1.114 0.221 0.271 0.118 1.287

3 1.550 0.250 0.319 0.174 1.786

4 1.650 0.266 0.294 0.266 2.124

5 1.401 0.260 0.277 0.296 2.484

6 1.082 0.254 0.259 0.209 3.027

12 1.419 0.558 0.363 0.361 4.880

24 2.388 1.058 0.644 0.809 7.903
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4.2 Clock Error Prediction of BDS

Polynomial model with periodic items and modified ARIMA model are used to
predict the BDS clock error which includes GEO, IGSO, and MEO satellites. The
sample sequence is chose as the final clock error products of iGMAS with 300 s
sample interval. The sample session is 499th week of BDS. C04 is not analyzed
because of phase jump. The statistics result of MEO satellites uses C11 and C12
(The result of C14 has a large difference). Table 7 is the average results of all types
of clock, and Table 8 presents the results with one clock in each type using
modified ARIMA model. Table 6 shows the correspondence of satellites and clock
types. By analyzing the results, we can obtain the following conclusions: the pre-
diction precision in sixth hour is better than 2 ns. The result of first hour improves
about 30 % compared to the result of the sixth hour.

Table 6 Chart of BDS
satellite and corresponding
clock types in August 2015

Satellite type Clock PRN

GEO Rb 1, 2, 3, 4, 5

IGSO Rb 6, 7, 8, 9, 10

MEO Rb 11, 12, 13, 14

Table 7 Prediction results of
different types of BDS
satellites in August 2015/ns
(1 is the prediction result
using polynomial model with
periodic items, 2 is the
prediction result using
ARIMA model)

Type hour GEO IGSO MEO

1 2 1 2 1 2

1 1.395 1.413 1.047 1.086 1.174 1.053

2 1.167 1.307 1.122 1.051 1.223 1.102

3 1.169 1.422 1.28 1.233 1.255 1.169

4 1.318 1.556 1.4 1.456 1.347 1.26

5 1.663 1.78 1.654 1.685 1.436 1.374

6 2.088 1.975 1.925 1.874 1.541 1.424

12 3.992 3.54 4.554 4.085 2.223 1.988

24 8.327 9.087 7.11 7.834 4.496 4.754

Table 8 Prediction results of
C02 C07 and C12/ns

PRN hour C02 C07 C12

1 1.170 1.030 1.008

2 1.059 0.831 0.936

3 1.191 0.771 0.971

4 1.317 0.715 0.965

5 1.443 0.747 1.012

6 1.544 1.003 1.017

12 1.784 3.023 2.006

24 7.151 4.156 5.626
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5 Conclusion

Periodic characteristic of GPS and BDS are analyzed using spectrum analysis.
Based on the periodic characteristic, polynomial model with periodic items and
modified ARIMA model are used to predict the clock error of GPS and BDS. The
conclusions are as follows:

1. The clock error of GPS mainly has four cycles with 12, 6, 4, and 3 h respec-
tively. The cycle of 12 h is the most significant. The clock error sequence of
GEO and IGSO has three relatively obvious cycles, with 24, 12, and 8 h,
respectively. The cycle of 24 h is the most significant. The clock error of MEO
has an obvious cycle of about 12.9 h. The significant cycles are approximately
equal to the satellite orbit cycles.

2. Using the sequences of different length to forecast the clock error of GPS and
BDS, and the conclusion can be obtained that it is suitable for clock error
short-term prediction within one day to use one-day clock sequence.

3. For GPS, the prediction results of using modified ARIMA model is relatively
better than that using polynomial model with periodic items. For BDS, the GEO
satellites prediction results of using polynomial model with periodic items is
better; the MEO satellites prediction results of using modified ARIMA model is
better; the IGSO satellites prediction results of using the two methods are close.
The results of using polynomial model with periodic items is better to predict the
clock error of the coming twenty-fourth hour.
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A Simple Differencing Technology
to Improve Prediction Accuracy of Earth
Rotation Parameters

Yu Lei, Hongbing Cai and Danning Zhao

Abstract Considering the time-varying characteristics of Earth rotation parameters
(ERP) time-series, we attempted to improve the prediction accuracy of ERP using a
simple differencing technique. ERP data are first differenced between adjacent
epochs. Subsequently the predictions of differenced ERP are generate by means of
the combination of (1) least squares (LS) extrapolation of models for Chandler,
annual and semi-annual wobbles and for the linear trend, and (2) autoregressive
moving average (ARMA) stochastic prediction of LS residuals (LS + ARMA). The
results show that the accuracy of predictions is better than that by the conventional
method, especially for short- and long-term predictions. Moreover, the significant
enhancement can be found in the case of the UT1-UTC predictions in comparison
with the prediction of pole coordinates.

Keywords Earth rotation parameters (ERP) � Autoregressive moving average
(ARMA) model � Prediction model � Differencing

1 Introduction

The near real-time estimates and forecasts of Earth rotation Parameters (ERP): polar
motion (PM), universal time (UT1-UTC) or its first derivative, length of day
(LOD), are needed in various fields linked to reference systems such as precise orbit
determinations of artificial Earth satellites, space navigation, time-keeping and
positional astronomy [1]. ERP predictions enable the real-time transformation
between the International Celestial and Terrestrial Reference Frames (ICRF and
ITRF). Regularly generated ERP predictions are provided by several international
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and national services, e.g., the International Earth Rotation and Reference Systems
Service (IERS), or the ERP Service of the Institute for Applied Astronomy (IAA) in
Saint Petersburg, Russia.

Different prediction techniques combing the least squares (LS) extrapolation
with autoregressive, autoregressive moving average (ARMA) and neural network
(NN) predictions were used to forecast ERP [2–6]. The LS extrapolation is
employed to extrapolate the linear trend and periodic terms, while the stochastic
methods, e.g., AR, ARMA and NN, are actually applied to the residuals after
removing a polynomial-sinusoidal curve used for LS extrapolation. Hereafter, the
combination of LS extrapolation and a stochastic method is denoted as
LS + stochastic. Generally speaking, the LS + stochastic methodologies does not
take the non-stationarity of ERP time-series into account. As a result, it is impos-
sible to enhance the prediction quality of ERP using the conventional
LS + stochastic methods. In this work, a new LS + stochastic method based on a
simple differencing technique is proposed to improve the prediction accuracy of
ERP. The new prediction algorithm first makes a one-order difference between
adjacent ERP, and then the differenced ERP series are fitted by a LS model.
Secondly, an ARMA mode is applied to the LS fitting residuals. Finally, the pre-
dicted residual is added to the LS extrapolation, and then this differenced prediction
is accumulated to yield the ERP prediction. The results have shown that the pro-
posed prediction algorithm outperforms the conventional LS + stochastic
methodologies.

2 Methodology

2.1 De-Trending ERP Time-Series

Observed ERP time-series are always non-stationary, since the variations of Earth
rotation is time-varying. Considering the time-varying characteristic of ERP
time-series, we utilized a simple differencing technique to make stationarity of ERP
series. Suppose that X ¼ fxt; t ¼ 1; 2; . . .; ng is observed ERP series, a new series
DX ¼ fDxt; t ¼ 2; 3; . . .; ng can be obtained by differencing adjacent ERP values
as follows.

Dxt ¼ xt � xt�1; t ¼ 2; 3; . . .; n ð1Þ

Unlike to the conventional LS + stochastic mythologies that are directly to
applied to observed ERP series, the new proposed prediction algorithm first
de-trend original ERP data using the above differencing scheme, and then uses the
LS + stochastic approaches to the differenced series. Finally, the predicted ERP can
be obtained using the following formula.
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x̂t ¼ xn þ
Xt

k¼nþ 1

Dx̂k; nþ 1� t� nþm ð2Þ

where D X̂ ¼ fDx̂t; t ¼ nþ 1; nþ 2; . . .; nþmg is the forecasted series of differ-
enced series DX, and X̂ ¼ fx̂t; t ¼ nþ 1; nþ 2; . . .; nþmg is the predicted ERP
series.

2.2 LS + ARMA Model

2.2.1 LS Model

As the data intervals are all one day, we use the polynomial-sinusoidal curve for LS
fitting, i.e., for approximation the observed series using LS fitting, and then for
extrapolation of the deterministic components of ERP time-series.

fxt ¼ aþ btþ
X2
i¼1

ci cosð2pt=piÞþ di sinð2pt=piÞ ð3Þ

where a, b, ci and di have to be estimated, p1 ¼ 182:62 and p2 ¼ 365:24 for
UT1-UTC, and p1 ¼ 365:24 and p2 ¼ 432:08 for PM.

This model is applied to generate residuals using equation zt ¼ xt � fxt for all
t employed to fit the LS model. Subsequently, extrapolation of the above-mentioned
model fxt is used to compute the deterministic prediction of ERP data.

2.2.2 ARMA Model

The univariate component of the residual stationary time-series Z ¼ fzt; t ¼
1; 2; . . .; ng may be modeled by the ARMA model with order p and q, denoted as
ARMA (p, q). The technique allows one to capture the temporal dependence within
Z [7]. A stationary, zero-mean stochastic process (in our case Z) is said to be an
ARMA (p, q) if it satisfies

zt ¼
Xp
i¼1

uizt�i þ
Xq
i¼1

hiet�i þ et ð4Þ

where u1;u2; . . .;up are the AR coefficients, and h1; h2; . . .; hq are the moving
average (MA) coefficients.

The type of an ARMA model can be identified according to the auto- and
partial-correlation functions (ACF and PCF), which are written as belows.
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qk ¼
Pn

t¼kþ 1 ðzt � �zÞðzt�k � �zÞPn
t¼1 ðzt � �zÞ ð5Þ

/k; k ¼ q1 k ¼ 1

/k; k ¼
qk�

Pk�1

i¼1
/k�1; iqk�i

1�
Pk�1

i¼1
/k�1; iqi

k� 2

8<
: ð6Þ

where �z ¼ 1
n

Pn
i¼1 zt, and /k; i ¼ /k�1; i � /k; k/k�1; i�i.

The criterion for the ARMA identification is listed in Table 1.
The order p and q can be selected by the Akaike information criterion (AIC).

The AIC for an ARMA (p, q) is based on the following statistics.

AIC ðp; qÞ ¼ In r2p; q þ
2ðpþ qÞ

n
ð7Þ

where r2 is an estimate of a variance. One selects p and q which minimize the AIC
statistics. ARMA models in general can, after choosing p and q, be fitted by LS
regression to find the values of the parameters which minimize the error term. There
are several approaches to estimate the ARMA coefficients. In this work, we apply
the Yule-Walker procedure.

At last, we utilize the statistics Q to test whether the estimated ARMA model is
suitable for time-series forecast. The statistics Q is written as

Qk ¼ ½n�maxðp; qÞ�
Xk
i¼1

q2i ðaÞ ð8Þ

where a is given significance level. when Qk � v2k; a, the ARMA model is appro-

priate. Herein, v2k; a can be found in the v2 distribution.

3 Experiment Results

In this contribution, ERP series with daily value from the IERS EOP C04 series are
served as data base. Leap seconds are first removed from original UT1-UTC data.
The effects of the solid Earth tides with periods from five days up to 18.6 years as
well as the diurnal and semi-diurnal ocean tides are then also removed using the
tidal models recommended in the IERS Conventions 2010 [8]. Next, UT1R-TAI

Table 1 Criterion for the
ARMA identification

Type AR (p) MA (q) ARMA (p, q)

ACF Trailing Truncation Trailing

PCF Truncation Trailing Trailing
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data are processed and modelled. At last, in order to obtain UT1-UTC forecasts, the
UT1-UTC predictions must be corrected for leap seconds together with tides.
However, leap second adjustments and tidal models do not contribute to UT1-UTC
prediction error.

3.1 Analysis of Residual Stationarity

In order to validate whether the differencing technique can de-trend the original
ERP, two experiments have be carried out.

Case 1: The observed is directly fitted by the LS model, and then the model fxt is
applied to derive the residuals as zt ¼ xt � fxt .

Case 2: The original ERP data are first differenced, and then the differenced series
are approximated by the LS model. Finally, the residuals are derived from
zt ¼ D xt � fDxt .

The UT1R-TAI, PMX, LS fitting and residuals series without differencing are
given in Figs. 1 and 2, herein the data intervals are from Jan 1, 1990 to Dec 12,
2009. The corresponding series with differencing are given in Figs. 3 and 4. As can
be seen in Figs. 1, 2, 3, and 4, the residua series without differencing is
non-stationary, while the residuals become stationary after differencing. In order to
analysis the characteristics of residual series, Figs. 5 and 6 depict the residual ACF
and PCF without and with differencing, respectively. In Figs. 5 and 6 it can be seen
that the residuals conform with an AR model since the ACF and PCF are trailing
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Fig. 1 Original UT1R-TAI, LS fitting series and derived residuals. a UT1R-IAI without
differencing. b LS fitting residuals without differencing
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and truncation, respectively. Moreover, the residuals after differencing are more
matched with an AR model than those without differencing, showing that the
former is more stationary. Note that only PMX is analyzed here because PMX and
PMX have same property.

Fig. 2 Original PMX, LS fitting series and derived residuals. a PMX without differencing. b LS
fitting residuals without differencing
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Fig. 3 Differenced UT1R-TAI, LS fitting series and derived residuals. a UT1R-IAI without
differencing. b LS fitting residuals with differencing
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Fig. 4 Differenced PMX, LS fitting series and derived residuals. a PMX without differencing.
b LS fitting residuals without differencing
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Fig. 5 Auto- and partial correlation function of UT1R-TAI residuals without and with
differencing respectively. a ACF without differencing. b ACF with differencing. c PCF without
differencing. d PCF with differencing
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3.2 Analysis of Prediction Accuracy

The ERP series between Jan 1, 1999 and Dec 31, 2009 are served as data basis for
the predictions of 1–360 days in the future. The fitted ARMA model to residuals is
used to these residuals using linear prediction operator. The predictions for steps in
the future are calculated recursively. The subsequently predicted residuals are then
added to the LS extrapolation model to yield the predicted values of ERP.

The root mean squares error (RMSE) of predictions by the LS + ARMA without
and with differencing for UT1-UTC and pole coordinates is shown in Figs. 7 and 8.
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Fig. 6 Auto- and partial correlation function of PMX residuals without and with differencing
respectively. a ACF without differencing. b ACF with differencing. c PCF without differencing.
d PCF with differencing
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The RMS for different prediction intervals is summarized in Table 2. The RMSE of
the prediction day d is calculated by

RMSEi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
j¼1

ðPd
j � Od

j Þ2
vuut ð9Þ
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Fig. 8 RMSE comparison between the direct and differential techniques for PM prediction.
a Prediction RMSE of PMX. b Prediction RMSE of PMY

Table 2 RMSE statistics of the direct and differential techniques for ERP prediction

Prediction days UT1-UTC/ms PMX/mas PMY/mas

A B A B A B

1 0.04 0.04 0.28 0.28 0.23 0.23

5 0.42 0.42 2.01 2.01 1.40 1.39

10 1.17 1.14 4.09 4.09 2.48 2.40

15 2.13 2.04 6.17 6.10 3.36 3.20

20 3.20 2.99 8.31 8.12 4.34 4.06

30 5.41 4.89 12.91 12.34 6.84 6.23

60 11.79 9.44 26.45 24.37 15.47 13.43

90 19.43 14.20 37.00 33.34 23.81 20.27

120 28.10 18.93 47.67 41.75 30.62 26.03

180 45.78 23.49 63.88 54.58 43.51 40.91

270 73.76 35.05 81.33 68.77 49.96 50.03

300 83.86 39.33 80.36 68.16 50.47 47.71

360 103.65 39.61 65.45 55.55 46.56 39.30
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where P the predicted value of the prediction model for day d, O the real observed
value of the IERS C04 series, and N the number of predictions made for the
particular prediction day, i.e., N ¼ 300:

What can be said with the information available from the Figs. 7, 8 and Table 2
is that the prediction accuracy of the 1–10 days prediction by the proposed pre-
diction algorithm is comparable with that by the conventional method, while the
former noticeably outperforms the latter beyond 10 days, especially for short- and
long-term prediction. In addition, the prediction quality of UT1-UTC is more
substantially enhanced when compared to that of pole coordinates, indicating that
UT1-UTC data is high time-varying. Referring to the improvement quantification,
the UT1-UTC prediction accuracy of 1–30 days and 1–360 prediction days is
enhanced by 9.63 and 61.79 % by the developed method, respectively. For pole
coordinates, the PMX prediction accuracy of 1–30 days and 1–360 prediction days
is improved by 4.39 and 16.30 %, respectively, while 8.95 and 15.60 % for PMY,
respectively.

4 Conclusion

ERP time-series can be predicted 360 days in advance with the enhanced accuracy
using the combination of LS extrapolation and ARMA stochastic prediction with a
simple differencing technology. In all cases analyzed, the extrapolation of the
deterministic and stochastic model supported by the differencing strategy yield
accurate prediction for all prediction lengths.

In case of the prediction of pole coordinates, the prediction accuracy of the
proposed method is better than that of the conventional approach, but only slightly.
In contrast, in case of the UT1-UTC prediction, the significant improvement of
360-day predictions (Fig. 7) can be found, claiming that the differencing strategy—
even if the data is high time-varying, can be successfully used to enhance the
prediction quality.

The differencing scheme seems to a good technique for ERP prediction. It can be
hypothesized that the technique can be employed for prediction enhancement of
other time-series, e.g., satellite clock bias.
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The Accuracy Analysis of Autonomous
Orbit Determination Based on Onboard
Observation Data of Inter-Satellite Link
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Abstract Autonomous navigation technology of navigation satellite is the key
technology of new-generation Beidou navigation system. There are a lot of
researches on the autonomous navigation algorithm at home and abroad. But
because of the limit of condition, the previous research work is based on the ground
simulation data, which includes reference orbit, reference clock error, and
inter-satellite pseudorange. The reference orbit data and reference clock error data
generally are based on the GPS satellites, which cannot truly represent the char-
acteristics of the orbit and the clock of Beidou satellite. In addition, all kinds of
errors those are added to the two-way pseudorange are calculated based on the
known error models, which cannot simulate the real space environment. First, this
paper gives the accuracy of autonomous orbit determination which is calculated by
onboard algorithm. Then the error of the autonomous navigation algorithm is
analyzed accurately based on the onboard observation data and precise ephemeris.
Finally, using the high accuracy error of system, run the autonomous navigation
algorithm at ground and get more precise accuracy of autonomous orbit
determination.
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1 Introduction

At present, China is building the Beidou satellite navigation system. The autono-
mous navigation technology is a key technology in the design of Beidou satellite
navigation system. This technology has great significance in shortening the
updating cycle of satellite broadcast ephemeris and increasing the survivability of
system [1, 2].

At home and abroad, because of the great significance of autonomous navigation
technology, many scholars have researched the autonomous navigation algorithm in
depth. There are two main research directions, one is celestial autonomous navi-
gation technology, and the other one is constellation autonomous navigation
technology. The constellation autonomous navigation technology includes two
kinds of methods: those are centralized autonomous navigation technology and
distributed autonomous navigation technology. Distributed autonomous navigation
technology has become a hot research topic at home and abroad because of its high
precision and low resource overhead.

Each satellite calculates its own position and clock error based on the position
and clock error of the other satellites in Beidou system in the distributed autono-
mous navigation technology. Because of the limit of condition the previous
research work is based on the ground simulation data, this has guiding significance
to determining the autonomous navigation system and analyzing the accuracy of the
autonomous navigation algorithm, but the ground simulation data has limitation.
Generally, simulation data is based on the orbit and clock error of GPS satellites,
but satellites of Beidou system have different orbit characteristics. The characteristic
of clock error is related to the atomic clock strictly, so the clock error of GPS
satellites cannot represent the characteristics of atomic clock of Beidou satellites. In
addition, all kinds of errors those are added to the two-way pseudorange, such as
troposphere error, ionosphere error, relative theory error, device zero range, and
phase center correction error, are calculated based on the known error models,
which cannot simulate the real space environment. Because of the above reason, the
research based on simulation data cannot reflect the performance of the algorithm in
the actual engineering completely.

At present, some satellites of Beidou system have worked onboard; they can get
real inter-satellite two-way pseudorange, which provides the necessary conditions
for onboard autonomous navigation test. In this paper, the results of onboard
autonomous navigation test based on three ground stations are analyzed. In addi-
tion, based on the observation data of the same period, this paper analyzes the orbit
determination accuracy of autonomous navigation algorithm on ground. At last, this
paper discusses the main factors which affect the accuracy of the autonomous
navigation algorithm by analyzing the onboard result and ground result, which has
guiding significance for the further improvement of the algorithm.
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2 Introduction of Autonomous Navigation Algorithm

Distributed autonomous navigation algorithm uses inter-satellite measurement two-way
pseudorange to calculating its own position and clock error. The commonly used filter
algorithms include Kalman filter algorithm, extended Kalman filter algorithm (EKF),
unscented Kalman filter (UKF), particle filter (PF), and so on. Considering the per-
formance of the algorithm and the limited calculation resources on the satellite, the
EKF filtering algorithm is commonly used in the satellite navigation [1, 3, 4].

The extended Kalman filter is a kind of estimation method that based on the
minimum mean square error (MMSE) criterion. This algorithm uses linear method
to approximate the nonlinear function by expanding the equation at the estimation
value of the state variation using the Taylor polynomial expansion method. Then
the nonlinear filter problem is transformed into a linear filtering problem, so we can
use conventional linear Kalman filtering method continually [5].

If a discrete time nonlinear state equation and the observation equation can be
expressed in the following form

Xk ¼ f ðXk�1Þþ gk�1 ð1Þ

Zk ¼ hðXkÞþ vk ð2Þ

where X is the state vector, Z is the observation vector, f ðXk�1Þ is the nonlinear
state equation, hðXkÞ is the nonlinear observation equation, g is the state noise
vector,v is the observation noise vector, and g and v are the white noise whose
average is 0, their statistic characteristics are as follows:

EðgkÞ ¼ 0;EðgkgTj Þ ¼ Qkdkj
EðvkÞ ¼ 0;EðvkvTj Þ ¼ Rkdkj
EðgkvTj Þ ¼ 0

8<
: ð3Þ

Expand the state equation at the estimation value X̂k�1 using the Taylor poly-
nomial expansion method, and omit the second order and above items; then

Xk � f ðX̂k�1Þþ df ðXÞ
dX

����
X¼X̂k�1

ðXk�1 � X̂k�1Þþ gk�1 ð4Þ

If

df ðXÞ
dX

����
X¼X̂k�1

¼ Uk;k�1 ð5Þ

f ðX̂k�1Þ � df ðXÞ
dX

����
X¼X̂k�1

X̂k�1 ¼ nk�1 ð6Þ
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then

Xk ¼ Uk;k�1Xk�1 þ nk�1 þ gk�1 ð7Þ

where Uk;k�1 is the state transform matrix. Compared with the basic equation of
Kalman filter, the state equation adds one nonrandom item nk�1 at the condition that
the filtered last state variable X̂k�1 has been calculated. Such changes have no effect
on calculating the mean square error of the state prediction.

Similarly, expand the observation equation at the estimation value X̂k;k�1 using the
Taylor polynomial expansion method, and omit the second order and above items;
then

Zk � hðX̂k;k�1Þþ dhðXÞ
dX

����
X¼X̂k;k�1

ðXk � X̂k;k�1Þþ vk ð8Þ

If

dhðXÞ
dX

����
X¼X̂k;k�1

¼ Hk ð9Þ

hðX̂k;k�1Þ � dhðXÞ
dX

����
X¼X̂k;k�1

X̂k;k�1 ¼ fk ð10Þ

then

Zk ¼ HkXk þ fk þ vk ð11Þ

where Hk is the observation vector. Compared with the basic equation of Kalman
filter, the state equation adds one nonrandom item fk at the condition that the one
step predicts state variation X̂k;k�1 that has been calculated.

Through the first-order Taylor series expansion, we can use linear equation to
approximate the state equation and the observation equation. Then we can use the
basic equation of Kalman filter to estimate the state variable. Formula (12) gives the
recurrence formula which uses EKF to estimate state variable:

X̂kþ 1;k ¼ X̂k þ
R tk þDt
tk

f ðX̂k; tkÞdt
Pkþ 1;k ¼ Ukþ 1;kPk;kU

T
kþ 1;k þ Q̂k

Kkþ 1 ¼ Pkþ 1;kHT
kþ 1 Hkþ 1Pkþ 1;kHT

kþ 1 þRk
� ��1

X̂kþ 1 ¼ X̂kþ 1;k þKkþ 1 Zkþ 1 � hðX̂kþ 1;kÞ
� �

Pkþ 1;kþ 1 ¼ I � Kkþ 1HT
kþ 1

� �
Pkþ 1;k I � Kkþ 1HT

kþ 1

� �T þKkþ 1RkKT
kþ 1

8>>>>>><
>>>>>>:

ð12Þ

216 J. Chang et al.



We can see that EKF updates the system state variable by calculating a com-
promise between process noise Qk�1 and observation noise Rk . It can adjust the
gain value autonomously according to the relative size of the Qk�1 and Rk to
achieve the optimal estimation of the state of the system. Therefore, we must pay
attention to determine Qk�1 and Rk when we use EKF, otherwise it will cause the
filter error increases, and even lead to filter divergence. The process noise and
observation noise of the satellite algorithm are calculated on the ground based on
prior data, but there are still some errors [1].

In addition to the extended Kalman filter process, the autonomous navigation
algorithm is also dependent on the orbit integration algorithm and observation data
processing algorithm. Orbit integration algorithm achieves the transform of satellite
state variable from current state to next state. Data pre-processing algorithm
achieves time reduction of two-way pseudorange, deducting all the ranging errors
[7], and so on, to get the real two-way pseudorange at the epoch time. Orbit integral
algorithm and observation data processing module working on satellite are sim-
plified because of the limited of satellite resource so that the algorithm has some
error. In addition, the models of all kinds of error also have some error. All factors
will lead to increase in the error of autonomous navigation increases.

3 Introduction of Test Scenario

The test scenario is that one IGSO satellite determines its orbit and its clock error
autonomously based on three stations [8]. Due to the three stations are all in China,
satellite cannot be visible all the time, visibility as shown in Fig. 1. The IGSO
satellite’s trajectory is a fixed “8” shape over China in geocentric earth-fixed

Fig. 1 Test scenario
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systems. All the three stations are not visible to the satellite all the time. The solid
line in the figure shows that one station is visible to the satellite at least. The dotted
line in the figure shows that no station is visible to the satellite. In this way, the
observation data is interrupted during some time.

In the actual testing process, due to the problem of ground station support, not all
the time the ground station is visible to satellite, the satellite and the ground station
build a chain. In addition, even a chain is built between satellite and station; the
observation data will become exceptional with a certain probability. So the effective
links that the algorithm uses to calculate result are based on the observation data.

4 Analysis of Onboard Test Result

According to the above analysis, the key parameters of autonomous navigation
include process noise and observation noise, zero range, and so on. Especially, the
zero range used in autonomous navigation algorithm is a relative value, that is, the
channel delay of inter-satellite ranging channel relative to the channel delay of
navigation signals’ broadcast channel. The channel delay of the above two channels
that are calibrated on the ground before the satellite was launched usually have big
error, so the channel delay must be calibrated when the satellite is launched.
Therefore, the above key parameters are calibrated before the test starts based on
inter-satellite observation data, the precise orbit, and clock error that were got
before the test start. Then, satellite autonomous navigation algorithm calculates the
orbit and clock error based on the precise key parameters. The result of orbit
determination is transmitted to ground through the telemetry channel. Then we can
analyze the accuracy of orbit determination by comparing the result with precise
orbit data which is got from ground precision orbit determination system.

The autonomous orbit determination results are shown in Fig. 2. The blue line in
above figure of Fig. 2 is the orbit determination result and the red line in below
figure of Fig. 2 is the number of effective chain, which are used to autonomous
navigation system.

According to Fig. 2, the URE of orbit determination is less than 5 m during
9 days when the autonomous navigation algorithm works at the condition that
inter-satellite link is continuous, and there is a fluctuation that is about 3–4 m. At
some point because there is no effective inter-satellite link (no ground station is
visible or stations transmit abnormal data), the error of orbit determination
increases. But once there are effective inter-satellite links, the error will reduce to
less than 5 m quickly. The orbit error has a fluctuation even when there are some
effective inter-satellite links; there are two main reasons for this. First, the precise
orbit has error and the error is fluctuated. Second, the zero range based on precise
orbit that has fluctuated error is not precise.

The error of zero range before the sixth day is greater relatively because this zero
range is calibrated based on the precise orbit that has error and the precise clock
error is not complete. So we transmit new zero range to satellite at sixth day.
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According to Fig. 2, the orbit error is different before and after the zero range is
calibrated again. So we divide the above results into two sections.

Figure 3 shows the result of autonomous orbit determination using old zero
range and Fig. 4 shows the result of autonomous orbit determination using new
zero range. According to the data of effective inter-satellite number in Fig. 3, time
at when there are effective inter-satellite links more than one chain continues long
during first day to third day; there is some point at when the number of effective
inter-satellite link reduces because sometimes station is invisible to satellite or
exchanged data between station and satellite becomes abnormal, but duration time
is short. Continuous time of effective inter-satellite link is short during forth day to
sixth day; there is only one chain or no chain between satellite and station for long
time. Similarly, in Fig. 4, time at when there are effective inter-satellite links more
than one chain continues long during eighth day to ninth day; there is some point at
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Fig. 2 The result of autonomous orbit determination based on three stations
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Fig. 3 The result of autonomous orbit determination based on three stations using old zero range
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when the number of effective inter-satellite link reduces because sometimes station
is invisible to satellite and exchange data between station and satellite becomes
abnormal, but duration time is short. Continuous time of effective inter-satellite link
is short during seventh day, and there is only one chain or no chain between satellite
and station for long time.

Comparing Figs. 3 and 4, the error of orbit determination, which is fluctuated
around 5 m and whose fluctuation is 3–4 m, is bigger using old zero range. After
using the new zero range, the orbit error has a convergence process. When the
effective link between station and satellite becomes stable, the orbit error declines to
less than 5 m and the fluctuation is almost 0.

Comparing the time that is between first day and third day in Fig. 3 and the time
that is between eighth day and ninth day in Fig. 4, during the first day to third day,
the error of orbit determination is fluctuated around 5 m and the fluctuation is about
3–4 m. During eighth day to ninth day, the orbit error has a decrease process and
the error declines to less than 3 m when there is effective link.

By the above analysis, the calibration accuracy of zero range has big influence to
orbit determination error. So in order to obtain higher autonomous orbit determi-
nation accuracy, the zero range must be calibrated precisely based on the precise
orbit and clock error before the onboard test starts.

5 Analysis of Afterward Result

By the above analysis, the calibration accuracy of zero range has big influence to
orbit determination error. So in order to obtain higher autonomous orbit determi-
nation accuracy, the zero range must be calibrated precisely based on the precise
orbit and clock error before the onboard test starts. In autonomous navigation
algorithm, the parameters for algorithm (process noise Q and observation noise R),
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Fig. 4 The result of autonomous orbit determination based on three stations using new zero range
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the calibration accuracy of zero range, the error of phase center, and the tropo-
spheric delay correction all have big influence to the accuracy of autonomous
navigation algorithm. During the onboard test, the zero range is calibrated based on
the afterward precise orbit, but analysis shows that precise orbit still exists error so
that the zero range is not calibrated precisely. In addition, the phase center of the
station and the adjust parameter for algorithm are not calculated precisely. All the
above errors lead to result that the determination orbit has big error.

Afterward, using the two-way pseudorange between station and satellite, zero
range that is more precise, the phase center of station that is calculated based on the
model of the antenna, and the software parameters that are adjusted accurately, the
autonomous navigation algorithm runs on the PC. Considering the completion of
the data, the time during which algorithm runs on the PC is selected during first day
to fifth day. The result is shown in Fig. 5.

According to Fig. 5, on the first day, the number of the effective inter-satellite
link is not stable, and the algorithm cannot converge, so that the error of the orbit
determination has fluctuation and the URE > 3 m. After the first day, the links
between satellite and three stations tend to be stable. Three effective links can be
maintained and the number of effective links reduces occasionally. At this time, the
orbit error of the autonomous navigation algorithm converges to 2 m at the end.
Thereafter, the links between stations and satellite are stable during the second day
to forth day, so the orbit error can maintain less than 2.5 m during this time. From
the fifth day, the number of effective links begins to decrease, but the orbit error
does not diverge immediately and maintain less than 3 m. When passed half of fifth
day, there is no effective link, so that the orbit error begins to diverge. The error is
greater than 3 m sometimes. But we can get that the orbit error will reduce to less
than 3 m once there is effective link.

Comparing Figs. 2 and 5, the accuracy of orbit determination which is obtained
at PC is improved obviously relative to that obtained on the satellite. This result
shows that the zero range has error and the algorithm parameters also have error
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Fig. 5 The result of autonomous orbit determination that runs on PC
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during onboard test. To achieve higher accuracy, in the future test process, it is
necessary to calibrate these parameters more precisely.

6 Conclusions

According the onboard result of autonomous navigation algorithm, we can get the
conclusion that the satellite is able to achieve orbit determination autonomously based
on three stations at the condition that there are some effective links. The URE of orbit
determination is less than 5 m during 9 days when the autonomous navigation
algorithm works at the condition that there are effective inter-satellite link for long
time. Afterward, using more precise zero range, calculating the phase center of every
plot precise, and adjusting the algorithm parameter, the accuracy of orbit determi-
nation improves obviously. But once the number of effective links reduces, the
accuracy of orbit determination decreases obviously. Therefore, a certain number of
effective links are the pre-condition of precise autonomous orbit determination.

Comparing the above result, many kinds of error are difficult to calibrate
accurately in engineering relative simulation data, such as zero range, phase center
of antenna, troposphere delay (link between station and satellite), and so on. These
kinds of error will affect the orbit results directly. Therefore, to improve the
accuracy of autonomous navigation technology in engineering, in addition to
researching more precise orbit determination algorithm, it is also needed to pay
attention to how to calibrate all kinds of constant value errors in engineering and
how to make more accurate model of variable error.
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Precise Orbit Determination of Navigation
Satellite Using Joint Data from Regional
Tracking Station and LEO

Laiping Feng, Rengui Ruan, Xianbing Wu and Bijiao Sun

Abstract The precision of orbit determination for navigation satellites with
regional distributed stations may be improved by introducing onboard GNSS
observation data. The method of orbit determination combining the onboard data of
LEO with the observation data of regional monitor stations is discussed. In order to
validate this proposed approach and its performance, the observation data of seven
GPS stations in China and onboard data of GRACE-A and GRACE-B during
March 16–31, 2011 were collected and orbit determination experiments were car-
ried out. The result shows that, compared with the result of seven stations, the
visibility of GPS satellites is increased by about 14 %; meanwhile, the precision of
GPS orbit expressed in RTN components is improved by about 35, 44, and 45 %,
respectively; when introducing only GRACE-B, improvements in RTN compo-
nents of 51, 60, and 62 % are achieved when both GRACE-A and GRACE-B are
introduced and the visibility of GPS satellites is increased by 18 % in this case. The
proposed approach will provide a new idea to improve the orbit determination
accuracy of navigation satellite under the restriction of regional monitoring stations.
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1 Introduction

The orbit and clock error of the navigation satellite are calculated by the observation
data from the monitoring station, which precision determines the precision of
positioning and timing of users. Large quantity and wide distribution of the moni-
toring station can obtain more observations and may improve the precision of
satellite orbit and clock, which is very important. For some new navigation satellite
system, as the scale of monitoring station is still small, the overseas monitoring
station construction conditions are not available, the full arc tracking of navigation
satellite cannot be achieved, and high precision orbit determination is still difficult to
achieve, such as the use of pseudo-range of domestic monitoring station to determine
the GPS orbit, the precision is about 10 m; the use of carrier phase orbit, the
precision is about 1 m; in addition, even if the carrier phase is used, as the affection
of the geometric configuration of the constellation, the precision of the BDS MEO
satellite orbit determination is 2–3 times lower than GPS, GEO precision is worse
[1, 2]. In recent years, the navigation satellite system such as GPS and BDS is hoping
realizing the full arc tracking by establishing the link between the navigation
satellites, so as to achieve high precision orbit determination [3–6]. In fact, with
unique continuous three-dimensional positioning capability the navigation satellite
system has become the main method for the orbit determination of LEO. At present,
the precision of LEO orbit determination by satellite onboard GPS has reached 1–
2 cm [6–8]; many LEO with high precision position requirements have also been
equipped with satellite onboard GPS receivers, such as CHAMP, JASON, TOPEX,
GRACE, GOCE, etc. The satellite onboard receiver can obtain high precision
pseudo-range and carrier observation; if the LEO is seen as the monitoring station,
then satellite onboard data and monitoring station data will be used for precision
orbit determination of navigation satellite. For monitoring station, the low elevation
angle measurement is easy to be influenced by many factors such as multi-path. In
order to ensure the quality of observation, it is usually required to set up 0–15°
elevation angle of measurement, while there is no barrier around the LEO, in which
orbit is higher than troposphere, for GNSS satellite view of low altitude and even
negative height, so its influence is small relative to regional observation station;
moreover, as the “motion monitoring station,” LEO satellite has an enhanced effect
on GNSS in space geometric configuration [9], which can improve the precision of
orbit determination of GNSS and LEO satellites. Zhu [10] proposed the method of
integrating the data of satellite onboard and monitoring stations to determine the
orbit, geocentric coordination, and the gravity field coefficients of GPS and LEO
(GRACE and CHAMP). The results show that the orbit precision of the two kinds of
satellites and earth dynamics parameters can be improved obviously [11]. Geng
Jianghui carried out GPS satellite orbit determination experiment using satellite
onboard data and regional monitoring station data, and reached similar conclusion.
These results clearly show that the use of satellite onboard data can enhance the
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precision of navigation satellite orbit determination. All of the studies are based on
the global distribution station. The research background of this paper is based on the
construction of the Beidou global navigation satellite system (BDS) in China, and
the feasibility of using LEO satellite onboard data with regional monitoring station
observation to enhance the precision of navigation satellite orbit determination is
discussed. The method and mechanical model of combined orbit determination are
discussed, and the improvement of the arc tracking and orbit determination precision
of GPS satellite are analyzed based on the seven GPS monitoring stations in China
by joining GRACE satellite onboard data.

2 Mathematical Model

Lsta ¼ G xgps; xsta; xo; t
� �þ vsta; vsta 2 0;P�1

sta

� �
Lleo ¼ F xgps; xleo; xo; t

� �þ vleo; vleo 2 0;P�1
leo

� � ð1Þ

Among them,
Lsta;Lleo GPS observation is obtained from the regional monitoring station

receiver and the satellite onboard receiver, respectively; vsta; vleo are the corre-
sponding measurement errors; Psta;Pleo are the corresponding weight matrixes; t is
the time parameter; xgps is the GPS orbit parameters; xleo is the LEO satellite orbit
parameters; xsta is the station-related parameters, such as station coordinates, tro-
pospheric delay parameters, etc.; and xo is the measurement-related parameters such
as carrier phase ambiguity, clock error parameter, etc.

Above observation equations are linearized and written in matrix form as
follows:

lsta
lleo

� �
|fflffl{zfflffl}

l

¼
@G
@xgps

0 @G
@xsta

@G
@xo

@F
@xgps

@F
@xleo

0 @G
@xo

" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

A

dxgps
dxleo
dxsta
dxo

2
664

3
775

|fflfflfflfflffl{zfflfflfflfflffl}
dx

þ vsta
vleo

� �
|fflfflffl{zfflfflffl}

v

ð2Þ

Among them,

lsta ¼ Lsta � G x0gps; x
0
sta; x

0
o; t

� �
lleo ¼ Lleo � G x0gps; x

0
sta; x

0
o; t

� � ð3Þ

(�)0 initial value of parameter and d(�) parameters correction, corresponding to
the least squares solution, can be expressed as
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dx̂ ¼ ðATPAÞ�1ATPl

Q̂x ¼ ðATPAÞ�1 ¼ AT
staPstaAsta þAT

leoPleoAleo
� ��1 ð4Þ

Among them, P ¼ Psta

Pleo

� �
;Asta and Aleo, respectively, line 1 and line 2 of

formula (2), matrix A. Q̂x indicates covariance matrix, its diagonal elements are
related to the precision of the corresponding parameters, and the higher the element
value is, the lower the precision of the corresponding parameters is.

In orbit determination mission, the station coordinate usually is precisely known,
which can be used as a known quantity; while LEO is around the earth in high
speed, in which orbit is unknown, its stress is complex, especially the models of
solar radiation and atmospheric drag are difficult to be obtained. Compared with the
traditional precision of navigation satellite orbit determination, the key of naviga-
tion satellite orbit determination is how to accurately describe the orbit of LEO
satellite.

3 Orbit Determination Method

The application of GPS satellite onboard observation not only improves the
accuracy of orbit determination, but also promotes the great development of LEO
satellite orbit determination technology. At present, the main method of orbit
determination is dynamic, kinematic, and reduced dynamic method. Over the past
20 years, in foreign countries, the reduced dynamic method and geometric method
are mainly used for the orbit determination of gravity and altimeter satellites [7, 8,
12–18] (such as CHAMP, GRACE, GOCE, TOPEX, JASON-1/2) to avoid the
error of orbit dynamics models (especially the earth’s gravitational field model
error) influence, and one of the most important scientific results of these satellites is
that the accuracy of earth gravity field model is greatly improved, so that the
precision of LEO dynamic model is greatly improved as well. Now the new earth
gravity field model is used to LEO orbit determination, and the precision can reach
within 5 cm [7]. The dynamic method is an effective method of directly recovering
the satellite-related parameters (such as orbit parameters, earth gravity field, geo-
center position, etc.), and can be used to obtain satellite position and speed. The
purpose of this paper is to use the GPS satellite onboard data to improve the
precision of the orbit determination; the kinematic and reduced dynamic method
should be avoided because of too many unknown parameters. In addition, by the
constraint of current advanced orbital dynamics model for LEO orbit, more
information will be obtained which can enhance the geometric construction of GPS
satellites [9]. The dynamic orbit determination method is used to describe the LEO
satellite orbit in this paper.
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In order to ensure the accuracy of orbit dynamics model, force model should be
considered including the earth gravity field model, the sun gravity, the moon
gravity, the planets gravity, and the solar radiation pressure perturbation gravita-
tional force, after the Newton effect. The force models of the GPS satellite and the
LEO satellite are shown in Table 1.

The note is that solar radiation and atmospheric drag model in Table 1 has a lot
of uncertainty, and their model coefficients should be solved as unknown param-
eters together with initial orbit state parameters. For the GPS satellite, the study
shows that by means of solving the five parameters (D0, B0, Y0, Bc, and GPS) can
obtain the ideal orbit solution [21]. For LEO satellite, solar radiation pressure
reflection coefficient and atmospheric reflection coefficient should be estimated as a
constant for every 6 h; in addition, a set of periodic experience force parameters
(R/T/N) will be estimated by each orbit period [22].

On the basis of SPODS (Positioning and Orbit Determination System Satellite)
software, we have carried out the function expansion [23], which is based on the
combined use of satellite onboard GNSS data and regional monitoring station data.
The following experiments are completed based on this software.

4 Experiments and Analysis

4.1 Experiment Data

In order to evaluate the effectiveness of using the LEO satellite onboard observation
and regional monitoring station observation to determine the GPS orbit, the satellite
onboard data of GRACE-B and GRACE-A together with the observation of seven
GPS monitoring stations in China were collected and analyzed. The GRACE
project is proposed by American NASA and German DLR to carry out experiments
in the earth’s gravitational field inversion, atmospheric detection, and ionospheric
environment. LEO tracking technology is used for GRACE. There are two satellites

Table 1 Force model of GPS and LEO

Force model GPS LEO

The gravitational field
of the earth

EGM2008 12 � 12 order EGM2008 120 � 120 order

A tidal gravity Solid tide and pole tide, tide,
ocean pole tide

Solid tide and pole tide, tide,
ocean pole tide

Third body gravity Sun, moon and planets Sun, moon and planets

The post Newtonian
effect

IERS2003 [19] IERS2003

Solar radiation model ECOM model Ball model

Atmospheric drag
force

Without consideration Base on Harri_Pairs atmospheric
density model [20]
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in the same orbit at a distance of 220 ± 50 km, orbital inclination of 89°, the height
of 485–500 km, and a circle around the earth of about 90 min [24]. Two satellites
are equipped with a satellite onboard GPS receiver for precision determination of
their positions. Seven domestic GPS monitoring stations were chosen including
KUNM, LAHZ, BJFS, SHAO, URUM, CHAN, and XIAN; the distribution is
shown in Fig. 1. Observation period is from March 16 to March 31, 2011.

In order to facilitate comparison and description of the problem, the following
three schemes were set up in the calculation and analysis:

1. scheme 1: using seven domestic GPS tracking station observations;
2. scheme 2: using seven GPS tracking station observations and GRACE-B

satellite onboard GPS observation;
3. scheme 3: using seven GPS tracking stations observations and the GRACE-A

and GRACE-B satellite onboard GPS observations.

For above three schemes, the orbit determination is carried out respectively. The
observations are used for 3 days of arc section and the data sampling interval is for
30 s. In this paper, it is assumed that the accuracy of the satellite onboard obser-
vation and the observation of the regional monitoring station is equivalent.
According to our experience, the accuracies of the ionosphere-free combination of
the pseudo-range and phase are 2 m and 2 cm, respectively; on this basis, the right
value will be obtained. As mentioned above, the elevation angle of station is set up
to 10° to reduce the multi-path effect, and the elevation angle of LEO is 5°.

Fig. 1 Distribution of monitoring stations
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The parameters are to be estimated in addition to satellite orbit parameters,
including non-difference ionosphere-free combination ambiguity parameters and
station tropospheric zenith delay, and the ambiguity parameters using floating-point
solution. GPS initial orbit is calculated by broadcast ephemeris: for the GRACE
satellite, first broadcast ephemeris and pseudo-range observation data are used for
kinematic orbit determination, and then the initial orbit state vector and the initial
dynamics model parameters are obtained by dynamic smoothing. In order to ana-
lyze the effect of the LEO satellite onboard data, the variation of the geometrical
structure of the different schemes of GPS orbit determination is analyzed first, and
then the accuracy of the orbit determination is analyzed using IGS precision orbit as
the reference.

4.2 Analysis of Geometric Structure for Orbit Determination

The addition of LEO satellite will inevitably lead to the enhancement of the geo-
metrical structure of the orbit determination, in which the first performance is the
increase of the visible arc section number. In this definition, visible arc section is
the time interval at least one monitoring station observed. Figure 2 shows the
visible GPS arc section of the different schemes. It can be seen that in scheme 1, the
visible arc of each satellite is between 30.2 and 41.8 %, and the average is about
36.8 %; in scheme 2, the proportion of the visible arc of each GPS satellite is
slightly increased except No. 30 satellites, and the average is about 50.8 %, and
compared with scheme 1 the addition is about 14 %, and the relative increase is
about 38 %. Since the GRACE-B satellite did not observe satellite No. 30, the
visible arc segment did not change; in scheme 3, the effective arc of each satellite
was significantly increased in the range of 47.3–60.5 %, the average of about

Fig. 2 Comparison of the
visibility of GPS satellites
from three schemes
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54.6 %, and compared with scheme 1, the addition is 17.8 %, relative increase of
about 48.4 %, and compared with scheme 2, an increase is of about 3.8 %.

By formula (3), the covariance matrix Q̂x obtained by the least square solution is
related to the prior right P. In the establishment of the authority matrix P, the design
matrix A is determined by Q̂x, which is the type of observations, quantity and
geometric distribution of the observed values, which reflects the geometrical
structure of the orbit determination. If r2x ; r

2
x ; r

2
x are the initial orbit of the satellite

x; y; z½ � diagonal elements of the covariance matrix, respectively, the 3D

position accuracy (STD) can be expressed as rpos ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2x þ r2y þ r2z

q
. We have

shown that the improvement of the 3D position accuracy of the initial orbit of the
satellite with different solutions can be seen in Fig. 3. It indicates that the 3D
position accuracy of the initial orbit after joining GRACE-B is improved by
11.1–79.8 %, and the average is about 40.7 %. At the same time, the GRACE-A
GRACE-B are improved by 24.0–84.2 %, and the average increase is 55.4 %. This
is equivalent to the increase of the visible arc length.

4.3 Analysis of Orbit Determination

Figure 4 shows the results of the three schemes for orbit determination compared
with the IGS final orbit in RTN direction one day. It can be seen that in scheme 1 R
direction RMS is 0.2 m, and RMS (T) and RMS (N) are about 0.6 m; in scheme 2,
the RMS of the RTN direction is significantly reduced, the R direction is about
0.1 m, and the T and N directions are less than 0.4 m. Table 2 shows the statistics
of the RMS of average orbital (RTN) and three-dimensional position for 16 days.
The accuracies of orbit determination by those three schemes are 0.952, 0.521, and

Fig. 3 Improvement of the
satellites initial position
precision by schemes 2 and 3
compared with solution 1
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0.361 m, respectively, and the radial precision of the orbit with scheme 3 can reach
0.1 m. Compared with scheme 1, the improvements of scheme 3 and scheme 2 are
about 45 and 62 %, respectively.

Figure 5 shows the accuracy improvements of schemes 2 and 3 relative to
scheme 1. It can be seen that the improvement range of scheme 2, at R direction of
the RMS, is between 17 and 49 %, the T direction is between 32 and 58 %, and the
N direction is 30–60 %; the average improvement rates of RTN direction are about

Fig. 4 Daily RMS in RTN of
different schemes compared
with IGS final orbit

Fig. 5 Improvements of orbit
accuracy by solutions 2 and 3
compared with solution 1
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35, 45, and 44 %, respectively. Scheme 3 of the orbit precision is further improved;
the R direction of the improvement is between 42 and 65 %, the T direction is
between 43 and 75 %, and the N direction is between 46 and 73 %; RTN directions
of the average improvement rate are 51, 60, and 62 %, which indicate that the
satellite onboard data bring about the improvement of the orbits T and N. Although
the GRACE binary is only 200 km away, it has brought a significant improvement
in orbit.

Figure 6 shows the orbit accuracy improvement stated by satellite number,
joining a LEO satellite, except No. 30 satellite, and the orbit improvements of the
R/T/N direction are about 11–63 %, 25–64 %, and 25–65 %, respectively. It is
worth noting that, although the PRN 30 satellite is not directly observed by the
GRACE-B satellite, due to the correlation between the satellite orbits in orbit
determination process, the R/T/N RMS have been improved by 7, 9, and 13 %,
respectively. When the GRACE-A and GRACE-B satellites are joined, the R/T/N
RMS of the GPS satellite orbit are improved by 15–76 %, 31–78 %, 37–80 %,
respectively.

Table 2 Average RMS of orbit error (unit: m)

Orbit Component 7 Domestic stations +GRAC-B +GRACE-A&B

R 0.198 0.127 0.096

T 0.610 0.336 0.234

N 0.686 0.368 0.251

3D 0.952 0.521 0.361

Fig. 6 Improvements of orbit
accuracy respective to
satellites
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5 Conclusion

With the condition of regional monitoring station, the precision of the navigation
satellite orbit determination can effectively improve by adding the LEO satellite
onboard data to realize the joint orbit determination using monitoring station
observation together with the LEO satellite onboard data observation. In this paper,
the analysis shows that the satellite onboard GPS observation can effectively
improve the visible arc section of the navigation satellites, and enhance the geo-
metrical structure of the orbit. On the basis of the seven domestic monitoring
stations, the GPS observation of GRACE-B satellite is added, the visible arc section
can be increased by about 14 %, and orbit determination accuracy of RTN direction
can be increased by 35, 45, and 44 %, respectively. The accuracy of RTN com-
ponent is increased by 18, 60, and 62 %. This also shows that, similar to the
GRACE satellite formation, compared to the single satellite, its contribution in
these two aspects is more significant. It can be assumed that with the help of a
certain number of LEO with reasonable orbit distribution, combined with the
domestic regional monitoring station is fully possible to achieve the navigation
satellite effectively tracking and high precision monitoring.
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Orbit Accuracy Analysis for BeiDou
Regional Tracking Network

Gang Zhao, Shanshi Zhou, Xuhua Zhou and Bin Wu

Abstract In order to evaluate the orbit accuracy of regional network of Chinese
BeiDou Satellite Navigation System (BDS), we compare the orbits determined by
regional network consisting of ground stations within the border of China and orbits
provided by global Multi-GNSS Experiment (MGEX) covering 2-year time span
from 2013 to 2014. The results show that, for GEO/IGSO/MEO, mean radial accu-
racies of regional network orbits are around 0.4, 0.3, and 0.2 m, respectively. The
orbit accuracy degenerates significantly during eclipse and IGSO/MEO yaw-fixing
season. IGSO/MEO orbit accuracies present possible quasi-periodic oscillation, but
show week correlation with sun’s elevations above the orbital plane. Assessment of
regional network orbits by satellite laser ranging (SLR) shows, for GEO/IGSO/MEO,
that the RMS values of station–satellite distance are around 0.6, 0.3, and 0.2 m,
respectively, which match the orbit radial errors fairly well but contain significant
systematic offsets. The characteristics presented in BeiDou satellites are quite dif-
ferent from those in GPS/Galileo. The dynamic modeling accuracy and orbit pro-
cessing strategy on BeiDou satellites need further enhancement.

Keywords BDS � Regional network � Orbit evaluation � SLR

1 Introduction

BeiDou Satellite Navigation System (BDS) adopts mixed constellation structure
which consists of satellites distributed in Geostationary Earth Orbit (GEO), Inclined
Geosynchronous Orbit (IGSO), and Medium Earth Orbit (MEO). Currently, regional
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BDS which consists of 14 satellites has been put into operation stably. Global BDS
has also been implemented gradually, and a few test satellites have been launched or
been put into recent launch plan. The final goal of BDS construction is to form
satellite navigation system which provides global coverage service. As the onboard
reference of navigation system, precise satellite orbit will play important role during
the BDS application and spreading in high precision fields.

The networks of monitoring stations of GPS and Galileo systems have achieved
global and fairly even distribution. But limited by external conditions, the moni-
toring stations of BDS are located inside the border of China, which lead to poor
geometry structure of carrier phase measurement, and the normal equations of orbit
determination have greater probability to become ill-conditioned.

Some dynamical models in BDS orbit processing have not been perfect yet. The
solar radiation pressure (SRP) model is the most important perturbation model
affecting orbit determination of high-orbit and medium-orbit satellites. The practical
SRP models are empirical or semi-empirical, which have been formed on the basis
of long-term and large amount data analysis. At present, only for GPS, the SRP
model and parameter estimation have been well developed [1, 2]. The modeling for
Galileo SRP is still in the stage of investigation and improvement [3]. The modeling
for BDS SRP should also been put more efforts.

The nominal coordinate of BDS onboard carrier phase center is adopted in our
current data processing. Little difference would appear during the geometry cor-
rection for different frequency or to different direction. But only the fixed value is
adopted now, in which application should be accompanied by a set of
self-consistent parameters to avoid systematic bias of orbits.

Full understanding on accuracies and characters of BDS orbits provided by
reginal network is an important approach to investigate the effects of above-
mentioned factors and to provide further improvement. For this purpose, comparison
and analysis are carried out on the basis of 2-year orbits provided by BDS regional
network consisting of a set of ground stations located within the border of China and
orbits provided by the multi-GNSS experiment (MGEX) consisting of global ground
stations. Multi-satellite orbit determination strategy with simultaneous estimation of
orbital elements and clock errors are adopted to obtain the orbits in BDS regional
network framework [4]. The external orbit validation on BDS regional network is
also carried out on the basis of global satellite laser ranging (SLR) tracking provided
by International Laser Ranging Service (ILRS).

2 Orbit Comparison

2.1 MGEX Orbits

MGEX is a huge experimental system organized by International GNSSService (IGS),
in which goal is to explore characters of multiple satellite navigation systems including
GPSofUS,GLONASSofRussia,Galileo of EU,BDSofChina, andQZSSof Japanby
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cooperative analysis [5, 6]. A few global satellites navigation analysis centers have
joined inMGEXworking group, andprovide products such as orbit, clock, satellite and
station hardware delay, ionospheric correction, earth orientation parameters, etc.

There are around 30 ground stations of BDS in MGEX framework which realized
preliminary global distribution even though such distribution is not even very much.
Currently, three MGEX analysis centers provide BDS orbit products. Among these,
Europe CODE provides orbits of BDS IGSOs and MEOs, and German GFZ and
Chinese Wuhan University provides orbits of total BDS GEOs, IGSOs, and MEOs.
Preliminary orbit overlap and orbit comparison analysis for the orbit products pro-
vided by these three institutions show that 3D orbit accuracies of BDS satellites are
around 1–5 m for GEOs and 20 cm for IGSOs and MEOs, in which accuracies are
all significantly higher than orbits provided by regional BDS network. The orbit
products provided by Wuhan University last longer than the other two centers, so we
take orbits of MGEX Wuhan University as reference orbits in this work [7].

2.2 Comparison Results

The orbits provided by regional network and Wuhan University during whole 2013
and 2014 are compared. The evaluation indices include radial (R) accuracy,
transverse (T) accuracy, normal (N) accuracy, 3D position accuracy, and user range
error (URE). Detailed results are listed in Table 1, in which the comparisons are

Table 1 Statistics of orbit
comparisons

Sat type Sat code Orbit comparison/cm

R T N 3D pos URE

GEO C01 39.7 2664.0 92.6 2665.9 243.2

C02 37.0 844.6 59.4 847.4 84.7

C03 35.6 322.9 73.6 333.1 46.4

C04 36.5 981.9 94.4 987.1 96.0

C05 39.1 376.8 74.2 386.1 52.2

meana 37.1 631.6 75.4 638.4 69.8

IGSO C06 29.3 113.6 94.9 150.9 32.2

C07 30.1 95.5 87.0 132.6 32.3

C08 32.2 111.9 113.2 162.4 35.3

C09 28.0 107.0 82.3 137.9 30.6

C10 31.2 106.9 83.3 139.1 33.5

mean 30.2 107.0 92.1 144.6 32.8

MEO C11 19.3 77.3 52.2 95.3 23.2

C12 21.5 81.7 52.2 99.3 25.3

C13 16.6 72.7 48.9 89.2 20.5

C14 17.9 73.1 46.8 88.6 21.5

mean 18.8 76.2 50.0 93.1 22.6
a The results of C01 are excluded from statistics
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implemented not only in the visible scopes of regional network but in the whole
orbits. In this table the values of C01 satellite are excluded from GEOs statistics
because of its large deviation from other GEOs.

It is obvious that orbit errors are biggest in T direction and smallest in R
direction. The radial errors of GEOs, IGSOs, and MEOs are around 0.4, 0.3, and
0.2 m, respectively. The orbit errors of GEOs are biggest, which attribute to their
most poor and almost fixed observational geometry. Such geometry leads to strong
correlation between orbit determination and clock estimation, and thus affects the
orbit precision and stability seriously. The T direction accuracy of C01 in Table 1 is
exceptionally low, which is possibly relevant to the radio phase center difference
between its nominal value adopted in our analysis and its estimated value adopted
by Wuhan University in the case of vulnerable geometric covering.

Figures 1, 2, and 3 illustrate the details of radial position comparison of GEOs,
IGSOs, and MEOs. The red line in each sub-figure (scale in the right side of Y axis)
show the elevation of Sun relative to satellite orbit plane (b angle). The shallow
gray zone means the satellite is n. In the dark gray zones of Figs. 2 and 3, the b
angle are less than 4°, in which the satellites’ attitudes will convert into orbit normal
(yaw-fixing) modes from usual yaw-steering modes.

Frequent orbit maneuvers should apply to GEOs for the maintenance of
sub-satellite point’ longitudes. Every maneuver could cause several-day lack of
precise orbit. Week negative correlation seems appear between orbit difference and
solar b angle in Fig. 1. Dramatic accuracy degeneration or even interruption of orbit
will happen when b angle is close to zero.

It is shown in Figs. 2 and 3 that for IGSOs and MEOs, the orbit accuracy may be
higher when solar b angle is larger. The orbit accuracy usually degenerates during
eclipse season. While the satellite has converted into or approaches to yaw-fixing

Fig. 1 Radial comparisons of BDS GEO orbits
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mode, dramatic accuracy degeneration or even interruption of orbit is possible to
occur.

Further detailed survey on Figs. 2 and 3 cannot reveal simple negative corre-
lation between orbit accuracy and solar b angle. It is possible to experience rapid
varying process of orbit accuracy during slowly varying process of b angle. The
orbit accuracy shows some quasi-wave packet structure. This is possible to relate to
parameter estimation of SRP model. Because b angle is taken as SRP parameter in
basic frequency item and multiple frequency items, and during the SRP parameter
estimation, the effects of these frequency items are involved in orbits.

Fig. 2 Radial comparisons of BDS IGSO orbits

Fig. 3 Radial comparisons of BDS MEO orbits
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3 SLR Validation

3.1 SLR Observation

For navigation satellites, SLR is the unique high precision measurement indepen-
dent to radio carrier phase measurement, and has been taken as an important orbit
validation approach [8, 9].

Several satellites in BDS have been taken as international SLR monitoring.
Fairly large amounts of SLR tracking data have been gained for one BeiDou GEO
(G1, i.e., C01), two BeiDou IGSOs (I3, i.e., C08 and I5, i.e., C10), and one
BeiDou MEO (M3, i.e., C11) from 2012. Current global ILRS tracking network
consists of around 40 ground stations, which geographical distribution is shown in
Fig. 4. On the basis of historical statistics, the observation in 14 stations illustrates
the characters of large amount and high performance, so these 14 stations are
selected as core stations, which are marked by asterisk symbols in Fig. 4. For BDS,
among all core stations, Australian Yarragadee and Chinese Changchun occupy
most of observation data, which account for more than 90 % of global sum.

3.2 Validation Results

The orbits provided by regional network are validated by all observation provided
by global SLR monitoring network. The precision of tropospheric model correction

Fig. 4 Global distribution of SLR tracking network

240 G. Zhao et al.



in SLR validation is relevant to observational elevation, so the statistics for cut-off
elevation 20° and 60° are carried out separately. The ejection criterion for gross
error is 1 m. Table 2 summarizes the bias and dispersion of SLR validation for all
core stations.

It can be seen from Table 2 that RMS values of SLR validation show certain
degree of reduction when the cut-off elevation increases from 20° to 60°. SLR
validation residuals come from orbit error components along satellite–station line of
sight, of which majority are orbit radial errors, but the influence of orbit transverse
errors and normal errors also involved in the residuals. As shown in Table 1,
significant transverse errors and normal errors exist in all satellites. With the
increasing of observational elevation, the effects of transverse and normal com-
ponents decrease, so the RMS values of SLR validation become a bit smaller.

For GEOs, IGSOs and MEOs, RMS values of residuals are around 0.6, 0.3, and
0.3 m. Restricted by the geometrical conditions of the regional network, the
observational elevation for C01 is only around 40°, which leads to big value of RMS.

The temporal distributions of SLR validation residuals of these four satellites are
illustrated in Figs. 5, 6, 7, and 8. No significant variation of residuals appears along

Table 2 Statistics of SLR validation

Sat
type

Sat
code

Cut-off elevation 20° Cut-off elevation 60°

Points Mean/cm RMS/cm Points Mean/cm RMS/cm

GEO C01 1829 6.3 64.7 – – –

IGSO C08 1820 −18.4 32.8 935 −16.6 29.7

C10 4306 −14.3 31.0 495 −12.8 25.4

MEO C11 4913 −0.2 22.2 1767 3.5 18.1

Fig. 5 SLR validation sequence of C01 (GEO) orbit
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with the variation of solar b angle. This is one of BDS’ distinctive features because
significant negative correlation between residual dispersion and b angle can been
seen in GPS and Galileo systems.

Fig. 6 SLR validation sequence of C08 (IGSO) orbit

Fig. 7 SLR validation sequence of C10 (IGSO) orbit
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4 Summary

The accuracies of 2-year orbits from 2013 to 2014 provided by BDS regional
network are evaluated by orbit comparison and SLR validation. The main results
are as follows:

1. The comparisons with MGEX Wuhan University orbits show, for GEOs, that
the 3D orbit accuracies are slightly better than 10 m, and the radial accuracies
are around 0.4 m; for IGSOs, the 3D orbit accuracies are around 1–2 m, and the
radial accuracies are around 0.3 m; for MEOs, the 3D orbit accuracies are better
than 1 m, and the radial accuracies are better than 0.2 m. No significant negative
correlation relation exists between orbit accuracy and solar elevation relative to
orbit plane, which is different from GPS and Galileo satellites. Orbit accuracies
degenerate during eclipse season or attitude mode change.

2. SLR validation accuracies of GEO/IGSO/MEO orbits of regional network are
0.6, 0.3, and 0.2 m, respectively, which are roughly equivalent to orbit radial
accuracies. Orbit transverse and normal errors also throw certain effects on
validation accuracies.

The evaluations of regional network orbits illustrate that BDSs contain different
characters from GPS and Galileo satellites. Further dynamic models and estimation
strategy suitable for BDS should be developed.

Fig. 8 SLR validation sequence of C11 (MEO) orbit
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High Precision Determining
and Predicting of Earth Orientation
Parameters for Supporting Spacecraft
Navigation

Lue Chen, Geshi Tang, Jing Sun, Songjie Hu and Weitao Lu

Abstract Earth Orientation Parameters (EOP) are essential for spacecraft naviga-
tion missions, such as deep space navigation and GNSS navigation mission,
directly affecting navigation accuracy of spacecraft. First, this paper introduces the
theories of EOP determination based on VLBI and EOP prediction in Beijing
Aerospace Control Center (BACC), with some new data processing methods and
strategies. The systems of EOP determination and prediction in BACC, consisting
of VieVS and EOPS software (EOPS), could provide daily products of EOP
determination and prediction. Then, The EOP determination products in BACC are
compared with the products of International Earth Rotation and Reference Systems
Service (IERS) and International GNSS Service (IGS). The EOP prediction
products in BACC are compared with the products of IERS, United States Naval
Observatory, (USNO) and EOP_PCC. The determination standard deviation of
Earth polar motion x-component (PMX) is lower than 0.2 mas, Earth polar motion
y-component (PMY) is lower than 0.3 mas, UT1-UTC is lower than 0.02 ms, and
the determination accuracy is at the same level of the products of IERS and IGS.
Meanwhile, the short-term prediction error of PMX/PMY/UT1-UTC is a little lower
than EOP_PCC, and is at the same level of IERS and USNO. These compared
results show that EOP products in BACC with high precision could effectively meet
the requirement of spacecraft navigation mission. Finally, EOP prediction products
in BACC were successfully applied on China’s first reentry return flight test
mission to support spacecraft’s navigation.

Keywords EOP determination � EOP prediction � VLBI � Compared accuracy �
China reentry return flight test mission
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1 Introduction

Earth orientation parameters (EOP) consist of UT1-UTC, the difference between
UT1 (Universal time) and UTC (Coordinated Universal time), polar motion
coefficients (PMX, PMY) describing the movement of the Earth’s rotation axis to
the crust, precession, and nutation [1]. EOP is essential for the transformation of the
international terrestrial reference system (ITRS) and the international celestial
reference system (ICRS) [2, 3]. EOP has been determined by advanced space
geodetic techniques, including SLR, VLBI, GNSS, etc. [4].

The accuracy of EOP determination and prediction directly affects the accuracy
of the spacecrafts’ orbit measurement and determination. For example, Error in
UT1-UTC of 0.1 ms produces an error of 7 nrad in spacecraft right ascension,
corresponding to a position error at Mars of 1.6 km [1]. Particularly, high precision
determination and prediction of EOP plays the very important role in real-time or
quasi-realtime navigation mission.

Geodetic very long baseline interferometry (VLBI) is one of the primary space
geodetic techniques providing the full set of Earth Orientation Parameter (EOP) and
it is unique for observing long term Universal Time (UT1) and nutation [5]. On the
one hand, this paper introduces determining EOP based on VLBI observations in
BACC, utilizing VieVS VLBI analysis software, which is developed by Vienna
University of Technology. On the other hand, this paper introduces a prediction
method of EOP by dual differential least-squares (DDLS) and autoregressive
(AR) model (DDLS + AR) [6, 7]. EOP prediction software is developed in BACC,
which is called EOP Prediction Software (EOPS) [8]. EOPS could provide daily
EOP prediction products automatically.

Then, the determining results of EOP are compared with IERS and IGS results, the
prediction results of EOP are compared with IERS, USNO and EOP_PCC results.
Finally, the determination and prediction products of EOP were successfully applied
on China’s first reentry return flight test of lunar exploration (CE-5T1) mission, to
support CE-5T1 spacecraft high precision orbit measurement and determination.

2 The Theory of EOP Determining and Predicting

2.1 EOP Determining Method Based on VLBI

EOP determination based on VLBI observation is utilizing the least-squares
estimation method [8], the calculation procedure is shown as follows.

The VLBI observation equation is shown in Formula (1) [9].

Ot ¼ C X; tð ÞþVt ð1Þ
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where Ot is the obtained delay observation at the time of t, X is the parameter vector
related to delay observation. C(X, t) is mathematical model of X, which is also
called the theoretical value. Vt is the noise vector. It assumes that X consists of prior
value x0 and correction value x. Thus, the linearization of Formula (1) is shown in
Formula (2).

Ot ¼ C x0; tð Þþ @ X; tð Þ
@X

jx0 � xþVt ð2Þ

Then,

yt ¼ Atxt þVt ð3Þ

where yt ¼ Ot � C x0; tð Þ, it means the difference of observation value and theo-
retical value at the time t. At is partial derivative matrix.

Then, Formula (3) is expressed in the way of vector, shown in Formula (4).

Y ¼ AxþV ð4Þ

Assuming that the observation weight matrix is P0, the correction value is x,
obtained by least-squares method, is shown in Formula (5).

x ¼ ATP0A
� ��1

P0A
TY ð5Þ

In VLBI observation, delay measurement observation Ds instead of C(X, t) for
EOP determining [9], which is shown in Formula (6). The EOP determining pro-
cedure follows from Formula (1) to Formula (5).

Ds ¼ � PNSWDr � lð ÞþDsp þ a20 � a10ð Þþ a21 � a11ð Þ t � t0ð Þ ð6Þ

where P is precession matrix, N is nutation matrix, S is diurnal rotation matrix, and
W is polar motion matrix. a10; a11ð Þ and a20; a21ð Þ are clock error and clock rate in
VLBI Station 1 and Station 2.

2.2 2EOP Predicting Method

2.2.1 Dual Differential Preprocessing of the Raw EOP

As to EOP preprocessing, there are some differences of dual differential processing
between polar motion and UT1-UTC. Polar motion data could do the direct dual
differential processing, yet UT1-UTC data should remove leap seconds and tide
correction before dual differential processing. Then, the dual differential processing
procedure is shown in Formula (7).
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D2xt ¼ D Dxð Þ ¼ Dxtþ 1 � Dxt ¼ xtþ 2 � 2xtþ 1 þ xt ð7Þ

where xt means the time sequences of EOP, D means differential processing.

2.2.2 Least-Squares Method

The dual differential results of EOP could be calculated by Least-squares method
shown in Formula (8), it contains linear term and periodic term. For UT1-UTC
prediction, the periodic term contains annual, half of a year, 9.3 year, 18.6 year, etc.
[10]. For PMX and PMY, the periodic term contains Chandler wobbles, annual,
half of a year, third of a year, etc. [6, 7].

X tð Þ ¼ AþBtþCt2 þD1 cos
2pt
p1

� �
þD2 sin

2pt
p1

� �

þE1 cos
2pt
p2

� �
þE2 sin

2pt
p2

� �
þ � � �

ð8Þ

where, t is UTC time (unit is year). A;B;C;D1;D2;E1;E2; . . . are the fitting
parameters, p1; p2; . . . are the fitting periods, which could be determined by prior
experience.

2.2.3 AR Model

For a stationary sequence xtðt ¼ 1; 2; . . .;NÞ, the AR model is expressed as follows
[11]

xt ¼ u1xt�1 þu2xt�2 þ � � � þupxt�p þ at ¼
XP
i¼1

uixt�i þ at ð9Þ

where u1;u1; . . .;up are model parameters, at is white noise, p is model order.
Formula (9) is called p order AR model, denoted by AR(p). at �N 0; r2n

� �
, r2n is the

variance of the white noise.
This paper utilizes FPE criterion for determining AR model order. FPE criterion

function [10] is shown in Formula (10). The best AR model order is determined by
loop search from 1 to 200, and the best AR model has the lowest FPE value.

FPE pð Þ ¼ N þ p
N � p

r2n ð10Þ
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2.2.4 Inverse Dual Differential Processing

After least-squares and AR processing of EOP, the inverse dual differential cal-
culation should be done to get the final EOP production results, shown in Formula
(11) and Formula (12).

x̂N þ 1 ¼ xN þDxN�1 þD2x̂1 ð11Þ

x̂Nþ i ¼ x̂Nþ i�1 þDx̂N þ i�2 þD2x̂i i ¼ 2 : Mð Þ ð12Þ

where N is the length of raw EOP, M is the prediction steps of EOP, x̂ means
prediction results of EOP.

2.2.5 EOP Prediction Error Estimates

Mean absolute error (MAE) is used for evaluating the prediction performance of
EOP [10], shown in Formula (13).

MAEi ¼ 1
n

Xn
j¼1

pij � oij

��� ���� �
ð13Þ

where o is the real observation, p is prediction value, i is prediction day, n is
prediction number.

3 EOP Results Comparing

3.1 Comparison of EOP Determination Results

In order to evaluate the performance of EOP determination, EOP products of
BACC are compared with other international organization’s EOP products,
IERS EOP products, and IGS EOP products. The Vienna VLBI Software (VieVS)
[12, 13] is a new state of the art VLBI analysis software written in MATLAB, this
software is utilized to determine EOP based on VLBI observation in BACC. The
researcher of BACC participated in the development of VieVS [14]. The raw VLBI
observation results are gotten from international VLBI service for geodesy and
astrometry (IVS) database, which is from Jan. 1, 2015 to Oct. 31, 2015.

EOP calculation strategy includes VLBI station selection based on geometric
baseline, clock jump detection and removal in VLBI station, outlier detection and
removal, integral time setting, calculation parameters determination, etc.
Meanwhile, lots of model parameters need to be set, such as reference frames,
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ephemerides, troposphere, ionosphere, station models, source structure, etc. These
parameters setting could be found in VieVS manual [15].

IVS organizes two times conventional VLBI observation every week for EOP
monitoring by global VLBI stations. Meanwhile, BACC has developed MATLAB
code for conveniently comparing different EOP products, such as EOP of IERS,
IGS, and BACC.

EOP products calculated by VieVS are shown in Fig. 1, these are PMX, PMY,
and UT1-UTC products. In Fig. 2, the above is IERS results, the middle is BACC
results, the underside is IGS results. IERS results is EOP 08 C04 final products, IGS
results is IGS final products. The difference value of EOP determination results
among BACC, IERS, IGS is shown in Fig. 2. From these figures, these are shown
that BACC EOP determination results are mostly identical to IERS and IGS, the
numerical compared results are shown in Table 1. The standard deviation of PMX
between BACC and IERS is lower than 0.2 mas, the standard deviation of PMY is
lower than 0.3 mas, the standard deviation of UT1-UTC is lower than 0.02 ms.
This validates the EOP products based on VLBI have high precision results.
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Fig. 1 EOP determination results (PMX/PMY/UT1-UTC) in BACC compared with IERS/IGS
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3.2 Comparison of EOP Prediction Results

EOP_PCC is the Earth orientation parameters prediction comparison campaign [2],
whose aim is comparing EOP prediction performance by different prediction
methods. This paper takes UT1-UTC prediction for example to verify EOP pre-
diction performance in BACC. This paper compared EOP_PCC UT1-UTC results
with BACC UT1-UTC results [8] in ultra short term prediction (10 days) and short
term prediction (30 days), the same UT1-UTC data inputs were utilized. UT1-UTC
prediction results are, respectively, shown in Figs. 3 and 4.

From the above figures, it is shown that UT1-UTC prediction error in BACC is
lower than EOP_PCC. 1 day prediction error of UT1-UTC in BACC is lower than
0.03 ms, but EOP_PCC minimum 1 day prediction error is at the level of 0.08 ms
for UT1-UTC [2]. 30 day prediction error in BACC is lower than 2.5 ms, 30 day
prediction error in EOP_PCC is a little larger than 3 ms.

In order to gain daily products of EOP, BACC developed EOP prediction
software (EOPS) [8], which could provide daily EOP prediction products auto-
matically. Utilizing EOPS to produce EOP prediction products, the statistical error
of EOP prediction in 2015, is shown in Fig. 5 and Table 2.
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Fig. 2 EOP determination error among BACC/IERS/IGS

Table 1 The error of EOP compare results among BACC/IERS/IGS

EOP IERS-BACC error (rms) IGS-BACC error (rms)

PMX (mas) 0.194 0.197

PMY (mas) 0.289 0.294

UT1-UTC (ms) 0.0163 0.0222
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Fig. 3 Short term prediction results of UT1-UTC in EOP_PCC

Fig. 4 Short term prediction results of UT1-UTC in BACC
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4 EOP Products Application on Spacecraft Navigation
Mission

EOP is the basic data for spacecraft navigation missions. CE-5T1 Mission was
successfully implemented from Oct. 24, 2014 to Nov. 1, 2014, which is the first
reentry return flight test mission in China, for validating corresponding key tech-
nologies for China’s lunar sample return mission [16]. EOP prediction results were
important for CE-5T1 orbit measurement and determination system.

In CE-5T1 mission, EOP prediction products gained from EOPS were applied to
CE-5T1 interferometry measurement mission and orbit determination mission. EOP
prediction products error in BACC compared with the products of IERS and USNO
is shown in Figs. 6, 7 and 8.

From the above compared figures, it could be concluded that EOP prediction
results in BACC were mostly identical to IERS and USNO with a high precision
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Fig. 5 EOP prediction error
in 2015

Table 2 EOP prediction error in 2015

Pre day PMX pre error (mas) PMY pre error (mas) UT1-UTC pre error (ms)

1 0.205 0.179 0.046

5 1.71 0.967 0.291

10 2.28 1.52 0.818

20 2.35 2.47 2.13

30 3.14 3.18 3.58
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prediction accuracy, and the EOP prediction results of BACC in CE-5T1 mission
were very effective for supporting CE-5T1 spacecraft’s orbit measurement and
determination.
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5 Conclusion

EOP determination results of BACC are quite coincident with the results of IERS
and IGS. Compared with BACC results and IERS results, the standard deviation of
PMX is lower than 0.2 mas, the standard deviation of PMY is lower than 0.3 mas,
the standard deviation of UT1-UTC is lower than 0.02 ms. EOP short term pre-
diction error in BACC is a little lower than EOP_PCC. EOP prediction products
which were gained from EOPS were effectively applied to China’s CE-5T1 mission
for spacecraft navigation. Thus EOP products in BACC could effectively contribute
to support China’s future spacecraft navigation missions.
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A New Subregional Ionosphere Grid
Correction Method Based on Kriging
Interpolation and Result Analysis

Wen Li, Hong Yuan, Zishen Li and Xiaokun Zhang

Abstract The correction effect of ionosphere delay is a crucial factor in deter-
mining availability, accuracy, reliability, and other key performance indicators of
satellite navigation and positioning services. To meet the demands of single fre-
quency and high accuracy users for ionosphere correction, a new subregional
ionosphere grid correction method based on Kriging interpolation is proposed in
this paper and is further realized with an integrated software program of both server
end and client end algorithms. Experiment with observation data from IGS stations
in Europe shows that, with only eight reference stations, correction rate of the new
method in all subregions can reach about 80–90 %, similar to or even better than
that of grid ionosphere maps provided by CODE. So the new method has obvious
advantage in comprehensive consideration of correction efficiency and effect, which
can serve as important reference for the establishment of ionospheric model in PPP,
wide area differential, and regional augmentation systems.

Keywords Ionosphere augmentation model � Kriging interpolation � Subregional
ionosphere correction � Grid ionosphere correction

1 Introduction

Ionosphere delay is one of the most important unneglectable main error sources in
satellite navigation and positioning systems. Currently, the major basic satellite
navigation systems all provide users with broadcast ionosphere correction model in
their navigation message. The correction effect, always limited and not very sat-
isfactory, however, cannot meet the demands of users for higher accuracy [1].
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With the development of GNSS, obtaining TEC value with data from various
regional and small-area ground GNSS observation network and further establishing
more accurate ionosphere correction models that suits the regional ionosphere
distribution and variation characteristics or for the purpose of augmentation systems
has become a hotspot issue. Many mathematical models and methods have been
studied by domestic and overseas researchers with fruitful achievements [2–4].

This paper proposes a new subregional ionosphere grid correction method based
on Kriging interpolation and a software program for the whole algorithm flow is
established. Moreover, the real correction effect of this method is verified through
comparison with that of GIM provided by CODE in Europe.

2 Fundamentals for Kriging Interpolation

2.1 Definition

In the Kriging method, also known as optimum space autocovariance interpolation
method, specific weight is assigned to each sample value according to its space
location and the degree of correlation with other samples and then the average value
of central segment can be estimated through weighted moving average. From the
mathematical perspective, it can provide an optimum linear and unbiased estimation
for the study subject. So it can reflect the intrinsic characteristics of observation data
satisfactorily, which largely owe to its full consideration of both the location cor-
relation between the known and unknown points and the space relativity of the
variable itself. Especially for data estimation issue with sparse sample points, the
Kriging interpolation method demonstrates unique advantages [5].

Meanwhile, it is known that the ionosphere, as part of the Earth’s spatial
environment and an open, dynamic and complicated system itself, features distinct
diversity in terms of distribution and variation patterns in different regions. This
also leads to the fact that every ionosphere correction model has its certain scope of
application and often presents different correction levels in different regions. So,
how to describe and reflect ionosphere characteristics on a small scale and in a more
accurate manner become a key restrictive factor and a difficult problem in this field.

However, it can be found from the above introduction that Kriging’s advantage
exactly fits the nature of ionosphere and demand for ionosphere modeling. Kriging
interpolation is therefore adopted as a basic method in ionosphere estimation [6, 7].
Moreover, as an influential range is always needed in Kriging interpolation, the
concept of subregional estimation is introduced. This is where the basic idea of the
new subregional ionosphere grid correction algorithm based on Kriging interpo-
lation comes from.
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2.2 Methodology

Among the several common categories of Kriging interpolation, it is ordinary
Kriging interpolation that is adopted in this paper. Here follows the basic process
how it is carried out [8].

For regional variable zðxÞ, assume that the observation values on sample points
x1; x2; . . .; xn are zðx1Þ; zðx2Þ; . . .; zðxnÞ, respectively, then the value z x0ð Þ on point x0
can be estimated by a linear combination as

z x0ð Þ ¼
Xn

i¼1

kizðxiÞ ð1Þ

where ki is weighted coefficient.
Also assume that zðxÞ comply to intrinsic hypothesis, ordinary Kriging equations

can be obtained as:

Pn

i¼1
cðxi; xjÞki þ l ¼ cðx0; xjÞ ðj ¼ 1; . . .; nÞ

Pn

i¼1
ki ¼ 1

8
>><

>>:
ð2Þ

where cðxi; xjÞ is the variogram function value between sample points xi and yi; l is
Lagrange constant;

Once the weighted coefficients ki are solved from Eq. 2, the estimated value z x0ð Þ
at grid point x0 can be computed through Eq. 1. So, the key issue in Kriging
interpolation lies in selection of theoretical model for the variogram c and the model
parameters estimation, also called the structural analysis issue for regional variables.

The measurement used for description of the spatial correlation between different
points is semivariance, which can be calculated as:

cðhÞ ¼ 1
2n

Xn

i¼1

zðxiÞ � zðxi þ hÞð Þ2 ð3Þ

where h is the distance between two points; n is the number of pair of sample points
separated by distance h; z is the attribute value of the corresponding point.

When all the semivariances are worked out for different h, the semi variograms
can be plotted with distance and semivariance as the horizontal and vertical axis,
respectively. In this algorithm, spherical model (as shown in Eq. 4) is selected as
the theoretical variogram model.

cðhÞ ¼
0; h ¼ 0
c0 þ cð3h2a � h3

2a3Þ; 0\h� a
c0 þ c; h[ a

8
<

:

9
=

; ð4Þ
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where c0 is the nugget value; c is the sill value; a is the range value. Details about
these three key characteristic values for the variogram function are shown in Fig. 1.

3 The Subregional Ionosphere Grid Correction Algorithm
Based on Kriging and Software Program Realization

The ionosphere correction method proposed in this paper mainly consists of two
parts: the server end and the client end. In the software program developed for this
algorithm, these two components share a common configuration file for input and
output interface control (like data input, product/results output, etc.) and setting of
basic information and key parameters (like time interval of ionosphere product,
number and latitude/longitude range of subregions, product grid step width, etc.).
A detailed flow chart of the software is given in Fig. 2.

The function of the server end is similar to that of the data processing center in a
wide area differential system. First of all, preprocess is carried out for the obser-
vation data of selected reference stations, such as cycle slip detection and repair, so
as to obtain fine observation data and information file of ionosphere pierce points;
second, in accordance with the region dividing scheme in the configuration file,
estimated VTEC values on target grid points are computed through ordinary
Kriging interpolation within each relevant subregion; finally, grid VTEC maps of
the whole region for each time interval are stored and displayed in the server end
and grid VTEC file (in similar format with CODE GIM [9]) is stored and broad-
casted to the users as the final product.

The client end of the software is mainly designed for verification of the accuracy
and reliability of the product broadcast by the server end and evaluation of cor-
rection effect for the new algorithm. With the selected checking stations from each
subregion in the configuration file taken as real users, product broadcast by the
server end is used for ionosphere correction and real effects are analyzed. Through
comparison between the observation computed VTEC value VTEC for each epoch

Fig. 1 Characteristic values
for variogram function
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and statistical indicators like average, root mean square, and correction rate for each
time interval and a single day, various graph and file results (such as scatter time
sequence diagram, bar graphs, etc.) are plotted and stored. So, the client end can
give us an explicit and detailed reflection of the real correction results of this
algorithm in each subregion.

4 Simulation Example

Observation data from IGS tracking stations in the European region are used in this
section for verification and test of the algorithm and software program.
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Fig. 2 Algorithm flow chart
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4.1 Data and Configuration Scheme

In the test, in consideration of the common relation between latitude and ionosphere
variation characteristics, the European region is generally divided into three sub-
regions: the mid-low latitude zone (30°N–45°N, 15°W–45°E); the mid-high zone
(45°N–60°N, 15°W–45°E), and the high latitude zone (60°N-75°N, 15°W-45°E).
There are eight reference stations and three checking stations, which are evenly
distributed as shown in Fig. 3, selected for processing. While the IPP information
of each epoch from the eight reference stations are used in ionosphere correction
product generation, those of the three checking stations are adopted in verification
of the actual correction results.

The sample rate of IGS observation data used in this paper is 30 s and the final
product is resolved every half an hour. In the final ionosphere grid correction file,
the grids are separated by 2.5° in latitude and 5° in longitude. However, in view of
the display effect on the server end, the latitude and longitude spacing for grids in
the grid ionosphere VTEC maps are both 1 degree.

As a reference, the Global Ionosphere Maps (GIMs) provided by the Center of
Orbit Determination [10] in Europe are also introduced on the checking stations for
its real correction effects and compared with products of the new algorithm. It
should be noted that CODE adopted a 15 * 15 spherical harmonic function model
and data from about 95 IGS tracking stations in the same research region (30°N–
75°N, 15°W–45°E).

In order to judge the actual correction effect of ionosphere product, here we
introduce correction ratio as:

Correction Ratio =
TECtruevalue

TECcomputedvalue
ð5Þ

Fig. 3 Distribution of
selected reference (red dot)
and checking (green dot)
stations in Europe (see color
figure online)
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4.2 Single-Day Results

Observation data on July 10 2015 (DOY 191) are used for processing according to
the above-mentioned configuration scheme.

4.2.1 Server End Products

In the server end, there are 48 grid ionosphere VTEC maps for the European region
in total (generated every half an hour), part of which are illustrated in Fig. 4, and
also the final ionosphere grid correction file (in similar file naming and format
conventions with GIM from CODE).

4.2.2 User End Results

In the user terminal, TEC residuals between the computed value and observation
value of each observation epoch are calculated for each checking station. Moreover,

Fig. 4 Grid ionosphere VTEC map in Europe (July 10th 2015, UTC time 02:30:00–07:00:00)
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crucial statistical indicators like TEC residual average and RMS, as well as TEC
correction ratio are also given for each segment interval and the whole day in
various graphs and files. Some results for station ANKR in the mid-low latitude
region are shown in Fig. 5.

4.2.3 Comparison and Analysis

The detailed correction results of GIM provided by CODE on the checking stations
can be found in Table 1.

It can be concluded that the correction effect of Kriging subregional interpolation
method is equivalent to that of GIM, both of which are very satisfactory with
ionosphere delay correction rate all above 90 % in the mid-low, mid-high, and high
latitude regions.

4.3 Short Term Results

In order to demonstrate the effectiveness, reliability, and stability of the new algo-
rithm over long time period, the program is deployed on a server for routine auto
processing with the same configuration plan. The TEC residual average, RMS, and

Fig. 5 VTEC residual time series and statistical bar graph on ANKR in mid-low latitude

Table 1 Correction results comparison on July 10 2015 (DOY 191) (Unit: TECU)

ANKR SASS KIRU

AVE RMS Ratio AVE RMS Ratio AVE RMS Ratio

Krig −1.06 2.03 0.91 0.08 1.36 0.94 0.03 2.02 0.90

GIM 0.86 2.26 0.90 0.14 1.46 0.93 0.57 1.85 0.90
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correction rate results on the three selected checking stations from August 11 2015
(DOY 223) to September 5 2015 (DOY 248) are listed in Table 2, Figs. 6 and 7.

It can be seen that, generally speaking, the correction effect of the new algorithm
is equivalent to or even better than that of GIM provided by CODE for the
European region in this research; both methods have best correction results in the

Table 2 Statistical results on
ANKR (Unit: TECU)

D
O
Y

ANKR

Krig GIM

AVE RMS Ratio AVE RMS Ratio

223 −0.19 2.18 0.89 0.62 2.06 0.89

224 −0.29 2.03 0.90 0.15 1.99 0.90

225 −0.39 1.97 0.89 0.30 1.87 0.89

226 −0.46 1.51 0.88 0.61 1.41 0.89

227 −0.04 1.85 0.90 0.98 1.81 0.87

228 −0.40 1.77 0.87 0.59 1.65 0.86

229 −0.14 1.75 0.89 0.36 1.68 0.88

230 −0.00 1.88 0.85 0.58 1.86 0.85

231 −0.20 2.01 0.87 0.39 1.93 0.87

232 −0.11 1.77 0.89 0.85 1.67 0.88

233 −0.16 1.67 0.89 0.87 1.66 0.87

234 −0.28 1.67 0.89 0.65 1.67 0.87

235 −0.37 1.79 0.89 0.78 1.73 0.87

236 −0.55 1.82 0.87 0.53 1.71 0.88

237 −0.44 1.74 0.90 0.79 1.67 0.89

238 −0.51 1.78 0.88 0.82 1.75 0.86

239 −0.42 2.02 0.89 −0.36 1.97 0.89

240 −0.26 1.93 0.85 0.32 1.79 0.85

241 −0.34 1.74 0.84 0.57 1.71 0.83
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mid-low latitude region, while the effect deteriorates slightly as it goes North to
higher latitude.

For the subregional ionosphere grid correction method based on Kriging inter-
polation, the ionosphere delay correction rate in the mid-low latitude region is
around 90 %; while in the mid-high latitude region, the majority is about 85 % and
all above 70 %; as for the high latitude, the variation range is more obvious, largely
between 70 % and 90 % except rare cases about 60 %. This can be partly attributed
to the fact that only one reference station is adopted for modeling in this subregion
and thus the limited amount of observation data can hardly fully reflect the dis-
tribution and diversity characteristics in this area.

Moreover, it should be noted that the new algorithm only uses eight reference
stations in the whole European region for the process while CODE adopts data from
95 stations in the same region and the 15-order spherical harmonics function to
generate the GIM product. As the new method features much more simple math-
ematical model and much smaller data volume in processing, its efficiency can be
greatly improved. The new method, therefore, enjoys obvious advantage in com-
prehensive consideration of its efficiency and final effect.

5 Conclusions

In this paper, a new subregional ionosphere grid correction method based on
Kriging interpolation is introduced with details on the basic fundamentals and the
whole processing flow. A set of software is also programmed to realize the whole
algorithm, including both product generation and result verification. Results of test
in the European region show that the new algorithm can achieve very satisfactory
effect with only eight IGS stations as reference station. The ionosphere delay
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correction rate of the new algorithm in mid-low latitude Europe can reach about
90 %, while those for the mid-high and high latitude subreigons are generally
around 85 % and 80 %, respectively. This is equivalent to or even better than the
correction results of GIM provided by CODE in the same cases. However, in view
that CODE adopts data from 95 stations in the same region and a 15-order spherical
harmonics function to generate the GIM product, the new method is much more
advantageous in processing efficiency. With much smaller observation data volume
needed, much simpler mathematical model, much higher processing efficiency, and
the very satisfactory correction results, the new method can serve as important
reference for the design and establishment of ionosphere correction model needed
in regional PPP and augmentation system.
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Research on Integer Ambiguity Resolution
Method with BDS and GPS Single Epoch,
Dual-Frequency Data

Yong Wang, Xiubin Zhao, Chunlei Pang, Ang Gong and Xiao Wang

Abstract Dual-antenna attitude determination technology based on global navi-
gation satellite system can measure the attitude of transporters continuously and
accurately. The correct resolution of integer ambiguity is the basis. Integer ambi-
guity resolution methods with single epoch data for attitude determination are
immune to influence of cycle clip and provide attitude determination immediately,
but for most methods, the differences are large between the float solution and the
correct integer ambiguity, the search space are large, and the validation of integer
ambiguity is difficult. For these problems, baseline constrained iteration least square
algorithm used the known baseline length which is proposed to improve the float
solution; threshold changes step-by-step to reduce search space; the validation of
integer ambiguity is accomplished by comparing the calculated baseline vectors
using BDS and GPS data after the baseline length validation. The results of actual
testing show that the success rate is more than 98 %, the integer ambiguity reso-
lution method can be effectively used for attitude determination with single epoch
data.

Keywords GNSS � Single epoch � Attitude determination � Integer ambiguity �
Baseline constrained
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1 Introduction

Global Navigation Satellite System (GNSS) is widely used in positioning and
attitude determination in the field of military and civilian because of its charac-
teristics of all-time, all-weather, and wide coverage area. Attitude determination can
use carrier phase measurement to resolve the attitude of vehicles, and the integer
ambiguity resolution (IAR) is the key. IAR with single epoch data can eliminate the
cycle slip and reduce the initialization time, so it will accomplish the attitude
determination of dynamic vehicles in real-time. Global Positioning System (GPS) is
the most widely used GNSS at present. However, with the development of BeiDou
Navigation Satellite System (BDS), combining BDS with GPS data will be a trend.
Attitude determination with BDS and GPS data can help IAR and improve the
accuracy and reliability, thus it has important research and application value.

Many domestic and foreign scholars had put forward IAR methods with single
epoch data used in attitude determination. Teunissen et al. expand and improve the
LAMBDA method theoretically based on the known baseline length, then put
forward the BC-LAMBDA method [1, 6, 7]. Buist [8] summarizes the IAR methods
which can be used in attitude determination systematically and comprehensively,
and verify the validity of BC-LAMBDA method with shipboard and airborne test.
Liu and Ou [3] puts forward damping LAMBDA method and solve the
rank-deficient problem in carrier phase measurement model by adding damping
factor to normal equations. Li et al. [4] sets up a model with double frequency
pseudorange and carrier phase measurements, and validates ambiguity candidates
by dual-frequency correlation and baseline constraint. Qin et al. [10, 11] structure
novel measurement equations by transforming the single difference carrier phase
equations, and then use modified null space method to verify ambiguity candidate
space. Teunissen et al. [9] use two steps searching method to accomplish the
attitude determination with BDS single epoch data.

We can conclude from the research of above-mentioned scholars that there are
four problems in IAR of attitude determination with single epoch data. They are
rank-deficient problem of carrier phase double difference (DD) equations, low
precision of float solutions, long span ambiguity searching space, and confirmation
of ambiguity candidates. In this paper rank-deficient problem is solved by adding
pesudorange measurements. A baseline constrained iteration least square is put
forward to improve the accuracy of float solutions. We use double frequency
combined carrier phase measurements and threshold changing step-by-step
searching method to shrink searching space. At last, we validate ambiguity can-
didates by comparing the baseline vectors calculated with BDS and GPS data,
respectively.
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2 Double Frequency Combined Carrier Phase
Measurement Equation

GNSS attitude determination uses DD equation. Since its short baseline, DD
equation can eliminate many errors, such as ephemeris error, satellite clock error,
ionospheric delay, tropsopheric delay, and receiver clock offset. In case of not
considering multipath effect, the DD equation can be represented as

Ui1¼ Bi�b
ki1

þNi1 þ ei1
Ui2¼ Bi�b

ki2
þNi2 þ ei2

(
ð1Þ

where i equals to 1(BDS data) or 2(GPS data), Ui1 and Ui2 are carrier phase DD
measurements on L1 and L2 frequency, respectively, Ni1 and Ni2 are DD integer
ambiguity on L1 and L2 frequency, respectively, ei1 and ei2 are carrier noise on L1
and L2 frequency, respectively. ki1 and ki2 are wavelengths corresponding to L1
and L2 frequency. b is the baseline vector. Bi is the design matrix.

Supposing j and k are the combination coefficients of Ui1 and Ui2, respectively,
double frequency combined measurement equation, according to Eq. (1), can be
expressed as

Uc ¼ j
ki1

þ k
ki2

� �
Bi � bþ jNi1 þ kNi2ð Þþ jei1 þ kei2ð Þ ð2Þ

From Eq. (2), we can know that combination wavelength is
kc ¼ ki1ki2=jki2 þ kki1, combination integer ambiguity is Nc ¼ jNi1 þ kNi2, com-
bination carrier noise is ec ¼ jei1 þ kei2. If we suppose ei1 and ei2 are statistical
independent and follow the same gauss distribution, the standard deviation is r, so
the standard deviation of combination carrier noise is

ffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 þ k2

p
r, the standard

deviation of range noise is kc
ffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 þ k2

p
r.

Supposing the carrier noise factor is bU ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 þ k2

p
, the range noise factor is

bb ¼ kc
ffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 þ k2

p
. We can conclude from double frequency combined equation that

bU reflects the difficulty of IAR, bb reflects the accuracy of baseline. A number of
double frequency combination of BDS and GPS confirmed by searching method
[13] is shown in Table 1.

Table 1 shows that the range noise factor of double frequency combination is
greater than that of single frequency, thus solving baseline vector with double
frequency will reduce its accuracy. The better way is solving the integer ambiguity
of two double frequency combinations, then solving the integer ambiguity of single
frequency inversely.

Among the BDS and GPS double frequency combinations in Table 1, although
the combination wavelength of (4, −5) and (7, −9) are long, their combination
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carrier noise factor is big. That is disadvantage to solving integer ambiguity. So, we
use (1, −1) and (−3, 4) to solve double frequency integer ambiguity by multifactor
comprehensively considering.

3 Integer Ambiguity Resolution Method with Single
Epoch Data

3.1 Baseline Constrained Iteration Least Square Algorithm

Carrier phase measurements have high accuracy, however, the measurement
equation with single epoch data is rank-deficient. So, it hardly solves integer
ambiguity. In order to accomplish IAR, we have to use pesudorange measurements.
Addition of pesudorange measurements can reduce the accuracy of ambiguity float
solution, leading to a poor success rate in IAR. Adding the known baseline length
to measurement equation as a constraint condition will improve the accuracy of
float solution. Teunissen [7] and Tang et al. [12] both use this idea, however, they
do not give the specific application methods. In this paper, a baseline constrained
iteration least square (BCILS) algorithm is put forward to refer to the idea of [2]. It
can improve the accuracy of ambiguity float solution, thus improve the success rate
of IAR.

Substituting the pesudorange measurements and carrier phase double frequency
combined measurements to the Eq. (2)

LP

kcUc

� �
¼ Bi 0

Bi kcI

� �
b
Nc

� �
þ eP

kcec

� �
ð3Þ

where LP is DD pesudorange measurements, eP is the DD pesudorange noise.

Table 1 BDS and GPS
double frequency
combinations

GNSS j k kc (m) bU (cycle2) bb (m2)

BDS 1 0 0.1920 1 0.1920

0 1 0.2483 1 0.2483

1 −1 0.8470 1.4142 1.1978

−3 4 2.0637 5 10.3187

4 −5 1.4365 6.4031 9.1983

7 −9 4.7266 11.4018 53.8921

GPS 1 0 0.1903 1 0.1903

0 1 0.2442 1 0.2442

1 −1 0.8619 1.4142 1.2189

−3 4 1.6281 5 8.1403

4 −5 1.8316 6.4031 11.7278

−7 9 14.6526 11.4018 167.0655
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Supposing Y ¼ LP kcUc½ �T , A ¼ Bi 0
Bi kcI

� �
, X ¼ b Nc½ �T and

e ¼ eP kcec½ �T
Equation (3) can be simplified to

Y ¼ AXþ e ð4Þ

The least square solution of Eq. (4) is

ATPAbX ¼ ATPY ð5Þ

where P is the weighting matrix. Adding bX to both sides of Eq. (5)

ATPAþ I
� �bX ¼ ATPYþ bX ð6Þ

For both sides of Eq. (6) contain bX, we can solve it iteratively. The iterative
equation is

bX nð Þ ¼ ATPAþ I
� ��1

ATPYþ bX n�1ð Þ
	 


; n ¼ 1; 2; . . . ð7Þ

Supposing q ¼ ATPAþ I
� ��1

, Eq. (7) can be expressed as

bX nð Þ ¼ qþ q2 þ � � � þ qn
� �

ATPYþ qn bX 0ð Þ ð8Þ

where bX 0ð Þ is the initial value of bX. Although bX 0ð Þ can be selected any value

theoretically, we select the solution of Eq. (4), ATPA
� ��1

ATPY, as the initial
value. So, the variance-covariance matrix of Eq. (8) is

QbX nð ÞbX nð Þ ¼ qþ q2 þ � � � þ qn
� �

ATPA qþ q2 þ � � � þ qn
� � ð9Þ

The mathematical expression of baseline constraint in attitude determination is

l� d�
ffiffiffiffiffiffiffiffi
bTb

p
� lþ d ð10Þ

where l is the length of known baseline. d is the error threshold of baseline. Regard
Eq. (10) as terminal condition of above-mentioned iterative method, it can be
expressed as

l� d�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x̂21 þ x̂22 þ x̂23

q
� lþ d ð11Þ

where x̂1, x̂2 and x̂3 are the first to third elements of column vector bX nð Þ, and then
the flowchart of BCILS is shown as Fig. 1.
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As shown in Fig. 1, S is variance-covariance matrix of bX. To avoid the iterative
time which is too long, we set the maximum of n to 1000. When we have the float
solution bX and its variance-covariance matrix QbXbX , then we can get the float

solution of ambiguity bNc and baseline vector b̂ and their variance-covariance
matrix QbNcbNc

and Qb̂b̂:

3.2 Threshold Changing Step-by-Step Searching Algorithm

According to Eqs. (5) and (6), the measurement equation can be expressed as

Y ¼ BbþCNc þ e ð12Þ

where B ¼ Bi Bið ÞT and C ¼ 0 kcIð ÞT . The least square problem in Eq. (12) is
the minimization problem as

Fig. 1 Flowchart of BCILS algorithm
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min
Nc2Zn;b2R3

Y� Bb� CNck k2QYY
ð13Þ

where �k k2QYY
¼ �ð ÞTQ�1

YY �ð Þ, and QYY is the variance-covariance matrix of
Y. Considering the theory of Teunissen, without baseline constraint, Eq. (13) can
be transform into the minimization problem as

min
Nc2Zn

bNc � Nc

��� ���2
QbNcbNc

ð14Þ

LAMBDA is an outstanding algorithm to solve the problem. It uses matrix Z to
make Gauss transformation with bNc and QbNcbNc

, to accomplish the ambiguity

decorrelation. After that, Eq. (14) can be transform into

min
z2Zn

ẑ� zk k2Qẑ̂z
ð15Þ

where z ¼ ZTNc and Qẑẑ ¼ ZTQbNcbNc
Z

By confirming searching threshold, we can search the fixed solution z^ in the
multidimensional ellipsoid whose mathematical expression is

ẑ� zk k2Qẑ̂z
� v2 ð16Þ

The fixed ambiguity N
^

c can be solved with z^ and Z, and then the fixed baseline
vector will be solved according to the relationship between baseline vector and
ambiguity as

b
^ ¼ b̂�Q

b̂bNc
Q�1bNcbNc

bNc � N
^

c

	 

ð17Þ

In attitude determination with single epoch data, for the use of pesudorange, the
accuracy of float solution will become low, so the baseline constraint is an
important condition. On this occasion, Eq. (13) will transform into

min
Nc2Zn;b2R3;l�r�

ffiffiffiffiffiffi
bTb

p
� lþr

Y� Bb� CNck k2QYY
ð18Þ

where r is the error threshold of baseline length. d in Sect. 3.2 also is the error
threshold of baseline length. But they are different, since r is the error threshold of
baseline length with fixed ambiguity, while d is the error threshold of baseline
length with float ambiguity. The value of r is less than d.
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Apparently, Eq. (18) can not be transformed into Eq. (14) by orthogonal
decomposition. The correct ambiguity solution have possibilities to be not con-
tained to the multidimensional ellipsoid expressed by Eq. (16). So LAMBDA
algorithm is not suitable for IAR. Teunissen [7] and Qin et al. [10] make the correct
ambiguity containing to the searching space by expanding it, however, this method
will introduce a large number of incorrect ambiguity into the searching space. It will
reduce the search efficiency. A threshold changing step-by-step searching algorithm
is put forward in this paper, which can avoid searching a great quantity of incorrect
ambiguity candidates by changing the searching threshold.

We can conclude that the correct ambiguity is inevitable to meet the following
mathematical expression

v2j�1 � bNc � Nc

��� ���2
QbNcbNc

� v2j ; j ¼ 1; 2; . . . ð19Þ

l� r�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b Ncð ÞTb Ncð Þ

q
� lþ r ð20Þ

where bðNcÞ is the baseline vector with ambiguity known. v2j and v2j�1 are the high
and low thresholds of ambiguity space, respectively. The minimum of low
threshold is 0, the maximum of high threshold is v2max. The step size of threshold is
v2j � v2j�1 ¼ h=j, and it will decrease with the threshold increasing. If the step size
remains unchanged with the increasing of threshold, the ambiguity candidates will
increase. h is the step size constent.

Because the DD ambiguity has serious correlation, it needs to use decorrelation
firstly. So, the threshold changing step-by-step searching algorithm can be sum-
marized as

1. Decorrelation of integer ambiguity. Using the same method as LAMBDA
algorithm to confirm the gauss transformation matrix Z, then transforming

bNc � Nc

��� ���2
QbNcbNc

into ẑ� zk k2Qẑ̂z
:

2. Confirmation of searching threshold and step size. Supposing the minimum of
low searching threshold v20 = 0, the maximum of high searching threshold v2max,
and step size of changing threshold h=j.

3. Searching of integer ambiguity. Supposing j = 1, v20 = 0 and v21 = h. Searching
the fixed ambiguity meeting Eqs. (19) and (20) in the multidimensional ellipsoid
expressed by v20 � ẑ� zk k2Qẑ̂z

� v21.

In order to improve reliability, ambiguity searching stops when 3 to 5 candidates
meeting Eqs. (19) and (20) are found. The correct ambiguity is fixed by validation
method finally.
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3.3 Validation of Integer Ambiguity

Validation of integer ambiguity is selecting the correct ambiguity from candidates.
The common method is ratio test based on residual sum of squares. It supposes the
residual sum of squares to obey a Gaussian distribution. It is not suitable for IAR
with single epoch [5]. Baseline constraint can be used in validation of integer
ambiguity in attitude determination, however, baseline length and baseline vector
are not one to one correspondence, and thus its effect is not good.

In IAR with BDS and GPS data, validation can be accomplished by comparing
the baseline vector solved with BDS and GPS data, respectively, after the baseline
length test. Because the difference between baseline vector resolution with BDS
data and GPS data are closed when the correct ambiguity is fixed, this validation
method is reasonable. On the condition that Nc is already known, baseline vector

resolution with BDS data is bB Ncð Þ ¼ bBx; bBy; bBz
� �T

, baseline vector resolution

with GPS data is bG Ncð Þ ¼ bGx; bGy; bGz
� �T . If bB Ncð Þ and bG Ncð Þ meet the fol-

lowing conditions, Nc is fixed as the correct ambiguity.

bBx � bGxk k� g1
bBy � bGy

�� ��� g2
bBz � bGzk k� g3

8<
: ð21Þ

where g1, g2 and g3 are difference threshold of 3D coordinate, respectively, of
bB Ncð Þ and bG Ncð Þ. Because the difference between baseline vector with BDS data
and GPS data is small, the values of g1, g2 and g3 are small.

When the double frequency ambiguity is fixed, the single frequency ambiguity
can be solved according to Eq. (2). Then the high accuracy baseline vector can
solve the attitude angles.

4 Experiments and Results

4.1 Experimental Conditions

The experiment is static with two receivers which constitute a single baseline. The
receiver OEM board is K501 of ComNav, and the antennae are GPS-702-GG. The
experimental location is the roof of research activities building. The sampling
interval is 1 s. The masking angle of satellites is 10°. Two experiments were carried
out. The baseline length of the first experiment is 3.490 m, and the time is 5492 s.
The baseline length of the second experiment is 8.343 m, and the time is 4518 s.
The data processing platform is Matlab 2010a. The computer processor is AMD
Athlon(tm)II X2 215 with 2.70 GHz main frequency and 1.75 GB RAM. The error
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threshold d is 3 cm, r is 2 cm. The searching high threshold v2max is 100, step size
constent is 10. The difference thresholds g1, g2 and g3 are 1.5 cm.

4.2 Experimental Results and Analysis

We select one epoch data of the first experiment randomly. The satellite number of
BDS and GPS are 8 and 6, respectively. The float N1;�1 and N�3;4 using BDS and
GPS data are solved by LS and BCILS algorithms, respectively. Their solutions are
shown in Table 2. The LAMBDA fixed ambiguity solutions with multiple epochs
data are regarded as the correct ambiguity for comparison.

Table 2 LS and BCILS float solutions

GNSS Double frequency
ambiguity combinations

LS float
solutions

BCILS float
solutions

Correct
solutions

BDS N1;�1 −48,786.88 −48,786.90 −48,777

−29,141.94 −29,141.62 −29,141

−16,427.40 −16,422.58 −16,418

−2444.66 −2444.51 −2443

−5273.74 −5269.26 −5267

−3258.61 −3259.17 −3262

−26,460.28 −26,459.43 −26,458

N�3;4 82,790.67 82,791.39 82,794

62,439.56 62,439.62 62,440

114,005.48 114,007.54 114,009

40,831.37 40,831.59 40,832

48,762.16 48,763.73 48,765

45,294.66 45,294.13 45,293

120,837.99 120,837.99 120,838

GPS N1;�1 −8,636,603.31 −8,636,601.26 −8,636,598

−20,067.58 −20,066.56 −20,063

2153.13 2151.96 2148

−87,891.83 −87,892.81 −87,894

6,935,880.74 6,935,880.98 6,935,882

N�3;4 32,035,069.28 32,035,070.67 32,035,072

−6972.33 −6972.14 −6970

91,125.03 91,124.84 91,122

260,276.32 260,275.79 260,275

−26,759,747.67 −26,759,747.62 26,759,747
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As shown in Table 2, the accuracy of BCILS float solutions are higher than that
of LS float solutions, thus BCILS can improve the accuracy of float solutions. The
effective become obvious as the difference between LS float solutions and correct
solutions become larger.

The statistical results of IAR method in this paper are shown in Table 3. Because
the carrier phase measurements on L2 of some epochs are unavailable, the total
number of epoch is not equal to the collective time.

As shown in Table 3, the success rates of two experiments with different
baseline length using our method are above 98 %, time per request of two exper-
iments are 0.153 s and 0.207 s, respectively.

We select 1300 s data which the satellite number which is all the same of two
experiments to solve the attitude angles. In the first experiment, the satellite number
of BDS is 8. Regarding PRN12 whose elevation is maximum as the reference
satellite, we make difference with PRN8, 6, 5, 3, 2, 1, and 9. The satellite number of
GPS is 6. Regarding PRN4 as the reference satellite, we make difference with
PRN12, 2, 17, 10, and 5. In the second experiment, the satellite number of BDS is 6.
Regarding PRN10 as the reference satellite, we make difference with PRN8, 7, 3, 5,
and 2. The satellite number of GPS is 9. Regarding PRN7 as the reference satellite,
we make difference with PRN27, 3, 8, 16, 19, 13, 11, and 23. The attitude solutions
are shown in Table 4. The correct attitudes in Table 4 are measured by theodolite.
The baseline length, heading angle, and pitching angle of two experiments are
shown in Fig. 2.

As shown in Table 4, the error RMS of attitudes solved with GPS data is less
than BDS, and the error RMS of attitudes solved with BDS and GPS data is less
than anyone of them. The same conclusion can be shown in Figs. 2 and 3.

Table 3 Success rate and time per request of IAR method

Baseline
length/m

Satellite
number of
BDS

Satellite
number of
GPS

Total
number of
epoch

Success
number of
epoch

Success
rate (%)

Time per
request (s)

3.490 6–8 5–7 5415 5329 98.43 0.153

8.343 6–8 8–12 4486 4453 99.26 0.207

Table 4 Error RMS of attitudes

Experiment Baseline
length (m)

Attitude Correct
angle (°)

BDS
RMS (°)

GPS
RMS (°)

BDS+GPS
RMS (°)

1 3.490 Heading 65.031 0.169 0.124 0.082

Pitching −9.392 0.096 0.067 0.045

2 8.343 Heading 22.966 0.132 0.023 0.021

Pitching −11.552 0.021 0.021 0.013
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Fig. 2 Baseline length, heading angle, and pitching angle of the first experiment

Fig. 3 Baseline length, heading angle, and pitching angle of the second experiment
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5 Summary

The IAR method in this paper can improve the accuracy of ambiguity float solu-
tions and have a high success rate, thus it can be used in attitude determination of
dynamic vehicles theoretically. Experimental results show that attitude determina-
tion with BDS and GPS data is better than anyone of them. But the IAR method in
this paper needs to be verified by dynamic experiment.
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The Quantitative Analysis of the Mean
Nighttime VTEC Based on EMD

Chen Liu, Changjian Liu, Ying Du, Xu Feng and Xuedong Zhang

Abstract Compared with the qualitative analysis, the quantitative analysis of
VTEC (vertical total electron content) is more conducive to the modeling, fore-
casting, and correcting of ionosphere delay. With Empirical Mode Decomposition
(EMD), the mean nighttime VTEC are investigated qualitatively using global grid
ionospheric data from IGS (the International GPS Service for Geodynamic). The
evaluation is done in this paper by comparing GIMs data with the quantitative
analysis result and Klobuchar model. The final result indicates that the quantitative
analysis result is reliable to describe and forecast the trend of the global mean
nighttime VTEC in a solar activity cycle.

Keywords EMD � VTEC � Quantitative analysis � Klobuchar � Solar activity
cycle � Prediction ability

1 Introduction

Ionosphere time-delay is one of the main error sources for GNSS users. The
quantitative analysis of total electron content is more conducive to the modeling,
forecasting, and correcting of ionosphere delay. Since established, the traditional
Klobuchar model has been widely applied in navigation and positioning fields [1–
3]. The constant value 9.23 TECU, meanwhile, has been generally admissive to
describe the nighttime VTEC [1–3], which could introduce 20–30 % errors [4].
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Therefore, with the continual increase of the navigation accuracy requirement,
more and more significance has been attached to the research of nighttime iono-
spheric VTEC. Aiming at the problem above, many domestic scholars have revised
the nighttime ionospheric VTEC in the elaboration of traditional Klobuchar iono-
sphere model. Zhu made use of solar flux density to revise the nighttime iono-
spheric VTEC [5]. Considering the fact that the ionospheric change is closely
related to the solar activity cycle, Zhao et al. used sunspot numbers to revise the
nighttime ionospheric VTEC [6]. Huang et al. revised the nighttime ionospheric
VTEC in consideration of the effect of latitude [7]. Considering the influence of
latitude and diurnal variation, Li et al. [8] established a nighttime variational basic
model for regional ionosphere modeling.

Except the diurnal variation, ionospheric electron content varies at rates of sea-
son, semiyear, year, and solar activity cycle on time series [9–14]. In literature [9–
14], many scholars have made the qualitative analysis of different periodic changes
about total electron content. However, the quantitative analysis has not been studied.
In this paper, EMD was utilized to make the qualitative analysis of the mean
nighttime ionospheric VTEC in a solar activity cycle using the GIMs data from IGS.

2 Theory and Methodology

2.1 Empirical Mode Decomposition

Empirical Mode Decomposition (EMD) is an adaptive decomposition method put
forward by Huang et al. in 1998, which is applicable to nonlinear and nonstationary
signal processing. Based on the time scale characteristics of the signal, the method
can break the complex signal up into a number of intrinsic mode function
(IMF) component sorted by frequency that contain the local characteristics of the
original signal in different time scales [15–18]. An IMF is a function that satisfies
two conditions [15, 17]: (1) in the whole data set, the number of extreme and the
number of zero crossings must either equal or differ at most by one; (2) at any point,
the mean value of the envelope defined by the local maxima and the envelope
defined by the local minima is zero.

The EMD method decomposition process is as below.

Step 1: Find the signal sequence of maximum and of minimum, then construct the
upper and lower envelopes by cubic spline interpolation.

Step 2: Calculate the average value of the upper and lower envelopes, mðtÞ, and
extract hðtÞ ¼ yðtÞ � mðtÞ as the signal details.

Step 3: Repeat step 1 and 2 for hðtÞ until hðtÞ meet the IMF component condition
and note IMFðtÞ ¼ hðtÞ.

Step 4: Calculate decomposition residuals rðtÞ ¼ yðtÞ � IMFðtÞ.
Step 5: Repeat step 1 to 4 for the residual to get some IMF components and a

residual term.
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2.2 Strategy of the Quantitative Analysis Based on EMD

Due to different periodic changes, the mean global nighttime ionospheric VTEC
sequence is a nonlinear and nonstationary sequence with about 11 years cycle. The
information interactions from the various cycles make it difficult to find clear cycles
and the extreme points. As a result, it is difficult to make a quantitative analysis of
the sequence directly. Owing to the advantage that the decomposition by EMD does
not need to input any function in advance, EMD is applicable to any signal
decomposition, and dominant to deal with nonlinear and nonstationary signal such
as the global nighttime ionospheric VTEC sequence. Therefore, EMD was pro-
posed in this paper to be applied on the quantitative analysis of the mean global
nighttime ionospheric VTEC sequence, in order to reduce the difficulty of quanti-
tative analysis and improve the accuracy of quantitative analysis.

Quantitative analysis strategy based on EMD is as below. We get several IMF
components and a residual term by multi-scale EMD decomposition of the mean
global nighttime ionospheric VTEC sequence. Then we do quantitative analysis of
the residual term and these IMF components containing the information of
middle-long period variations. With an approximate expression of the trend line of
the mean global nighttime ionospheric VTEC sequence shown in Fig. 1, we would
realize the quantitative analysis of the mean global nighttime ionospheric VTEC.

Fig. 1 Trend line of the global mean nighttime ionospheric VTEC
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3 Results and Analysis

Based on the GIMs data from IGS, a sequence of global mean nighttime iono-
spheric VTEC, from January 1, 2003 to December 31, 2013, was selected to be
analyzed in this paper. The global mean ionospheric VTEC of nighttime is the mean
of the mean nighttime ionospheric VTECs from 68 locations that the latitudinal and
longitudinal interval are 10° and 90°, respectively. And the mean nighttime iono-
spheric VTEC is the VTECs at 0, 2, 4, 6 of local time.

As shown in Fig. 2, the sequence of global mean nighttime ionospheric VTEC
has a stable period and a period of dramatic change. And there is an obvious
long-term trend of the ups and downs. The fixed value of mean nighttime VTEC in
the Klobuchar traditional model, 9.23 TECU, is extraordinary similar to the mean
nighttime VTEC (9.13 TECU) in the solar activity cycle selected in this paper. The
solar activity cycle is divided into trough and active solar activity by the red line in
Fig. 2, the value of which is 9.23 TECU. As shown in Fig. 2, the VTECs and their
variation range in trough solar activity are smaller than those in active solar activity.

According to quantitative analysis strategy based on EMD put forward in this
paper, we made multi-scale EMD decomposition of the global mean nighttime
ionospheric VTEC sequence. In order to meet the decomposition conditions that the
upper and lower envelope could contain all the sequence values, two endpoints of
the sequence were regarded as both minimum and maximum points to participate in
the interpolation calculation of upper and lower envelope curve. Decomposition
termination condition is whether the effect of decomposition is not obvious or the
residual item is easy to make a quantitative analysis. We get several IMF com-
ponents and a residual term by multi-scale EMD decomposition shown in Fig. 3.

Fig. 2 Series of global mean nighttime VTEC
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From the figure, we can find that r9, the residual term by multi-scale EMD
decomposition, can reflect the long-term change trend of the global mean nighttime
ionospheric VTEC and the trend of the ups and downs in trough and active solar
activity. As a result, the residual term by multi-scale EMD decomposition could be
regarded as the long-term variation characteristics of the global mean nighttime
ionospheric VTEC in this solar activity cycle. In addition, IMF9 component
describes the low frequency change trend of cycle of one year to 3.5 years, and
IMF8, IMF7 component describe the intermediate frequency change trend of cycle
of one year and half a year respectively, while other components describe the trend
of high frequency variations.

According to quantitative analysis strategy based on EMD put forward in this
paper, we made quantitative analysis of the residual term and the IMF9, IMF8,
IMF7 components. Polynomial curves fitting was adopted in the quantitative
analysis of residual term. And the IMF components of low and intermediate fre-
quency were fitted using cosine waves. An approximate expression of the trend line
shown in Fig. 1 is the final result of quantitative analysis, which is the sum of the

Fig. 3 IMF components and residual term
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approximate expressions above. That is, the final result of quantitative analysis is
given by Eq. (1).

r ¼ r9 þ b9 þ b8 þ b7 ð1Þ

where r9 is the approximate expression of the residual term, b9, b8, b7 are the
approximate expression of IMF9, IMF8, IMF7 respectively. r9, b9, b8 and b7 are
given by the following equations.

r9 ¼ �2:7� 10�13t4 þ 1:9� 10�9t3 � 1:8� 10�6t2

� 0:0058tþ 13:212
ð2Þ

b9 ¼ A1 cos
2pðt � 39Þ

653

� �
þA2 cos

2pðt � 3128Þ
B

� �

þA3 cos
2pðt � 1975Þ

1500

� � ð3Þ

b8 ¼ 1:17 � r9
9:13

� �2
cos

2pðtþ 7Þ
365:25

� �
ð4Þ

b7 ¼ A4 cos
2pðt � 3818Þ

188

� �
ð5Þ

where A1, A2, A3 and A4 are the coefficients of fitted cosine wave, B is the cycle of
fitted cosine wave. A1, A2, A3, A4 and B are given by the following equations.

A3 ¼ 0; A1\0
�0:0008tþ 1:4495; others

�
ð6Þ

A2 ¼ 0; t\1300
�2:9� 10�10t3 þ 2:1� 10�6t2 � 0:0041tþ 2:8541; others

�
ð7Þ

A3 ¼ 0:5; 1600\t\2350
0; others

�
ð8Þ

A4 ¼ 2� 10�10t3 � 1� 10�6t2 � 0:0016tþ 0:0728 ð9Þ

B ¼ 2000; t\1300
4:8� 10�8t3 � 3:5� 10�4t2 � 0:4894tþ 1864; others

�
ð10Þ

In order to test the fitting effect of the trend line, we calculated the values of
difference between the trend line and the result of quantitative analysis, the fixed
value of mean nighttime VTEC in the Klobuchar traditional model, shown in
Fig. 4.
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From the figure, it is obvious that correction effect of the fixed value of mean
nighttime VTEC in the Klobuchar traditional model is limited. The values of dif-
ference between the trend line and the fixed value of mean nighttime VTEC in the
Klobuchar traditional model vary from −8 TECU to +5 TECU. The result of
quantitative analysis performs better than the fixed value of mean nighttime VTEC
in the Klobuchar traditional model. And the values of difference between the trend
line and the result of quantitative analysis vary from −2 TECU to +2 TECU and
from −3 TECU to +3 TECU in trough and active solar activity, respectively.

In order to test the fitting effect of the global mean nighttime ionospheric VTEC,
we calculated the values of difference between the global mean nighttime iono-
spheric VTEC and the result of quantitative analysis. The fixed value of mean
nighttime VTEC in the Klobuchar traditional model was shown in Fig. 5. From the

Fig. 4 Deviations of trend line

Fig. 5 Deviations of global mean nighttime VTEC
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figure, it is obvious that correction effect of the fixed value of mean nighttime
VTEC in the Klobuchar traditional model is limited. The values of difference
between the global mean nighttime ionospheric VTEC and the fixed value of mean
nighttime VTEC in the Klobuchar traditional model vary from −12 TECU to +6
TECU. The result of quantitative analysis performs better than the fixed value of
mean nighttime VTEC in the Klobuchar traditional model. And the values of
difference between the global mean nighttime ionospheric VTEC and the fitting
result of trend line vary from −3 TECU to +3 TECU and from −5 TECU to
+5 TECU in trough and active solar activity, respectively.

To quantify the accuracy of quantitative analysis, the correction rate is given by

V ¼ 1� VTECModel � VTECj j
VTEC

� 100 % ð11Þ

where VTECModel is the VTEC value of a model, and VTEC is the actual value of
VTEC. The correction rates of different models, such as the fixed value, the trend
line and the result of quantitative analysis, were calculated with the GIMs data
regarded as the actual VTEC, shown in Table 1.

Table 1 reveals that the fixed value of mean nighttime VTEC in the Klobuchar
traditional model performs worst, with the mean correction rate of 50.4 %. The
mean correction rate of the result of quantitative analysis is 86 %, and its ultimate
correction rate that is the mean correction rate of trend line is 90.8 %. It is obvious
that the mean correction rate of the result of quantitative analysis is in close
proximity to its ultimate correction rate. From the Table 1, we can find the mini-
mum correction rate of the fixed value of mean nighttime VTEC in the Klobuchar
traditional model is even negative for the following reason. The value of difference
between the fixed value and the actual VTEC is more than the actual VTEC, as a
result of the fact that the value of VTEC is too low in trough solar activity. It is
suggested that the Klobuchar traditional model has some disadvantages in iono-
spheric correction of nighttime. However, the minimum correction rate of the result
of quantitative analysis is 38.6 %, and the same as the minimum correction rate of
trend line. The reason for this phenomenon is that the trend line and the fitting value
could not reflect the fluctuation caused by ionospheric high frequency variation
suitably due to the fact that the ionospheric variation becomes more active in active
solar activity. The mean correction rate of the result of quantitative analysis is
similar to the average correction rate of trend line, which indicates that the Eq. (1)
performs well in fitting trend line and reflecting the trend of the global mean
nighttime ionospheric VTEC in this solar activity cycle.

Table 1 Correction rates of mean nighttime VTEC

Correction rates Maximum (%) Minimum (%) Mean (%)

Fixed value 100 −45.1 50.4

Trend line 100 38.6 86.0

Result of quantitative analysis 100 38.6 90.8
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Figure 6 shows the comparison of the actual calculated values and the forecast
values of the global mean nighttime ionospheric VTEC. The values before January
1, 2014 are the results of the quantitative analysis, and the rest are forecast values.
As we can see, the result of quantitative analysis can reflect the cycle characteristics
and the amplitude of the global mean nighttime ionospheric VTEC, and has a good
prediction ability.

For the sake of more intuitive analysis of the prediction ability, the distribution
situations of the correction rates in the fitting period, from 2003 to 2013, and the
forecast period, from 2003 to 2015, have been count, shown in Table 2.

As shown in Table 2, in the fitting area, the correction rates of the fixed value are
distributed in each distribution interval, 58.59 % of which are above 60, and
33.7 % of which are more than 80 %. Most correction rates (about 97.81 %) of the
quantitative analysis result mainly concentrate in the distribution interval with
correction rates over 60, and 74.81 % of them are more than 80 %. These verify the
point mentioned above that the result of quantitative analysis performs better than
fixed value in the fitting trend line and reflecting the trend of the global mean

Fig. 6 The comparison of VTEC and the prediction

Table 2 The distribution situations of correction rates

2003–2013 2003–2015

Fixed
value (%)

Result of quantitative
analysis (%)

Fixed
value (%)

Result of quantitative
analysis (%)

V � 0.0 5.30 0 4.54 0

0.0 < V � 0.2 7.39 0 6.34 0

0.2 < V � 0.4 11.80 0.02 10.11 0.13

0.4 < V � 0.6 16.92 2.17 18.26 2.99

0.6 < V � 0.8 24.89 23.00 28.22 26.81

0.8 < V � 1.0 33.70 74.81 32.53 70.07
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nighttime ionospheric VTEC in this solar activity cycle. In the forecast area, the
distribution situation of correction rates is accordant well to the one in the fitting
period. Therefore, the result of quantitative analysis has a good prediction ability for
the global mean nighttime ionospheric VTEC.

4 Conclusions

In this paper, the EMD method has been applied in quantitative analysis of the
global mean ionospheric VTEC of nighttime, which has overcome the difficulty in
the quantitative analysis of nonlinear nonstationary VTEC sequences. On the
comparison of the result of quantitative analysis, the trend line, the actual VTEC
from GIMs data and the correction rates, it has verified that the quantitative analysis
result given by this paper is reliable and has a good prediction ability. It proves that
the fixed value of mean nighttime VTEC in the Klobuchar traditional model is
extraordinarily similar to the mean nighttime VTEC in the solar activity cycle
selected in this paper, and Klobuchar traditional model has some disadvantages in
ionospheric correction of nighttime.

Due to the fact that the quantitative analysis result given by this paper is reliable
to reflect and forecast the global mean ionospheric VTEC of nighttime, it can be
applied to the elaboration of global ionosphere model, ignoring the influence of the
change of latitude.
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Convergence Time Analysis
of Multi-constellation Precise Point
Positioning Based on iGMAS Products

Yulong Ge, Baoqi Sun, Shengli Wang, Pengli Shen and Jinhai Liu

Abstract This contribution focuses on the performance of multi-GNSS precise
point positioning (PPP) with iGMAS products. Daily GNSS measurements from 50
stations observed during one hundred days in 2015 are used, the convergence time
and positioning accuracy are investigated. As a comparison, the same processing is
employed by using GBM products provided by GFZ. The results show that:
(1) Compared to GPS-only PPP, multi-GNSS PPP has a great improvement in
convergence time, while it is not significant for positioning accuracy. In detail, the
averaged convergence time of GPS/BDS PPP is reduced by 14.6 %, and 28.86 %
for GPS/GLONASS PPP; the GPS/BDS/GLONASS PPP can further decrease the
convergence time, but no obvious improvement is found in four-constellation
(GPS/BDS/GLONASS/GALILEO) PPP, compared with GPS/BDS/GLONASS
PPP, due to the limited number of GALILEO satellites. As to the positioning
accuracy, they are in the same level after the initialization. (2) Using the same
observation data, the final position accuracy of both the multi-constellation PPP
using iGMAS products and that using GBM products could reach millimeter level
in the horizontal, while the convergence time of iGMAS products is relatively slow.
Analysis of statistical results shows that the accuracy of positioning is reliable,
which could further prove the stability and reliability of iGMAS products.
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1 Introduction

Precise point positioning (PPP) is the technology which uses a single dual-frequency
GNSS receiver to receive the pseudorange and carrier-phase observations, and the
precise orbit and clock products provided by IGS to achieve high-precision absolute
positioning. The accuracy of PPP results can be in the millimeter level, and the
height accuracy could reach the centimeter level. After years of development, the
theory of GPS PPP has been quite mature, and has been widely used in scientific
research and industrial applications. Since 2007, with the establishment and
development of the four navigation systems, multi-constellation PPP becomes fea-
sible [1–4]. The combination of several navigation systems could greatly improve
the satellite’s geometric graphics intensity, and significantly increase the positioning
accuracy and reduce the convergence time. China’s BeiDou navigation system
(BDS) began to provide positioning services in December 7, 2012, and plans to
provide global navigation services in 2020. The convergence time and positioning
accuracy of different constellation combinations are analyzed in this paper [4],
including the BeiDou-only PPP which has poorer accuracy than the GPS-only
PPP. But GPS/BeiDou significantly improves the positioning accuracy by 28, 6, and
7 % in the east, north, and up components in terms of the RMS statistics, respec-
tively, and the convergence time reduces for 26, 13, and 14 %, respectively. The
GPS/GLONASS PPP achieves slightly better positioning accuracy than the
GPS/BDS PPP. The triple-constellation PPP further increases the positioning
accuracy and decreases the convergence time over the dual-constellation
PPP. While, for the limited number of Galileo satellites, in the multi-constellation
PPP, its effect on the convergence time and positioning accuracy is not obvious. In
this study, the multi-constellation PPP model is developed and its performance is
assessed in terms of positioning accuracy and convergence time through static tests
by using iGMAS products [5] and the stability of iGMAS products is analyzed.

The main work includes two aspects. One is to develop multi-constellation PPP
model and processing method. The second aspect is the comparison of the precision
positioning results of iGMAS products and GBM products and analysis on the
stability of products.

2 PPP Model with Multi-constellation

The pseudorange and carrier-phase observations can be expressed as:

Ps
j ¼ qþ c � dt � c � dts þ dstrop þ Isj þ cðdr þ dsi Þþ ep ð1Þ

Us
j ¼ qþ c � dt � c � dts þ dstrop � Isj þ kjN

s
j þ eU ð2Þ
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where the superscript s represents a GNSS satellite, Pj
s is code observations on the

jth frequency, Us
j is carrier observations on the jth frequency, ρ is the geometric

distance, c is the speed of light, δt is the receiver clock biases, δts is the satellite
clock biases, dstrop is the tropospheric delay in meters, Isj is the ionospheric delay at
jth frequency, the effect of the ionospheric delay on different frequency observa-
tions has the following relations: Isj ¼ ðk2j =k2kÞIsk , where j, k is the jth or kth fre-
quency, dr and dsi are receiver and satellite terminal hardware delay deviation, λj is
the wavelength of carrier phase on the jth frequency, Nj is the float ambiguity on the
jth frequency.

Using dual-frequency pseudorange and carrier-phase observations of ionosphere-
free positioning model, the expression is as follows:

PIF ¼ f 21 � P1 � f 22 � P2

f 21 � f 22
ð3Þ

UIF ¼ f 21 � U1 � f 22 � U2

f 21 � f 22
ð4Þ

where PIF is ionosphere-free code observation, ΦIF is the ionosphere -free
carrier-phase observable, f1 and f2 are two carrier-phase frequencies in Hertz.

Multi-constellation GNSS combination can accelerate the convergence rate,
improve the positioning accuracy in harsh observation environment, and improve
the performance of navigation and positioning, but there is also a problem of
compatibility between different systems. These compatibility problems, are mainly
caused by the benchmark differences, mainly exist in different navigation systems
and the difference of the signal system, the difference of spatial datum is resolved
by the orbit of GNSS products, the key problem is to deal with the time difference
between different navigation systems. So, if the GPS system time is chosen as the
reference time scale, the quad-constellation PPP observation equations may be
expressed as follows:

Pg
IF ¼ qg þ cdtþ dgtrop þ egPIF

ð5Þ

Ug
IF ¼ qg þ cdtþ kNþ egUIF

ð6Þ

Po
IF ¼ qo þ cdtþ cdtsys þ dotrop þ eoP ð7Þ

Uo
IF ¼ qo þ cdtþ cdtsys þ kN þ eoU ð8Þ

where dtsys is the time difference between GPS and different systems, N and No are
the parameters of the float ambiguity after being redefined, εP and εΦ include noise
and other measurement error, ρ is the geometric range in meters, c is the speed of
light, g refers to GPS, and o refers to other navigation system.
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3 Data Description

The data used are collected at fifty IGS stations on 100 days, from June 17, 2015 to
October 10, 2015. As iGMAS products in the above time period has a partial loss,
the experiment only tests 100 days of observation data. All stations can receive
observations from GPS, BDS, GLONASS, and Galileo constellations. Observations
have a sampling interval of 30 s, the orbit and clock biases of GBM products have a
sampling interval of 15 min and 30 s, respectively, the orbit and clock biases of
iGMAS products have a sampling interval of 15 min and 5 min, respectively. The
“igs08_1861. Atx” file data generated and released by IGS are used to correct the
GPS and GLONASS satellite phase center offset (PCO). The BeiDou and Galileo
antenna offsets recommended by the MGEX (The Multi-GNSS Experiment) project
are used to correct the PCOs of BeiDou and Galileo satellites [4, 6]. The Kalman
filter algorithm is applied in the multi-constellation PPP model. The GPS and
GLONASS code observation precision is set to be 0.3 m. The GPS and GLONAS
phase observation precision is set to be 0.003 m. The BeiDou and Galileo code
observation precision is set to be 0.6 m and the phase observation precision is set to
be 0.004 m. The accuracy of orbit provided by iGMAS about GEO satellites and
IGSO/MEO satellites is 400 and 15 cm, respectively, so the weight of the GEO
satellites is decreased 30 times.

4 Analysis of Positioning Results

The static processing of quad-constellation PPP is carried out by using iGMAS
products, and mainly analyzes five different constellation combinations, which are
GPS-only, GPS/BDS, GPS/GLONASS, GPS/GLONASS/BDS, and GPS/
GLONASS/BDS/Galileo. In the study, the position filter is considered to have
converged when the positioning errors reach ±0.1 m and remain within ±0.1 m.
And the convergence time is the period from the first epoch to the converged epoch.
Figure 1 represents the PPP positioning errors which are based on five processing
cases. Among it, G, C, R, and E represent GPS, BeiDou, GLONASS, and Galileo,
respectively, the same below. It is obvious that double-constellation PPP posi-
tioning results are better than GPS-only PPP. The GPS/BDS PPP has achieved
better convergence performance than GPS-only PPP, compared with the GPS/BDS
PPP, the GPS/GLONASS PPP has achieved slightly better convergence perfor-
mance. The GPS/GLONASS/BDS PPP results are extremely similar to those of
GPS/GLONASS PPP, and the quad-constellation PPP results are not significantly
improved.

Figure 2 shows the number of available satellite and PDOP (position dilution of
precision) for five processing cases. There are less available GPS satellites for
GPS-only, and the PODP value is relatively big. The dual-constellation combination
increases the number of visible satellites and reduces the PDOP value. From dual
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constellation to triple constellation, along with the increase of the number of
satellites, PDOP value decreases obviously and the PDOP value of quad-
constellation combination is similar to the triple-constellation combination. From
this, one can draw the conclusion that multi-constellation PPP can improve the
structure of the satellite geometry and increase the number of satellites. Figure 3
shows the distributions of convergence time for five combination PPP models by
using iGMAS products and GBM products, respectively, whose datasets are col-
lected at fifty stations over one hundred days. It can be seen that the average
convergence times of GPS-only PPP, GPS/BDS PPP, GPS/GLONASS PPP, and
GPS/BDS/GLONASS PPP are 40.2, 34.3, 28.6, and 28.1 min, respectively. One can
draw the conclusion that multi-constellation PPP can decrease convergence time.
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In the paper [7], as long as the prior information of coordinates is accurate
enough, the position filter can be converged within a single epoch. The main reason
for why multi-constellation could accelerate convergence includes the following
three aspects:
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• More satellites can be observed by multi-constellation PPP, thus the accuracy of
initial results could be improved.

• Multi-constellation PPP can improve the structure of the satellite geometry,
which would accelerate the convergence of parameters to be evaluated [7].

• Table 1 provides comparison of multi-constellation PPP model, where m, n, p,
and q refer to GPS, BDS, GLONASS, and Galileo, respectively. Compared with
single GPS-only PPP, multi-constellation PPP has higher redundancy, therefore
multi-constellation PPP can accelerate the convergence of the parameters to be
evaluated.

5 Comparative Analysis of Positioning Results

iGMAS products are analyzed and compared with GBM products from the aspects
of positioning accuracy, the convergence time, the tropospheric delay, and the
receiver clock biases. Table 2 provides the RMS (root mean square) statistics in the
north (N), east (E), and up (U) coordinate components to demonstrate a static
positioning accuracy. The RMS computations are based on the average of position
solution errors of the last 20 min during one hundred days. Compared with the
multi-constellation PPP results obtained by using GBM products, those obtained by
using iGMAS products achieve the same positioning accuracy. But the convergence
time is relatively slow. Figure 3 shows that the convergence time of several
combined positioning is slower than that of GBM for 2.1, 1.1, 3.5, 4.7, and 4.8 min.

Table 1 Comparison of multi-constellation PPP model

G G/C G/R G/C/R G/C/R/E

Observed quantity 2m 2m + 2n 2m + 2p 2m + 2n + 2p 2m + 2n + 2p + 2q

Parameter to be
evaluated

m + 5 m + n+6 m + p+6 m + n+p + 7 m + n+p + q+8

Redundancy m − 5 m + n − 6 m + p − 6 m + n+ p − 7 m + n + p + q − 8

Table 2 RMS statistics of positioning errors at stations CUT0

CUT0

iGMAS products GBM products

N (m) E (m) U (m) N (m) E (m) U (m)

G 0.0017 0.002 0.017 0.0007 0.0023 0.011

G/C 0.0015 0.0023 0.020 0.0011 0.0021 0.021

G/R 0.002 0.002 0.013 0.0010 0.0020 0.011

G/C/R 0.0019 0.0017 0.010 0.0009 0.0017 0.006

G/C/R/E 0.0019 0.0016 0.010 0.0009 0.0016 0.005
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Figures 4 and 5 provide troposphere solutions and the difference of receiver
clock biases which are calculated by using iGMAS products and GBM products,
respectively. The troposphere is basically the same, the difference is in the mil-
limeter level. The difference of the receiver clock biases is less than 10 ns, which is
due to the difference between two clock references. Figure 6 provides the statistical
results of the RMS in the three-dimensional position, Fig. 7 provides the RMS in
the east, north, and up coordinate using 100 days datasets at CUT0. Analyzing
Fig. 6, the average RMS values of the three-dimensional position of the two
products are 0.059 and 0.0601 cm. One can draw the conclusion that the posi-
tioning accuracy of iGMAS products is quite similar to that of GBM products.
Analyzing Fig. 7, compared to results calculated by the GBM product, part of the
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RMS values of solutions calculated by iGMAS product in the NEU three directions
are big, while are stable on the whole. It can be concluded that iGMAS products are
reliable in positioning accuracy and stability of products.

6 Conclusions

With the accuracy of BeiDou and Galileo satellite orbit and clock increasing, the
results of the multi-constellation PPP are slightly better than GPS-only PPP and
dual-constellation PPP. This article focuses on the accuracy of positioning,
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convergence time, and the stability of products by using iGMAS products. The
GPS/BDS PPP reduces the convergence time by 14.6 % over the GPS-only cases.
The GPS/GLONASS PPP decreases the convergence time by 28.86 % over the
GPS-only PPP. In the triple-constellation PPP, the convergence time is further
reduced by 30.1 %. Because the number of Galileo available satellite is extremely
small, so the results of quad-constellation PPP are similar to those of
triple-constellation PPP. Compared with the convergence time through using GBM
products, the average convergence times of five combination model PPP posi-
tionings are 1.1 min, 2.1 min, 3.5 min, 4.7 min, and 4.8 min slow, respectively.
The reason why multi-constellation PPP could accelerate the convergence mainly
consists of three aspects: (1) it can provide more accurate initial value; (2) it can
improve satellite spatial structure; (3) it has higher redundancy, which can accel-
erate the convergence of parameters to be evaluated. The accuracy of horizontal to
be positioned by iGMAS and GBM products could reach millimeter to centimeter
level, and the height accuracy is centimeter level, collect single-day solutions at 50
stations and for 100 days, the average RMS values of the three-dimensional
position of the two products are 0.059 and 0.0601 cm, respectively. The difference
of troposphere average is at millimeter level, and the clock biases difference is less
than 10 ns. The 100 test results could show the stability of positioning accuracy,
and remain at 0.0212, 0.0217 and 0.0355 m at the three directions of NEU, this
illustrates the reliable stability of iGMAS products, and thus it is reliable to use
iGMAS products.
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BDS Real-Time Cycle-Slip Detection
and Repair Based on Ionospheric
Correction

Lingfeng Xu, Changjian Liu, Sai Wang, Chen Liu and Xu Feng

Abstract According to the principle of triple-frequency carrier phase combination
and considering the influence of ionospheric delay on combined observation, this
paper selects three linearly independent sets of coefficients of combined observation
to calculate ionospheric residuals between epochs and correct the wide lane
observation; the sum of coefficients of wide lane observation is a nonzero value.
Then based on the combined observation of reparation, calculate cycle-slip integer
value and repair the cycle slip. By using BeiDou triple-frequency observation data,
the experiment shows that proposed method can effectively detect and repair cycle
slips of BeiDou triple-frequency observation in real time.

Keywords BDS triple frequency � Independently linear combination � Ionospheric
correction � Cycle-slip detection and repair

1 Introduction

As the indispensable steps in data preprocessing of satellite precise positioning,
cycle-slip detection and repair can determine the final positioning accuracy. Now,
there are many ways to detect and repair the cycle slip, such as high-order differ-
ence method, polynomial fitting method, ionosphere residual error method, the
pseudorange minus phase linear combination, the geometry-free phase combina-
tion, and so on [1]. With the development of BeiDou system, the domestic and
foreign scholars have done a lot of researches on triple-frequency data processing.
Literature [2] used the similar three carrier ambiguity resolution (TCAR) method
which can effectively detect and correct cycle slip in real time.

L. Xu (&) � C. Liu � S. Wang � C. Liu � X. Feng
Institute of Geospatial Information, Information Engineering University,
Zhengzhou, China
e-mail: 495076822@qq.com

© Springer Science+Business Media Singapore 2016
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2016
Proceedings: Volume III, Lecture Notes in Electrical Engineering 390,
DOI 10.1007/978-981-10-0940-2_27

307



Literature [3] used two triple-frequency geometry-free phase combinations and a
pseudorange minus phase linear combination to realize undifferential cycle-slip
real-time detection and correction. Literature [4] utilized geometry-free and
ionosphere-free combination to detect cycle slips. Literature [5] selected (0, 1, −1),
(−3, 1, 3), (1, −7, 6) nonlinear combination to detect and repair well in GPS
triple-frequency observations. According to the principle of triple-frequency carrier
phase combination and considering the influence of ionospheric delay, this paper
uses EWL (0, 1, −1), WL (1, 0, −1), and the sum of coefficients of wide lane
observation that is a nonzero value (4, −2, −3). These three sets of coefficients
make up of a linear independent array. Then getting the ionospheric residuals
between epochs and correcting the WL (4, −3, −2) combined observation. Then,
cycle-slip integer value is calculated to repair the cycle slip based on the combined
observation of reparation.

2 Principle of Triple-Frequency Carrier Phase
Combination

Carrier phase observation equation is as follows: [6]:

/i ¼ kiui ¼ q� bui
� Iþ ki � Ni þ eui

ð1Þ

Where /i is the carrier phase measurement in meters; ui is the carrier phase
observation in cycles; ki is the corresponding wavelength; Ni is the integer ambi-
guity; q is the geometric distance between the satellite and receiver, which includes
satellite clock error, troposphere delay, and hardware delay of the satellite and the
receiver. bui

¼ f 21 =f
2
i is the ratio coefficient of the ionospheric delay of corre-

sponding frequency; eui
is the carrier phase measurement noise.

The linearly combined triple-frequency carrier phase observation can be defined
as below [7].

/ i;j;kð Þ ¼
i � f1 � /1 þ j � f2 � /2 þ k � f3 � /3

i � f1 þ j � f2 þ k � f3 ð2Þ

Where the combined coefficients i, j, and k are integers; the f1, f2, and f3 fre-
quency in accordance with the order from large to small, are corresponding to B1,
B3, and B2 of BeiDou, shown in Table 1.

Table 1.1 BDS
triple-frequency frequencies
and wavelengths

BDS Frequency (MHz) Wavelength (m)

B1 1561.098 0.1920

B3 1268.520 0.2363

B2 1207.140 0.2483
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The linearly combined frequency, wavelength, and integer ambiguity can be
defined as follows: [8].

fði;j;kÞ ¼ i � f1 þ j � f2 þ k � f3
kði;j;kÞ ¼ c=fði;j;kÞ ¼ c=i � f1 þ j � f2 þ k � f3
Nði;j;kÞ ¼ i � N1 þ j � N2 þ k � N3

8<
: ð3Þ

Due to the fact that i, j, and k are integers, the ambiguity Nði;j;kÞ still keeps its
integer nature. Therefore, the linearly combined carrier phase observation equation
can be shown as:

/ði;j;kÞ ¼ q� bði;j;kÞ � I � kði;j;kÞ � Nði;j;kÞ þ eði;j;kÞ ð4Þ

Where bði;j;kÞ is the ratio coefficient of ionospheric delay of the combined
observation. It can be expressed as

bði;j;kÞ ¼
f 21 ði=f1 þ j=f2 þ k=f3Þ
i=f1 þ j=f2 þ k=f3

ð5Þ

The carrier phase noises of three frequencies are assumed to be independent and
identical in standard deviation. We assume that the carrier phase noises of BDS are
r/1

¼ r/2 ¼ r/3 ¼ 0:003m [9] and the variances of the combined carrier phase
observation are

r/ði;j;kÞ ¼
ði � f1Þ2 � r2/1

þðj � f2Þ2 � r2/2
þðk � f3Þ2 � r2/3

i � f1 þ j � f2 þ k � f3 ð6Þ

When r2/ði;j;kÞ
¼ l2ði;j;kÞr

2
/, lði;j;kÞ is the phase noise factor:

l2ði;j;kÞ ¼
ði � f1Þ2 þðj � f2Þ2 þðk � f3Þ2

ði � f1 þ j � f2 þ k � f3Þ2
ð7Þ

3 Cycle-Slip Detection and Repair

3.1 The Estimation of Combined Cycle Slip

According to the method of TCAR [10], a solution can be given to detect and repair
the cycle slip shown as follows:
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EWL cycle slips:

DNð0;1;�1Þ ¼
f2 � D/2 � f3 � D/3

f2 � f3
� f2 � DP2 þ f3 � DP3

f2 þ f3

� �
=kð0;1;�1Þ ð8Þ

WL cycle slips:

DNði;j;kÞ ¼ D/ð0;1;�1Þ � D/ði;j;kÞ � ðbð0;1;�1Þ � bði;j;kÞÞDIÞ
� �
þDN̂ð0;1;�1Þkð0;1;�1Þ=kði;j;kÞ

ð9Þ

WL cycle slips in which the sum of coefficients is a nonzero value:

DNðl;m;nÞ ¼ ðD/ði;j;kÞ � D/ðl;m;nÞ � ðbði;j;kÞ � bðl;m;nÞÞDIÞ
þDN̂ði;j;kÞkði;j;kÞ=kðl;m;nÞ

ð10Þ

3.2 The Estimation of Ionospheric Delay

The combined measurements are heavily affected by the ionospheric delay. So, we
need to correct the ionospheric delay when the sampling intervals are large or the
ionospheric activity is violent. Then the ionospheric delay between epochs can be
calculated by the original measurements:

DI ¼ Dð/1 � /2Þ=ðf 21 =f 22 � 1Þ ð11Þ

Where is the ionospheric delay between epochs; and are the originally undif-
ferenced observation; and are the corresponding frequencies.

3.3 Cycle-Slip Repair

Similar to TCAR, the combination EWL (0, 1, −1) and WL (1, 0, −1) of small noise
were chosen. Because the sum of two groups of coefficient is zero, the combination
(4, −3, −2) of small noise was selected to keep the matrix of coefficient invertible,
whose coefficient is not equal to zero. However, the ionospheric delay coefficient is
−144.8668, as a result of which the combination (4, −3, −2) is seriously affected by
the ionospheric delay. Thus, measures must be taken to correct the ionospheric
delay for improving the accuracy of cycle-slip detection. Based on the linear
independence of three groups of coefficient, the integers of three original frequency
observation cycle slips can be calculated by Formula 12.
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0 1 �1
1 0 �1
4 �3 �2

2
4

3
5 DN̂1

DN̂2

DN̂3

2
4

3
5 ¼

DN̂ð0;1;�1Þ
DN̂ð1;0;�1Þ
DN̂ð4;�3;�2Þ

2
64

3
75 ð12Þ

Where DN̂1, DN̂2 and DN̂3 are repaired cycle slips; /1, /2 and /3 are the original
observations.

The integer of the original frequency’s cycle slips can be calculated from the
integers of EWL and two WL cycle slips.

DN̂1

DN̂2

DN̂3

2
4

3
5 ¼

�3 5 �1
�2 4 �1
�3 4 �1

2
4

3
5 DN̂ð0;1;�1Þ

DN̂ð1;0;�1Þ
DN̂ð4;�3;�2Þ

2
64

3
75 ð13Þ

4 Experiment and Analysis

The triple-frequency data, collected by Sinan receiver with a sample of 10 s from
02:28:20 to 05:00:00 on July 31, 2014, are taken into simulation in this paper.

4.1 The Estimation of Ionospheric Delay

The ionospheric delay between epochs for satellite C01 and C08 was calculated by
a software by self, shown in Fig. 1.

From the figure, the ionospheric delay between epochs for satellite C01 and C08
was less than 0.02 m; the average values were 0.0037 and 0.0023 m; RMS were
0.0047 and 0.0045.

4.1.1 Combination Cycle-Slip Detection Residuals

Figure 2 shows the analysis results of the combined cycle-slip detection residuals
for satellite C01 and C08. From the figure, we can know that the residuals of EWL’s
cycle-slip detection are less than 0.1 cycle; the residuals of WL’s cycle-slip
detection are less than 0.2 cycle; the residuals of WL (4, −3, −2)’s cycle-slip
detection are less than 0.3 cycle. The statistical properties are shown in Table 2.

BDS Real-Time Cycle-Slip Detection and Repair … 311



4.2 Simulate Cycle Slip

The simulate cycle slips (0, 3, 0) and (2, −1, 2) were added to C01 and C08 satellite
in 300th epoch and 600th epoch. The analysis results of the EWL’s result and the
WL’s result are shown in Fig. 3. From the figure, we can know that the simulate
cycle slips have been successfully detected.
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Fig. 1 Ionospheric delay residuals between epochs for satellite C01 and C08 with 10 s
observation interval
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Fig. 1.2 Combination cycle-slip detection residuals for satellite C01 and C08 with 10 s
observation interval

Table 1.2 The mean and
standard deviation of the
residuals of combined
cycle-slip detection for C01
and C08 satellite

PRN Coefficient Mean (m) Standard deviation

C01 (0, 1, −1) 0.0001 0.0192

(1, 0, −1) 0.0011 0.0546

(4, −3, −2) 0.0001 0.0804

C08 (0, 1, −1) 0.0001 0.0161

(1,0, −1) 0.0006 0.0436

(4, −3, −2) 0.0001 0.0755
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5 Conclusion

This paper puts out a similar method to TCAR. In consideration of the estimation of
ionospheric delay, we corrected the ionospheric delay of WL (4, −3, −2)’s com-
bined measurement, detected, and repaired the cycle slip. The evaluation is done by
using BeiDou triple-frequency data in this paper. The final result indicates that the
method put forward in this paper is reliable to detect and repair the cycle slip in real
time.
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The Performance Analysis of Multi-system
Integrated Precise Point Positioning (PPP)

Lingyong Huang, Zhiping Lu, Baozhu Li, Guodong Xin, Wen An,
Hao Lv, Ning Wang and Xinfeng Zhou

Abstract Based on the analysis of the GNSS navigation and positioning, this paper
studies the key technology and superiority of the PPP based on single difference
between satellites. The true observation data are used to compare and analyze the
precision and convergence time of PPP based on GPS\GLONASS, GPS\BDS dual
system, and GPS\GLONASS\BDS triple system. Finally, the conclusion is drawn as
the following: GPS\GLONASS\BDS triple-system PPP technology has the optimal
performance on positioning accuracy and convergence time. GPS\GLONASS
dual-system PPP almost has the same performance with triple-system PPP. GPS
\BDS has no impact on improving performance of GPS PPP, but can improve the
performance of BDS PPP greatly.

Keywords PPP � GNSS � GPS � BDS � GLONASS

1 Introduction

PPP technology does not need the reference station, its operation is flexible and its
positioning accuracy is high. It can directly obtain the coordinates of the stations
which are consistent with the ITRF framework. So, PPP technology research has
become a hot spot. Especially with the operation of Beidou system of our country,
the research and analysis on BDS PPP become gradually increased. Literature [1]
shows that BDS PPP can only achieve dm level positioning accuracy because of the
lower precision of precise satellite orbit and clock. But, Literature [2] shows that
precise orbit radial accuracy of BDS satellite is less than 10 cm, and the PPP
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can reach cm level accuracy. Through comparing the performance of BDS and
GPS PPP, literature [3] shows that dynamic and static BDS PPP can finish con-
vergence in 100–80 min, and can realize the cm and dm level absolute positioning
accuracy. No matter the performance of BDS PPP, according to some studies,
single-system PPP still exists the following problems: (1) in the occlusion area
where the number of visible satellites is less, the worse geometric structure of space
satellite easily leads to lower positioning accuracy; (2) because the ambiguity,
position parameters, the receiver clock, and troposphere delay cannot be efficiently
separated within a short period of time, the convergence time will be longer. So,
scholars begin to study the strength of dual-system combination PPP technology.
Literatures [4–6] show that, when the GPS satellite is less, the increase of
GLONASS satellites can effectively improve the convergence speed and posi-
tioning accuracy of GPS PPP.

With the operation of our BDS system and the improving of GLONASS satellite
constellation, it is necessary to compare and analyze dual system, even three-system
PPP positioning performance combined by GPS, GLONASS, and BDS to achieve
the technology accumulation of compatibility and interoperability technology
between GNSS system. This paper introduces the GNSS integrated observation
model at first. Then the GNSS PPP software developed by Wuhan University and
the institute of Naval Oceanographic Surveying and Mapping is used to analyze and
compare the accuracy and convergence time of GPS, GLONASS, BDS single
system, GPS\GLONASS, GPS\BDS dual system, and GPS\GLONASS\BDS
three-system PPP, where the MGEX plan observation data is used.

2 Multi-system PPP Model

2.1 GNSS Observation Model

To realize the multi-system GNSS integrated navigation and positioning, it needs to
unify the time, space datum and establish a unified observation model [7].
A multi-system PPP observation model is given as follows:

PG
i ¼ qþ cdtGr � cdts;G þ TG þ IGi þ dbGi þ eGpi

LGi ¼ qþ cdtGr � cdts;G þ TG � IGi þ kGi ðNG
i þ dBG

i Þþ eGUj

(
s ð1Þ

where, q denotes the distance between the satellite and the receiver, c is the light
speed, dtr and dts are receiver and satellite clock errors, respectively, T denotes the
troposphere delay, I is the ionospheric delay, N refers to integer ambiguity, dbGi and
dBG

i denote receiver and satellite equipment delays, respectively, k refers to carrier
phase wavelength, ep and eU refer to carrier observation and code observation
errors, respectively, the subscript G and s denote the satellite system and satellite,
and the i and r refer to the signal frequency and receiver.
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In order to weaken the ionospheric delay, PPP usually adopts the ionosphere-free
combination:

PG
IF ¼ f 21 P

G
1 �f 22 P

G
2

f 21 �f 22
¼ qþ cdtGr � cdts;G þ TG þ dbGIF þ eGPIF

LGIF ¼ f 21 L
G
1 �f 22 L

G
2

f 21 �f 22
¼ qþ cdtGr � cdts;G þ TG þ kGIFðNG

IF þ dBG
IFÞþ eGUIF

8><
>: ð2Þ

where PIF and LGIF are the code and phase ionosphere-free combination,
respectively.

Except the ionospheric delay, PPP still needs to get the precise orbit and clock
error, detect cycle slips and carry on the phase center, phase winding, relativistic
effect, tidal, and solid tide correction [8, 9]. In the formula (2), the main estimated
parameters are the position of the receiver, the float ambiguity, the receiver clock
error, and the tropospheric delay. Linearizing the formula (2) and expressing it as
follows:

L ¼ BXþD ð3Þ

where X denotes the estimated parameter, B is the matrix coefficients, L and D refer
to observation and random error.

The corresponding stochastic model of the Eq. (3) is

EðDÞ ¼ 0
DðDÞ ¼ r20Q

�
ð4Þ

where r20 is the unit weight variance and the Q is the factor matrix.

2.2 Adjustment Model of Single Differencing Between
Satellites

In order to improve the accuracy of the stochastic model, the method of differencing
between satellites is used to eliminate the receiver clock error. The algorithm can
greatly reduce requirements for the stochastic model accuracy of pseudorange
observation, and the differencing between satellites not only can eliminate the
receiver clock error but also can weaken the receiver hardware delay. The differ-
encing between satellites observation equation of GPS\GLONASS\BDS three-
system PPP is given as follows:

Lm�1 ¼ Am�ðmþ 6ÞXðmþ 6Þ�1 þ em�1

CoveL �N 0;QLLð Þ
�

ð5Þ

with X ¼ ½x; y; z; dT ; dtr GR; dtr GC;Ns
IF �T
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where L is m dimension measurement, A is the combination coefficients, X is the
estimated parameter, x; y; z is the coordinate parameter, dT is the zenith wet tro-
pospheric component, dtr GR is the time difference of GPS and GLONASS, dtr GC

is time difference of GPS and BDS, Ns
IF is single difference ionosphere-free

combination ambiguity set preference to the satellites, and CoveL is the stochastic
models.

As a result of more parameters in PPP, Kalman filtering algorithm is often used
to overcome the high-order matrix inversion difficult and to improve the computing
efficiency [10]. The Kalman filter iteration algorithm is used, so the calculation
efficiency is high. Kalman filter is composed of the state equation and the obser-
vation equation, the state equation describes the state transition of the adjacent
moment, and the observation equation describes the information of the state. In
order to reduce the influence of gross errors on the Kalman filter, a robust Kalman
algorithm is usually introduced (see [10] to get more detail theory).

3 Data Analysis

3.1 Experiment Design

The data got from 4 stations the 342–348 day in 2013 by the Trimble receiver under
the MGEX observation program is used to analyze the performance of multi-system
combination PPP. Site coordinate position and receiver type are shown in the
following table (Table 1).

Data processing strategy: the pseudocode/carrier ionosphere-free combination
observation equation is used to correct the phase winding, solid tide, and the
relativistic effect; satellite clock and orbit error are corrected by GPS, GLONASS
precision products released by ESA and BDS precision products released by
WHU; IGS IGS_08.atx absolute antenna phase center model is used to correct
satellite antenna phase center; the Saastamoinen model is used to correct the tro-
pospheric dry component; differencing between satellites is used to eliminate the
receiver clock error; the wet tropospheric component, coordinate, and float ambi-
guity are estimated as the parameters by using the Kalman filter. The 4 IGS stations
coordinate in the precision clock difference document is defined as the true value to
compute the difference dS between true value and the calculation value on ENU
direction to evaluate PPP calculation precision. To define the epoch, when distance

Table 1 Station information No. Site Position Receiver type

1 CUT0 −32.0N 115.9L TRM59800.00 CIS

2 GMSD 30.6N 131.0L TRM59800.00 SCIS

3 JFNG 30.5N 114.5L TRM59800.00 NONE

4 REUN −21.2N 55.6L TRM55971.00 NONE

320 L. Huang et al.



deviation dS for the first time is less than 0.1 m and the 20 epochs after that epoch
dS does not exceed 0.1 as the filtering convergence time. Because PPP solution
accuracy and convergence speed are better than poor observation time, all PPP
solution in this experiment always begin from the for 0 h:0 min:0 s every day
recorded by RINEX observation file. Different algorithms and different satellite
cutoff angles also can cause different PPP positioning results. Therefore, setting
these experiment conditions may lead to the statistical accuracy and convergence
time is as same as other scholars do, but the same observation condition and the
same data processing strategy can accurately reflect the differences of different
satellite navigation systems. The positioning accuracy and convergence time are
defined as the evaluation index to evaluate the positioning performance of
multi-system PPP.

3.2 Positioning Accuracy Analysis

3.2.1 Single GPS System Static Accuracy Analysis

At first, the site JFNG is selected to analyze the GPS single-system PPP positioning
results, the differences of calculation results and true value in the ENU are as shown
in Fig. 1. The average value of the static GPS PPP positioning accuracy of every
site in 7 days is shown in Fig. 2. In Fig. 1, on the dE and dN horizontal direction
single GPS static PPP solution result is less than 0.5 cm every day, in dU direction
the accuracy is not very better, but most of them are less than 1.5 cm and the
maximum position deviation is only 1.6 cm. As shown in Fig. 2, we can find that
the 7 days maximum average positioning error of single GPS PPP is less than
1.5 cm, 4 station average position error is about 1.1 cm. From above, we can see

Fig. 1 Analysis of JFNG single GPS system 7 days PPP precision
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that the single GPS PPP static positioning precision can finish the cm even mm
level positioning.

3.2.2 Dual-System Static Accuracy Analysis

As the same as 3.2.2 does, the JFNG site 7 days GPS\GLONASS and GPS\BDS
dual-system static PPP accuracy is analyzed at first. Then every site 7 days average
positioning accuracy of GPS\GLONASS and GPS\BDS dual system is analyzed.

As shown in Fig. 3, GPS\BDS combined positioning deviation of the site JFNG
is larger than 1.5 cm, and GPS\GLONASS combination position deviation is less
than 1.5 cm and even is less than 1 cm in 3 days except that it is more than 1.5 cm
in the 342th day. Further comparing the dual-system and single GPS system
positioning accuracy, GPS\BDS dual-system combination PPP positioning does not
play a role on accuracy improvement. But the GPS\GLONASS double-system
combination precision is better than GPS single-system PPP positioning precision.
From this, it is found that GLONASS and GPS combined effect is better than that of
BDS and GPS combined, which is because that the current accuracy of BDS
precision products is worse than GLONASS and the satellite antenna phase devi-
ation of BDS has not been calibrated and corrected.

From Fig. 4, we can see that 7-day average deviation value of GPS\GLONASS
dual-system combination static PPP position solution of the REUN site is the
largest, about 1.5 cm, while the average deviation of other 3 sites is about 1 cm.
Comparing the Fig. 1 with Fig. 3, the positioning deviation changing trend of GPS
\GLONASS combination is as the same as the single GPS system PPP positioning,
such as, dU direction deviation of GMSD double-system combined PPP solution is
−0.491 cm and the dU direction deviation of single GPS system PPP is −0.513 cm.
This is because that GPS observation is given a larger weight in the dual-system
combined PPP positioning solution, this results to the positioning solution of

Fig. 2 Single-system 7 days PPP average precision
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Fig. 3 Dual-system accuracy analysis of station JFNG

Fig. 4 Dual-system accuracy analysis

The Performance Analysis of Multi-system Integrated … 323



dual-system PPP are relatively close to the one of single GPS system positioning
results. Also GPS\BDS double-system combined PPP has the same deviation ten-
dency as single GPS system positioning, which is because that usually observation
quality of BDS satellite is worse than one of the GPS satellite, so the GPS
observation is given a larger weight than BDS observation, which makes the
double-system combined PPP positioning has a little difference with single GPS
system PPP results. However, according to the accuracy analysis of GPS
\GLONASS dual-system PPP positioning, we can know that GPS\GLONASS
dual-system combination can improve the GPS single-system PPP positioning
accuracy, while the positioning accuracy of the GPS\BDS dual-system PPP posi-
tioning does not improve the single GPS system positioning accuracy.

In Table 2, the average deviation of single GPS system PPP is 1.17 cm, GPS
\GLONASS double-system PPP average position error of 4 stations is 1.13 cm,
which means that GPS\GLONASS double-system PPP can improve the perfor-
mance of single GPS system PPP. But the mean deviation of GPS\BDS
double-system PPP is 1.32 cm and GPS\BDS double-system PPP does not improve
the performance of single GPS system PPP. That is because the strength of static
PPP model is strong, effect of low-precision BDS observation data on the strength
of the model is almost negligible.

3.2.3 Three-System Static Accuracy Analysis

Comparing Figs. 5 and 3, we can find that the accuracy of JFNG three-system PPP
positioning accuracy has the similar precision with GPS\BDS dual-system PPP, and
has a lower accuracy than GPS\GLONASS dual-system PPP. This is because that
JFNG site is located in the territory of China, more BDS satellites can be observed,

Table 2 PPP accuracy
analysis unit: cm

GPS G\GLO G\B G\GLO\B

Position deviation 1.17 1.13 1.32 1.12

Fig. 5 Three-system accuracy analysis of JFNG station
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which makes the BDS observation to have a larger weight in three-system PPP. So,
the positioning accuracy of three-system PPP is less than GPS\GLONASS posi-
tioning accuracy. From Figs. 4 and 6, it can be found that positioning accuracy of
three-system PPP of other three stations is improved obviously, especially the
position deviation of GMSD three-system PPP reduces to 0.5 cm from 1.2 cm of
original GPS\GLONASS dual-system positioning solution. As a result, we can see
three-system PPP can improve the positioning accuracy of GPS\GLONASS dual
system, but whether the system positioning performance is improved or not is
depended on the site position and the observation conditions. What is more,
according to Table 2, the average deviation of the 4 sites three-system static PPP
positioning accuracy is minimal, which means that in most cases, three-system
static PPP positioning accuracy is optimal.

3.3 Convergence Analysis

The average convergence time of the static PPP solution of the 4 sites in 7 days was
calculated, and the results are shown in Table 3. From Table 3, we can see that the
average convergence time of GPS\GLONASS\BDS three system is the shortest for
15.6 min, and the convergence time of GPS\GLONASS system is 16 min. In a
single system, the GPS static convergence rate is the fastest for 21 min. From this,
we can find that the three-system PPP can shorten the convergence time further, and
the combination PPP has a higher efficiency than single GPS system PPP. So in this
respect, it is necessary to do integrated PPP.

Fig. 6 Triple-system PPP accuracy analysis

Table 3 PPP convergence
time analysis

G G\GLO G\B G\GLO\B

Time (min) 21 16 24 15.6
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4 Conclusion

Through comparing the PPP accuracy and convergence time of the single GPS
system, GPS\GLONASS, GPS\BDS dual system and GPS\GLONASS\BDS three
system, we found that the performance of three-system PPP is best; in dual-system
PPP, BDS has less effect than GLONASS on enhancing the combination perfor-
mance. Although BDS is difficult to improve positioning performance when it is
combined with other systems, but through the combination with GPS or GPS
\GLONASS, BDS can significantly improve its positioning accuracy shorten its
convergence time.
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A Single-Station Ionospheric Model
and Satellite DCB Elaboration Method
Based on Multi-frequency GPS/BDS Data

Yi Qin, Chenglin Cai and Jinhui Wang

Abstract Ionospheric errors and satellite DCB are important error sources in
precise positioning. For area augmentation system, the conventional method is to
precisely correct the errors by using the single monitoring stations. For practical
application of the area augmentation system of GPS/BDS, this paper uses
multi-frequency GPS/BDS data to establish single-station ionospheric model and
solves satellites DCB, then the effectiveness of the proposed method is validated
with Urumqi iGMAS station data of surveying. The result shows that the relative
errors between the method of single-station ionosphere model and the GIM of
CODE are controlled within 3.5 TECU; the relative errors between the calculated
GPS satellites DCB and CODE published DCB are controlled within 0.5 ns; the
relative errors between the calculated BDS satellites DCB and IGG published DCB
are controlled less than 1.7 ns; the stability of GPS satellites DCB is better than
BDS satellites DCB; and stability of IGSO satellites DCB is better than MEO and
GEO satellites.

Keywords Multi-frequency � Single station � Ionospheric � DCB

1 Introduction

Differential code biases (DCBs) is the differential hardware delay that occurs
between two different observations obtained at the same or two different frequen-
cies. Previous research shows that the DCB of GPS satellites vary from
−10 to 10 ns; some applications of Global Navigation Satellite System (GNSS)
such as location, timing, and modeling of ionosphere model will be significantly
influenced by the DCB.
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Although the individual satellite DCB is calibrated before launch, there are
always some reason variations that occur once satellites are in orbit. So, it is
necessary to use the ground stations to track data and to accurately estimate satellite
DCB. At present, there are two main methods to determine the DCB: (1) The DCBs
of satellites are estimated as daily constants which are based on global ionospheric
TEC modeling in a solar-geomagnetic frame [1]; (2) The DCBs of satellites are
estimated from post-fit ionospheric code residuals whereby the slant TEC is com-
puted from global ionosphere map (GIM) [2]. Therefore, the accuracy of TEC
modeling has a great influence on the determination of DCB.

BDS is a satellite navigation system developed by China. There are currently
14 satellites (5 GEO satellites + 5 IGSO satellites + 4 MEO satellites) providing
on-orbit services, servicing on the area of China as well as the surroundings. In the
service area, the number of current BDS basically equals to that of visible satellites
and GPS, but 5 GEO satellites will cause uneven distribution of ionosphere Pierce
point. Thus, the ionosphere model established by observation data of BDS cannot
comprehensively reflect the daily volatility of ionosphere over the monitoring
stations [3]. International GNSS Service monitoring sites are not enough in China
and the surrounding areas, so the resolution of GIM over these places is low [4]. In
conclusion, it is crucial to calculate DCB of BDS satellites and to establish in
service ionospheric delay model.

Given the above consideration, the single-station ionospheric delay model was
established by polynomial, to analyze and calculate DCB of GPS/BDS satellites by
using International GNSS Monitoring and Assessment Service (iGMAS) GPS/BDS
multi-frequency observation data.

2 The Single-Station Ionospheric Delay Model

2.1 Observation Equation

Using dual-frequency and geometric combination to acquire the vertical electronic
content, the equation can be described as follows:

c � DCBr þ c � DCBg � FðzÞ
9:52437

� VTEC ¼ DPg
r ð1Þ

c � DCBn þ c � DCBb � FðzÞ
8:9932

� VTEC ¼ DPb
n ð2Þ

where DP is the geometry-free combination of the pseudorange observations on
dual frequencies; c is the speed of light in vacuum (in m/s); VTEC is the vertical
total electron content along the signal propagation path from the satellite to the
receiver (in TECu); DCBs stands for differential code biases of satellites and
receivers; 9.52437/8.9932 are the frequency of the correlation coefficient when the
difference of the GPS/BDS multi-frequency (f1f2=B1B2) pseudorange is translated
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into VTEC (because of the limited passage, this paper only analyzes the B1B2

frequency DCB of BDS).
Here, the subscript r stands for GPS signal receivers; the subscript n stands for

BDS signal receivers; the superscript g stands for GPS satellites; the superscript
b stands for BDS satellites

FðzÞ is mapping function used to convert slant TEC into vertical TEC:

FðzÞ ¼ 1
cosðz0Þ ð3Þ

cosðz0Þ ¼ R
RþH

sinðazÞ ð4Þ

where z is the satellite elevation angle, R is the earth’s radius, H is the attitude of the
ionosphere shell, and a is the correction coefficient.

Single-station ionospheric model is established through polynomial expansion
model by using the multi-frequency GPS/BDS data of the Urumqi station to
determine VTEC along the signal propagation path from the satellite to station. The
model is to put the VTEC as a function through the latitude difference and angle
difference of the sun. The equation can be expressed as follows [5]:

VTEC ¼
Xn

i¼0

Xm

k¼0

Eikðu� u0Þiðs� s0Þk ð5Þ

where u is the geographic latitude of IPP; u0 is the geographic latitude of the
central part of the surveyed area. s� s0 ¼ ðk� k0Þþ ðt � t0Þ; k is the geographic
longitude of IPP; k0 is the geographic longitude of the central part of the surveyed
area. In the period of time when the central moment of the solar hour angle, t is the
observation time and t0 is the center of observation time.

2.2 The Data Selection and Processing Strategy

Using DOY 318–329, 2014 of Urumqi station GPS/BDS observation data, the
strategy of piece wise constant is adopted to describe the change of the ionosphere
model parameters. The day would be divided into 12 times and each time last for
2 h. In this paper, we take 4 orders, and observation would be estimated by the
number of parameters in the equation of 12 * (4 * 4) + g + b + 1, (g and b,
respectively, represent BDS and the GPS satellites number observed by monitoring
stations). According to the theory described above, the DCB and ionosphere
coefficients can be estimated from GPS/BDS multi-frequency observations by the
least squares method.

When the satellites are observed by monitoring station in a low elevation period,
pseudorange differences can be very large. This can explain pseudorange data’s
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bad quality. In the applications of satellite navigation, if the viewing angle of
satellite is very low, the signal is more likely to be totally hided or the signal power
attenuation declines below GNSS receiver sensitivity because of the holdbacks
such as natural things or architectures. As the result, GNSS receiver channel may
fail to track the satellite signal, which means it cannot maintain the stability of
signal tracking loop and even lose track of the satellite. This kind of situation is
called lock-loss. As the result, this data cannot be participated in calculation, so the
elevation mask angle is 15°.

Equations (1) and (2) show the pseudorange differential relationship with the
accuracy of VTEC and GPS satellite/receiver DCB. Since the pseudorange DP has
large noise, to improve the precision of VTEC, the carrier phases are used to
smooth the pseudorange. Cycle slips and gross errors in the carrier-phase obser-
vations which detected by Turbo-Edit should be removed before using the
carrier-phase observations to smooth the pseudorange [6]. To set up corresponding
marks for the location of cycle slips, cycle-slips epochs are not involved in
smoothing pseudorange processing.

2.3 DCB Treatment Method

As a result, satellite DCB values changed slowly and were relatively stable, the usual
processing is within a day of DCB of satellites as a fixed value. Equations (1) and (2)
show that the dual frequency and geometric combination values, must be deducted
DCB, can be converted to VTEC. However, the DCB of satellites/monitoring station
receivers cannot be separated directly, and it need to be added in the appropriate
constraint conditions. For the GPS satellites, imposing a zero-mean condition for the
validated satellites has to be observed. For the BDS satellites, theDCBofC01 satellite
factory defaults is fixed as constraint conditions [7].

As a result, GPS/BDS dual system was used to model the ionospheric delay, and
the above two constraints should be added to observation equation.

3 Example Analysis

3.1 Single-Station VTEC Model Calculating
Precision Analysis

By Equations (1) and (2), it can be seen that the parameters of single-station iono-
spheric model and DCB can be calculated by one day data, so that the calculation
accuracy of ionospheric model’s parameters reflects the precision of satellite DCB.

According to the observation data from the global GPS monitoring stations, the
center for orbit determination in Europe (CODE) uses spherical harmonic functions to
map the GIM. So far, GIM has become an effective tool for the study of global
ionospheric structure changes [8]. The available information shows that the precision
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of the GIM is 2–8 TECU [3]. Figure 3 shows that DOY 318, 2014 monitoring station
VTEC of calculation value and GIM value is released by CODE.

It can be seen from Fig. 1 that the value of the calculation and CODE with time
change tendency is consistent, which can reflect the daily variation of the iono-
sphere over the monitoring station.

In order to more intuitively reflect the ionosphere single-station-model precision,
the single-stationmodel is comparedwithCODE and the difference in 1 day statistical
average. Table 1 shows the DOY 318–329, 2014 VETC difference accuracy of
statistics. It can be seen from Table 1 that the mean difference and RMS of less than
3.5 TECU is between the single-station-model measured values and CODE values.

3.2 Satellites DCB Calculating Precision Analysis

3.2.1 GPS Satellites’ DCB Calculating Precision Analysis

Currently, the most authoritative international GPS satellites DCB products are
provided by the CODE, and its calculating precision is high, which can be taken as

Fig. 1 VTEC value of monitoring station

Table 1 Accuracy statistics of single-station model and CODE VTEC difference unit: TECu

DOY 318 319 320 321 322 323 324

Differences −0.09 −2.06 −3.43 −3.24 −2.75 −1.70 −2.67

RMS 1.14 2.61 3.67 3.53 2.76 1.69 2.80

DOY 325 326 327 328 329

Differences −1.68 −2.48 −3.69 −2.06 −3.08

RMS 1.81 2.87 3.51 2.08 3.12
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reference to the relevant work [9]. The mean differences between DCB calculated
by single-station model and those from CODE during DOY 318–329, 2014 are
shown in Fig. 2. (There is no PRN 3 observed within the observation period of
time, so there is no calculation about its DCB parameters.)

It is shown that the differences are basically the same, and the maximum dif-
ference is 0.79 ns (PRN02). From Table 1, it can be concluded that DCB calculated
by single-station model and those form CODE is basically at the same precision
level. The STD statistical of GPS satellites DCB determined by CODE and single–
station model is presented in Table 2; STD reflects the estimate stability of the
satellite DCB, and it is also comparable to the formal error of DCB estimates [10].

It can be seen from Table 2 that the STD of DCB provided by CODE range is
[0.01, 0.06 ns], and the STD of DCB calculated by single-station-model range is
[0.17, 0.50 ns]. The stability of single-station-model calculated values is below
CODE values; this is because the CODE release values are based on more than 200
stations observation date to estimate the DCB, and single-station-model values are
based on single station, with the decreasing of the number of base station, and the
stability of calculated satellites DCB is reduced.

3.2.2 BDS Satellites’ DCB Calculating Precision Analysis

The BDS DCB products which developed by the Yuan Yubin’s team from the
Institute of Geodesy and Geophysics (IGG) are released to users globally [11]. This
paper compares and analyzes IGG DCB products with calculated value and the
calculated precision is quantitatively analyzed. The mean differences between DCB
from IGG and those calculated by single-station model Fig. 3. (There is no C04
and C13 observed within the observation period of time, so there is no calculation

Fig. 2 Mean value of GPS satellites’ DCB estimates by single-station model and CODE
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about its DCB.) It can be seen that the DCB calculated by single-station model is
basically consistent with those from IGG, and the maximum difference reaches at
1.7 ns (C10).

Table 3 shows the STD statistical of BDS satellites DCB determined by single–
station model. Due to fixed C01 satellite DCB as the constraint condition, the STD
of C01 satellite is 0. (There is no C04 and C13 observed within the observation
period of time, so there is no calculation about its DCB.) It can be seen that the STD
of BDS satellites DCB range is [0.22, 0.89 ns], and the stability of calculated BDS
satellites’ DCB is lower than that of GPS; the STD of GEO satellites DCB range is

Table 2 The STD statistic of
GPS satellite DCB (2014
318–329) unit: ns

PRN 01 02 04 05 06 07 08

CODE 0.02 0.02 0.05 0.03 0.03 0.01 0.06

Calculated 0.17 0.40 0.21 0.55 0.28 0.31 0.42

PRN 09 10 11 12 13 14 15

CODE 0.03 0.02 0.04 0.02 0.05 0.04 0.03

Calculated 0.46 0.43 0.31 0.50 0.38 0.38 0.50

PRN 16 17 18 19 19 20 21

CODE 0.05 0.05 0.05 0.03 0.02 0.04 0.07

Calculated 0.38 0.40 0.37 0.32 0.39 0.27 0.47

PRN 22 23 24 25 26 27 28

CODE 0.05 0.02 0.04 0.04 0.03 0.07 0.01

Calculated 0.24 0.38 0.45 0.46 0.32 0.40 0.23

PRN 29 30 31 32

CODE 0.05 0.02 0.05 0.02

Calculated 0.35 0.43 0.51 0.24

Fig. 3 Mean value of BDS satellites’ DCB estimates by single-station model and IGG
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[0.53, 0.61 ns]; the STD of IGSO satellites DCB range is [0.27, 0.50 ns]; the STD
of MEO satellites DCB is [0.22, 0.60 ns]. The DCB of IGSO satellites relatively to
the GEO satellites and MEO satellites is more stable.

4 Conclusion

For the situation that currently regional layout is the main way for the BDS
monitoring stations, this paper combined BDS/GPS multi-frequency data, and the
single ionospheric model is established on polynomial, which is used to calculate
GPS/BDS satellites. The establishment of a single-stand ionospheric model can
reflect the daily variation of the ionosphere above the monitoring station, and meet
the needs of the ionosphere delay correction and the ionosphere activities under the
usual accuracy; the calculated BDS/GPS satellites DCB and official DCB value can
be controlled within 0.79 ns/1.7 ns, respectively. Through anglicizing BDS satel-
lites STD, it shows that the STD of IGSO satellites DCB is better than GEO
satellites and MEO satellites, and the reasons are as follows:

1. The GEO satellites are relative to the monitoring station in the stationary state,
and the low observed altitude angle and geometry-free linear combination can
increase the pseudorange noise and multi-path effect.

2. The MEO satellites cannot be constantly tracked by monitoring stations in 24 h,
which limits the valid data of observations, affecting the calculating stability of
the DCB of MEO satellites.

3. The IGSO satellites, in which orbits are uniformly distributed on both sides of
the equator, monitoring stations can do almost 20 h of continuous observation.
So, the data qualities are better than those of first two satellites.
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Table 3 The STD statistic of
BDS satellite DCB (2014
318–329) unit: ns

PRN C01 C02 C03 C05 C06 C07 C08

STD 0 0.61 0.53 0.45 0.33 0.39 0.27

PRN C09 C10 C11 C12 C14

STD 0.50 0.41 0.58 0.22 0.60
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An Algorithm of Single-Epoch Integer
Ambiguity Resolution for Reference
Stations of BDS Triple-Frequency
Network RTK

Ming Liu, Hongzhou Chai, Bingquan Dong, Di Li and Feng Li

Abstract An algorithm of single-epoch integer ambiguity resolution for reference
stations of BDS triple-frequency network RTK is proposed in this paper. The
mathematic models, resolution process, and result analyses are given in detail. The
main idea of this method is to resolve extra-wide-lane and wide-lane ambiguity by
using the method of TCAR, determine the ambiguity candidates by linear relation
between triple-frequencies ambiguities, and finally, determine the ambiguities
depending on residual of nondispersive error. This algorithm was tested, and the
advantages of this method are rapid and stable. The double difference integer
ambiguity between long-scale BDS reference stations can be fixed at single epoch.

Keywords BDS � Network RTK � Double difference ambiguity � Linear rela-
tionship � TCAR

1 Introduction

It is important to fix the ambiguities of reference stations for network RTK, which is
the precondition to obtain high-precision combined bias or to establish
high-precision model of bias. However, the common distances of network RTK are
between 30 and 80 km, which lead to the bias that has relationship with distance
becoming weak. Furthermore, it is impossible to resolve ambiguity by the tradi-
tional method, for that the influence of ionospheric delay and tropospheric delay is
greater than 0.5 cycle to the observations. Even though the coordinates of the
reference stations have already been given, it is difficult to determine the ambiguity
instantaneous.

In order to solve the above problem, there are some scholars who have resear-
ched on it and acquired some achievement. An ambiguity searching method for
network RTK baselines between base stations at single epoch was proposed by
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Gao, which used carrier-phase data of dual frequencies but not solving the corre-
sponding observational equations, and used the linear relation between dual fre-
quencies ambiguities and known coordinates of base stations directly to search the
double difference integer ambiguities by only one epoch. In addition, a new
three-step method to determine double difference integer ambiguities resolution of
network RTK reference station was proposed by Tang, which included wide-lane
ambiguity resolution, narrow-lane ambiguity resolution, and the ambiguities reso-
lution of carrier phase L1 and L2. Zhu proposed another method which determined
the wide lane by linear relationship between carrier-phase ambiguities first, can-
didates of double frequency carrier-phase ambiguities could be selected by fixed
double difference wide-lane ambiguities, finally, the double frequency carrier-phase
ambiguities were searched and fixed through the computation of non-divergent
error’s residual. Deng realized the instantaneous integer ambiguity resolution in the
mode of three frequencies through simulating the observations of L5. However,
there were few researches on BDS network RTK. Therefore, an algorithm of
single-epoch integer ambiguity resolution for reference stations of BDS
triple-frequency network RTK is proposed in this paper which uses the easy fixed
extra-wide-lane and wide-lane ambiguity and linear relationship between
carrier-phase ambiguities to determine double difference ambiguities.

2 Linear Relationship Between Carrier-Phase Ambiguities

In the common condition, the reference stations are established on the open place,
so the multi-path error can be ignored. Therefore, the equations of carrier-phase
measurements between reference stations A and B and satellites p and q can be
written as:

c
f1
rDUpq

1AB ¼ rDqpqAB �
c
f1
rDNpq

1AB �
rDIpq0AB

f 21
þrDTpq

AB þrDepq1AB ð1Þ

c
f2
rDUpq

2AB ¼ rDqpqAB �
c
f2
rDNpq

2AB �
rDIpq0AB

f 22
þrDTpq

AB þrDepq2AB ð2Þ

c
f3
rDUpq

3AB ¼ rDqpqAB �
c
f3
rDNpq

3AB �
rDIpq0AB

f 23
þrDTpq

AB þrDepq3AB ð3Þ

where c is the speed of light; f is the frequency of carrier phase; 1, 2, 3 are the
number of frequencies, respectively; rD is the symbol of double difference; u is
carrier-phase measurement in the unit of cycle; q is the geometrical distance
between the receiver and the satellite; N is the integer ambiguity; I0 is the iono-
spheric range delay which is independent with frequency; T is the non-divergent
error; e is the noise of observations.
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Non-divergent error is mainly the tropospheric delay and the orbit error of
satellite which can be eliminated or weakened through correction of model. If we
use rDgpqAB as the symbol of residual that is corrected by the model of troposphere,
the computational formula of rDgpqAB can be written as:

rDgpqAB ¼ rDTpq
AB �rDT 0pq

AB ð4Þ

where rDT 0pq
AB is tropospheric delay that is computed by the model of

Saastamoinen. Eliminating the rDIpq0AB of formula (1)–(3), we can derive the linear
relation among triple frequencies ambiguities as below.

rDN1 ¼ f2
f1
rDN2 �rDlpq12AB �rDxpq

12AB ð5Þ

rDN2 ¼ f3
f2
rDN3 �rDlpq23AB �rDxpq

23AB ð6Þ

All terms in the formula are in the unit of cycle. In addition,

rDlpq12AB ¼ rDu1 �
f2
f1
rDu2 �

f 21 � f 22
c � f1 rDqpqAB þrDT 0pq

AB

� � ð7Þ

rDxpq
12AB ¼ f 21 � f 22

c � f1 � rDgpqAB þ
f 22 � rDepq2AB � f 21 � rDepq1AB

c � f1 ð8Þ

rDlpq23AB ¼ rDu2 �
f3
f2
rDu3 �

f 22 � f 23
c � f2 rDqpqAB þrDT 0pq

AB

� � ð9Þ

rDxpq
23AB ¼ f 22 � f 23

c � f2 � rDgpqAB þ
f 23 � rDepq3AB � f 22 � rDepq1AB

c � f2 ð10Þ

For that, the coordinates of reference stations are known, rDqpqAB can be com-
puted precisely. Therefore, rDlpq12AB and rDlpq13AB are constant terms. rDxpq

12AB and
rDxpq

13AB are residual errors.

3 Ambiguities Resolving of Extra-Wide Lane
and Wide Lane

The process of the TCAR method is in the sequence of fixing extra-wide-lane
ambiguity, wide-lane ambiguity, and narrow-lane ambiguity. For extra-wide-lane
ambiguity and wide-lane ambiguity of long baseline, the method of TCAR can fix
reliably at single epoch. According to the theory of TCAR, the computational model
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can be written as below considering the pseudorange measurement R3 is accurate
than others and ignoring narrow-lane ambiguity.

rDNEWL ¼ rDR3=kEWL �rDuEWL � aR3�EWL � rDI1=kEWL þrDeEWL ð11Þ

rDNWL ¼ rDuEWL þrDbNEWL

� �
� kEWL

.
kWL �rDuWL

� aEWL�WL � rDI1=kWL þrDeWL ð12Þ

where NEWL and NWL are float solutions of wide-lane ambiguity and narrow-lane
ambiguity, respectively; bNEWL is the fixed solution of NEWL; I1 is the ionospheric
delay of B1. aR3�EWL and aEWL�WL are the ionosphere-delay coefficients of com-
bined observation equations.

From the formula (11) and (12), we can know that the method of TCAR elim-
inates the non-divergent error and is just influenced by ionosphere delay and noise.
Using the combinations in Table 1, we can calculate the ionosphere-delay coeffi-
cient c and noise influence which are shown in Table 2.

As shown in Table 2, the extra-wide-lane ambiguity in the first step is influenced
weakly by the ionosphere delay; the wide-lane ambiguity in the second step is about
0.1 cycle if ionospheric delay is 0.3 m; what is more, the noise influences to
extra-wide-lane ambiguity and wide-lane ambiguity are both less than 0.17 cycle.
Therefore, for extra-wide-lane ambiguity and wide-lane ambiguity of long baseline,
the method of TCAR can fix reliably at single epoch.

4 The Determination and Detection of Ambiguities
of Triple Frequencies

A candidate of rDN2 has only one corresponding rDN3 after fixing the
extra-wide-lane ambiguity. In the same way, a candidate of rDN1 has only one
correspondingrDN2 after fixing the wide-lane ambiguity. The formula (5) gives us

Table 1 TCAR EWL and WL combination of BDS

Combination Frequency (MHz) Wavelength (m)

EWL (0, 1, −1) 61.38 4.884

WL (1, −1, 0) 353.958 0.847

Table 2 The ionosphere-delay coefficient and noise influence

Steps c Noise influence (cycle)

rt ¼ 0:01 cycle, re ¼ 0:3m rt ¼ 0:02 cycle, re ¼ 0:6m

EWL 0.016 0.063 0.126

WL −0.352 0.083 0.166
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the linear relation between rDN1 and rDN2, which can be taken as an example.
For k12 = 201,190/260,183 ≈ 0.7733, the integer rDN1 and rDN2 have infinite
pairs and have periodicity in theory. But in practice, it is impossible to find the
candidates of integer ambiguities that fit the formula (5) absolutely, because of the
influence of residual errors and the restriction of precision. Therefore, the ratio that
is similar with the slope can also become the candidates of integer ambiguities.
However, it does not matter with the use of the searching method. In practice, the
influence of ionospheric delay is finite, which does not exceed 10 cycles generally.
Therefore, using fixed wide-lane ambiguity and the linear relation (5), we can
search the candidates of rDN2 and its corresponding rDN1. In the same way,
using fixed extra-wide-lane ambiguity and the linear relation (6), we can search the
candidates of rDN3 and its corresponding rDN2.

In the end, we should use the non-divergent error resolved by the candidates to
determine the ambiguities. According to formula (5) and (6), the non-divergent
error can be derived as below.

rDT21 ¼ c � f1
f 21 � f 22

rDU1 � f2
f1
rDU2 þrDN1 � f2

f1
rDN2

� �
�rDq ð13Þ

rDT32 ¼ c � f2
f 22 � f 23

rDU2 � f3
f2
rDU3 þrDN2 � f3

f2
rDN3

� �
�rDq ð14Þ

If there are

rDg21 ¼ rDT21 �rDT 0; rDg21j j\r1 ð15Þ

rDg32 ¼ rDT32 �rDT 0; rDg32j j\r2 ð16Þ

This group of integer ambiguities is considered as the right one. In the above
formula, r1 and r2 are both limited value, which can be obtained by empirical
value.

In addition, the fixed ambiguities can be detected by the theory that the algebraic
sum of double difference ambiguities of reference stations at one frequency point is
zero.

5 Data Test and Analysis

This paper uses the dataset obtained from Shanghai on 14 December 2013 to test
the method proposed in this paper. The dataset was recorded in an hour at an
interval of 1.0 s and its cutoff elevation is 10°. The reference stations are Ji Gu Jiao
(BASE1), Lu Chao Gang (BASE2), and Heng Sha Dao (BASE3), and the distance
between BASE1 and BASE2 is 61.7 km, the distance between BASE1 and BASE3
is 60.1 km, the distance between BASE2 and BASE3 is 57.6 km.
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Using the method proposed in this paper to resolve ambiguities, the specific
process and result are given as below.

1. Taking the PRN1 of BDS satellites as example, we should calculate the constant
terms rDlpq12AB and rDlpq13AB according to (7) and (9) and integer extra-wide-lane

ambiguity rDbN 0;1;�1ð Þ and integer wide-lane ambiguity rDbN 1;�1;0ð Þ according
to (11) and (12) first.

2. Determine the ambiguity candidates of L1, L2, and L3 according to fixed
extra-wide-lane ambiguity and wide-lane ambiguity and linear relation (5) and
(6). Then fix the ambiguity of L1, L2, and L3 according to formula (15) and (16).
Taking the first epoch of PRN1 whose reference satellite is PRN7 as example,
we can get the inter ambiguities of L1, L2, and L3 shown in the Table 3.
It is clear that the inter ambiguities of L1, L2, and L3 are right through the
detection of closure relationship among reference stations.

3. In the end, we could use the non-divergent error of all epochs calculated by
above steps to detect subsequent ambiguities. The results are shown from
Figs. 1, 2, 3, 4, 5, 6.
The non-divergent error includes the residual of tropospheric delay, the error of
satellite orbit, and so on. As shown from Figs. 1, 2, 3, 4, 5, 6, the results and
changes fit the reality, which proves that the subsequent fixed ambiguities are
right and the method proposed in this paper is feasible.
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Table 3 The inter
ambiguities of L1, L2, and L3
from PRN1-7

Baseline rDN1, rDN2, rDN3

BASE1–BASE2 (−398885, −4428255, 1359507)

BASE2–BASE3 (1298455, −2076095, −1721896)

BASE3–BASE1 (−899570, 6504350, 362389)
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6 Conclusions

An algorithm of single-epoch integer ambiguity resolution for reference stations of
BDS triple-frequency network RTK is proposed in this paper. The main idea of this
method is to resolve extra-wide-lane and wide-lane ambiguity by using the method
of TCAR, determine the ambiguity candidates by linear relation between triple
frequencies ambiguities, and finally determine the ambiguities depending on
residual of nondispersive error. This algorithm was tested, and the advantages of
this method are rapid and stable. The double difference integer ambiguity between
long-scale BDS reference stations can be fixed at single epoch. Furthermore, as the
time goes on, the determined ambiguities can be judged whether they are reliable
according to the changes of the residual of tropospheric delay, which could improve
the stability of this method.
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Study on Multipath Effect of GEO Satellite
in BeiDou Navigation Satellite System

Peng Wu, Baowang Lian, Yulong Song and Zhe Yue

Abstract For BeiDou navigation satellite system, multipath fading from geosta-
tionary Earth orbit (GEO) satellites constraints BeiDou receiver to provide a
high-precision positioning service, which is not negligible. By designing multipath
fading mathematical model, the mechanism of multipath fading is analyzed. This
paper proposes a method, by analyzing the fading trend of the first nulling point and
second nulling point of Kepler multipath fading (KMPF) factor, which can reflect
variation trend of themultipath error ofGEO. Finally, the simulation results verify that
the KMPF factor provides an important method to analyze the GEOmultipath errors.

Keywords BeiDou GEO satellites � Multipath effect � Kepler multipath fading
factor

1 Introduction

The satellite navigation receiver provides PNT information to the user by measuring
the pseudorange of the navigation signal. The pseudorange measurement is vulner-
able to various errors, which decrease the positioning accuracy of the receiver. The
impact of the atmosphere on the navigation signal is characterized by an atmospheric
delay, which includes ionospheric delay and tropospheric delay, when the navigation
signals transit atmosphere. Besides, the satellite navigation receiver may also suffer
from the multipath signal generated by the surrounding environment, which arises
loop tracking errors, and ultimately affects the positioning accuracy. In addition, for
navigation system, there also exist other unignored errors, such as satellite clock error,
ephemeris errors, receiver clock, and so on. Due to each error, source performs the
different characteristics in time domain or frequency domain, the corresponding
methods can be used to reduce or even eliminate the errors. The common errors
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resulting from atmospheric delay, satellite ephemeris error, and satellite clock error
can be greatly eliminated by differential approach or be remarkably improved by
building the corresponding mathematical model. However, the multipath errors
cannot be removed by differential technique since multipath is closely related to the
environment around the antenna and it is hard to achieve correlation for receivers at
different locations. So, the investigation for themechanism ofmultipath signal and the
mitigation methods has vital significance to reduce the observation errors and to
improve the positioning accuracy. For instance, code measurements are used for
estimation of atmospheric delay and calculation of satellite orbit parameters in GNSS
control segment. If multipath signal infects the code measurements, then the posi-
tioning accuracy and timing performance are both directly decreased. Therefore, the
influence of multipath error on the navigation system must be paid high attention.

To study the GEO satellites’ contribution for improving the system positioning
accuracy in Wide Area Augmentation System (WAAS), [1] proposes that “standing
multipath” is a main constraint to makeWAAS get better performance. Reference [2]
shows that even thoughGEO satellites are not only used for data link to sent correction
and integrity messages, but also to be used as additional ranging sources in WAAS,
they have a lower ranging accuracy compared with GPS satellites, and multipath is a
crucial interference factor for ranging errors. In Refs. [3] and [4], authors research that
the multipath fading characteristics of MEO satellites in GPS are much different from
multipath fading characteristics of GEO satellites, which indicates that the multipath
fading characteristics are closely related with the satellite orbit.

At present, the research on the mechanism of GEO satellite multipath effect is still
not sufficient, nevertheless the elimination algorithms for GPS satellites have been
studied very deeply. These algorithms provide an effective way to study the mul-
tipath effect of GEO satellite in the BeiDou navigation system. Duo to the GEO
satellite, location is almost stationary relative to the Earth, the multipath interference
varies very slowly with time. Recently, Ref. [5] presents that the GEO multipath
interference has more destructive ability than IGSO satellites and MEO satellites.

To solve this problem, this paper acquires the analytic formula of the multipath
frequency fading by establishing the ground multipath reflection model. Subsequently,
according to the geometric relations between the satellite and the receiver, as well as
the theory of coordinate transformation, the Kepler multipath fading (KMPF) factor
has been derived, which can reflect the multipath error caused by the satellite orbit
parameters. Finally, simulation results verify the analysis on the mechanism of GEO
satellite multipath effects.

2 Multipath Fading Mathematical Model

To characterize the influence of multipath signal, it is assumed that the antenna
receives a direct signal and a reflected signal simultaneously, then the compound
signal sðtÞ can be expressed as
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sðtÞ ¼ ApðtÞsinðx0tÞþ aApðt � smÞsinðx0tþDUmðtÞÞ ð1Þ

where A denotes the signal amplitude, ranging and data codes are denoted by
pðtÞ ¼ �1, x0 is the angular frequency including the Doppler shift Dx0 ¼ 2pDf0, a
is the attenuation coefficient of reflected signal, sm is the multipath delay, DUmðtÞ ¼
Dum þðDxm � Dx0Þt denotes the multipath relative phase, where Dum is multi-
path initial phase, and ðDxm � Dx0Þ is the Doppler difference between the direct
and the multipath signal. Duo to the satellites, movement is relative to the antenna
phase center, the multipath delay sm and carrier phase DUmðtÞ vary with time, and
the multipath carrier frequency generates an increment that is multipath fading
frequency and can be expressed as follows:

Dfm ¼ 1
2p

dDUmðtÞ
dt

¼ 1
2p

d½Dum þðDxm � Dx0Þt�
dt

ð2Þ

According to Eq. (2), the rate of Doppler difference ðDxm � Dx0Þ determines the
frequency of the occurring multipath variations. Ideally, since the GEO satellites is
stationary to the Earth, the multipath relative phase turns into a constant and the
term ðDxm � Dx0Þ becomes zero. Meanwhile, because of the static behavior of the
multipath relative phase, the multipath observation will show a fixed bias [6].

As mentioned above, the multipath fading characteristics are determined by the
Doppler difference between direct and reflected signals. In other words, the
geometry between satellite orbit and reflection point influences multipath effects.
Then, we will analyze the GEO satellites multipath fading characteristics by using
ground multipath reflection model.

Figure 1 shows the ground multipath reflection model in which the multipath
extra-traveled distance LmðtÞ can be expressed as a function of the satellite elevation

Fig. 1 Model of ground multipath
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hsðtÞ, and the height H of the receiver antenna phase center above the reflecting
surface at time t. So, we have

LmðtÞ ¼ 2H � sin hsðtÞ ð3Þ

According to Eq. (3), the multipath delay of static receiver is closely related to the
satellite elevation. In satellite navigation system, the satellite elevation is
time-varying relative to the receiving antenna, even for the BeiDou GEO satellites,
the elevation could not keep constant over the time. In term of the electromagnetic
wave propagation theory, the carrier multipath relative phase can be expressed as

DUmðtÞ ¼ 2p
LmðtÞ
k

¼ 4pH � sin hsðtÞ
k

ð4Þ

where the k is wavelength of the signal.
Substituting Eq. (4) into Eq. (2), and assuming that the receiving antenna and

surroundings around the antenna are keeping relatively static, then the multipath
fading frequency of the ground multipath reflection model can be expressed as

DfmðtÞ ¼ 1
2p

dDUmðtÞ
dt

¼ 2H
k

d½sinhsðtÞ�
dt

: ð5Þ

3 Analysis of the Multipath Parameters

Figure 2 illustrates the geometry between Earth and satellite orbit in the
Earth-centered, Earth-fixed (ECEF) system, in which o, Re, S, rðtÞ, Rs, and A stand
for Earth’s center, Earth’s radius, satellite position, the distance between the
satellite and receiver ASk k, geocentric distance of satellite orbit OSk k, and location
of receiving antenna (A is not the North Pole, but it represents the position of any
position on the Earth surface. In order to comply with the visual habits, it points to
the zenith direction) at time t, respectively. Besides, plane P is a tangential plane of
the Earth surface at point A, as Fig. 2 shows, point D is the projection of satellite
S on plane P, and the elevation hsðtÞ is an included angle between the vector AS and
the vector AD. In order to facilitate the geometric relationships among these vectors
in Fig. 1, these vectors are presented on a two-dimensional plane as shown in
Fig. 1, and according to the law of cosines, we have

sin hsðtÞ ¼ Rs2 � R2
e � r2ðtÞ

2RerðtÞ ð6Þ
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and substituting Eq. (6) into Eq. (5), the multipath fading frequency is given by

DfmðtÞ ¼ � 2H
k

1
Re

þ sin hsðtÞ
rðtÞ

� �
r0ðtÞ ð7Þ

In this equation, the elevation and the distance between satellite and receiver can be
extracted from the observables, therefore the characteristic of the multipath fading
is mainly restricted by r0 at time t. Actually, r0ðtÞ reflects the rate of distance change
between satellite and receiver and it is proportional to relative speed along the
signal propagation direction. In the ECEF frame, vs, v, and 1s are the speed of
satellite, the speed of receiver, and satellite unit observation vector at the receiver,
respectively, thus r0ðtÞ is the dot product of vs and v, namely

r0 ¼ vs � vð Þ � 1s ¼ ts � tð Þ cos b ð8Þ

where b is the included angle between ðvs � vÞ and 1s, which is given by

cos b ¼ e sin f sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e2 þ 2e cos f s

p cos a

" #
ð9Þ

In this equation, a ¼ hSA; SOi, f s is the true anomaly. For static scenario, the
receiver’s speed is zero, then A is the angle between vs and 1s, as shown in Fig. 2b.
Based on the analysis of Eqs. (7)–(9), the multipath fading characteristic of static
receiver is closely related with the speed of satellite vs and b.

(a) (b)

Fig. 2 Geometry between Earth and the satellite orbit. a 3D geometry between Earth and satellite
orbit, b section plan for (a)
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4 Kepler Multipath Fading Factor

4.1 Derivation of KMPF

As mentioned above, the multipath fading characteristic DfmðtÞ is closely associated
with the satellite’s speed vs and b. Therefore, the satellite’s speed will be as a entry
point to further analyze the relationship between the satellite orbit parameters and
multipath fading frequency.

Figure 3 depicts the Kepler parameters of satellite orbit, where i is the inclination
angle, X0 is the longitude of ascending node, x is the argument of perigee, f s ¼ xst
is the true anomaly at time t, and xs is the angular rate of the satellite in the
Earth-centered, inertial (ECI) coordinate system, which can be achieved from
ephemeris. Then, based on the scheme to transform the coordinate systems, the
speed of satellite in ECEF system can be calculated as follows:

vs ¼ Rsffiffiffi
2

p V ð10Þ

where

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2

e þxs2Þð1þ cos2iÞ � 4xexscos2iþ ½x2
ecosð2xstþ 2xÞþxs2�sin2i

q
ð11Þ

Fig. 3 Kepler parameters of satellite orbit
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Meanwhile, according to Eqs. (8) and (9), the Kepler multipath fading factor can
be defined as follows:

jðtÞ, e sin f sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e2 þ 2e cos f s

p V cos a

" #
ð12Þ

This equation includes some orbit parameters such as the eccentricity of the satellite
orbit e, the inclination angle i, and so on. Subsequently, a deep analysis of these
orbit parameters will be discussed in the next section.

4.2 Analysis of KMPF Simulation Curve

4.2.1 Influence of the Orbit Inclination i and Eccentricity e on KMPF

The inclination of GEO satellites in BeiDou system is roughly in the range of 0.03 to
0.09°, and the GEO satellites inclination in WAAS system has a better performance
whose range is from 0.01° to 0.02°. In addition, in order to understand deeply the
impact of inclination on KMPF, the simulation still takes the situation into con-
sideration when the inclinations are 0.001° and 0.0001°, respectively, as shown in
Fig. 4. Meanwhile, some features can be concluded from the curves in Fig. 4.

(i) All the curves show the first nulling at around 11 h.
(ii) When i ¼ 0:001�, the amplitude of KMPF factor is greater than others at the

first nulling.

Fig. 4 Fading curve of KMPF
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(iii) When i ¼ 0:09� and i ¼ 0:0001�, the amplitudes of KMPF factor show a
gentle appearance compared with other circumstances at the first nulling.

(iv) The second nulling of all the curves appears at about 12 h.

In order to thoroughly analyze the impact of the inclination i and eccentricity
e on KMPF factor, some conclusions can be summarized by comparing with the
corresponding curves trend between Figs. 4 and 5. The normalized curves in Fig. 5
derived from Eq. (11), indicate the trends of satellites’ speed in ECEF coordinate
system. The analyses based on the above four features are shown as follows:

Feature (i) illustrates that the first nulling of KMPF factor curves is closely
related to the inclination i. Moreover, in Fig. 5, at the corresponding location to the
first nulling, these five curves show an extreme point, which is the reason for the
first nulling of KMPF factor curves.

As feature (ii) and (iii) described, by comparing the five curves in Fig. 5, the
fading amplitude of the first nulling of KMPF factor curve does not become greater
with increase in the inclination. When inclination becomes larger ði ¼ 0:09�Þ or
smaller ði ¼ 0:0001�Þ, the trend of KMPF factor curve at first nulling is gentle.
Nevertheless, when i ¼ 0:001�, the fading amplitude of the first nulling reaches
maximum. By referring Fig. 5, it can be seen that the sharper curve V fades, the
larger fading amplitude goes.

Feature (iv) shows the relationship between the curve V and eccentricity e. if
e ¼ 0, namely the orbit is a standard circle, the movement of satellite will not affect
the range rate between the GEO satellites and receiver and the second nulling will
vanish from the KMPF factor curve. The fading amplitude of the second nulling is
proportional to the eccentricity e.

Fig. 5 Relationship between inclination angle and normalized V
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4.2.2 Influence of the Argument of Perigee x on KMPF

As mentioned above, Eq. (11) reflects the relationship between trend of satellite
speed and the Kepler orbit parameters, and the first nulling is really close to the
trend curve V of the satellite velocity. The further discussions of the location of the
first bulling are given below:

Figure 6 shows two KMPF factor curves, and they are plotted by same orbit
parameters but the argument of perigee x. When x ¼ 2 rad, the first nulling appears
at the 6th hour and the 18th hours, respectively. However, for x ¼ 0 rad, the first
nulling occurs at the 10th hour and the 22nd hours, respectively. Hence, the
argument of perigee x can affect the location of the first nulling. Moreover, the
cycle of the first nulling fading is about 12 h, which is affected by the angular rate
of satellites in orbit plane xs, and is inversely proportional to xs.

4.2.3 The Relationship Between of the Variable V, Pseudorange rðtÞ
and KMPF

As discussed in above sections, a detailed analysis about KMPF has been devel-
oped by selecting different Kepler orbital parameters. This section will research the
relationship between of the variable V, pseudorange rðtÞ and KMPF. The simulation
data of curves plotted in Fig. 7 received in Kiri region on August 29th, 2015 and
downloaded from the International GNSS Service (IGS) website. The upper panel
in Fig. 7, shows the trend of the variable V and the pseudorange rðtÞ between the
NO. 4 GEO satellite and observation point in Kiri region. The lower panel is

Fig. 6 Relationship between argument of perigee x and KMPF
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sketched by the real satellite ephemeris parameters. By analyzing the Fig. 7, some
conclusions can be summarized as follows:

(i) The location of the first nulling of KMPF curve is corresponding to the
position where the curve V appears the minimal value.

(ii) When the curve V goes to the maximal value, KMPF curve will appear the
second nulling, meanwhile the rðtÞ will show the minimal or maximal value
around the position of the second nulling.

5 Simulation Results

This section will verify the theoretical analysis of KMPF factor by simulation. In this
simulation, the multipath error envelop curve and Kepler orbit parameters are
extracted fromdatawhich is received from the real scene at kiri region onAugust 29th,
2015. Themultipath errors onNO. 1GEOsatellite have been calculated by themethod
mentioned in [7], and this real result is also a reference standard to the simulation.

The top panel in Fig. 8 is a simulation multipath errors, which is based on the
ground multipath reflect model proposed in this paper. The middle panel is the real

Fig. 7 Relationship between KMPF and pseudorange rðtÞ and variable V

356 P. Wu et al.



multipath error envelop and the bottom panel is the KMPF factor curve which is
plotted by the ephemeris parameters of NO. 1 GEO satellite. According to Eq. (2),
GEO satellites multipath effect should present a fixed bias errors, which is called
“standing multipath” in [1], and the upper panel also shows this feature.

This article has studied only one reason that may cause the multipath error, the
multipath error is related to many factors. Moreover, in a real scene, multipath error
is related to many factors, so there exists certain deviation between the simulation
curve and practical multipath error curve. However, from the overall trend of these
curves, it can be verified that the simulation curve has a certain reference value. The
bottom panel shows the waveform of KMPF factor, where the first nulling is not
obvious, which means the trend of satellite velocity does not appear large attenu-
ation caused by orbit inclination i. The appearance of the second nulling is caused
by eccentricity e. Lastly, comparing the three curves shown in Fig. 8 in a vertical
way, when fading in the KMPF waveform occurs, fluctuation in the multipath error
appears. So, this verifies the analysis for the multipath effect in this paper.

Fig. 8 Characters of multipath of BeiDou NO. 1 GEO
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6 Summary

In order to research the multipath fading effects of GEO satellites, this article
analyzes a reason for GEO multipath by building a ground reflect model. In
addition, this article deduces the KMPF equation from the multipath fading fre-
quency formula. Finally, some discussions and simulations about GEO satellites
orbit parameters are shown as follows:

(i) The first nulling of KMPF factor is related to the inclination i. When i becomes
larger or smaller, such as i[ 0:09� or i\0:0001�, the trend of first nulling is
gentle. But, when i is around 0:001�, the fading amplitude of first nulling
becomes lager.

(ii) The location of first nulling of KMPF factor has a relationship with the
argument of perigee x.

(iii) The second nulling of KMPF is mainly related to the eccentricity e, which is in
proportion to the eccentricity e.

(iv) When the curve V goes to the maximal value, KMPF curve will appear the
second nulling, meanwhile the rðtÞ will show the minimal or maximal value
around the position of the second nulling.

(v) By comparing the simulation multipath error curve and the real multipath error
curve, it can be verified that the KMPF factor has a certain reference value for
GEO multipath effects.
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A New Approach of Satellite Selection
for Multi-constellation Integrated
Navigation System

Guangcai Li, Jiangfei Wu, Weihua Liu and Caixin Zhao

Abstract Based on the analysis of relationship between the satellite elevation as
well as the geometry dilution of precision (GDOP) and User-Equivalent Range
Error (UERE), a new fast satellite selection algorithm applicable to GNSS receiver
was presented with comprehensive considering satellite space geometric distribu-
tion and observation error on the result of positioning. In this algorithm, first, the
simplified positioning precision evaluation function of elevation and the selecting
satellites number model are built with the consideration of GDOP and UERE,
through which the minimum elevation thresholds and the number of selecting
satellites were quickly decided according to the precision of user’s requirement.
Then, the partition-weighted method is used to select all the satellites that are
greater than the minimum elevation threshold. Parts of satellites are excluded
through sorting, differentiating to fulfill satellite selection. Experiment results show
that the algorithm has much lower complexity compared to the WPDOP algorithm,
and the selection effect is better than the optimal PDOP algorithm.

Keywords Multi-GNSS � Satellite selection � Satellite elevation � GDOP � UERE

1 Introduction

Currently, with the development of GNSS, the number of global navigation
satellites in view can be greatly increased to 40 in the same epoch [1]. The
GPS/GLONASS/GALILEO/BDS four navigation system can be integrated, which
will make the positioning accuracy, integrity, availability, and other navigation
performance to greatly improve. However, tracking all visible satellites simulta-
neously leads unacceptable computation burden for standalone receiver [2], which
seriously affects the real-time performance of the navigation and positioning.
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Especially for high dynamic users, the calculation burden of the terminal, the
complexity, and the cost of the hardware design are obviously increased. In addi-
tion, if the observed data contain large errors it will seriously affect the positioning
accuracy [3]. Therefore, the satellite selection algorithm is very important for
multi-constellation navigation system.

Most satellite selection methods were proposed to minimum DOP loss due to the
reduction of the number of satellite [4], such as best GDOP method [5]. Under this
principle, some improved methods are used to reduce computation and
quasi-optimal satellite selection algorithm, such as the maximum vector side of
tetrahedral volume method [6], the maximum orthogonal projection method [7], the
fuzzy selected satellite algorithm [8], the fast selected satellites algorithm based on
the elevation and azimuth [8], the dynamic real-time selected satellite algorithm [9],
the multi-constellation GNSS using convex geometry [10], and the selected satellite
based on recurrent neural networks [11] and genetic algorithm [12]. However, the
above algorithms are based on the observation error which is independently and
identically distributed, considering the satellite space geometric distribution only,
while ignoring the impact by users ranging accuracy (URA), multipath error and the
signal-to-noise Ratio (SNR). In the Multi-GNSS, there is a big difference between
the different system’s satellite observation accuracy. Especially, BDS is composed
of geostationary earth orbit (GEO) satellites, inclined geosynchronous satellite orbit
(IGSO) satellites and medium earth orbit (MEO) satellites. There is a huge differ-
ence between different types of satellites. Based on this, H. Sairo proposed the
method of WGDOP (weighted dilution of precision) algorithm [13].
Blanco-Delgado and other scholars have carried on the extension and the con-
summation to this method [14], but the algorithm computation is still complex, and
has been limited in the engineering application.

In this paper, we analyze the relationship between the satellite elevation as well
as GDOP and UERE, furthermore, the simplified positioning precision evaluation
function of elevation and the selecting satellites number model are built, through
which parts of satellites are excluded to fulfill satellite selection. The new fast
satellite selection algorithm is proposed, which gives attention to both the influence
of GDOP and UERE on the result of positioning, and also reduces the computation.
It has important significance for the application of Multi-GNSS.

2 The Analysis of Satellite Elevation in Multi-GNSS

For GNSS, precision can be expressed as the product of GDOP and UERE:

rP ¼ GDOP � rUERE ð1Þ

In which rP is the standard deviation positioning accuracy, rUERE is a standard
deviation of the UERE. This suggests that the positioning accuracy was mainly
affected by these two aspects.
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2.1 The Relationship Between Satellite Elevation
and GDOP

Multi-GNSS and single-constellation navigation system have the same observations
model, after the standardization of time and space coordinate system. So, the GDOP
of Multi-GNSS also can be defined as follows:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
traceðHT

combHcombÞ�1
q

ð2Þ

In which, Hcomb is the observation matrix of GPS/BDS/GLONASS/GALILEO
composite system:

Hcomb ¼
HGPS 1GPS 0GPS 0GPS 0GPS
HBDS 0BDS 1BDS 0BDS 0BDS
HGalileo 0Galileo 0Galileo 1Galileo 0Galileo

HGLONASS 0GLONASS 0GLONASS 0GLONASS 1GLONASS

2
664

3
775 ð3Þ

where Hsðs ¼ GPS;BDS;Galileo;GLONASSÞ is the k � 3 matrix and comes from
the first three columns of the s navigation system observation matrix, 0s is k � 1
zero vector and 0s is k � 1 ones vector, k is the total number of visible satellites for
s system. The ith line of the Hs can be represented as

Hsi ¼ ðeix; eiy; eizÞ ¼ ðcos ELi sinAi; cos ELi cosAi; sin ELiÞ ð4Þ

where i ¼ 1; 2; . . .; k is the number of visible satellites for s system, ELi and Ai is
the satellite elevation and azimuth, respectively. ðeix; eiy; eizÞ are the unit vectors
pointing from the linearization point to the location of the si satellite. So, GDOP can
be calculated by matrix Hcomb, and the value is only related to the elevation and
azimuth of the visible satellites.

2.2 The Relationship Between Satellite Elevation
and GDOP

The UERE for a given satellite is considered to be the statistical sum of the con-
tributions from each of the error sources associated with the satellite. That is

r2i;UERE ¼ r2i;URA þ r2i;th þ r2i;iono þ r2i;trpop þ r2i;mpth ð5Þ

Which are encompasses errors from user range accuracy, thermal noise, ionosphere,
troposphere, and multipath. Limited to space, directly gives a simplified calculation
models of UERE about satellite elevation [14]:
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r2i;UEREðELiÞ ¼ r2i;URA þ r2i;th þ
1:113

1:113� cos2 ELi
� r2v

þð0:017þ 0:28e�11:46ELi þ 0:14e�5:73ELiÞþ 0:0144

0:002þ sin2 ELi

ð6Þ

The calculation of the parameters in Eq. (6) can be found in [14, 15].

3 Satellite Selection Algorithm Design

3.1 Selecting Satellites Number Model

Choose the number of satellites need to balance position precision and navigation
computation. The exponent attenuation model of relationship is built between pre-
and post-GDOP and optimal satellites number is given by [16]

DGDOP ¼ K=8:5 � e�0:2Kpð1�0:15pÞ; ðp ¼ m=K; 0:25� p� 0:85Þ ð7Þ

In which, m is the number of selecting satellites, p is selecting satellites ratio, and K
is the total number of visible satellites. Through which the number of selecting
satellites was decided according to the precision of user’s requirement, but m can-
not be less than 60 % of K.

3.2 Positioning Precision Evaluation Function of Elevation

Equation (6) shows that UERE is different between different systems, also varies
according to the changes in elevation. There is a need to design positioning pre-
cision evaluation function (PPE) to simultaneously consider the effect of GDOP and
UERE.

The pseudorange equations can be linearized with Taylor’s series expansion at
the approximate point and associated predicted receiver clock offset. It can be
expressed as Eq. (8)

Dq ¼ HcombDXþ e ð8Þ

In which Dq ¼ ½Dq1 Dq2 . . . Dqn �T is the pseudorange increment vector,
DX ¼ ½Dx Dy Dz �cDt1 �cDt2 �cDt3 �cDt4 �T is the unknown
parameter vector of the user’s three-dimensional coordinate increment and receiver
clock bias for the four systems, the error term e is the combined effect of the
residual errors.
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The least square estimation of DX is

DX̂ ¼ ðHT
combHcombÞ�1HT

combDq ð9Þ

The position error vector is

W ¼ X̂ � X ¼ DX̂ � DX ¼ ðHT
combHcombÞ�1HT

combe

¼ Wx Wy Wz Wt1 Wt2 Wt3 Wt4½ �T
ð10Þ

The 3-D positioning error is

EW ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2

x þW2
y þW2

z

q
ð11Þ

e contains random and systematic error, and the positioning precision is mainly
affected by the system deviation. e is unknown, but UERE can be estimated through
Eq. (6), so use UERE instead of e, position error can be predicted. Thus, positioning
precision evaluation function can be designed as follows:

m ¼ ðHT
combHcombÞ�1HT

combUERE

¼ ½ mx my mz mt1 mt2 mt3 mt4 �T
ð12Þ

UERE ¼ ½ u1 u2 � � � un �T; ui is the user equivalent range error of the ith
satellite. The positioning evaluation error (PEE):

Em ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

x þm2
y þm2

z

q
ð13Þ

If set A ¼ ðHT
combHcombÞ�1HT

comb then the following equation can be derived

m ¼ A � UERE, mx ¼
Xn
i¼1

a1i � ui; my ¼
Xn
i¼1

a2i � ui; mz ¼
Xn
i¼1

a3i � ui

aii are diagonal elements of matrix A. The PEE can be calculated as follows:

Em ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

a1i � ui
 !2

þ
Xn
i¼1

a2i � ui
 !2

þ
Xn
i¼1

a3i � ui
 !2vuut ð14Þ

By the calculation Eq. (14), it can be known that when all equivalent range error
values are the same, u1 ¼ u2 ¼ � � � ¼ un ¼ r0, the PEE will be expressed as
follows:
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Em ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

a1i

 !2
þ

Xn
i¼1

a2i

 !2
þ

Xn
i¼1

a3i

 !2vuut � r0 ð15Þ

It is consistent with Eq. (1), and can also prove the validity of the constructor.
From the second section analysis, the observation matrix and UERE are closely

related with the satellite elevation, so the accuracy of the positioning can be
evaluated as a function of the satellite elevation. Meanwhile, the PEE is also a
function of the satellite elevation. Set different elevation mask will cause the change
of the PEE, inevitably. So, we can pass through different mask angle to minimize
the evaluation error, at this point, the corresponding elevation mask angle is defined
as the minimum elevation threshold (Min-ELth). Partition-weighted selection for
remaining visible satellites on the basis of set elevation mask to the Min-ELth. That
can greatly improve the efficiency and also can ensure positioning accuracy. As a
result, a new fast algorithm of the partition-weighted satellite selection method
based on the Min-ELth is proposed, hereinafter referred to as PW-ELth.

3.2.1 Simplify PW-ELth

PW-ELth needs to traverse different elevation mask to locate the smallest PEE and
determine the Min-ELth. Elevation mask’s range is [0°, 45°], if traversal granularity
is 1°, it needs 46 times calculation. Although, compared with the best GDOP
method and the WGDOP algorithm, the computation amount is greatly reduced, but
it still cannot meet the requirements of rapid satellite selection, so it is necessary to
simplify the algorithm.

Through the above analysis and a large number of data validation, the PEE
increases at first and then decreases along with the increase of elevation mask, so
that the Min-ELth can be obtained by the derivative of the extremum method. Due
to the satellite elevation angle interval fixed, even if the elevation mask changes in a
certain range, the spatial distribution of the satellite will not change. So the PEE is a
special piecewise function for elevation mask.

The situation is illustrated graphically in Fig. 1.
Figure 1 shows that PEE and elevation mask are not one-to-one correspondence,

but rather a PEE corresponding to a certain range elevation mask. We defined the
scope as variable elevation mask area (VEMA). The Min-ELth is the maximum
elevation angle in the VEMA (bold identification part) corresponding to the min-
imum PEE, which is defined as the threshold area (TA).

Through the experimental analysis, TA can be selected as the VEMA with
largest domain values, that is, sorted that the satellite elevation has the biggest
difference between the adjacent satellite elevations. As the satellite elevation angle
increases, the GDOP increases rapidly, so Min-ELth is limited in 0°� 45°. Through
the above optimization, Min-ELth selection problem can be converted to a simple
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elevation sorting and comparison problem, and the computation is greatly reduced
again. Simplified PW-ELth algorithm hereinafter referred to as SPW-Elth.

3.2.2 SPW-Elth Algorithm Design

SNM and PPE were constructed, through which the Min-ELth and the number of
selecting satellites were quickly decided. Next, the elevation mask is automatically
assigned to Min-ELth excluding the visible satellite below the Min-ELth. If the
number of satellite reached the required number of satellite or less than 60 % of the
total, there is no longer eliminate satellite. Otherwise, all the satellites, which are
greater than the Min-ELth, will be partitioned and weighted to eliminate the
redundant satellites.

To sum up, the SPW-ELth algorithm process is as follows:

1. Users according to the requirement of position precision through SNM and PPE
decide the required satellite number m and Min-ELth. Automatically exclude
some satellites, whose elevation angle is less than Min-ELth, and the rest of the
satellite numbers is n.

2. Determine the relationship between n and m, if n[m that all the satellites will
be partitioned according to the satellite elevation, whose elevation is greater
than Min-ELth (ELth). ELth � 45�; 45� � 70�; 70� � 90� are called low elevation
area, middle elevation area, and high elevation area.

3. The satellite elevation in the middle elevation area will be sorted according to
their azimuth and calculate the difference between the adjacent satellites
azimuth. n� m group satellite will be selected whose difference of azimuth is

Fig. 1 The relationship between the PEE and the elevation mask
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smallest, each group has two satellites. To compare each group of two satellites’
UERE, eliminate a satellite with bigger UERE.

4. Finally, eliminate redundant satellites and realize indirect selection satellite.
Specific flow chart is shown in Fig. 2.

Fig. 2 SPW-ELth algorithm flow chart
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4 Experiments and Results

Real data-based experiments were used to evaluate the performance of the proposed
algorithm, experimental data provided by IGS-MGEX.

4.1 Experimental Settings

Considering the characteristics of BDS local services, we selected GMSD obser-
vatory (30° 33′ 23.2022″, 131° 00′ 56.0331″, 142.336 m) and CUT0 observatory
(−32° 00′ 13.9931″, 115° 53′ 41.2807″, 23.992 m) within the scope of BDS ser-
vices. Data source is RINEX3.2 observation and navigation files provided by the
IGS and observation time is from 0:00:00 to 23:59:30 on June 9, 2015, the sam-
pling time interval is 30 s.

In order to verify the validity of the SPW-ELth algorithm, three contrast test is
set up: encompasses best GDOP algorithm, best WGDOP algorithm, and PW-ELth
algorithm. The calculation complexities mainly depend on the theory of compu-
tation. Positioning algorithm uses the weighted least squares estimation (WLS) and
comparative positioning accuracy by average position error and root mean square
error (RMSE).

4.2 Validity and Computational Complexity Analyses

Due to the traditional optimal PDOP and the optimal WPDOP method along with
the increase number of visible satellites, the amount of calculation increases shar-
ply. The GMSD station or CUT0 station can track GPS/BDS/GLONASS/Galileo
satellites, the average number of visible satellites reached 30, even choose the least
number of satellites according to SNM, and also choose the 18 satellites. Each
epoch has to calculate C18

30 ¼ 86493225 times, that the computation is too big to
operate. In consideration of the general computer computing ability, without loss of
generality choice of an epoch (2015-6-9 0:02:00) and choice of two groups of
different combinations of dual system for four methods in GMSD station. The
experimental results are in Tables 1 and 2.

Table 1 Performance of four
methods for GPS/BDS dual
system

GPS/BDS 2D (m) 3D (m) GDOP

Optimal PDOP 3.436708 3.822289 1.5

Optimal WPDOP 1.974802 2.878967 1.8

PW-Elth-30 2.283885 2.547611 2.8

SPW-Elth-25 2.657797 2.772067 2.4
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The result showed that PW-Elth and SPW-Elth have bigger GDOP than optimal
PDOP method and optimal WPDOP method. The chief reason was that elevation
mask is set as Min-ELth and shielding the low elevation satellite, leads the satellite
space geometric distribution structure to not optimal. But for the positioning error,
both 2D and 3D, PW-Elth and SPW-Elth are smaller than the optimal PDOP
method. The positioning accuracy of SPW-Elth is very close to that of the optimal
WPDOP method, and the positioning precision of PW-Elth is the same as that of the
optimal WPDOP method, and even better than it. Therefore, the selecting satellite
effect of PW-Elth and SPW-Elth is close to optimal.

Compared with PW-Elth, SPW-Elth has smaller GDOP and the positioning
accuracy is lower, but the difference is not big. So, SPW-Elth can replace PW-Elth
to realize the rapid selection of satellite.

In the actual experiment, we find that the computational complexity between the
four algorithms is different, so it is necessary to analyze the theoretical complexity
of the above algorithms. Take the experiment of GPS/BDS as an example to
calculate the total amount of calculation. The number of visible satellites of the
epoch is 20 (K = 20), pre-satellite number is 12 (m = 12). Statistical results are
shown in Table 3.

In Table 3, total count is multiplication times, k is the total number of satellites,
m is the number of pre satellite, s is the number of system, and ki is the number of
satellites with an elevation higher than i°, _k is the number of satellites with an
elevation lower than 45°, and n is the number of satellites that are less than the
minimum elevation threshold.

Table 2 Performance of four
methods for GPS/GLONASS
dual system

GPS/GLONASS 2D (m) 3D (m) GDOP

Optimal PDOP 4.550248 5.598056 1.3

Optimal WPDOP 3.544639 3.859836 1.4

PW-Elth-13 3.109068 3.517573 2.5

SPW-Elth-35 3.262601 3.785018 2.3

Table 3 Comparison of the computational complexity for selection

Algorithms Expressions (flops) Total count
(flops)

Optimal PDOP Cm
k � ðð3þ sÞ2 � mþð3þ sÞ3 þ 4Þ 54,041,130

Optimal WPDOP Cm
k � ðm3 þ ð3þ sÞ � m2 þð3þ sÞ2 � mþð3þ sÞ3 þ 4Þ 362,415,690

PW-Elth-30 X45
i¼0

ðð3þ sÞ3 þ 2ki � ð3þ sÞ2 þð3þ sÞ � ki þ 4Þ

þ 1
2
� ½ðk � nÞ2 þ 7k � 3n� 2m� 2�

84,345

SPW-Elth-25 _k � ð _k � 1Þþ 1
2 � ½ðk � nÞ2 þ 7k � 3n� 2m� 2� 218
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From the above table analysis, the four algorithms have great difference. The
calculation of PW-ELth in this paper is much smaller than the optimal PDOP
algorithm and the optimal WPDOP algorithm, respectively, about 3 orders of
magnitude and 4 orders of magnitude. SPW-ELth is the least and can be realized in
real time. Especially with the increase of the total number of visible satellites, the
SPW-ELth algorithm is superior.

4.3 Comparative Analysis of Positioning Accuracy

Due to PW-ELth takes into account the effect of GDOP and UERE on the location,
it can get a better result in theory. In order to verify this conclusion, the algorithm is
compared with the optimal PDOP algorithm, and the efficacy test of the SPW-ELth
is also increased.

According to the SNM, the number of satellites is determined to be 60 % of the
total number of satellites. The positioning solution is WLS method, the mean and
root mean square error (RMSE) are used as the statistical object.

The experiment selects DBS/GPS dual system to use the above three kinds of
selected algorithm to carry on the localization analysis to the GMSD station, the
experiment results are shown in Fig. 3.

The GPS/BDS/GLONASS/GALILEO four combination system is chosen to use
different algorithms to carry on the localization analysis to the CUT0 station, the
experimental results are shown in Fig. 4.

As shown in Figs. 3 and 4, the proposed PW-ELth and SPW-ELth algorithms
are better than the optimal PDOP algorithm in the 3D positioning accuracy. Mainly
because PW-ELth and SPW-ELth algorithm takes into account the UERE can
reasonably choose the satellite observation value of Multi-GNSS. Therefore, it can

Fig. 3 3D positioning error in real data-based experiment
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be a certain resistance to the interference of the non-Health satellite, multipath,
ionosphere, troposphere, and other external errors. Therefore, under the condition of
continuous observation, the PW-ELth algorithm is more stable than the optimal
PDOP algorithm.

The accuracy of SPW-ELth is close to that of PW-ELth and the stability is flat in
the case of long epoch. We proved the SPW-ELth algorithm, once again, can
replace the PW-ELth algorithm to realize the fast real-time selection.

5 Conclusions

With the improvement and development of the navigation system, the combination
of the multi-constellation navigation system will become inevitable. In this paper, a
new method named PW-ELth algorithm based on Min-ELth is proposed and the
algorithm is extended to simplify practical SPW-ELth algorithm. The results show
that the proposed PW-ELth algorithm and the SPW-ELth algorithm are close to the
best and calculate amount far less than the optimal PDOP algorithm and optimal
WPDOP algorithm. At the same time, because of taking into account the geometric
distribution of the satellite space and measurement error, compared with the tra-
ditional selection algorithm which only considers the geometric distribution of the
satellite space, it improves the positioning accuracy and stability. Considering the
positioning accuracy and real-time performance, the proposed algorithm has
obvious advantages, especially the SPW-ELth algorithm, which has a high engi-
neering practicability.
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Fig. 4 3D positioning error in real data-based experiment
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A Novel SBAS-Assisted Single-Frequency
Precise Point Positioning Method

Yu Zhao, Lin Zhao, Liang Li and Fuxin Yang

Abstract Satellite-based augmentation systems (SBAS) can provide positioning
services of 1 m accuracy level by broadcasting real-time error correction products.
However, the positioning accuracy of SBAS based on pseudorange has limitation in
satisfying high precision navigation service, such as 1-dm accuracy. In view of this
situation, one option is the utilization of precise point positioning (PPP) to achieve
the global high precision positioning results. However, the accuracy of PPP
depends on the quality of various correction products normally difficult to obtain in
real-time. It is therefore difficult to acquire real-time PPP resolution. Through
combining the real-time characteristics of SBAS with the characteristics of the high
precision of PPP, the real-time wide-area PPP can be realized. Although the
accuracy of SBAS broadcast ephemeris correction information is little lower than
precise ephemeris data, they belong to the corrections of satellite clock and orbit,
and can be obtained in real-time. Furthermore, in order to meet the requirement of
dynamic navigation, the extended Kalman filter was applied to improve the posi-
tioning accuracy. To sufficiently verify the effectiveness of proposed algorithm, the
proposed method is compared with the traditional SBAS and PPP methods by using
single-frequency GPS data in static and dynamic mode, respectively. The experi-
mental results show that, the static positioning accuracy in horizontal is better than
50 cm, and the dynamic positioning accuracy in horizontal is better than 90 cm,
increased by 42 and 40 %, respectively, compared with traditional SBAS method.
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1 Introduction

Wide-area, real-time and high precision positioning is a very promising technique
in the field of GNSS navigation. There is diversity of widely-used high precision
positioning methods, in which the real-time kinematic (RTK) is capable of
achieving instantaneous centimeter accuracy positioning or even millimeter accu-
racy in the post-processing mode [1]. Nonetheless, the high accuracy positioning
cannot be guaranteed when the baseline dramatically increases, for instance, the
order of 1000 km. Precise point positioning (PPP) can realize wide-area high
precision locating, but the implementation depends on the precision satellite orbit
and clock products provided by IGS that generally are post data [2]. Although IGS
has broadcasted ultrarapid ephemeris product on Internet, the accuracy of static
real-time positioning can reach 5 cm [3], but it is still difficult for most of GNSS
receivers to obtain in real-time. Satellite-based augmentation systems (SBAS) can
broadcast wide-area differential correction messages including satellite orbit error
correction, clock correction, and ionospheric delay correction by GEO satellites in
real-time [4], as well as the wide coverage and the high accuracy in the order of
1–3 m. However, since the SBAS positioning is based on code observation. The
positioning accuracy cannot support more demanding navigational applications
such as precision approach. Though Euiho and Todd proposed that readjustment of
weight matrix can enhance the positioning accuracy of SBAS, it only can make the
accuracy reach to submeter level [5]. Thus, it can be seen that these three methods
cannot meet the requirements of wide-area, high precision, and real-time
performance.

Comparing the advantages and disadvantages of PPP and SBAS comprehen-
sively, it can be found that a combination of two methods is able to achieve
wide-area, real-time, and high-precision positioning. First, although the satellite
orbit and clock error corrections are different in usage with precise ephemeris, the
essences are both corrections to satellite orbit and clock error, thus if we can use
satellite orbit and clock corrections broadcasted by SBAS instead of precise
ephemeris, the correction in real-time of these two kind of error can be realized in
PPP. Second, if the high precision carrier phase observation can be introduced in
SBAS positioning method, the accuracy would certainly be improved significantly.
Finally, for GNSS dual-frequency receiver users, ionosphere free combination
method can be used to eliminate ionosphere error, but majority of users still employ
single frequency receiver and the cost of dual-frequency receiver is high, so how to
eliminate ionosphere error of single frequency receiver effectively will have more
practical significance. SBAS can broadcast single frequency ionosphere delay
correction, therefore, single frequency ionosphere delay can be corrected using it
directly instead of ionosphere free combination.

Aimed at the above three assumptions, Refs. [6] and [7] have proved the
positioning accuracy of PPP with SBAS corrections can reach to decimeter level,
but they both use dual-frequency ionosphere free combination to mitigate iono-
sphere error rather than mitigate it in undifferenced single-frequency measurements
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and single-frequency dynamic positioning mode performance is difficult to be
guaranteed. The feasibility of single-frequency PPP was proved in Ref. [8], how-
ever, ionosphere delay correction computed according global TEC data provided by
IGS [9] is adopted in this method. The test results of Ref. [10] showed that the
single frequency ionosphere delay correction broadcasted by SBAS is more accu-
rate than the ionosphere delay computed according TEC.

Based on the above assumptions and analysis, a wide-area, real-time single-
frequency carrier phase precise point positioning (CPPP) based on extend Kalman
filter (EKF) method is proposed in this paper. This method is on the base of
wide-area differential correction massages and introducing high precision carrier
phase observations, which aims to realize wide-area real-time high accuracy posi-
tioning. This paper confirms the feasibility of the method using measured data, the
result shows that the proposed method can provide static positioning accuracy in
decimeter level and dynamic positioning accuracy in submeter level, respectively.

2 User Positioning Model and Algorithm

According to the instruction in Ref. [11], by receiving satellite ephemeris, clock and
ionosphere delay correction messages in real-time, SBAS users normally apply
pseudorange for position solution. However, in high precise positioning mode,
apparently pseudorange cannot perform competently alone, that makes it is nec-
essary to introduce precise carrier phase observations. Unlike traditional SBAS
pseudorange positioning mode, the mode of combining SBAS with PPP will further
enhance the positioning accuracy.

2.1 Observation Equations and Error Processing

The basic observation equations of satellite navigation positioning can be expressed
as

P ¼ qþ cðdtr � dtsÞþ Iþ T þ dorb þ eP ð1Þ

u ¼ qþ cðdtr � dtsÞ � Iþ T þ dorb þNþ eu ð2Þ

where, P is the observed pseudorange and u is the observed carrier phase, q is the
geometric range between receiver and satellite, dtr and dts are the receiver and
satellite clock errors, respectively, I is ionospheric delay, T is tropospheric delay,
dorb is satellite position geometric error, N is integer ambiguity, ep is the unmodeled
error including pseudorange noise and multipath error, eu is the phase noise, c is the
vacuum speed of light.
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Unlike precise ephemeris, SBAS do not broadcast the absolute position and
clock error, but the corrections of satellite position and clock error relative to
broadcast ephemeris, these two corrections can be divided into long-term and fast
error corrections. The long-term corrections contain slow information on the slowly
varying satellite orbit and clock errors, and the fast corrections can provide infor-
mation on the fast varying clock errors [11].

In conclusion, the calculate formulas of SBAS satellite position and clock error
correction can be written as

dxk
dyk
dzk

2
4

3
5 ¼

dx
dy
dz

2
4

3
5þ

d _x
d _y
d_z

2
4

3
5ðtk � t0Þ ð3Þ

dDtsvðtÞ ¼ daf 0 þ daf 1ðtk � t0Þþ PRC=c ð4Þ

where, ½dx; dy; dz�T is satellite position correction, ½d _x; d _y; d_z�T is satellite position
error variety correction, δaf0 is the satellite clock offset error correction, δaf0 is the
clock drift error correction, t0 is the time from zero hour in that very day, nothing
with toc and toe in broadcast ephemeris, tk is current sample time, PRC is pseu-
dorange correction [6, 11]. Add the above correction to satellite position and clock
error computed by broadcast ephemeris together, the corrected satellite position and
clock error can be obtained.

SBAS ionospheric delay correction are broadcast as vertical delay estimates at
specified ionospheric grid points (IGPs) above the Earth’s surface at an altitude of
350 km. The IGP locations are predefined with a spacing of 5° × 5° or 10° × 10°.
The IGP locations are denser at lower latitudes because of the fact that the distance
represented by a degree of longitude becomes smaller at higher latitudes [12]. In
order to obtain the ionospheric correction, the user needs to determine the location
of the ionospheric pierce point (IPP) and interpolate from three or four nodes
around IPP location to achieve the vertical delay at the IPP at first, then the user can
multiply that vertical delay by the obliquity factor to obtain the ionospheric in
signal path.

Above all, for single-frequency GNSS receivers, by compensating the above
errors, Eqs. (1) and (2) can be changed into

P ¼ qþ c � dtr � cðdts þ dDtsvÞþ I � Icorr þ T þ dorb � dcorr þ eP ð5Þ

u ¼ qþ c � dtr � cðdts þ dDtsvÞ � Iþ Icorr þ T þ dorb � dcorr þNþ eu ð6Þ

where, dDtsv is satellite clock error correction, dcorr is satellite position error cor-
rection, Icorr is ionospheric delay correction.
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2.2 User Positioning Algorithm

Since SBAS also broadcasts corresponding error variance while broadcasting error
corrections, SBAS recommend users applying weighted least square method to
calculate user position, the variance relative to each satellite is

r2i ¼ r2i;eph þ r2i;UIRE þ r2i;tropo þ r2i;air ð7Þ

where, r2i;eph is the variance of satellite orbit and clock correction residuals, r2i;UIRE
is the model variance for the slant range ionospheric error, r2i;tropo is the variance of
tropospheric error correction residuals. Note that, SBAS do not broadcast any
information about tropospheric delay correction, so user should compute tropo-
spheric delay correction on their own by SBAS tropospheric model. r2i;air is the
variance of airborne receiver errors. Since SBAS is designed for an airborne user
initially, when it is applied to other areas r2i;air will be no longer suitable. In this

paper, this term is replaced by r2i;el, which is computed based on the satellite
elevation

r2i;el ¼ R� a2 þ b2= sin2ðelÞ� � ð8Þ

where, R is the code/carrier phase error ration; a and b are both carrier phase error
factors, el stands for elevating angel.

Using the above variances, the weighting matrix W is constructed as following:

W ¼

1
r21

. . . 0

..

. . .
. ..

.

0 � � � 1
r2n

2
664

3
775 ð9Þ

However, since the position solution using pseudorange and least squares method
only can reach meter level accuracy, and it cannot meet the requirement of precise
positioning. To this issue, the pseudorange and carrier phase are both used and
extended Kalman filter (EKF) is employed to replace the least squares method to
complete the positioning.

Selected state variable in filter processing is

X ¼ ðx; y; z; vx; vy; vz; dtr; dfr; ZT ;r;N1;N2; . . .;NnÞT ð10Þ

where, ðx; y; zÞT is three-dimensional position of receiver, ðvx; vy; vzÞT is
three-dimensional velocity of receiver. Here we take dynamic mode as examples,
ðdtr; dfrÞT are receiver clock biases and frequency drift, ZT ;r is zenith total delay,
ðN1;N2; . . .;NnÞT is integer ambiguity float solutions.
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According the above equation, applying both pseudorange and carrier phase as
system observations, the system model can be obtained.

xk ¼ Akjk�1xk�1 þwk ð11Þ

yk ¼ h xkð Þþ vk ð12Þ

Akjk�1 ¼

I3�3 T3�3 0 0 0
0 I3�3 0 0 0
0 0 B 0 0
0 0 0 B 0
0 0 0 0 Im�m

2
66664

3
77775 ð13Þ

where, T is the sample period, B ¼ ½1; T; 0; 1�. Considering Eq. (12) is nonlinear, it
needs linearization first and it then becomes as follows:

z�k � He�k þ vk ð14Þ

z�k ¼ yk � h x�k
� � ð15Þ

e�k ¼ xk � x�k ð16Þ

H ¼ @hðxÞ
@x

����
xk¼x�k

¼
Gn�3 0n�3 1n�1 0n�1 Mn�1 In�n

Gn�3 0n�3 1n�1 0n�1 Mn�1 0n�n

0n�3 Gn�3 0n�1 1n�1 0n�n 0n�n

2
4

3
5 ð17Þ

where, Gn�3 stands for direction cosine matrix of observation vector from receiver
to satellite. Mn�1 is mapping function of tropospheric wet delay. Meanwhile apply
the computed covariance matrix W is the measurement covariance matrix of
EKF, then according to EKF filter equation, it has

x�k ¼ Akjk�1xk�1 ð18Þ

P�
k ¼ Akjk�1Pk�1A

T
kjk�1 þQ ð19Þ

Kk ¼ P�
k H

TðHP�
k H

T þWÞ�1 ð20Þ

xk ¼ x�k þKkz
�
k ð21Þ

Pk ¼ ðI � KkHÞP�
k ð22Þ

The above equations explain two important information update process which are
state update process and measurement update process. Equation (18) is used to
estimate the model state at k time. Equation (19) makes an assessment of the quality
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of state estimation. According Eqs. (20)–(22), the state estimation is further cor-
rected. In this paper, since the high precision velocity measurements are added in
EKF, thus the algorithm is suitable for high dynamic mode.

3 Data Testing and Analysis

In order to verify the feasibility of the single-frequency CPPP method and compare
the positioning results with the traditional SBAS and PPP method, both static and
kinematic data are tested in this paper. It should be noted that, in this paper, the
positioning results of PPP method is derived from a open source software called
RTKLIB (http://www.rtklib.com). The SBAS messages are from the European
Geostationary Navigation Overlay Service (EGNOS).

3.1 Static Test

Four IGS stations in Europe are selected in this test, namely, BZRG, IENG, BOR1,
and HERT, and use EGNOS data as SBAS information. The first two stations are in
Italy, while BOR1 is in Poland and HERT is in England. For each of these four
stations, all observation data sets are collected for 7 days. The time interval of the
data is 30 s, the cut off elevation angle is 10°. Since these data sets are collected by
high-quality receivers and antennas, with none or low multipath. They are thus
especially suited to analyze the feasibility of the method.

First we take the observation data of station BZRG from March 26, 2015 to
April 01, 201 as example, the error of the three directions of East, North and up in
traditional SBAS, PPP, and CPPP Figs. 1, 2 and 3 show the test results, and
positioning error statistical information corresponding to the four stations are given
in Table 1.

According to Table 1, we can clearly see that, the positioning accuracy of CPPP
is significantly higher than traditional SBAS, it is enhanced by 56, 86, and 48 % in
direction East, North, and up, respectively, where the accuracy of north axis is most
significantly enhanced, and least in up direction. Since all these stations are located
in mid-latitude region, while for the station located this position, the north posi-
tioning accuracy of ordinary PPP (float solution) is highest, worst in up direction
[13], and this conclusion is verified by test results. Although the accuracy in up axis
of CPPP is poor, the three dimensional positioning accuracy can completely reach
decimeter level. In addition, through the comparison with PPP, CPPP has low
precision and long convergence time, but when after the positioning solution con-
vergence, the accuracy is 5, 3, 36 cm lower than PPP, respectively in east-north-up
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direction. Generally, the static positioning accuracy of PPP (float solution) can reach
centimeter level, although the accuracy in up axis of CPPP is poor, the three
dimensional positioning accuracy can completely reach decimeter level.
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3.2 Kinematic Test

To further verify the feasibility and dynamic performance of single-frequency
CPPP, the high dynamic experiment data of 30 min length in 17/03/2011, TU Delft
University, Netherland. The receiver type is Trimble NetR7, antenna type is
Trimble Zephyr, sample interval is 0.1 s, the maximum movement velocity of
carrier can reach 100 m/h. Figure 4 shows the motion trail.
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Table 1 Positioning performance comparison of three method

SBAS PPP CPPP

ENU
RMS (m)

CEP95
SEP95 (m)

ENU
RMS (m)

CEP95
SEP95 (m)

ENU
RMS (m)

CEP95
SEP95 (m)

BZRG 0.259
0.559
0.995

1.114
2.048

0.076
0.011
0.331

0.107
0.356

0.111
0.048
0.522

0.152
0.667

BOR1 0.275
0.548
0.963

1.082
1.959

0.057
0.026
0.079

0.075
0.101

0.110
0.068
0.581

0.214
0.739

IENG 0.356
0.667
0.963

1.335
2.098

0.042
0.035
0.071

0.069
0.097

0.149
0.066
0.485

0.281
0.695

HERT 0.231
0.573
0.769

1.047
1.762

0.066
0.056
0.069

0.087
0.112

0.160
0.047
0.299

0.327
0.511
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For further evaluate the kinematic positioning accuracy of CPPP, we take the
positioning results of RTK as the reference position, the distance between experi-
ment section and base station is about several kilometers, and the receiver type of
base station is Trimble NetR9, antenna type is Zephyr Geodetic 2.

The positioning results of SBAS, PPP and CPPP are showed in Figs. 5, 6, 7 and
8, Table 2 shows the corresponding error statistics.

Comparing the position errors of the two algorithms in Figs. 6, 7, and 8, it can be
seen that, the positioning accuracy of CPPP is higher than traditional SBAS, it is
enhanced by 53, 54 and 38 % in direction east, north and up, respectively, and
horizontal positioning accuracy has been reached of less than 1 m (95 %) from

Fig. 4 Reference trajectory of the rover receiver
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Table 2. Compared with static mode, kinematic mode is more complex. In practical
environment, the movements of receiver and the environment can be comparatively
complex. Although the least squares method is relatively stable, but it ignores the
relations between each epoch and may lead to saltation of positioning results. It can

0 5 10 15 20 25 30
-3

-2

-1

0

1

2

3

E
as

t /
m

Time/minute

SBAS

CPPP
PPP

Fig. 6 Kinematic errors in East

0 5 10 15 20 25 30
-8

-6

-4

-2

0

2

4

6

8

N
o

rt
h

 /m

Time/minute

SBAS

CPPP
PPP

Fig. 7 Kinematic errors in North

A Novel SBAS-Assisted Single-Frequency … 383



be seen from Figs. 6, 7 and 8, there are some points of abrupt change, when Fig. 5
shows that the PDOP of these points is large and the corresponding number of
satellites is few. This situation demonstrates the saltation of least squares method.
However, also in dynamic mode, the positioning error of CPPP has no abrupt
change. This is partly because the high precision carrier phase observation is
adopted, but also EKF is applied to instead of least squares method. The position
state of users at adjoining times is considered in EKF, thus the unrelated problem of
positioning results at different times in least squares method is overcame, then
the positioning results after filtering are more accurate and smoother. It also can be
found that, the accuracy of PPP is lower than CPPP. Typically, due to the more
precise satellite orbit and clock provided by PPP, PPP should have higher posi-
tioning accuracy. However, because the positioning results in this paper are derived
from RTKLIB, its positioning algorithm is different from ours. As mentioned
above, the kinematic mode is more complex than the static mode. The PPP
positioning algorithm in RTKLIB is clearly not very applicable for highly dynamic
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Table 2 Kinematic
positioning performance
comparison of three methods

SBAS PPP CPPP

East-RMS (m) 0.558 0.508 0.261

North-RMS (m) 0.722 0.655 0.330

Up-RMS (m) 1.999 1.211 1.226

CEP95 (m) 1.398 1.271 0.833

SEP95 (m) 3.052 2.837 2.019
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environment. Thus, it is more significance to study the high-precision positioning
algorithm for high dynamic environment, and it shows that the proposed algorithm
in this paper has a stronger adaptability for high dynamic environment.

4 Conclusion

Focus on the poor real-time performance of PPP and low positioning accuracy of
traditional SABS, on the basis of combination SBAS wide-area differential cor-
rection with carrier phase observation, a wide-area single frequency carrier phase
real-time precise positioning method based on EKF is proposed and tested. IGS
static data test shows that, comparing with SBAS, the precision of horizontal and
vertical are enhanced by 77 %(95 %) and 48 %(95 %), respectively. Kinematic
experiment shows that, the real-time positioning accuracy is more accurate and
smoother by using CPPP algorithm. The horizontal accuracy can be reached within
1 m. The results of static and dynamic tests show that, the proposed method can
provide technique for global real-time precise position realization, as well as offer a
reference for the further development of wide-area precise position.
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The Methods and Analysis of Zero
Baseline and Ultra-Short Baseline
Ambiguity Resolution Based on BDS
Observations

Yuzhao Li, Qin Zhang, Li Wang, Lihong Fan, Jie Tian
and Wenquan Zhuang

Abstract Integer ambiguity resolution is one of the difficult and important points
in precision relative positioning. As we all know, LAMBDA (Least-squares
AMBiguity Decorrelation Adjustment) method can be regard as the most rigorous
algorithm in ambiguity resolution methods, it is still effective in the ambiguity
resolution of triple-frequency GNSS precision positioning. So, the algorithms such
as LAMBDA, Rounding, and Bootstrapping are adopted in this paper to solve the
zero baseline and ultra-short baseline BDS observations, respectively, and the
results of ambiguities resolution for pseudorange and carrier-phase double differ-
ence observations and increments of ENU direction for baselines are obtained,
which the C01 satellite is taken as reference satellite in the whole baselines reso-
lution. Through comparing the consequences of ambiguity resolution and the dif-
ference for increment of ENU direction between the three methods and TBC
(Trimble Business Center) software, results show that performance of the three
methods is at the same level, therefore both of them can be used for ambiguity
resolution of zero baseline and ultra-short baseline.
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1 Introduction

As the triple-frequency navigation signals can be broadcasted by BDS in-orbit
satellites, it makes China’s BDS take the full advantage in high-precision posi-
tioning, so it is imperative to research ambiguity fixing methods for triple-frequency
precise positioning. Many scholars’ researches show that the reliability, accuracy,
and solution efficiency of navigation and positioning can be enhanced using
triple-frequency observations in GNSS relative positioning.

As the core algorithm for relative positioning, the major ambiguity resolution
methods include: first, the Least-squares AMBiguity Decorrelation Adjustment
(LAMBDA) proposed by Professor Teunissen and accepted by the industry as the
most rigorous theory [1–3]; secondly, TCAR(Three-Carrier Ambiguity Resolution)
proposed by Forssell based on European GNSS-2 program is using triple-frequency
observations to fix ambiguity progressively; thirdly, considering the additional L5
signal for GPS modernization, Jung proposed a real-time Geometry-free ambiguity
resolution algorithm of CIR (Cascading Integer Resolution) in 1999 [4–9].

The TCAR, CIR, and LAMBDA algorithm are analyzed by professor Teunissen
in 2002, results show that the first two approaches are Bootstrapping integer esti-
mation algorithm based on Geometry-free model, while the LAMBDA method is
suitable for not only Geometry-free but also Geometry-based model, and the cor-
responding estimation performance is better than or equivalent to TCAR and CIR in
Geometry-free model [10]. The BDS triple-frequency ambiguity resolution result
shows that the LAMBDA algorithm has significantly improved the short baseline
ambiguity resolution using triple-frequency than dual-frequency observations [11].

According to the above researches, the LAMBDA, Rounding, and Bootstrapping
algorithms are used to estimate ambiguity of BDS triple-frequency zero baseline
and ultra-short baseline observations, the baseline increments in ENU direction are
compared and analyzed with results calculated by TBC (Trimble Business Center)
software.

2 Ambiguity Resolution Approaches

Ambiguity resolution is the difficulty and key point in GNSS high-precise posi-
tioning, and among which the core problem is the improving ambiguity search
efficiency. Considering the not full use of ambiguity correlation in past Rounding
and Bootstrapping algorithm, Teunissien proposed an approach that use the float
ambiguity correlation matrix, according to the minimum of the two-norm for
least-squares float ambiguity, and the decorrelation technology is used to search
ambiguity, namely LAMBDA.

The observation equations of pseudorange and carrier phase can be expressed as
follows:

388 Y. Li et al.



Pi ¼ qþ dorb þ cðdtR � dtSÞþ dIPi þ dtrop þ ePi

kiui ¼ qþ dorb þ cðdtR � dtSÞþ dILi þ dtrop � kiNi þ eLi

�
ð1Þ

where Pi (unit: m) is the pseudorange observations in frequency fi; ui (unit: cycle)
indicates the carrier-phase measurement in frequency fi; q (unit: m) denotes the
geometric distance between the satellite and the receiver; dorb (unit: m) represents
the satellite orbit errors; c (unit: m/s) is the speed of light in vacuum; dtR (unit: s) is
the receiver clock error; dtS (unit: s) is the satellite clock error; dIPi (unit: m)
indicates the ionosphere delay for pseudorange observations in frequency Li; dtrop
(unit: m) represents the tropospheric delay; dILi (unit: m) is the ionosphere delay for
carrier-phase observations in frequency Li; ki (unit: m/cycle) is the wavelength for
carrier phase in frequency fi; Ni (unit: cycle) denotes the carrier-phase observations
ambiguity; ePi (unit: m) is the observation noise for pseudorange; eLi (unit: m) is the
observation noise for carrier phase.

The satellite and receiver clock errors are eliminated in double difference
equations and for zero baseline and ultra-short baseline, the ionosphere delay and
troposphere delay are negligible [12]. The double difference equations for pseu-
dorange and carrier phase are expressed as:

Pks
ABðtÞ ¼ qksABðtÞþ eksAB

kuks
ABðtÞ ¼ qksABðtÞ � kNks

ABðtÞþ eksAB

)
ð2Þ

qksABðtÞ ¼ qsBðtÞ � qsAðtÞþ qkBðtÞ � qkAðtÞ ð3Þ

Nks
ABðtÞ ¼ Ns

BðtÞ � Ns
AðtÞþNk

BðtÞ � Nk
AðtÞ ð4Þ

where A is the base station for known coordinates, position of satellite k, s can be
calculated by ephemeris. So, the unknown parameters in equation are qsBðtÞ, qkBðtÞ
and Nks

ABðtÞ.
qsBðtÞ ¼ qsB0

þ Xs�XB0
qsB0

dXB þ Ys�YB0
qsB0

dYB þ Zs�ZB0
qsB0

dZB

qkBðtÞ ¼ qkB0
þ Xk�XB0

qkB0
dXB þ Yk�YB0

qkB0
dYB þ Zk�ZB0

qkB0
dZB

9=
; ð5Þ

qsB0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xs � XB0ð Þ2 þ Ys � YB0ð Þ2 þ Zs � ZB0ð Þ2

q
qkB0

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xk � XB0ð Þ2 þ Yk � YB0ð Þ2 þ Zk � ZB0ð Þ2

q
9=
; ð6Þ

XB0 , YB0 and ZB0 represent the approximate coordinates for station B.
The linear form of the above equations is

y ¼ AxþBzþ e ð7Þ
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where the real parameter x represents the location parameters, the integral parameter
z denotes ambiguity parameters, A and B are the coefficient matrixes corresponding
to the location parameters and ambiguity parameters.

First, the integral characteristics of ambiguity parameters z are ignored, they were
treated as a real number. The resolution of least-squares adjustment is as follows:

xf
zf

� �
¼ ATPA ATPB

BTPA BTPB

� ��1
ATPy
BTPy

� �
¼ N11 N12

N21 N22

� ��1
ATPy
BTPy

� �
ð8Þ

The float covariance matrix is obtained, the inverse of the float ambiguity covari-
ance matrix is decomposed by Cholesky decomposition:

N�1
22 ¼ LDLT ð9Þ

The corresponding lower triangular matrix L and positive definite diagonal matrix
D are obtained. The ambiguity covariance matrix Qz and ambiguity Zz are obtained
under conversion using decorrelation technique.

These above results are calculated by the following three algorithms:

1. LAMBDA Algorithm
Detailed steps of the algorithm can refer to papers of Teunissien and Li Jinlong,
they were not given in detail here.

2. Rounding Algorithm
The Rounding off algorithm is extracting float ambiguity after decorrelation
processing, and the value is rounded to the nearest integer, so the integer is
regarded as a fixed ambiguity.

Z ið Þ ¼ roundðZz ið ÞÞ ð10Þ

3. Bootstrapping Algorithm
The Bootstrapping algorithm is used to fix the float ambiguity after integer
translation [7]:

Z ið Þ ¼ round Zz ið Þ �
Xn
j¼iþ 1

Lj;i round Zz jð Þ
� �� Zz ið Þ

� � !
ð11Þ

3 Analysis

Observation data recorded by three Trimble Net R9 receivers and two Trimble
59900 choke ring antenna arranged in the roof of teaching building II, Yanta
District, Chang’an University, Xi’an, China, wherein two receivers are connected to
one antenna’s zero baseline through a power divider, another receiver is connected
to a separate antenna. Zero baseline data observed in December 23, 2014 (day of
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year 357), and ultra-short baseline data observed in January 14, 2015 (day of year
014). Satellite elevation mask angle is set to 10°, and data sample interval is 30 s.
Supposing that standard deviations of pseudorange observations and carrier phase
are 3 and 0.03 m, respectively. During the double difference process, account for
the C01 satellite is GEO satellite, it is visible throughout the observation period of a
satellite, so it is selected as reference satellite unified.

The GPS observations are processed by TBC software using the broadcast
ephemeris. For short baseline data, the accuracy obtained by TBC software is
considerable to GAMIT software [13, 14]. The results show that, for zero baseline
and ultra-short baseline, the horizontal and vertical accuracy could be reached
1 mm. Increment of ultra-short baseline and zero baseline in ENU direction are
−0.048, −10.727, 0.189 m and 0.002, 0.000, −0.001 m, respectively. The above
results are regarded as reference incremental of ultra-short baseline and incremental
of zero baseline respectively, results of ENU direction incremental obtained by the
ambiguity resolution are compared with them.

BDS satellite contains GEO satellites, IGSO satellite, and MEO satellites.
Ambiguity resolutions of pseudorange/ phase observation in B3 frequency for C02,
C07, and C14 base on the different ambiguity resolution approaches are obtained,
and the increment differences between TBC are presented. Results of B1 and B2
frequency are not given, because they were consistent with B3 frequency.

3.1 Zero Baseline

The zero baseline carrier-phase ambiguity in B3 frequency with LAMBDA,
Rounding, and Bootstrapping approaches are shown in Fig. 1a–c. From left to right,
they are the double difference ambiguity of satellite C02, C07, and C14. It can be
seen that the performances of above three algorithms are consistent in GEO, IGSO,
and MEO satellites, the fixed ambiguity could be obtained. An outlier existed in
epoch 2429 for C02 and C07 satellite, the ambiguity for the rest epoch is the same
for single-epoch resolution.

Figure 2 shows that through the entire observation period, the number of visible
satellites is equal to or more than 8, and the PDOP value is between 1.5 and 3.5,
thus it can be considered that, within observation period, the satellite geometry in
space is good and beneficial to positioning.

The increment differences in ENU between TBC and the above three algorithms
are shown in Fig. 3. The outlier in 2429 epoch is excluded from the above conse-
quences, and the results for three approaches are consistent. Where the maximum
absolute difference in E direction is 8.2 mm, and the values greater than 5 mm are
about 4 %, the overall performance is more stable; the maximum absolute difference
in N direction is 18.3 mm, and the values greater than 5 mm are about 4.3 %, the
overall performance in horizontal is also more stable; the maximum absolute dif-
ference in U direction is 40.9 mm, and the values greater than 10 mm are about
3.6 %. On the whole, the performances in horizontal and vertical directions are stable.
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3.2 Ultra-Short Baseline

Figure 4 shows that the performances of three ambiguity resolution algorithms in
ultra-short baseline are consistent, the ambiguity can be fixed by the three
approaches. Wherein, the abnormal epochs for LAMBDA appear the most, the
Rounding is in the middle, and the Bootstrapping is the least. Overall, the three
algorithms are available in short baseline ambiguity resolution.

Fig. 1 The estimated ambiguity of zero baseline. a LAMBDA, b Rounding, c Bootstrapping

Fig. 2 Number of visible satellites and the DOP value distribution
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Fig. 3 The difference
between ENU increment of
zero baseline for different
algorithms and result of TBC.
a LAMBDA, b Rounding,
c Bootstrapping
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Figure 5 shows that the number of visible satellites is equal to or more than 8
except the initial epoch is only 5, and the PDOP during the entire period is between
1.0 and 2.5. It indicates that the satellite geometry in space is good and beneficial to
positioning within the entire observation period.

Figure 6 shows the incremental difference between the ENU directions solved
by three algorithms and TBC software, the outliers epochs existing in each algo-
rithms resolution result are eliminated in advance. Overall, the results of the three
algorithms are basically the same. The statistical result shows that: the maximum

Fig. 4 The estimated ambiguity of Ultra-short baseline. a LAMBDA, bRounding, cBootstrapping

Fig. 5 Number of Visible satellites and the DOP value distribution
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Fig. 6 The difference
between ENU increment of
ultra-short baseline for
different algorithms and result
of TBC. a LAMBDA,
b Rounding, c Bootstrapping
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absolute value of E direction difference is 14.1 mm, but only about 11 % of dif-
ference epochs exceed 5 mm, the overall performance is stable. The maximum
absolute value of N direction difference is 17.1 mm, but the overall value is basi-
cally in -15 to 0 mm, only about 16 % of the difference epochs are less than 5 mm,
overall epochs have small fluctuation and perform stable. U direction difference
epochs have large fluctuation, the maximum absolute difference reaches to
26.3 mm, and 18.5 % of difference epochs are bigger than 10 mm.

4 Conclusions

LAMBDA algorithm is recognized as the most rigorous theory of ambiguity res-
olution method, and Rounding algorithm is the easiest way. However,
Bootstrapping algorithm is a method which searches and fixes ambiguity gradually.
Combining BDS observation data of zero baseline and ultra-short baseline, this
paper applies the above three algorithms for calculating ambiguity of GEO, IGSO,
and MEO satellites, compares, and analyzes the calculation results. Taking incre-
ments of ENU directions solved by TBC software as the references, the differences
between ENU directions increments are solved by the three algorithms and the
reference value are analyzed. The analysis shows that results of the above three
algorithms applied to the single-epoch ambiguity fixing are basically the same for
zero baseline and ultra-short baseline. E and N direction differences of zero baseline
mainly keep within 5 mm, U direction differences keep within 10 mm, performing
stable. 11 % of E direction difference epochs of ultra-short baseline exceed 5 mm;
N direction differences basically keep between 5 mm and 15 mm, 16 % of which
keep within 5 mm; 18.5 % of U direction differences epochs exceed 10 mm, but
the entirety fluctuates within ±15 mm basically. Overall, the performances of three
algorithms applied to zero baseline and ultra-short baseline ambiguity resolution are
consistent. Therefore, when fixing ambiguity of zero baseline and ultra-short
baseline, no matter the simple Rounding algorithm, Bootstrapping algorithm, or
tight LAMBDA algorithm can be chosen depending on the situation.
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Research on the Feasibility of PPP
Technology in Radar Altimeter
Calibration

Chao Kong, Zhongmiao Sun, Bin Guan, Hua Lu, Chao Xiong,
Meijun Guo and Yingjie Hong

Abstract In the background of the satellite altimeter calibration, the author has
discussed the feasibility of using the GPS buoy to determine the sea surface height
with high precision based on precise point positioning (PPP) technology. In this
study, a number of IGS (International GNSS service) stations data were processed
by two different solving modes: single-day solution and single-epoch solution,
which the used SPODS software is a high precision positioning and orbit deter-
mination software containing the PPP model developed by Xi’an Institute of
Surveying and mapping. Under the two different solving modes, we can obtain a
positioning solution by period and by epoch, respectively. In addition to the IGS
static data, we also processed the reservoir dynamic data collected by the GPS buoy
and compared the solution with the result processed by GAMIT/TRACK which is a
high precision kinematic positioning software by differential positioning mode.
Finally, we concluded that the PPP single-day solution accuracy of the static data in
X, Y, Z direction is within 1 cm, indicating the PPP can accurately obtain precise
coordinates under the corresponding reference frame; the single-epoch solution
accuracy in X, Y, Z directions are within 3 cm whose the processed data were
selected from the IGS stations the dynamic buoy solution accuracy in horizontal
direction is consistent with TRACK’s result, and the accuracy in U direction can
reach 5 cm which is meeting the accuracy requirements of altimeter calibration.
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1 Introduction

In the satellite altimetry, radar altimeter calibration is a very important work. In
addition to the traditional tide station technology, using the high accuracy GPS
buoy to measure the sea surface height as a reference sea surface to calibrate the
radar altimeter’s ranging bias has become a commonly used method, and achieved
good results at present. For example, the Australia Bass Strait calibration field has
got the absolute bias result of Poseidon and JASON-1 altimeter whose value is
10 ± 19 mm and +147 ± 21 mm, respectively, and the most critical equipment
used in their experiment is the GPS buoy with centimeter level accuracy, the last
result was consistent with other special calibration results [1].

In most cases, GPS differential positioning mode is generally chosen to obtain the
position of GPS buoy. That is to say, once the GPS buoy is deployed in the sea area
to measure the sea level, the GPS reference station has to be set up on the coast at the
same time. The GPS reference station’s accurate coordinates could be precisely
obtained with the GAMIT/GLOBK or BERNESE software by combining the sur-
rounding IGS (International GNSS service) stations. After that, the buoy accurate
position can be obtained by differential treatment with the reference stations set up
on the shore [2]. In order to improve the accuracy of differential positioning, the GPS
buoy should be as close as possible to the base station. However, the altimeter
measurements in the nearshore area have the lower accuracy which will impact the
altimeter calibration accuracy at last. So there is a very high demand for the selection
of calibration site and the layout of the coastal reference station. Precise point
positioning (PPP) is not affected by the reference station, and the accuracy has been
constantly improved. Thus, it will have great prospects for application in altimeter
calibration. In order to study the feasibility of applying the PPP technology to
calibrate the altimeter, we have used PPP software to process the IGS static data and
GPS buoy dynamic data, respectively, and compared the solutions with the after-
wards relative positioning results processed by GAMIT/TRACK software.

2 Principle of Radar Altimeter Calibration

According to the principle of the radar altimetry, the sea surface height measured by
altimeter can be defined as

SSHAlt ¼ h� ðRþRdry þRwet þRiono þRot þRst þRpt þRinvb þRssbÞ ð1Þ

where the h is the height of the satellite’s orbit, R is the satellite altimeter mea-
surement value to the sea, Rdry is the dry troposphere delay correction, Rwet is the
wet troposphere delay correction, Riono is ionospheric delay correction, Rot is ocean
tide correction, Rst is the earth solid tide correction, Rpt is the pole tide correction,
Rinvb is the reverse pressure correction, Rssb is the sea state bias correction.
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As the satellite altimeter flies over the calibration field, the sea surface height can
be calculated by the formula (1). At the same time, sea surface height (SSH0) at the
same area can be obtained by the other level measuring equipment in the calibration
field such as the tide technology or ocean array, etc., and refer it as the sea surface
reference of the calibration field. Then, the satellite altimeter’s ranging absolute
bias: Rbias can be solved by the formula (2), where the SSHAlt is the sea surface
height measured by satellite altimeter; SSH0 is a reference sea height treated as the
true value [3–5].

Rbias ¼ SSHAlt � SSH0

¼ h� ðRþRdry þRwet þRiono þRot þRst þRpt þRinvb þRssbÞ � SSH0 ð2Þ

From the above formula, the absolute bias accuracy is not only depended on the
accuracy of the reference sea height, but on the altimeter measurement and the error
correction accuracy. Therefore, when we plan to determine the sea surface reference
with the GPS buoy, it is necessary to take into account the accuracy of altimeter
ranging and the reference sea surface.

In order to avoid the land influence on altimeter measurement and to ensure the
measurement accuracy of the altimeter at the calibrating time, the PPP technology is
used to determine the height of the GPS buoy which can be deployed anywhere on
the wide sea. PPP is generally using the precise orbits and precise clock files
released by IGS to eliminate the satellite error term, and using the dual-frequency
observation value to eliminate the effect of ionosphere. The position information of
the observation equation is solved by combining the dual-frequency non ionosphere
observation measurement, the specific algorithm and the model can be found in the
reference [6, 7]. PPP solution’s location datum is based on the precise ephemeris
which is under the IGS08 reference frame. There are small differences between the
IGS08 and the ITRF, and the formal errors of the ITRF2008 positions are below
1.5 mm for 92 % of the IGS08 stations [8]. Thus, in most cases, it can be treated
equally without distinction.

3 Data Sources and Processing Strategies

3.1 Experimental Program and Data Source

The establishment of calibration field height datum which must be consistent with
the altimeter orbit reference frame is the premise work of the altimeter calibration.
For the traditional differential positioning method, the height datum of the cali-
bration field is established by setting up the several GPS receivers on the coast and
observing continuous several days to get the exact coordinates of the ITRF. Then,
based on the relative positioning solving with the reference stations, we can easily
obtain the sea surface elevation of deployed GPS buoy area under the same
reference frame. This experiment is focused on the analysis of the positioning
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accuracy under the ITRF reference frame solved by PPP technology directly
according to the static and dynamic processing mode. The software used for the
experiment is named SPODS that is developed by Xi’an Institute of Surveying and
mapping [7].

We chose total five IGS stations Bjfs, Wuhn, Lhaz, Urum, Chum, and Daej, as
the static GPS data whose time is starting from September 16, 2014 to September
21, 2014 whose sampling rate is 30 s and we used SPODS to process the above
sites’ data by single-day solution mode which could get only one solution for a
single period and be available only for static data.

The two days GPS buoy data observed from September 20, 2014 to September
21, 2014 (Doy 263, Doy 264) at Xi’an Lantian reservoir experiments was processed
as dynamic data by the single-epoch processing mode which could get one solution
for each epoch and be available both for the static and dynamic data. The experi-
ments have used three Trimble SPS852 GPS receivers, one was reformed into GPS
buoy, the other two were set as the reference station and observed synchronously
with GPS buoy for analyzing the buoy accuracy of relative positioning under the
different length baseline to reference station.

3.2 Introduction of SPODS Software

The SPODS is the GNSS positioning and orbit determination software developed
by Xi’an Institute of Surveying and mapping. It uses the non difference phase and
pseudorange to form the non ionosphere measurement, and the TurboEdit method
is used to detect and repair the phase cycle slip. The correct items of the mea-
surements include: satellite and receiver antenna phase center deviation and vari-
ation, satellite clock difference, troposphere delay, ionosphere delay, tidal (solid
tide, pole tides, and ocean tide loading) displacement correction. Wind-up effect is
also considered to correct the phase data. Satellite and receiver antenna phase
center deviation and change data are taken from the ANTEX IGS file, and the
phase center correction has taken into account the influence of the satellite attitude.
The standard Saastamoinen zenith delay model and Beohm and Neill are used to
correct tropospheric delay. IERS conventions (2003) are used for tidal displace-
ment correction. According to the preliminary performance test, the GPS satellite
orbit solution RMS is 1.1 cm compared with the final orbit of IGS. For the
repeatability of the single-day solution of the station coordinates, the horizontal
component is 1.5 mm, the height component is 4.5 mm. Detailed information is
available in the reference [9]. In this paper, we mainly used the SPODS_PPP
module to solve the all of GPS data.
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3.3 Data Processing Strategy

Firstly, we should download the IGS final precise ephemeris (.Sp3) and Precise
clock products (.Clk) from the IGS website, and then process the GPS data with
SPODS_PPP software by two different processing mode, respectively: static
single-day solution and dynamic single-epoch solution.

1. For the static data solution, we processed the 5 days IGS stations in Asian
region: bjfs, wuhn, lhaz, urum, chum, and daej by the PPP technology. In order
to analyze the coordinate accuracy under ITRF and the feasibility for altimeter
calibration, we compared each site’s single-day results with the precise coor-
dinates released by IGS online site.

2. For the dynamic data solution, first, in order to be able to carry out the accuracy
comparison with the true value, we used the static data as dynamic data to be
processed whose only difference from static data process is that the processing
mode has turned to single-epoch, and the accuracy is evaluated by comparing
the results with the known exact coordinates from the IGS website. Then, we
processed the real dynamic data collected by GPS buoy in the reservoir. At the
same time, two GPS reference stations away from the buoy 20 and 20 m,
respectively, were observing synchronously and its precise coordinates were
obtained in advance by GAMIT/GLOBK.

For getting the GPS buoy exact positions, we used the differential positioning
software (GAMIT/TRACK) to obtain the buoy’s position changes relative to the
base station, and treated it as the true value of the water surface for the comparison
with the PPP solution. The advantages of the TRACK relative positioning is that
many common errors can be eliminated using the double difference method in short
baseline, thus, its relative positioning accuracy is very high [10]. For the
non-differential positioning mode, we got the surface elevation information by
processing the high rate data of 1 s sampling rate with SPODS_PPP. In order to
analyze the accuracy of water surface processed by the PPP, the dynamic posi-
tioning results of single-epoch were compared with the TRACK results [9, 11].

4 Results and Analysis

4.1 Results of Static Data

After downloading the corresponding precise ephemeris and clock products, we
processed six IGS stations’ 5 days data using SPODS_PPP software by the
single-day processing mode, and obtained the corresponding X, Y, Z coordinates.
Due to the IGS stations coordinates released by IGS have been accurately known
and the accuracy and reliability are very high, the accurate coordinates can be
treated as a reference value to be compared with the SPODS_PPP results.
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The results are shown in Table 1, the six stations’ deviation in X, Y, Z directions are
listed separately.

From Table 1, we can conclude that the PPP positioning results by single-day
mode is very close to the exact coordinates, the difference in X, Y, and Z directions
is almost within 1 cm at different sites and different observing time. The positioning
accuracy of the same station can reach mm level through couple day’s continuous
observation. Since the differences between the IGS08 and ITRF frame can be
neglected, we can see that the PPP solution could get the high precision positions
under the ITRF. Thus, we can directly compare the sea surface obtained from PPP
results with the altimeter measurements for calibrating.

4.2 Results of Static Data by Dynamic Processing Mode

We selected the single-epoch model to process the static data of the three IGS
stations: BJFS, WUHN, and LHAZ. And then, we compared each epoch coordi-
nates with the true value released by IGS. The difference in X, Y, Z directions is
shown in Fig. 1.

As can be seen from Fig. 1, it is clear that the stations deviation in X,
Y, Z direction is relatively stable and concentrated at each moment during the 24 h.

Table 1 Statistics of single-day solution difference between the SPODS_PPP and IGS
coordinates/mm

Site Direction Doy 1 Doy 2 Doy 3 Doy 4 Doy 5 Average/mm

BJFS X −1.6 −0.2 −6.2 −2.6 −1 −2.32

Y 2.9 1.1 1.3 3.5 2.4 2.24

Z 0.6 −1.3 −1.3 1.2 0.1 −0.14

CHUM X −1.3 0.4 −4.9 0 2 −0.76

Y 15.8 15.3 15.5 8.4 11.7 13.34

Z 9.4 7.4 1.3 1.5 5.4 5

DAEJ X −1.1 7.4 −2.6 2 3.3 1.8

Y 1.1 3.3 −0.8 2.8 1.3 1.54

Z −2.1 1.1 −4.6 1.3 0.3 −0.8

LHAZ X −7.1 −4.8 −8.2 −4.3 −4.1 −5.7

Y 0.2 −1.3 −4.9 −2.6 −0.2 −1.76

Z −4.7 −4.3 −8.6 −6 −4.4 −5.6

URUM X −1.5 −3.4 −2.6 −1.8 −1.3 −2.12

Y 13.5 12 14.6 6.7 9.6 11.28

Z 6 1.5 5.5 −0.4 1.1 2.74

WUHN X −1.2 0 −0.9 −3.8 −5.8 −2.34

Y −9.4 −12.2 −8.2 −13.8 −12.3 −11.18

Z −5.2 −9.3 −3.3 −6.5 −6.7 −6.2
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It can be explained that the PPP dynamic processing function and error correction
model of the SPODS_PPP is correct whose results are reliable. The overall
volatility of the Wuhn site is larger than others and concentrated in the same
observation period, which may be affected by the environment factor at the time.
Table 2 is statistics of single-epoch solution difference between the SPODS_PPP
and IGS coordinates in X, Y, Z direction.

From Table 2, we can conclude that three station’s maximum deviation value
under the most epochs is within 5 cm, the average of deviation in three directions is
within 1 cm, the std value which can reflect the coordinate’s deviation size is also
within 2 cm.

4.3 Results of GPS Buoy

Actually, the altimeter is only working around the complicated and dynamic water
environment. Therefore, the analysis of the dynamic GPS buoy by PPP is neces-
sary. We chose the total 4000 epochs in Doy 263 and total 2000 epochs in Doy 264
buoy data, and converted the X, Y, Z coordinates to N, E, U direction according to
the base station, respectively, which is 20 km, 20 m away from the GPS buoy. Its
coordinate results in E, N, U direction is shown in Fig. 2.

Fig. 1 BJFS, WUHN, and LHAZ’s X/Y/Z deviation with IGS

Research on the Feasibility of PPP Technology … 405



In Fig. 2, we can see that the SPODS_PPP could accurately process the GPS
buoy dynamic data, its coordinate sequence is quite stable which is in accordance
with the actual state of motion of the buoy. While the U direction at the Doy 263
appeared a large beating, the reason may be the actual buoy movement or the big
mutation in environment. In order to analyze the PPP external accuracy, we made
the PPP results to minus the true value from the TRACK solution. The deviation in
the N, E, U directions is shown in Fig. 3.

Table 2 Statistics of single-epoch solution difference between the SPODS_PPP and IGS
coordinates/mm

Site Direction Max/mm Min/mm Mean/mm Std/mm

BJFS X 21.6 −27.3 −2.7 8.0

Y 52.8 −41.4 1.6 18.4

Z 43.1 −39.2 0.0 13.4

WUHN X 42 −64.9 −4.7 14.5

Y 49.2 −164.6 −21.5 34.4

Z 34.5 −95.3 −12.7 17.8

LHAZ X 25.6 −28 −5.9 9.3

Y 119.7 −93.2 5.8 25.1

Z 45.8 −39.1 −2.4 14.6

Fig. 2 Buoy’s NEU result by SPODS_PPP
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From the above, we have known the deviation values in N, E, U direction are
relatively stable, the deviation in U direction basically maintained within the range
of 5 cm and is maintained at the zero mean, and the accuracy is consistent with the
relative positioning results which can achieve a few centimeters accuracy. It is also
verified that the PPP dynamic positioning solution with GPS buoy could be
applicable in radar altimeter calibration. The statistics of the solution difference
between the SPODS_PPP and TRACK are shown in Table 3.

From Table 3, the standard deviation inU direction is found in 3 cm. For the Doy
263, the maximum values in N, E, U direction are 0.093, 0.063, 0.101 m, the mean
value is within 3 cm, the standard deviation is 2 cm. Thus, the results of the PPP and
TRACK differential results agreed very well. The horizontal accuracy of TRACK is
about 2 cm, the vertical accuracy is worse than horizontal direction which may be

Fig. 3 Buoy SPODS_PPP’s result difference with TRACK

Table 3 Statistics of
single-epoch solution
difference between the
SPODS_PPP and
TRACK/mm

Time Direction Max/m Min/m Mean/m Std/m

Doy 263 N 0.093 −0.013 0.022 0.013

E 0.063 −0.040 0.021 0.016

U 0.101 −0.063 0.013 0.021

Doy 264 N 0.239 −0.0693 0.049 0.047

E 0.287 0.026 0.174 0.049

U 0.84 −0.074 0.0 0.027
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normal to achieve 5 cm. From the above comparison analysis, we may conclude that
the PPP elevation positioning accuracy is very high which the accuracy in
U direction may be equivalent to the relative positioning even better. In order to
eliminate the influence of wave on the buoy, we used a moving average method to
smooth the buoy height sequence, the window size was chosen 100 s, and compared
the smoothed results each other. The statistics result is shown in Table 4.

Through a comprehensive comparison Table 3 with Table 4, the buoy coordi-
nates in N, E, U direction were improved obviously after a simple average
smoothing, that is to say the noise has been obtained with a certain elimination after
smoothing. Since the moving average method is a very simple and convenient
method, it cannot eliminate the noise in a certain frequency range and cannot
remove from the rough. However, the true change of the water surface elevation is
generally at the low frequency signal. In order to improve the surface height
accuracy by PPP, the high frequency noise has to be removed. Therefore, the
denoising effect of different smoothing filtering method is worth further study.

5 Conclusions

Using the IGS precise ephemeris and precise clock products, we processed the IGS
stations and GPS buoy data with SPODS_PPP by two different processing mode,
and compared it with the corresponding most accurate coordinates, the results show
that

1. GPS static data single-day solution: the accuracy in X, Y, Z direction is within
1 cm, and the coordinate can be archived directly under the ITRF which is
consistent with the radar altimeter reference frame, thus, it is meeting the basic
premise of radar altimeter calibration.

2. GPS static data single-epoch solution: the accuracy in X, Y, and Z directions are
within 3 cm, indicating that the PPP dynamic calculation model is correct and
has the good accuracy. In the case of perfect environment for observing and the
data quality is pretty good, the results are in good agreement with the actual
positions.

3. Through processing the GPS buoy dynamic data, the dynamic processing results
of GPS buoy in the horizontal direction are basically consistent with the

Table 4 Statistics of solution
difference between the
smoothed SPODS_PPP and
TRACK/mm

Time Direction Max/m Min/m Mean/m Std/m

Doy 263 N 0.055 0.0 0.022 0.008

E 0.051 −0.016 0.021 0.014

U 0.064 −0.027 0.013 0.014

Doy 264 N 0.148 −0.028 0.049 0.032

E 0.251 0.106 0.174 0.033

U 0.05 −0.038 0.0 0.021
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TRACK result. The U direction can reach 5 cm accuracy, which is meeting the
altimeter calibration of sea surface altimetry precision requirements.

In summary, The PPP technology can deal with the static and dynamic GPS data
at the high precision solution, thus, it is reliable to apply PPP to calibrate the radar
altimeter. There are some deficiencies in this contribution such as; the experience
was just based on the limited number of GPS buoy data collected data from the
static reservoir environment not the real ocean. Because the marine environment is
more changeable, GPS buoy operated in the dynamic sea area will be affected
seriously, especially in the cycslips and multipath, which would impact the PPP
solution at last. Thus, it is necessary to study the PPP influence caused by GPS
buoy data quality and find an effective method to improve it.
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Cycle-Slip Processing Under High
Ionospheric Activity Using GPS
Triple-Frequency Data

Lingling Chen and Lixin Zhang

Abstract After making a detailed analyzes on the method of geometric-free
(GF) phase combination, we know that misjudged situation will appear when this
method is applied to detect cycle slip under the condition of high ionospheric delay.
A new method has been proposed to overcome this problem. First, several optimum
inter-frequency combination coefficients which not only can reduce the first-order
and second-order delay of ionosphere, but also have long wavelengths and
low-noise levels were selected. Secondly, the first-order delay of ionosphere is
pre-estimated with the three-frequency observation. Lastly, cycle-slip detection is
reconstructed. Observation data under the condition of high ionospheric activity
is loaded from IGS to verify the validity of the method. The results show that this
method can detect all combination of cycle slip under high ionospheric activity and
has its own advantage on detecting cycle slip in undifferenced observations.

Keywords High ionospheric activity � Detection of cycle slip � Geometric-free
phase combination method � Pre-estimate of ionosphere delay

1 Introduction

The modernization of GPS lead to the signal on L5 frequency broadcasted, and then
we can obtain triple-frequency observation data which can provide a new approach
to improve the navigation accuracy and efficiency [1]. High-precision navigation
and positioning require carrier phase observations which may have cycle slip, so the
right pre-treatment of carrier phase observation is the prerequisite for high-accuracy
positioning. Since triple-frequency combination observations have several advan-
tages over dual-frequency combination observations which have lower-noise levels,
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longer wavelengths and can reduce the second-order ionosphere effects [2–4], most
researches focused on applying triple-frequency observations to detect cycle
slip. The main methods include the pseudorange/carrier phase combination method
and the geometric-free phase combination method. These two methods defined that
the difference of ionospheric delay between epochs is negligible. Generally, they
both can detect and repair all cycle slip correctly [5–10]. However, as soon as the
difference of ionospheric delay in adjacent epoch is large (electron density
TEC ¼ 4:55e18=m2), the detection of cycle slip will be incorrect. Literature [11]
studied how to handle cycle slip during ionospheric plasma bubble events.
Literature [12] is based on the hypothesis to processing the situation of gross errors,
cycle-slip, and anomalies ionosphere. In this paper, we propose a modified method
taking the advantage of triple observations to select coefficients which can eliminate
the second-order effect of ionospheric delay. Then the first-order delay on iono-
sphere is pre-estimated, and a new detection of cycle slip is constructed. The results
indicate that this modified method can detect all combinations of cycle slip in three
carriers even under high ionospheric activity.

2 The Method of Geometric-Free (GF) Phase
Combination

Based on the multi-frequency theory, we obtain the geometric-free phase
expression:

ik1u1 tð Þþ jk2u2 tð Þþ kk5u5 tð Þ ¼ �gI tð ÞþNi;j;k tð Þþ eðtÞ ð1Þ

Where i; j; kð Þ refers to the combination coefficients of carrier phase and satisfy
the equation iþ jþ k ¼ 0. In formula (1), the amplification factor of ionosphere
delay is

g ¼ ik1 þ jk2
f1
f2

þ kk5
f1
f5

ð2Þ

The combined ambiguity is

Ni;j;k tð Þ ¼ ik1N1 tð Þþ jk2N2 tð Þþ kk5N5 tð Þ ð3Þ

The combined noise level is

e tð Þ ¼ ik1e1 tð Þþ jk2e2 tð Þþ kk5e5 tð Þ ð4Þ

Where ki, fi, NiðtÞ, eiðtÞ represent the wavelengths, carrier phase observations,
frequency, ambiguity, observation noise (including multi-path, in units of cycle),
respectively, on the Li carrier frequency at the moment of t; IðtÞ is the ionosphere
delay (in weeks) on the frequency L1.
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When cycle slip occurs, using the method of geometric-free phase combination,
the difference of adjacent epochs can be expressed as

D ¼ ik1Du1 þ jk2Du2 þ kk5Du5 ¼ �gDIþDNi;j;k þDe ð5Þ

cycle slip decision conditions is

ik1Du1 þ jk2Du2 þ kk5Du5j j � nri;j;k ð6Þ

Where ri;j;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2r21 þ j2r22 þ k2r25

q
is the combination noise level.

If n = 3, the degree of confidence is 97 %.
If n = 4, the degree of confidence is 99 %. (In this paper, define n = 4).

From the formula (5), we can know that the performance of this method is
affected by ionosphere delay of adjacent epoch and carrier observations noise level.
It has nothing to do with the distance from stations to stars and receiver clock error
and tropospheric delay. Moreover, for certain DI and De; the smaller combination
coefficient is, the smaller g is, and the higher the detection accuracy the method
has. Thus this method just faced one problem that is when the inter-epoch iono-
sphere delay is large, the cycle-slip detection accuracy will sharply decreased and
even leading miscarriage of justice.

3 Modified Algorithm

Since the triple-frequency combination of geometric-free phase is affected by
ionosphere delay between epochs, so first, the first order of ionosphere delay
between epochs on L1 frequency is calculated by formula (7)

DI11 ¼ Dk1u1 � Dk2u2

1� f 21 =f
2
2

ð7Þ

Then cycle-slip detection formula is modified as follows:

ik1Du1 þ jk2Du2 þ kk5Du5 þ gDI11 ¼ DNi;j;k � cDI21 þDe ð8Þ

Where DIi1 represents i-order of ionospheric delay on L1 frequency.
Then cycle-slip detection can be decided by formula (9)

ik1Du1 þ jk2Du2 þ kk5Du5 þ gDI11
�� ��� nri;j;k ð9Þ

The formula (8) shows that the performance of this method is only affected by
second order of ionosphere delay and combination noise level. Under high
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ionospheric activity (electron density TEC ¼ 4:55e18=m2), the error of second
order of ionosphere delay is up to 0.19 m in GPS original observation [13]. Because
the combination coefficients of the geometry-free phase combination method is
chosen in the restrain of low-noise level. It requires small combination coefficients,
and the combination wavelength will be small. Therefore, the second order of
ionosphere delay must be taken into account.

When the variety of inter-epochs ionosphere delay is larger, first, apply
triple-frequency observation data to select out combination coefficients which not
only can completely eliminate the first order of ionosphere delay but also can
weaken the second-order ionosphere delay, and then reselect combination coeffi-
cients in the restrain of low combination noise level. It is shown in the formula (10)

iþ jþ k ¼ 0

iþ f 21
f 22
jþ f 21

f 25
k ! 0

iþ f 31
f 32
jþ f 31

f 35
k ! 0

minð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2 þ j2 þ k2

p
Þ

8>>>><
>>>>:

ð10Þ

We select combination coefficients satisfied above formula between [−15, 15] as
Table 1. It shows optimal combination coefficients and ionosphere magnification,
noise magnification, and detection capability in cycle.

The observation noise in GPS raw carrier phase observations is usually defined
as r1 ¼ r2 ¼ 0:03 cycle on L1 and L2, r5 ¼ 0:01 cycle on L5. Since the carrier
phase observation has high stability, the noise level of the inter-epoch difference is
negligible. Based on error propagation principle, we know that it will enlarge the
noise level to use combination coefficients in Table 1. But the inter-epoch noise
level is extremely small, so this method still performs well under the condition of
high ionospheric activity.

In order to detect the insensitive cycle slips, we make the optimal combination
coefficients pairwise [14]. The number of insensitive cycle in 10 cycles is shown in
Table 2.

Although the combination coefficients is used with pairwise type, insensitive
cycle slip still exists, and it satisfies DN1 ¼ DN2 ¼ DN5 ¼ a (where a represents
integer). For example, cycle slip (1, 1, 1) is the most insensitive cycle slips. The
combination coefficient (1, −1, 0) is chosen to detect the most insensitive cycle slips

Table 1 Use the preferred combinations ionosphere magnification and noise magnification

Coefficients First-order
ionosphere
magnification

Second-order
ionosphere
magnification

Noise
magnification

Detection
capability
(cycle)

[1, −6, 5] 0.0847 0.3256 7.8740 0.0906

[2, −11, 9] 0.0230 0.3634 14.3527 0.1104

[1, −5, 4] 0.0616 0.03780 6.4807 0.2010
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like the (1, 1, 1) according to the literature [14]. And use the method of twice
difference of ionosphere delay inter-epochs to detect cycle slip. It shows that using
this method, the jump of (1, 1, 1) will lead a change to the detection volume up to
0.0539 cycle; so that this method can detect the most insensitive cycle slip (1, 1, 1).
In order to ensure the accuracy of the cycle-slip detection, four times of the
cycle-slip variance is selected as the detecting threshold value. So, if there is no
cycle slip when the method of whose formulation is as (11) is used to detect cycle
slip, It believe that the cycle-slip correction is right.

k1DN1 � k2DN2 ¼ k1u1 � k2u2ð Þt2�2 k1u1 � k2u2ð Þt1 þ k1u1 � k2u2ð Þt0
� �

ð11Þ

Where t0, t1 and t2 is continual three epochs. The flow chart of cycle-slips detection
and repairing algorithm under high ionospheric activity is shown in Fig. 1.

4 Verification with Real Data

A major magnetic storm happened on March 17, 2013. Stations located around
latitude 20°, longitude 20° were severely affected [14], therefore, we select the
observation data received by site TOW2 located at North 20°, East 18° whose
sampling interval is 30 s as raw data to analyze.

The first order of ionosphere delay on different star is calculated with the original
observation data. And then we make a difference on the first order of ionosphere
delay of adjacent epoch. The result is shown in Fig. 2.

Figure 2 shows the first order, time difference of ionosphere adjacent epochs
delay of different satellite. It is known that the variation rate of ionosphere delay on
PRN#9 satellite is biggest after 200 epoch. So we take the observation data on
PRN# 9 satellite as an example to analyze in this paper.

In this situation, the detection sequence of the geometric-free phase combination
method with coefficients [1, 3, 4] in literature [4] is shown in Fig. 3.

It can be seen from Fig. 3 that the geometric-free phase combination method is
significantly affected by the residual effects of the ionosphere. Although there is no
cycle slip, the fluctuation range of cycle-slip detection sequence still exceeds its
detection threshold. Therefore, this method cannot accurately detect cycle slip in
raw data in this condition. In the following chapters, we use the improved
algorithms to analyze cycle-slip detection.

Table 2 Number of
insensitive in 10 cycles

Detect combination ≤10

[1, −6, 5][2, −11, 9] 10

[1, −6, 5][1, −5, 4] 7

[1, −5, 4][2, −11, 9] 8
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4.1 No Jumps

Table 1 and Fig. 4 show that preferred combination coefficients have advantage in
weakening the effect of the first order and second order of ionospheric delay.
Although the ionospheric delay in adjacent epoch is large, the fluctuation range of

Fig. 1 Cycle slips detect and repair algorithms flow chart under the condition of high ionosphere

416 L. Chen and L. Zhang



0 50 100 150 200 250 300
-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

The difference of the first order of ionosphere 
delay between epochs 

epoch/30s

Le
ng

th
/m

PRN#4

PRN#9
PRN#24

Fig. 2 First order, time difference of ionosphere adjacent epochs delay of different satellite

0 50 100 150 200 250 300
-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

Coefficients[3,-4,1]

epochs/30s

The detection sequence of geometric-free phase 
combination coefficients [3, 4,1] 

Le
ng

th
/m

Fig. 3 The cycle-slip detection sequence of geometric-free phase combination coefficients [1, 3, 4]

Cycle-Slip Processing Under High Ionospheric Activity … 417



cycle-slip detection is still small. So the improved algorithms can detect cycle slip
under high ionospheric activity with high accuracy.

4.2 Small Jumps

Cycle slip (1, 0, 0) is added to the GPS L1, L2, and L5 carrier phase data at epoch
100. Cycle-slip detection result is shown in Fig. 5.

4.3 Big Jumps and Continuous Jumps

Cycle slip (1, 2, 3) is added to the GPS L1, L2, and L5 carrier phase data at epoch
100. Cycle slip (1, 1, 2) is added at epoch 101, and large cycle slip (4, 1, 5) is added
at epoch 200. Cycle-slip detection results are shown as follows (Fig. 6).
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4.4 Insensitive Jumps

Cycle slip (1, 6, 7) is added to the GPS L1, L2, and L5 carrier phase data at epoch
100, and cycle slip (1, 1, 1) is added at epoch 150. Where cycle slip (1, 1, 1) is the
common insensitive jump for that three row combination coefficients, and cycle slip
(1, 6, 7) is the insensitive jump only for detection combination coefficient [1, −5, 4].
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Based on theoretical analysis and Fig. 7, we can know that the common insen-
sitive jumps are satisfied DN1 ¼ DN2 ¼ DN5 ¼ a (where a represents integer).
If cycle slip is times of (1, 1, 1), that all three combinations could not detect it.
Generally, dual-frequency, first order, time-difference phase ionospheric residual
method is used to detect jump (1, 1, 1). But from Fig. 8a, we know that this method
is also affected by the ionosphere delay. The fluctuation range of its cycle-slip
detection sequence will exceed its detection threshold under high ionospheric
activity, therefore, this method cannot detect the cycle slip (1, 1, 1) accurately
either. Based on theoretical analysis and Fig. 8b, we know that the method of
dual-frequency second-order, time-difference phase ionospheric residual can sig-
nificantly weaken the effects of the ionosphere delay. The fluctuation range of its
cycle-slip detection sequence does not exceed its detection threshold, so we can use
this method to detect the common insensitive jump (1, 1, 1) under high ionospheric
activity.

Applying the method of the second-order, time-difference phase ionospheric
residual to detect the insensitive jump. The results are as follows (Fig. 9).
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5 Conclusion

The results of experiment reveal that the modified algorithm can overcome the
disadvantages of the traditional method such as pseudo range/carrier phase method
and triple-frequency geometric-free phase method. And it also can detect all kinds
of cycle slip under the condition of high ionospheric activity with high success rate.
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The algorithm is very effective to detect the cycle slip in the dynamic, undifferenced
observations, and has great significance to enhance the stability of the receiver in
harsh environments.
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Resolving the Regional Ionospheric Grid
Model by Applying Kalman Filter

Hongliang Cai and Qian Wang

Abstract Ionospheric is the largest error source in the high-precision navigation
and positioning. However, single-frequency users can only get the correction by
broadcast of the ionosphere models. In this paper, advantages and disadvantages of
several kinds of current models are compared, and finally we choose the regional
grid modeling. Based on GPS data of “Crustal Movement Observation Network of
China” (CMONOC), we extract ionospheric delay from leveled carrier phase
observations and take VTEC of the grid points and DCB of receivers as parameters,
then describe each state variable with random walk model, thus, setting up the
regional ionospheric grid model using the Kalman filter estimation epoch by epoch,
which gained good results. Taking global ionospheric maps (GIM) as reference,
their variations characteristics of VTEC (vertical total electron content)were con-
sistent. The inner precision of the model ranging from 1 to 3 TECU was detected,
and the RMS were about 2.5 TEC and residuals were around 3 TECU. Besides,
variations of receiver hardware delay within 2 TECU were relatively smooth.
Compared with the regional stations’ receiver DCB isolated from the original
observation using satellite DCB and spherical harmonic coefficients, the mean
differences for a week were all within 2 ns. In addition, the results showed that less
stations around grid leading to lower precision of VTEC because of shortage of the
observations, and thus the greater the receiver DCB error was.
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1 Introduction

Since the cancelation of SA policy, ionospheric delay is the most significant error
source in the GNSS navigation and positioning. Dual-frequency correction method
can be used to eliminate the ionospheric delay by users with the GNSS
dual-frequency receivers. However, extensive users with the GNSS
single-frequency receivers have to be corrected by ionospheric delay models.

Ionosphere models are divided into empirical and nonempirical models.
Empirical models such as Klobuchar model, which sees ionospheric delay as a
constant of 5 ns at night and as the positive parts of a cosine function during the
day, is simple and practical, but the precision with error of the actual delay about
30–40 % is not high [1]; whereas nonempirical models such as grid model [2–5] is
the hotspot of the ionosphere modeling, also a method of high precision. Among
them, current common grid models are regional weighted average method, triangle
grid interpolation method, kriging interpolation, etc. During practical test, limita-
tions exist [1]. Such as the grid algorithm of regional weighted average method, it
cannot separate hardware delay and users have to get the hardware delay accurately
first, then estimate ionosphere delay of grid points with absolute ionospheric delay;
another example, the parameters of stations and satellites of triangular grid inter-
polation method, which there are too many parameters and a large amount of
calculation, cannot be separated because of their correlation in column [2].

Given that variation of regional satellite hardware delay being small and rela-
tively stable in a short period, we can fix the satellite hardware directly by means of
GIM. The algorithm resolves both ionospheric delay and receiver hardware
simultaneously. Divide the whole area into uniform grid and apply GPS
dual-frequency data, subsequently build the observation equation by adopting a
certain spatial interpolation method, and estimate model parameters based on
Kalman filter epoch by epoch, thus setting up the regional ionospheric grid model.

2 Establishment of Model

2.1 Calculation of the VTEC

Single-layer ionospheric grid model is based on the assumption that the electrons
above the Earth concentrating in an infinitely thin monolayer usually as 450 km
(ionosphere highest density of free electron content in the height between 350 and
450 km). Applying a certain projection function, we project the slant total electron
content (STEC) onto the single sphere, then convert it to the zenith direction called
VTEC. The sphere is divided into a number of grids radially and latitudinally; then
VTEC over users can be interpolated with VTEC at the grid points. VTEC at each
puncture point (intersection of the satellite signal propagation path and the center of
the ionosphere) in the grid area which are obtained with dual-frequency GPS
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observations can be used to establish ionospheric delay model within the region by
means of mathematical fitting.

In the process of measuring ionospheric STEC with the dual-frequency pseu-
dorange observations, we replace the observations of P1 code by CA code when
short of observations of P2 code. Besides, a combination of pseudo-range obser-
vations smoothed by carrier phase is used because of the higher accuracy of carrier
phase observations than the pseudorange by two orders of magnitude. STEC is
calculated as follows:

STEC ¼ 9:52437ðP2 � P1Þþ 9:52437ðbþBÞ ð1Þ

With STEC the slant total electron content between receiver antenna to satellite,
ðP2 � P1Þ the smoothed pseudorange observations, b and B the satellite and receiver
hardware delay (difference of hardware delay between satellite and receiver gen-
erated by signals of two frequency, which is also known as Differential Code Bias
DCB), respectively.

In the process of converting STEC to the VTEC, MSLM projection function is,

FðzÞ ¼ 1
cosðz0Þ

Where z is the zenith distance at the puncture point.

VTEC ¼ STEC=FðzÞ ¼ STEC � cosðz0Þ ð2Þ

2.2 Grid Model Method

Grid model is built up with the method of linear interpolation by fixing the satellite
DCB firstly and setting VTEC of grid nodes and DCB of receivers to be estimated
parameters based on the correlation of spatial distances between VTEC at the
puncture point and grid points. Observation equations are as follows:

VTECIPP � b ¼
X

i¼1;2;3;4

WðdiÞ � VTECi þB ð3Þ

With B and b the DCB of the receiver and satellite, respectively, seen as global
variables for several periods a day and one set a day are estimated, VTEC at grid
nodes and DCB of the receivers are estimated at the same time; WðdiÞ is the weight
function for which our algorithm adopts the method of inverse distance weighting.
The puncture point diagram is as shown in Fig. 1.

Where IGP represents grid point, d1; d2; d3; d4 are distances between the punc-
ture points to four grid points, respectively.
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2.3 Kalman Filter Estimation

Kalman filter estimation uses the state equation to estimate new state values
recursively according to the state estimation of the last moment and the current
observations. As one of the analysis center, JPL just uses the Kalman filter esti-
mation. Kalman filter is able to overcome the defects of parameters being relevant
in the least squares method in different time, which makes filtering results smoother
and more accurate.

2.3.1 Observation Equation

Refer to the Fig. 1, set d ¼ 1=d1 þ 1=d2 þ 1=d3 þ 1=d4

ki ¼ 1=d1
d

; li ¼ 1=d2
d

mi ¼ 1=d3
d

; ni ¼ 1=d4
d

Express the VTEC at the puncture points as the function of four grid nodes,
respectively. The observation equation correspondingly is

VTECi ¼ ki � xi þ li � xiþ 1 þmi � xiþ 5 þ ni � xiþ 6 þ 1
FðzÞ � Bþ 1

FðzÞ � b ð4Þ

Where xi; xiþ 1; xiþ 5 and xiþ 6 denote VTEC at four grid points around a certain
grid, VTECi denote the VTEC at the puncture point.

Measurement variances are decided according to the elevation angle of the
puncture point, namely the lower the elevation angle is, the greater the variance will
be.

In conclusion, we take all parameters to be estimated as state vector in Kalman
filter estimation, namely all VTEC at grid points and DCB of all receivers.
X̂k ¼ ½x1 x2. . .xi. . .B1 B2. . .Bj. . .�Tk . Thus the Kalman filter equation is denoted as

Fig. 1 Puncture point
diagram
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Zk ¼ HkXk þVk , where Zk ¼ ½VTECi
k � 1

FðzÞ � bk�, Hk ¼ ½0. . .kik lik mi
k n

i
k. . .0. . .

1
F(zÞ . . .�,Vk stands for measurement noise of Gaussian.

2.3.2 State Equation

Between each period, aiming at the characteristics of random walk of VTEC and
DCB, we describe each state variable with random walk model in accordance with
zero-mean and random process characteristics of a linear variance transformation
over time, thus spacial state model is denoted as follows:

X̂k=k�1 ¼ Uk;k�1X̂k�1 þWk ð5Þ

Where Wk is Gaussian white noise whose mean value is 0, and the rate of the
variance is obtained by experience

Dr ¼ _qt ð6Þ

Where Dr is the increment of the standard deviation, _q is the rate of change of
the standard deviation with time, which means standard deviation is a random
quantity changing over time. High-precision results could be acquired by selecting
appropriate _q according to experience.

2.3.3 Recursive Algorithm

Applying the observation equation and state equation above, the recursion proce-
dure of Kalman filtering is as follows:

ð1ÞX̂k=k�1 ¼ Uk;k�1X̂k�1;

ð2ÞX̂k ¼ X̂k=k�1 þKkðZk � HkX̂k=k�1Þ;
ð3ÞKk ¼ Pk=k�1H

T
k ðHkPk=k�1H

T
k þRkÞ�1;

ð4ÞPk=k�1 ¼ Uk;k�1Pk�1U
T
k;k�1 þQk�1;

ð5ÞPk ¼ ðI � KkHkÞPk=k�1ðI � KkHkÞT þKkRkK
T
k

ð7Þ

Among them, I is the unit matrix, Qk�1 is covariance matrix for the system
process, Qð kÞ ¼ E½WkWT

k �;Rk is the covariance matrix of the observation
noise,Rk ¼ E½VkVT

j �, initially recursive value namely X̂0, P0 need to be predesigned.

Resolving the Regional Ionospheric Grid Model … 429



3 Results

3.1 Data Declaration

In order to verify the validity of the algorithm, we adopted the data of “Crustal
Movement Observation Network of China” (CMONOC) for 97 stations in 2014.
First of all, pseudorange observations are leveled by carrier phase to get
high-precision ionospheric delay measurements. Then model with the grid algo-
rithm, finally estimate the VTEC at grid points and DCB of receivers using Kalman
filter of each epoch. The grid range is as follows: north latitude for 27.5°–40° and
east longitude for 100°–120°, the size for 2:5� � 5�, temporal resolution for 30 s.
Station distribution figure is shown in Fig. 2.

3.2 Selection of Initial Value

Calculate data for a week by applying the least squares estimation method on the
measurement equation, and take the VTEC at grid points at first epoch everyday as
initial VTEC of X̂0. Then the average value of diurnal DCB variation for each
station for a week is recalculated, which are assigned to each station as the initial
DCB values, that is as the initial DCB in X̂0. Set P0 to be a unit matrix.

Fig. 2 Station distribution
figure
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3.3 Result Analysis

RMS in November 5–11 (doy 309–315) were calculated, and their mean values are
shown as Table 1.

The from shows the mean RMS is around 2.5 TECU, and the precision of inner
coincidence of the model is good.

3.3.1 Analysis of VTEC of Grid Point

With GIM as reference, compare the VTEC between grid algorithm and GIM. For
clarity, Fig. 3 shows the difference of VTEC for doy310 with CODE to check the

Table 1 Statistical table of daily mean RMS

Doy 309 310 311 312 313 314 315

Mean RMS/TECU 2.28 2.96 2.18 2.45 2.23 2.63 2.13

Fig. 3 Differentials of VTEC in doy310
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variation of VTEC precision during a day. Due to limited space, we choose the
interval to be 4 h, and plot the difference figures in UTC0:00, UTC4:00, UTC8:00,
UTC12:00, UTC16:00, UTC20:00 as follows:

Obviously, the difference in low latitude area is greater than in high latitudes,
because the closer to the equator, more violent the ionospheric variations will be,
and thus greater the error will be, which accords with the characteristics of iono-
sphere. Besides, it seems the difference is greater during the day than at night, and
more obvious in UTC8:00 and UTC12:00, which is caused by the violent solar
activity and inaccurate descriptions in detail of the GIM resulting from building
globally with less Chinese stations and regionally smoothed. However, in this
paper, full consideration to the temporal and spatial variation of the grid parameters
are taken by applying the Kalman filter algorithm, which fits the regional changes
better, thus resulting in greater bias in the noon.

3.3.2 Analysis of Receiver Hardware Delay DCB

The maximum error of ionospheric delay is hardware delay (the sum of the hard-
ware delay of both satellites and receivers) of GNSS system, so the stability of the
receiver DCB is also an important method to evaluate the accuracy of ionosphere
modeling.

Four stations located in the inner region were selected to show the receiver DCB
obtained by using Kalman filter estimation as shown in Fig. 4.

It is observed that the variations of the DCB are stable, and the accuracy with
daily variation about 1 ns is better.

Compare the receiver DCB of last epoch with the regional station receiver
hardware delay isolated from the original observation using satellite hardware delay
and spherical harmonic coefficients, whose differences reflect outer precision of
DCB. By analyzing data for a week and comparing their mean daily difference,
results are shown in Fig. 5. Among the figure, the red points correspond to the
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Fig. 4 Estimated DCB of four stations
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stations in edge regions, and the black points correspond to the stations in the
central area.

There is greater receiver DCB bias beyond 1.5 ns of the stations in the edge
region, however, most of the central stations are within 1 ns, which is caused by
less stations and insufficient observations in the edge region. Whereas, stations in
the central region were more, which contributed to the better fitting effect and
higher precision.

4 Conclusions

With the algorithm of fixing satellite DCB, and setting up the regional ionospheric
grid model based on the Kalman filter estimation, we took GNSS data for 7 days
from November 5, 2014 to November 11 to test. The results show that the accuracy
of ionosphere delay a grid points are higher, the receiver hardware delays within
2 ns are relatively stable. Besides, the results demonstrate that grid point with less
station around lead to poorer accuracy of receiver DCB. Further studies will apply
the grid model to the regional positioning to test the accuracy of the model.

Acknowledgements Thanks to Key Program of National Natural Science Foundation of China
(41231064) and National High Technology Research and Develop Program of China
(2014AA123101) and other subjects for subsidizing research. At the same time, thanks to the
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Study in BDS Triple-Frequency Phase
Ionospheric Delay Estimation and Code
Hardware Delay Separation Method

Huarun Wang, Hongzhou Chai, Yang Chong and Yulong Kong

Abstract Precise phase ambiguity resolution is needed to obtain high-precise
ionospheric delay with the phase observations, extreme wide-lane (EWL) combina-
tion can be easily fixed owing to the long wavelength, MW combination wide-lane
(WL) ambiguity fixing may fail because of the influence of code hardware delay,
observation noise, andmultipath. In this paper, BDS triple-frequency observation and
GIMproduction is applied tofix theWL ambiguitywith thefixedEWLambiguity and
phase WL geometry-free (GF) combination, then high-precise ionospheric delay is
reconstructed with the fixed ambiguities, also the satellite and receiver code hardware
delay is separated. The test results show an obvious improvement of WL ambiguity
success rate of fixing, and a systemic bias of 0.5–0.8 m exists between the recon-
structed ionospheric delay and GIM correction, meaning an equivalent ionospheric
delay correction precision of 3–5 TECU. The separated code hardware delay is stable
and the stability of GEO and IGSO satellites is obviously better than MEO satellites,
also the code hardware delay bias between different frequencies of IGSO satellites
coincides best with DCB estimated from ionosphere modeling.

Keywords BDS triple frequency � Ambiguity fixing � GIM � Ionosphere recon-
struction � Code hardware delay separation

1 Introduction

As one of the key influence factor to GNSS users, providing high-precision iono-
spheric delay is the most important approach to improve the precision in navigation
and positioning [1–3]. Currently, the most used methods to deal with ionospheric
delay include eliminating the ionosphere information such as ionosphere-free
(IF) combination and correcting with ionosphere model, IF combination may
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enlarge the observation noise, Kloubchar ionosphere model that navigation users
adopt most can only correct for about 60 % of the ionospheric delay. Although
post-processing precise ionosphere grid product based on global monitoring sta-
tions observation provided by international organizations like IGS analyzing center
may reach the precision of 2–8 TECU (1TECU arouses near 0.165 m ionospheric
delay error on BDS L1 frequency) [4], GIM correction precision may distribute
nonuniform in different regions due to the limitation of monitoring stations location,
and decreases when ionosphere severe variation incident occurred [5]. In recent
years, multi-frequency technology has developed rapidly, the increase of frequency
provides more redundancy observations and promotes carrier phase ambiguity
fixing aided by excellent combinations [6]. Jian et al. [7] used GPS EWL ambiguity
to resolve the double-difference ionospheric delay; Li [8, 9] proposed a method to
get distance-independent triple-frequency ambiguity resolution using
semi-generated triple-frequency GPS signals. Fan et al. [10] introduced an approach
to analyze BDS satellites DCB precision based on triple-frequency observations. In
this paper, multi-frequency WL ambiguity fixing idea is first adopted to propose a
method to fix BDS triple-frequency WL ambiguity with the aid of GIM correction,
and then high-precision triple-frequency ionospheric delay is reconstructed, lastly
the sum of satellite and receiver code hardware delay is separated using MW
combination ambiguity.

2 Principle and Methodology

2.1 Ambiguity Fixing and Ionosphere Reconstruction

Triple-frequency pseudorange and phase observation equations (unit: m) can be
expressed as follows:

P1 ¼ qþ I
f 21

þ dP1 þ eP1 L1 ¼ q� I
f 21

þ dL1 þ k1N1 þ eL1

P2 ¼ qþ I
f 22

þ dP2 þ eP2 L2 ¼ q� I
f 22

þ dL2 þ k2N2 þ eL2

P3 ¼ qþ I
f 23

þ dP3 þ eP3 L3 ¼ q� I
f 23

þ dL3 þ k3N3 þ eL3

ð1Þ

Where q represents the geometry term independent of frequency, I represents
ionosphere parameter, k represents the wavelength, N represents phase ambiguity
on origin frequency, d represents the sum of satellite and receiver code hardware
delay, e represents the influence of observation multipath and noise.

In general phase, geometry-free combination is used to calculate the
high-precision ionospheric delay, WL combinations with longer wavelength and
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smaller noise are chosen to resolve the phase ambiguity. Table 1 shows the BDS
triple-frequency combinations that meet the need of the proposed character [11, 12].

In this paper combinations (0, 1, −1) and (1, 0, −1) are chosen to resolve the
ambiguity, the corresponding phase EWL and WL combinations can be expressed
as follows:

Uewl ¼ f2L2 � f3L3
f2 � f3

¼ qþ I
f2f3

þ kewlNewl

Uwl ¼ f1L1 � f3L3
f1 � f3

¼ qþ I
f1f3

þ kwlNwl

ð2Þ

Where kewl ¼ c
f2�f3

;Newl ¼ N2 � N3 represents the EWL wavelength and ambi-
guity, respectively, kwl ¼ c

f1�f3
;Nwl ¼ N1 � N3 represents the WL wavelength and

ambiguity, respectively, the geometry-free combination can be got by differing the
two equations according to (2).

UGF ¼ Uewl � Uwl ¼ 1
f2f3

� 1
f1f3

� �
Iþ kewlNewl � kwlNwlð Þ ð3Þ

So we get the ionospheric delay corresponding to L1 frequency.

sTEC ¼ I
f 21

¼ UGF � ðkewlNewl � kwlNwlÞ
f1ðf1 � f2Þ f2f3 ð4Þ

In general, high-precision ionospheric delay is obtained through getting phase
geometry-free combination and the fixed origin ambiguity, often EWL and WL and
narrow-lane (NL) ambiguity fixing is needed in this process [13], however
narrow-lane ambiguity is difficult to fix because of its short wavelength. Though the
WL geometry-free combination enlarges the noise in (4), only WL ambiguity Newl

and Nwl are needed to get high-precision ionospheric delay, which avoids fixing the
NL ambiguity. Generally MW combination is adopted to resolve WL ambiguity as
follows:

Table 1 The character of BDS triple-frequency phase combinations

Combination
coefficient

Wavelength
(m)

Ionosphere
parameter
(cycle)

Ionosphere
parameter
(m)

Noise
parameter
(cycle)

Noise
parameter
(m)i j k

Combinations with long wavelength

0 −2 2 2.442 −0.652 −1.591 2.828 6.907

0 −1 1 4.884 −0.326 −1.591 1.414 6.907

1 −1 0 0.847 −1.527 −1.293 1.414 1.198

1 0 −1 1.025 −1.201 −1.231 1.414 1.449

1 1 −2 1.297 −0.875 −1.135 2.449 3.176
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N̂wl;km ¼ fk
c
Lk � fm

c
Lm

� �
� fkm

fk
c
Pk þ fm

c
Pm

� �

¼ Nwl;km þ fk
c

dL;k þ eL;k
� �� fm

c
dL;m þ eL;m
� �

� fkm
fk
c

dP;k þ eP;k
� �� fkm

fm
c

dP;m þ eP;m
� �

ð5Þ

Where k;m represents different frequency and fkm ¼ fk�fm
fk þ fm

, phase hardware delay
and noise can be ignored compared to code pseudorange, so the main factors that
influence WL ambiguity are code hardware delay, multipath, and noise, WL
ambiguity can be expressed as follows:

N̂ewl ¼ f2
c
L2 � f3

c
L3

� �
� f23

f2
c
P2 þ f3

c
P3

� �

¼ Newl � f23
f2
c
ðdP2 þ eP2Þ � f23

f3
c
ðdP3 þ eP3Þ

N̂wl ¼ f1
c
L1 � f3

c
L3

� �
� f13

f1
c
P1 þ f3

c
P3

� �

¼ Nwl � f13
f1
c
ðdP1 þ eP1Þ � f13

f3
c
ðdP3 þ eP3Þ

ð6Þ

According to the random character of observation noise, smoothing can weaken
the influence of noise obviously. Benefiting from the long wavelength up to 4.88 m
of the combination (0, 1, −1), EWL ambiguity is limitedly influenced by code
hardware delay and noise, so the single epoch success rate of fixing is rather high
after smoothing. However, the wavelength of the combination (1, 0, −1) is only
1.03 m, WL ambiguity is more easily influenced by code hardware delay and noise,
resulting a lower success rate of fixing. In order to avoid involving the noisier
pseudorange observations, phase geometry-free combination is adopted to resolve
WL ambiguity under the condition of the fixed EWL ambiguity [14].

N̂Dwl ¼ uwl � ðuewl � NewlÞ kewlkwl

¼ Nwl þ f2 � f1
f1f2f3kwl

I
ð7Þ

According to (7), WL ambiguity is mainly influenced by ionospheric delay,
supposed that the magnitude can be expressed as (8).

f2 � f1
f1f2f3kwl

I ¼ DNwl;Ion þ dNwl;Ion ð8Þ
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Where DNwl;Ion and dNwl;Ion represents the integer and fractional part of the
influence of ionospheric delay to WL ambiguity, respectively.

N̂Dwl ¼ Nwl þDNwl;Ion þ dNwl;Ion ð9Þ

Smoothing the float WL ambiguity and rounding it to the near integer, we get
�Nwl ¼ N̂wl

� �
.

�Nwl ¼ Nwl þDNwl;Ion ð10Þ

Here, GIM product is used to resolve the integer influence of ionospheric delay
to WL ambiguity, however the GIM correction precision is not homogeneous in
different regions in global, supposed that the integer influence of GIM correction
errors to WL ambiguity can be expressed as DNwl;error, according to (4) we can get
the equation as (11).

sTECGIM ¼ UGF � kewlNewl � kwl Nwl þDNwl;error
� �� �

f1ðf1 � f2Þ f2f3 ð11Þ

The estimated ionospheric delay with the float WL ambiguity can be expressed
as follows:

sTEC ¼ UGF � kewlNewl � kwl Nwl þDNwl;Ion þ dNwl;Ion
� �� �

f1ðf1 � f2Þ f2f3 ð12Þ

Differencing the above two equations.

D sTEC ¼ sTEC� sTECGIM

¼ kwl DNwl;Ion � DNwl;error þ dNwl;Ion
� �

f1ðf1 � f2Þ f2f3
ð13Þ

So we get the influence of ionospheric delay to WL ambiguity.

D N̂wl;Ion;error ¼ D N̂wl;Ion � D N̂wl;error ¼ f1ðf1 � f2Þ � D sTEC
kwlf2f3

ð14Þ

According to (14), the influence of GIM correction errors is directly involved to
the integer cycle errors influenced by ionospheric delay to WL ambiguity. After
smoothing the float ambiguity and rounding it to near integer, we get the integer
influence of ionospheric delay to WL ambiguity as DNwl;Ion;error ¼ D N̂wl;Ion;error

� �
,

the fixed WL ambiguity Nwl ¼ �Nwl � DNwl;Ion;error is obtained and triple-frequency
ionospheric delay can be reconstructed with the fixed WL ambiguity.
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sTECTriple frequecy ¼
UGF � kewlNewl � kwl �Nwl � DNwl;Ion;error

� �� �
f1ðf1 � f2Þ f2f3 ð15Þ

Differencing the reconstructed ionospheric delay and GIM correction values we
get.

D sTECIon;error ¼ sTECTriple frequecy � sTECGIM

¼ kwlðDNwl;Ion � DNwl;Ion;error � DNwl;errorÞ
f1ðf1 � f2Þ f2f3

ð16Þ

Supposed that GIM correction errors lead to several integer cycles, the variation
of DsTECIon;error can easily exceed 2.84 m according to (16), we can decide whether
the WL ambiguity has been fixed or not through the variation, if failed, we can
revise the WL ambiguity with DNwl;error resolved from DsTECIon;error.

2.2 Code Hardware Delay Separation

Code hardware delay on each frequency can be separated according to the recon-
structed ionospheric delay, WL ambiguity and pseudorange geometry-free combi-
nation as follows:

N̂ewl ¼ Newl � f23f2
c

dP2 � f23f3
c

dP3

N̂wl ¼ Nwl � f13f1
c

dP1 � f13f3
c

dP3

Pi � Pj ¼ 1
f 2i

� 1
f 2j

 !
Iþ dPi � dPj

ð17Þ

The above equations can be further expressed as

Ax ¼ L ð18Þ

Where the GF combination in free term L can be consisted of
P1 � P2;P1 � P3;P2 � P3, and the corresponding coefficient matrixes are as
follows:
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A12 ¼
0 � f23f2

c � f23f3
c

� f13f1
c 0 � f13f3

c

1 �1 0

2
64

3
75

A13 ¼
0 � f23f2

c � f23f3
c

� f13f1
c 0 � f13f3

c

1 0 �1

2
64

3
75

A23 ¼
0 � f23f2

c � f23f3
c

� f13f1
c 0 � f13f3

c

0 1 �1

2
64

3
75

ð19Þ

The condition number of coefficient matrix is
condðA12Þ ¼ 97:16; condðA13Þ ¼ 14:32; condðA23Þ ¼ 11:68, also the correspond-
ing term related to ionosphere information in the free term is
ð 1f 21 �

1
f 22
ÞI ¼ �0:6724sTEC, ð 1f 21 �

1
f 23
ÞI ¼ �0:5145sTEC, ð 1f 22 �

1
f 23
ÞI ¼ 0:1579sTEC

respectively. In general, it can be more easily effected by observation noise because
of the bigger condition number. The condition number of coefficient matrix from
L2/L3 combination is the smallest, and the same reconstructed ionosphere error
results the smallest effect to free term of L2/L3 combination. From all of the
analysis above it can conclude that the L2/L3 GF combination is the best choice to
separate code hardware delay.

A ¼
0 � f23f2

c � f23f3
c

� f13f1
c 0 � f13f3

c
0 1 �1

2
4

3
5 x ¼

dP1
dP2
dP3

2
4

3
5 L ¼

N̂ewl � Newl

N̂wl � Nwl

P2 � P3 � ð 1f 22 �
1
f 23
ÞI

2
64

3
75 ð20Þ

In a short period, code hardware delay keeps stable and contributes to fore-
casting, deducting the influence of code hardware delay from float WL ambiguity
can accelerate the ambiguity fixing process which is independent of extra iono-
sphere information.

3 Experiments and Analysis

In this paper, BDS triple-frequency observation data of MGEX monitoring station
CUT0 from April 25th to 29th (DOY 115th–119th) in 2014 are selected to verify
the method, the sample interval is 30 s, and the visibility of BDS satellites in this
period is shown in Fig. 1.

It can be seen that GEO satellites (C01–C05) are visible in all day owing to their
earth synchronous orbit; the visibility of IGSO satellites (C06–C10) is more than
90 % however less than 50 % for MEO satellites (C11–C14) in all day. To be
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convenient for discussion and analysis, here the data of station CUT0 on 115th is
first selected, and C04, C08, C12 corresponding to GEO, IGSO, MEO satellite,
respectively, are focused to get the ambiguity resolution.

3.1 WL Ambiguity Resolution

As known, the MW WL ambiguity is mostly influenced by code hardware delay,
multipath, and noise, the distribution of ambiguity residual after rounding to near
integer reflects somewhat the character and magnitude of the influence factor.
Figure 2 shows the histogram density and Q–Q quantiles of EWL ambiguity
residual of the three satellites.

From the histogram in Fig. 2, the EWL ambiguity residual mainly presents a
trend of normal distribution, meaning that observation noise coincides with the
random character of Gauss distribution. The non-zero mean value of residual is
mainly due to the stable influence of code hardware delay on ambiguity in a short
period, and the mean difference represents a different magnitude of code hardware
delay. For Q–Q quantiles plot, the horizontal ordinate is the quantiles of standard
normal distribution, and the vertical ordinate is the sample value, it is closer to
normal distribution when sample values coincide with middle position of the slant
line. In Fig. 2 EWL ambiguity residual coincides with the slant line on the whole,
especially for the middle position of the line, however large difference exists on the
both ends of the line. The intercept of the line on vertical ordinate does not equal to
zero showing that the ambiguity residual corresponds to a normal distribution with
non-zero mean value, which coincides with the results in histogram density plot.
The mean EWL ambiguity residual of the three satellites is no more than 0.4 cycles
and the biggest residual is less than 0.5 cycles. Figure 3 shows the time series of
EWL ambiguity estimated from MW combination.

Fig. 1 The visibility of BDS satellites
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In Fig. 3 the EWL ambiguity fluctuates slightly due to the long wavelength, the
amplitude is no more than 0.5 cycles. The ambiguity of C04 presents an obvious
seasonal waviness mainly due to the multipath influence of GEO satellite, however
the ambiguity of C08 and C12 shows an obvious white noise character. All
ambiguities present more stable after smoothing, and the single epoch success rate
of fixing can reach up to 100 %.

Fig. 2 Histogram density and Q–Q quantiles plot of the EWL ambiguity residual. a C04. b C08.
c C12

Fig. 3 The time series of EWL ambiguity. a C04. b C08. c C12
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WL ambiguity has shorter wavelength compared to EWL combination, so it can
be more easily influenced by multipath and noise. Figures 4, 5 and 6 give the time
series of WL ambiguities estimated from MW combination and phase WL
geometry-free combination, respectively.

As for WL ambiguity estimated from MW combination, it also appears an
obvious seasonal waviness due to the multipath influence of GEO satellite, and a
white noise character of IGSO and MEO satellites. Also it is clear that the variation
range is up to 2–3 cycles, which may lead to a wrong fixed value after smoothing
such as at the 100th, 1250th epoch for C04, the 1980th, 2340th epoch for C08, the

Fig. 4 The time series of C04 WL ambiguity. a MW method. b Phase WL GF combination
method

Fig. 5 The time series of C08 WL ambiguity. a MW method. b Phase WL GF combination
method

Fig. 6 The time series of C12 WL ambiguity. a MW method. b Phase WL GF combination
method
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410th, 890th epochs for C12 when no one cycle-slip occurs, result from the
involvement of pseudorange in MW combination which enlarges the noise. WL
ambiguity is more easily influenced by multipath and code hardware delay even
though the smoothing process can weaken the noise, which is just because of the
shorter wavelength compared with EWL combination. However, phase
geometry-free combination has smaller noise, the estimated WL ambiguity varies
no more than 0.8 cycles when EWL ambiguity has already been fixed and iono-
spheric delay corrected by GIM production, the stability can be improved a lot and
the single epoch success rate of fixing is up to 100 % after smoothing. Also, it can
be seen that the WL ambiguity estimated from the above two approaches differs
several cycles, just because the ambiguity estimated from MW combination con-
tains code hardware delay. If the GIM correction is precise enough, the WL
ambiguity estimated from phase WL geometry-free combination can be fixed to the
true value when ionospheric delay has been corrected.

3.2 Ionosphere Reconstruction and Precision Analysis

The slant ionospheric delay can be reconstructed with the phase WL geometry-free
combination and fixed WL ambiguities. Figure 7 shows the time series of iono-
spheric delay estimated of station CUT0 on DOY 115th–119th.

Figure 7 shows a similar variation trend of the estimated ionospheric delay at the
same station in different days. Effected by inner ionosphere activities, the estimated
ionospheric delay differs most at the local time about 12:00 when ionosphere is
active, and almost coincides from 1:30 a.m. to 8:00 a.m. when ionosphere is stable
in different days.

In order to evaluate the precision of the estimated ionospheric delay with the
fixed WL ambiguities, Figs. 8, 9 and 10 show the ionospheric delay difference of
C04, C08, C12 between the estimated value and GIM correction.

Fig. 7 The time series of C04 ionospheric delay in different days
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According to (4), one cycle error in fixed EWL and WL ambiguity will trigger
13.54 and 2.84 m variation in estimated ionospheric delay, respectively. From the
above figures, it can be seen that the ionospheric delay difference of C04, C08
between estimated value and GIM correction is no more than 1.5 m, and less than
2 m for C12. There exists an ionospheric delay systemic bias of about 0.5–0.8 m
between estimated value and GIM correction, meaning an equivalent ionospheric
delay correction precision of 3–5 TECU, however this does not influence the
triple-frequency WL ambiguity fixing process.

Fig. 9 The comparison and difference between C08 ionospheric delay estimated and GIM
correction. a The slant ionospheric delay. b The ionospheric delay difference

Fig. 8 The comparison and difference between C04 ionospheric delay estimated and GIM
correction. a The slant ionospheric delay. b The ionospheric delay difference

Fig. 10 The comparison and difference between C12 ionospheric delay estimated and GIM
correction. a The slant ionospheric delay. b The ionospheric delay difference
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3.3 Code Hardware Delay Separation and Precision
Analysis

The sum of satellite and receiver code hardware delay on each frequency can be
separated when high-precision ionospheric delay is reconstructed. Figure 10 gives
the mean residual of WL ambiguity and pseudorange geometry-free combination
between L2/L3 deducting ionospheric delay of station CUT0 in 2014 on DOY
115th–119th (Fig. 11).

From the mean value of ambiguity residual, it can be seen that the influence of
code hardware delay to EWL ambiguity is stable and less than 0.38 cycles because
of the long wavelength, however it can be up to several cycles for WL ambiguity;
this is just the reason that the WL ambiguity estimated from MW combination is
difficult to fix. The pseudorange geometry-free combination deducting ionospheric
delay may differ 1.2 m in different days, which relates to the observation noise and
ionospheric delay correction precision. Figure 12 gives the variation of the mean
code hardware delay estimated every day on each frequency of the three satellites.

The sum of satellite and receiver code hardware delay keeps stable in a short
period, the stability of GEO and IGSO satellites is better than MEO satellite, which
may result from the shorter visible period of MEO in a day. Though the magnitude of
code hardware delay may exceed 10 m, it can be absorbed into receiver clock offset
when positioning which will not influence the precision. With the BDS observations
of about 88 global MGEX monitoring stations on April 25th in 2014, satellite and
receiver hardware delay biases are separated through ionosphere modeling with 12
order spherical harmonic function, and Fig. 13 gives their comparison with the
difference of code hardware delay between L1 and L2 frequency.

Fig. 11 The mean value of EWL/WL ambiguity residual and code pseudo-range GF combination.
a EWL ambiguity residual. b WL ambiguity residual. c Code pseudo-range GF combination
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It can be seen that the code hardware delay biases from ionosphere modeling
with geometry-free combination coincide with the difference of code hardware
delay between L1 and L2 frequency. The mean bias is no more than 0.5 m for GEO
and about 0.8 m for MEO, however it fits the best for IGSO, the probable reason is
that IGSO satellites have a better space geometry distribution compared to GEO
satellites and longer visible period compared to MEO satellites, when ionosphere

Fig. 12 The sum of satellite and receiver code hardware delay on different frequencies. a Code
hardware delay on L1. b Code hardware delay on L2. C Code hardware delay on L3

Fig. 13 The comparison of code hardware delay bias between L1/L2 frequencies
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modeling with original observation, the point of puncture of IGSO signals distribute
more widely and homogeneously which describes the distribution characteristics of
ionosphere best and thus improves the precision of satellite and receiver DCB
separated from ionosphere modeling.

WL ambiguity of MW combination can be easily fixed without GIM correction
when assisted by the estimated high-precise and stable code hardware delay, which
improves the efficiency and precision of ambiguity resolution in geometry-free
mode.

4 Conclusions

Owing to the long wavelength of EWL combination, EWL ambiguity varies less
than 0.5 cycles, and the single epoch success rate of fixing can reach up to 100 %
after smoothing. In contrast, WL ambiguity from MW combination can vary up to
2–3 cycles because of the influence of code hardware delay and observation noise.
In this paper, a method is proposed to resolve the WL ambiguity with the fixed
EWL ambiguity and phase WL geometry-free combination, the resolved WL
ambiguity presents smoother and higher in success rate of fixing compared to WL
ambiguity from MW combination.

There exists an obvious ionospheric delay systemic bias of about 0.5–0.8 m
between estimated value and GIM correction, meaning an equivalent ionospheric
delay correction precision of 3–5 TECU.

It also turns out that the satellite and receiver code hardware delay separated with
reconstructed triple-frequency ionospheric delay and WL ambiguity from MW
combination is stable and the stability of GEO and IGSO is obviously better than
MEO satellites. The code hardware delay bias between different frequencies
coincides well with DCB separated from ionosphere modeling, especially for IGSO
satellites which have a better space geometry distribution and longer visible period.
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The Effect of Colored Noise
on the Coordinate Time Series Analysis
of Continuous GPS Stations in Antarctic
Peninsula

Chao Ma, Fei Li, Sheng-kai Zhang, Jin-tao Lei, Qingchuan Zhang
and Wenhao Li

Abstract Recent researches show not only white noise but also colored noise
widely existed in various continuous GPS station coordinate time series, and the
colored noise also has an important influence on GPS time series analysis. To
determine the optimal noise model of GPS time series in the Antarctic Peninsula,
and analyze the influence of colored noise and spatial filtering on the parameters
estimation and uncertainty of GPS coordinate time series, the GAMIT/GLOBK
10.5 software is used to solve the measured data of eight GPS stations from 2010 to
2014, and the CATS software is used to estimate the parameters of the coordinate
time series in different noise models. The results show that, (1) the combination of
white noise, flicker noise, and random walk noise is the best noise model in the
Antarctic Peninsula; (2) The main component of the noise model is flicker noise,
and the random walk noise only exists in the east direction of a few stations; (3) In
Antarctic Peninsula area, regional spatial filtering can greatly reduce the uncer-
tainties in the linear and periodic parameter estimation of GPS time series, by
effectively reducing the white noise, flicker noise, and random walk noise.

Keywords Antarctic Peninsula � GPS � Time series � Colored noise

1 Introduction

It was originally assumed that the GPS data are independent random distributed and
there is only white noise (WN) in coordinate time series. In recent years, not only
WN, but also flicker noise (FW) and random walk noise (RWN) have been studied
in GPS time series. Williams et al. [1] analysed noise of 954 consecutive GPS
coordinate time series in 9 global GPS solutions by maximum likelihood estimation
(MLE) and the results showed that optimal noise model was white noise + flicker
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noise. Jiang et al. [2] used power spectrum analysis and MLE to estimate the noise
characteristics of the CORS network coordinate time series in CGCS2000 frame-
work and found that the optimal noise model is WN + FN + RWN. Li et al. [3]
used 11 IGS stations in China to analyze the noise of 1995–2010 coordinate time
series and found that the noise model of IGS station in China is WN + FN and
WN + BPPRN (band pass power rate noise). Jiang and Zhou [4] analysed the noise
of 10 consecutive GPS time series in Australian, and found that the optimal noise
model in horizontal is WN + FN.

Antarctica is one of most important areas in international geodynamics research
field. Polar Earth Observing Network (POLENET) is an international project and it
aims to layout GPS and seismograph in the polar regions in the 2007/2008
International Polar Year (IPY) [5]. In recent years, the number and distribution of
stations in Antarctic Peninsula is improving largely and the noise analysis of the
coordinate time series in the region is possible.

2 Noise Analysis Method

White noise is a random signal or process, and its power spectrum density is
distributed uniformly in whole frequency domain, and the other noise has no such
property. The high frequency part of the signal usually represents white noise, and
the middle and low frequency part represent the flicker noise and random noise. If
there is colored noise in the time series, the variance of the parameter estimates will
not decrease with the increase of observations. In the calculation of displacement
and velocity of base station by GPS repeated observation method, it will be too
optimistic velocity error estimation and cannot reflect the actual accuracy if the
colored noise is not considered.

At present, there are three noise analysis methods: maximum likelihood esti-
mation (MLE) [6], spectral estimation [7], and empirical method based on Williams
[8]. The CATS software is an independent C program developed by Williams [9] to
study and compare the random noise process and the distribution of its real
uncertainty. The main analysis method of CATS is MLE, so we are mainly
concerned about MLE.

MLE is a statistical method for estimating the noise components and parameters
of linear equations. That means the likelihood of a set of observation values X must
be maximized. The likelihood L of a Gauss distribution is

Lðx;CÞ ¼ 1

ð2pÞN=2ðdetCÞ1=2
exp �0:5v̂C�1v̂

� � ð1Þ

where det is the determinant of a matrix, C represents the covariance matrix of the
assumed noise, each kind of noise has a particular covariance matrix. N is the
number of epochs and are the post-fit residuals to the linear function using weighted
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least squares with the same covariance matrix C. In order to make the numerical
more stable, we maximize the logarithm of the likelihood

ln Lðx;CÞ½ � ¼ � 1
2

lnðdet cÞþ v̂T þN lnð2pÞ� � ð2Þ

3 Data Processing

In order to facilitate the reader to understand data processing process, Fig. 1 shows
the flow chart of data processing.

3.1 GPS Data Sources

The daily observations of eight GPS stations from 2010 to 2014 in the Antarctic
Peninsula are used as GPS raw data (see Fig. 2), and among them there are two IGS
stations (PALM, PALV) and six POLENET stations (DUPT, VNAD, HUGO,
FONP, ROBI, CAPF). The data sources are from the Scripps orbit and permanent
array center (SOPAC) and University NAVSTAR Consortium (UNAVCO).

GAMIT/GLOBK
Solution/adjustment

Estimation by CATS 
considering 

WN

Estimation by CATS 
considering 

WN, FN, RWN

PCA
Spatial filtering

1: Noise magnitude,
velocity, amplitude

and initial phase

GPS data

GPS coordinate
time series

2: Noise magnitude,
velocity, amplitude

and initial phase

3: Noise magnitude,
velocity, amplitude

and initial phase

Estimation by CATS 
considering 

WN, FN, RWN

Comparison and analysis

Fig. 1 The flow chart of data processing
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3.2 GPS Data Processing

GAMIT/GLOBK10.5 is a high-accuracy GPS comprehensive analysis software
package for estimating station coordinates and velocities, stochastic or functional
representations of post-seismic deformation, atmospheric delays, satellite orbits,
and Earth orientation parameters. GAMIT software is used to get the baseline
solutions of GPS data in this paper and we modified some of the processing
strategies, as shown in Table 1.

Fig. 2 The distribution of GPS stations in Antarctic Peninsula, the solid triangles represent the
POLENET stations and the solid circles represent IGS stations

Table 1 The strategies of
baseline solutions

Entries Strategies

Choice of experiment RELAX

Choice of observable LC_AUTCLN

Reference station constraints (m) 0.05, 0.05, 0.10

Other station constraints (m) 100, 100, 100

Elevation cutoff 15°

Epoch interval 30 s

Troposphere model Saastamoinen

Tidal model FES2004

Radiation force model BERNE

Reference frame ITRF2008
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3.3 Network Adjustment

GLOBK was used for network adjustment in ITRF2008 reference frame after
getting baseline solutions. In order to maintain the stability of reference frame, we
use the H files of global subnetwork (which can be downloaded from the SOPAC
website) and select 91 core stations in IGb08 as stable stations. The time series of
GPS station has a step due to earthquakes or antenna changes and other reasons, so
we use the latest earthquake file itrf08_comb.eq to correct them.

3.4 Regional Spatial Filtering

The common mode errors are some errors with temporal and spatial correlations in
regional GPS network, which has important implications on the analysis of GPS
time series. The common mode errors of the GPS network can be eliminated
effectively by regional spatial filtering. The principal component analysis
(PCA) method [10] is used in this paper for the spatial filtering of GPS network in
Antarctic Peninsula. The method is successfully used in the study of coseismic
deformation and the decomposition of geodetic data. PCA allows the data itself to
determine its spatial distribution. By means of a linear combination, the explained
variances of some certain variables will become larger and the variables with larger
explained variances are called principal components.

4 Time Series Analysis

4.1 Noise Analysis

We analyzed two kinds of noise combinations, one was white noise (C1), and the
other was white noise + flicker noise + random walk noise (C2). Noise magnitude
of GPS time series are estimated by CATS software in this paper. Table 2 shows
the noise comparisons of GPS time series between two kinds of noise combinations.
The time series of all sites in C1 have only white noise, while the time series of most
of sites in C2 have white noises and flicker noises and only the north components of
FONP and DUPT have only white noises and only the east components of PALM,
PALV, and DUPT have random walk noises. Because PALM, PALV, and DUPT
have similar latitudes (see Fig. 1), so the random walk noise in east components may
be related to the local environmental factors. The white noises of C1 is larger than
those of C2, but obviously smaller than total noises of C2. So, if the colored noise is
not considered, the white noise in the time series would be overestimated and the
total noise magnitude would be underestimated. Because white noise, flicker noise,
and random walk noise of GPS network in the Antarctic Peninsula are all significant,
the optimal noise model is white noise + flicker noise + random walk noise.
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4.2 Parameter Estimation and Uncertainty

In order to understand the effects of different noise combinations on parameter
estimation, we compared the velocities and annual period amplitudes. It can be seen
from Table 3 that estimated parameters have significant differences between C1 and
C2. The max difference of the velocities and annual period amplitudes in C1 and C2
are 1.73 mm/a and 0.65 mm, respectively. The max errors of the velocities and
annual cycle amplitude in C2 are 47 and seven times greater than those in C1.
This indicates that considering white noise only would greatly underestimate the
uncertainties of parameters.

Table 2 Noise comparisons of GPS time series between two kinds of noise combinations (C1 and
C2)

Name Component C1WN (mm) C2WN (mm) C2FN (mm) C2RWN (mm)

CAPF N 3.62 ± 0.07 2.38 ± 0.14 9.27 ± 0.70 0.00 ± 0.02

E 3.42 ± 0.07 2.60 ± 0.10 7.25 ± 0.60 0.00 ± 0.00

U 10.28 ± 0.21 5.11 ± 0.46 29.47 ± 1.78 0.00 ± 0.00

DUPT N 2.40 ± 0.04 1.67 ± 0.06 5.42 ± 0.34 0.00 ± 0.00

E 2.55 ± 0.04 1.51 ± 0.07 5.49 ± 0.43 2.91 ± 1.18

U 7.78 ± 0.12 3.63 ± 0.27 22.47 ± 1.00 0.00 ± 0.00

FONP N 2.80 ± 0.05 1.83 ± 0.09 6.68 ± 0.48 0.00 ± 0.00

E 2.52 ± 0.05 1.67 ± 0.08 5.76 ± 0.42 0.00 ± 0.00

U 8.36 ± 0.16 4.16 ± 0.35 24.11 ± 1.37 0.00 ± 0.00

HUGO N 2.98 ± 0.05 1.73 ± 0.09 7.54 ± 0.43 0.00 ± 0.00

E 3.83 ± 0.07 3.32 ± 0.09 5.50 ± 0.64 0.00 ± 0.00

U 11.24 ± 0.21 7.39 ± 0.36 27.65 ± 1.81 0.00 ± 0.00

PALM N 2.28 ± 0.04 1.40 ± 0.06 5.78 ± 0.31 0.00 ± 0.00

E 2.28 ± 0.04 1.36 ± 0.07 5.26 ± 0.45 3.33 ± 1.17

U 7.84 ± 0.12 3.58 ± 0.31 23.79 ± 1.07 0.00 ± 0.00

PALV N 2.25 ± 0.04 1.35 ± 0.07 5.83 ± 0.31 0.00 ± 0.00

E 2.21 ± 0.04 1.31 ± 0.08 5.27 ± 0.48 2.72 ± 1.45

U 7.82 ± 0.12 3.61 ± 0.30 23.74 ± 1.07 0.00 ± 0.01

ROBI N 4.00 ± 0.07 2.27 ± 0.15 10.84 ± 0.64 0.00 ± 0.00

E 4.57 ± 0.08 3.44 ± 0.11 8.12 ± 0.70 0.00 ± 0.02

U 11.85 ± 0.22 7.76 ± 0.37 28.92 ± 1.86 0.00 ± 0.00

VNAD N 2.63 ± 0.04 1.47 ± 0.08 6.90 ± 0.35 0.00 ± 0.00

E 2.82 ± 0.04 1.36 ± 0.10 7.94 ± 0.37 0.00 ± 0.00

U 8.30 ± 0.13 4.12 ± 0.29 23.92 ± 1.13 0.00 ± 0.00
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4.3 The Effect of Spatial Filtering on Noise Analysis

By comparing the noises of time series before and after spatial filtering, we anal-
ysed the influences of spatial filtering on GPS time series. In order to estimate the
parameters of GPS time series, we applied the optimal noise model
(WN + FN + RWN) and estimated their magnitudes and uncertainties. It can be
seen from Fig. 3 that the average magnitudes of all noises in GPS time series are
significantly reduced after filtering. The average magnitudes of white noise and
flicker noise fell by 81 and 65 %, respectively, and random walk noise completely
disappeared. So the common mode errors of Antarctic Peninsula GPS network
contain the majority of WN and FN and all of RWN. Figure 4 shows that

Table 3 The comparisons of parameter estimation between two kinds of noise combinations (C1
and C2)

Name Component C1Velocity
(mm/yr)

C2Velocity
(mm/yr)

C2Amplitude
(mm)

C2Amplitude
(mm)

CAPF N 8.88 ± 0.07 9.06 ± 0.65 2.10 ± 0.32 2.00 ± 1.33

E 14.27 ± 0.07 14.48 ± 0.52 1.51 ± 0.22 1.68 ± 0.88

U 5.47 ± 0.21 5.91 ± 2.06 6.95 ± 2.97 6.56 ± 13.76

DUPT N 10.88 ± 0.03 10.68 ± 0.31 0.84 ± 0.06 0.97 ± 0.29

E 11.66 ± 0.03 10.61 ± 1.28 0.71 ± 0.06 0.53 ± 0.22

U 13.79 ± 0.10 14.88 ± 1.27 2.73 ± 0.66 2.58 ± 2.98

FONP N 7.45 ± 0.05 7.59 ± 0.45 1.38 ± 0.15 1.39 ± 0.63

E 14.45 ± 0.05 14.49 ± 0.39 1.19 ± 0.12 1.22 ± 0.47

U 17.02 ± 0.16 17.39 ± 1.62 3.79 ± 1.21 3.74 ± 6.14

HUGO N 11.12 ± 0.06 11.88 ± 0.49 1.07 ± 0.12 0.65 ± 0.29

E 14.62 ± 0.07 14.46 ± 0.39 1.20 ± 0.18 1.30 ± 0.46

U 5.10 ± 0.22 6.56 ± 1.82 6.39 ± 2.73 5.74 ± 9.66

PALM N 11.05 ± 0.03 11.11 ± 0.33 0.49 ± 0.04 0.50 ± 0.16

E 12.67 ± 0.03 11.63 ± 1.44 0.44 ± 0.03 0.25 ± 0.11

U 7.68 ± 0.11 8.76 ± 1.34 2.40 ± 0.60 2.55 ± 3.31

PALV N 11.07 ± 0.03 11.14 ± 0.33 0.50 ± 0.04 0.48 ± 0.16

E 12.68 ± 0.03 11.83 ± 1.21 0.27 ± 0.02 0.37 ± 0.14

U 7.75 ± 0.11 9.48 ± 1.35 2.50 ± 0.64 2.47 ± 3.19

ROBI N 7.93 ± 0.07 8.47 ± 0.73 2.54 ± 0.38 2.66 ± 1.87

E 15.65 ± 0.09 15.75 ± 0.56 1.71 ± 0.29 2.02 ± 1.09

U 9.62 ± 0.22 9.65 ± 1.96 1.06 ± 0.46 1.45 ± 2.74

VNAD N 10.23 ± 0.04 10.20 ± 0.39 0.68 ± 0.06 0.71 ± 0.27

E 12.79 ± 0.04 12.04 ± 0.45 0.41 ± 0.04 0.76 ± 0.32

U 6.94 ± 0.11 7.43 ± 1.35 2.46 ± 0.64 2.39 ± 3.07
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comparison of noises percentage of GPS time series between before and after
spatial filtering in Antarctic Peninsula. It can be seen that the main noise type in the
Antarctic Peninsula GPS network are not white noises (28 %), but flicker noises
(70 %).

By comparing the estimated parameters of GPS time series, we found that the
uncertainties of velocities and amplitudes are significantly reduced. But the mag-
nitudes of velocities and amplitudes have little change, for example, the max dif-
ference of velocity is less than 1 mm/yr. So the spatial filtering can significantly
reduce the uncertainties of parameter estimation in Antarctic Peninsula GPS net-
work, but it has little effect on the magnitudes of estimated parameters.
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Fig. 3 Comparison of average noise magnitudes of GPS time series between before and after
spatial filtering in Antarctic Peninsula
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5 Conclusions

By analyzing the GPS time series of eight stations in the Antarctic Peninsula using
different noise models, the optimal noise model in Antarctic Peninsula GPS net-
work is WN +FN + RWN. The main noise type is not WN, but FN. The random
walk noises in partial stations may be related to the local environmental factors. The
results indicate that considering white noise only would greatly underestimate the
uncertainties of parameters and so as to affect the assessment of accuracy, and
accuracy in parameter estimation of GPS time series. The regional spatial filtering
can effectively reduce the magnitudes of WN, FN, and RWN and the uncertainties
of the estimated linear terms and periodic terms.
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Information Transmission Path Selection
of Navigation Satellite Network Based
on Directional Crosslink

Zhenwei Hou, Xianqing Yi, Yue Zhao and Yaohong Zhang

Abstract Autonomous navigation using an intersatellite ranging and communi-
cation with intersatellite links (ISL) is the trend of satellite navigation system
development. By controlling the direction of phased array antenna flexibly, the
directional crosslink can achieve more information from other satellites. However,
the efficiency of communication is affected at the same time. In this paper, we
analyse the navigation satellite network assembled directional crosslink, and then
we propose a solution to describe the progress of information transmission based on
building directional graph. Then we present a method of finding Earliest Journey
and Shortest Journey. According to simulation result, the method we present is
practicable and we also achieve some valuable conclusions.

Keywords Directional crosslink � Satellite navigation � Path selection � Routing
algorithm

1 Introduction

ISLs technology is so important for satellite navigation system to improve the
positioning accuracy of the system and to achieve autonomous navigation that the
world’s major satellite navigation systems are actively exploring and building
intersatellite links. ISLs can shorten the ephemeris update cycle and achieve nav-
igation satellite constellation’s precision orbit determination. As well, ISLs can
forward measurement and control signals, complete navigation constellation indi-
rect monitoring and control. As a result, the number of ground stations and
maintenance costs of the system is reduced. Meanwhile, the establishment of ISLs
makes the navigation constellation have a shorter route delay, greater communi-
cation capacity, and can enhance the viability of the system [1].
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Directional crosslink has a great advantage in terms of intersatellite ranging and
has become the development trend of satellite navigation systems. Currently there is
little research on the information transmission path selection of navigation satellite
network based on directional crosslink.

Reference [2] uses and extends a graph theoretic model which helps capture the
evolving characteristic of satellite networks, in order to propose and formally
analyze least cost journeys in a class of dynamic networks, where the changes in the
topology can be predicted in advance. Cost measures investigated here are hop
count (shortest journeys), arrival date (foremost journeys), and time span (fastest
journeys). Reference [3] proposes a method of selecting information transmission
path based on the features of directional crosslink. It solves the path selection
problems of multiple pieces of navigation information when they are transmitted
between any different satellites.

In this paper, we aim at the navigation satellite network which is assembled
directional crosslink and propose a solution to describe the progress of information
transmission based on building directional graph. A method of finding Earliest
Journey and Shortest Journey is described in detail in the paper. Absolutely, we
draw some lessons from the traditional Dijkstra algorithm. The paper is organized
as follows. Features of directional crosslink and the information transmission
process are described in the next section. Section 3 describes the calculation
method of the Earliest Journey and the Shortest Journey. In Sect. 4 we do some
experiments with the two algorithms we propose and analyse the experiment
results. We close the paper with concluding the whole work of this paper in Sect. 5.

2 Directional Crosslink

2.1 Features of Directional Crosslink

Directional crosslink generally works in Ka (23 GHz) or V (60 GHz) band.
A higher frequency band can reach higher communication speed and accuracy. And
with the spot beam of higher frequency band, directional crosslink can enhance the
anti-jamming capability.

The direction of directional crosslink changes frequently over time. The link
keeps switching and reconstructing. It generally relies on the phased array antenna
to achieve measurement and communication. Intersatellite ranging and communi-
cation are main functions of directional crosslink in satellite navigation system. The
flexibility of the phased array antenna is beneficial to acquire observations of
pseudorange measurements among satellites. The more intersatellite observations
are acquired, the more accurate the system will be. It is not realistic for a single
satellite using directional crosslink to acquire all the observations of satellites
simultaneously. The observations can only be measured in turn. The time of
measurement should be as short as possible, that is, we need to obtain the
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observation among as many as satellites within the shortest possible time. So in a
cycle period of link assignment, any two satellites establish the link only once.

Because the energy and computing capacity on satellite are limited, a satellite
can only assemble one link, which makes navigation satellite network become
typical Delay Tolerant Network (DTN). The working progress of directional
crosslink is shown in Fig. 1. The progress can be noted by a matrix Q named link
assignment matrix which is shown in Fig. 2 [4].

2.2 Progress of Information Transmission

If we do not consider the actual situation of resource constraints and satellite
transmission requirements, etc., the satellites connected by ISLs can share the
information with each other. For example, in Fig. 1 when k = 1, A and B are
connected by a link. So the two satellites share the information with each other and

Fig. 1 Working progress of
directional crosslink. It
describes that the directional
crosslinks are established and
switched among different
satellites in different time
slots. k is the time slot number

5 8 6 3 10 22 ······

 9 4 3 14  16   7 ······

······

k

i

Fig. 2 Link assignment
matrix, its row number
represents satellite number i,
its column number represents
the time slot k. If Qi,k = j, an
ISL is established between
satellite i and j at time slot k
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have the same information. Then when k = 2, B and F are connected by a link. All
the information on the B is shared to F, including that which came from A in the slot
1. As a result, information generated on A in slot 1 is transferred to F in slot 2. The
example shows that even if A and F are not connected by a link directly, infor-
mation on A can be transmitted to F by the relay of satellites.

In fact, when a link between two satellites is built, there are two possibilities for
the information in the satellite: forwarded to a paired satellite or retained on this
satellite. We assume that the satellite can retain the information for enough long
time if it is necessary. So by the control of Retain and Forward, information is
transmitted in different journeys, which is shown in Fig. 3. The link assignment is
shown in Fig. 1.

The progress of Retain and Forward can be described by a binary tree. The left
branch represents the progress of Retain, while the right branch represents the
progress of Forward. For example, under the control of Retain ! Retain !
Forward, the information is transmitted to F from A. If the information is under the
control of Forward ! Forward, it will be transmitted to F too. However, the first
journey only needs one hop (the information is forwarded once) but it costs three
slots, while the latter journey needs two hops but it only costs two slots. Of all the
journeys, we are interested in two types of them, which are the earliest journey and
the shortest journey. The earliest journey can transmit the information to the des-
tination node in the earliest time. We name it with Earliest Journey. The shortest
journey can transmit the information to the destination node with the minimum
hops. We name it with Shortest Journey. The above discussion is based on that the
information transmit rate of ISLs is fast enough that the information transmission
can be finished in one time slot.

In the next section, the Shortest Journey algorithm and Earliest Journey algo-
rithm will be discussed in detail.

3 Path Selection

In this section we show how to compute Shortest Journey and Earliest Journey
from a source node s to all other nodes. On the assumption that the storage space on
the satellites is large enough, we take the idea of information flooding broadcast in

k=1

FA EC DB AF

A

A B

B FCA k=2

k=3

Fig. 3 Information
transmission progress under
the control of Retain and
Forward. A is the source
node. The node colored red is
in the shortest journey, while
the one colored green is in the
fastest journey
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the satellite network to find the earliest journey and the shortest journey. The
so-called flooding broadcast is a greedy algorithm, assuming that all of the infor-
mation can be kept on any satellite for enough long time and can be shared between
two paired satellites.

The progress of information transmission can be described by a graph Gk (vk,
Ek). vk represents the satellite nodes. Ei!j represents information generated in
satellite i at slot k has been spread to the satellite j in the current time slot. In this
paper, the Shortest Journey algorithm and Earliest Journey algorithm are based on
the construction of a directed graph. It will be discussed as follows. The variables
and its definition used in the followed algorithm are shown in Table 1.

3.1 Earliest Journey

Information transmission by the way of broadcast will inevitably lead to the flood of
the same information in a satellite network. The same satellite may receive the same
information multiple times. Apparently, we can get the following conclusions: If
the satellite i at time slot t generates information and it is spread to the whole
network after n slots (n < K), then the information will be transmitted to any
satellite before or at slot n + t. Thus, when we calculate Earliest Journey, we
cannot consider the information transmission process after the time slot n + t.

The initial state of graph Gk (vk, Ek) is Ek = Null. Information is generated in the
time slot s. If the satellite i, j are paired and connected by a link in time slot
k (s < k), then add the edge Ei!j and Ej!i to the graph Gk. Then, connect all the
nodes which are connected with node vi by an edge pointing to node vi with an
edge. Similarly, connect all the nodes which are connected with node vj by an edge
pointing to node vj with an edge at the same time. The directed edge in the graph
represents that the information generated on the starting node of the edge has been
transmitted to the end node of the edge. When the outdegree of source node turns to
N−1, it indicates that the information on the source node has been transmitted to all
other nodes. We also need to maintain two tables to record the prior node of arrival
node and arrival slot of information. So the data structure of each node in the
algorithm is shown in Table 2.

The idea of Earliest Journey algorithm is based on traditional Dijkstra shortest
path algorithm. The shortest path can maintain a forward path attribute, that is, any

Table 1 Variables and its definition in the following algorithm

Variables Definition

N Total numbers of satellites

K Total numbers of time slots in a period of

O(s) Outdegree of node s in the directed graph

vx(i) Node connected with vi by an directional edge which points to vi
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forward path of shortest path is the shortest path. While seeking the earliest path, if
an edge Es!a is added to Gk because of the establishment of link between i and j,
then the information has been transmitted to a and either i or j is a and the other one
is the prior node of a. At last, according to the forward path attribute and the two
tables recording the prior node and arrival slot, we can get the Earliest Journey. The
algorithm is shown in Table 3.

From the following process we can conclude that the spread speed of infor-
mation is exponential growth pattern. After k slots, due to the repeated received
information, the maximum number of satellites which have received the informa-
tion is 2k+1−1.

Table 2 Data structure in Earliest Journey algorithm

Satellite no. Prior node Arrival slot

i j k

Table 3 Earliest Journey algorithm
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3.2 Shortest Journey

The shortest journey can transmit the information to the destination node with the
minimum hops. The Shortest Journey algorithm is similar to the Earliest Journey
algorithm. A difference between two algorithms is that Fastest Journey algorithm
keeps updating the fastest journey until all the link assignment of a cycle period is
completed. In addition, in order to obtain the path of the least number of hops, each
satellite node needs to maintain an additional table recording the number of hops of
each node. Therefore, the data structure of each node in the algorithm is as shown in
Table 4.

The basic idea of Shortest Journey algorithm is similar to the Earliest Journey
algorithm. The algorithm is shown in Table 5.

Table 4 Data structure in Shortest Journey algorithm

Satellite no. Prior node Arrival slot Hop count

i j k d

Table 5 Shortest Journey algorithm
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4 Experiment and Result Analysis

In this section, the experiment is based on constellation model of Walker 24/3/2 and
we use the link assignment schedule in literature [3] for reference. Supposed that
satellite 1 generates the information in slot 1, we compute Shortest Journey and
Earliest Journey from satellite 1 to all other satellites. The results are shown in
Tables 6 and 7. The comparisons on arrival slot and the number of hops between
two journeys is shown in Figs. 4 and 5.

From the results shown in Tables 6 and 7, we can get the earliest and fastest
paths from satellite 1 to all other satellites. For example, the earliest path of satellite

Table 6 Experimental result of Earliest Journey algorithm. The earliest path of satellite 5
receiving the information from satellite 1 is 1(1) ! 4(2) ! 7(5) ! 5

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
j 1 4 1 1 7 1 4 6 11 4 17 6 7 20 1 14 1 12 13 4 23 6 7 22
k 1 5 5 1 5 2 2 5 5 4 4 3 3 4 4 5 3 4 4 3 5 4 4 5

Table 7 Experimental result of Shortest Journey algorithm. The shortest path of satellite 5
receiving the information from satellite 1 is 1(5) ! 3(6) ! 5

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
j 1 1 1 1 3 1 1 1 15 4 17 6 1 13 1 1 1 17 1 4 3 6 17 1
k 1 9 5 1 6 2 6 10 6 4 4 3 7 9 4 11 3 9 8 3 7 4 6 12
d 0 1 1 1 2 1 1 1 2 2 2 2 1 2 1 1 1 2 1 2 2 2 2 1

Fig. 4 Comparison on arrival
slot between two journeys.
The X-axis is satellite number.
The Y-axis is the arrival time
slot
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5 receiving the information from satellite 1 is 1(1) ! 4(2) ! 7(5) ! 5. The
shortest path is 1(5) ! 3(6) ! 5. The figures in () represent the slot number.

From the experimental results shown in Figs. 4 and 5 we can get that the earliest
path in terms of time is better than the shortest path, but it takes more hops.
Similarly, the shortest path in terms of hops is better than the earliest path, but it
takes more time slots. In the information transmission process, it will take up less
communication resources if the information is transmitted via the shortest journey,
for it needs less times of forwarding. However, it is at the cost of longer waiting
time and more cache resources. If the information is transmitted via the earliest
journey, it will take up less time slots. But it will need more times of forwarding
which will take up more communication resources. In practice, the specific choice
between the shortest journey and the earliest journey is determined by different
needs and constraints.

5 Conclusions

In this paper, we propose a solution to describe the progress of information
transmission based on building directed graph and come up with two algorithms to
find the earliest route and the shortest route from a source satellite to all the other
satellites. According to the simulation results, it turns out that the two algorithms
are feasible.

Fig. 5 Comparison on hops
between two journeys. The
X-axis is satellite number. The
Y-axis is the number of hops
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Performance Analysis of China
Regional VTEC Kriging Grid Algorithm

Ling Huang, Hongping Zhang and Peiliang Xu

Abstract The ionospheric delay is the predominant error source limiting the
required positioning accuracy of GNSS whose estimation accuracy affects the
effectiveness of ionospheric delay correction directly, especially in mid- and low-
latitude regions where the irregularities of ionosphere are prominent. And a certain
spatiotemporal variation exists in ionosphere which is caused by the fact that the
intensity of ionospheric delay depends on the solar activities. Considering the
spatiotemporal distribution characteristics of the ionosphere, data from the Crustal
Movement Observation Network Of China (CMONOC) are processed to achieve
the ionospheric TEC grid modeling in real time based on spatial variability and
correlation theory, and its performance is analyzed under different solar activities.
By processing the measured data, the accuracy of Kriging modeling under solar
maximum (2014.02) and solar minimum (2015.03) since 2014 are analyzed and
verified by the data from external rover stations located at different latitudes and
longitudes. The statistics show that the inner precision can still reach about 2.63
TECU, and the Mean Square Error (MSE) of estimated grids VTEC is about 4.52
TECU under intense solar activity condition. The effect of correction at each rover
station and the overall average of correction is generally 80 and 90 % or more,
respectively, which is nearly equal to than that under low solar activity. This work
reveals that the Kriging approach presented here which takes into account the
spatial correlation and variability structure of the ionosphere TEC is appropriate for
the areas with complex ionospheric variations such as China, and is also suitable for
the situation under different solar activities.
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Keywords Ionospheric delay � Solar activity � Spatial variability and correlation �
Kriging spatial interpolation � VTEC grid model

1 Introduction

As the predominant error source, the ionospheric delay imposes negative influence
on the positioning accuracy of single-frequency users, the performance of PPP
convergence and the global navigation service. The accuracy, reliability, and
instantaneity of ionospheric delay model are demanded increasingly for constantly
improving the positioning accuracy with the competition and development of
GNSS. For the users that demand high precision and real-time navigation and
positioning, wide area differential systems such as WAAS and EGNOS, employ the
ionospheric grid model [1].

For the fact that the latitude and longitude span of China is larger than Europe,
the United States and other areas, the ionospheric activity is more complex than the
global average, and the ionospheric TEC varies obviously in different latitudes. The
setting of model parameters for the common used regional ionospheric delay
models such as polynomial, trigonometric series, low-degree spherical harmonic
function model, directly influences the fitting effect and scope of application, fur-
thermore, the correction effect is not ideal in the case of the ionosphere varies
dramatically [2, 3].

The comprehensive effect of solar activities, the geomagnetic field and the
neutral wind result in the ionosphere becoming a complex system with a certain
spatial correlation and random variation. And yet, Kriging interpolation estimation
method originating from geostatistics takes full consideration of the spatial corre-
lation and variability of observations, which can effectively describe the spatial
structure and the random variation of regionalized variables [4]. At present, this
method has been widely used in geology, hydrology, remote sensing, meteorology,
and other field which is related with spatiotemporal variables [5]. Various resear-
ches have been conducted in ionosphere utilizing this method with successful
application in WAAS, UPC Global Ionospheric Maps (GIM) and regional real-time
ionospheric foF2 reconstruction and prediction of parameters of ionosphere F2 layer
[6–12].

Aiming at the special situation that China crosses the mid-low latitude with
comprehensive variability of the ionospheric TEC, the Kriging interpolation
method is employed into the ionospheric grid VTEC real-time estimation inte-
grating the spatial variability and correlation information of the ionospheric TEC.
The applicability and reliability of the Kriging spatial interpolation method for
China area is demonstrated by analyzing its modeling accuracy and performance
under different levels of solar activities from various perspectives.
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2 Regional Ionospheric VTEC Kriging Grid Algorithm

2.1 The Ionospheric Delay Estimation Algorithm Based
on Kriging Interpolation

The striking feature of Kriging estimator is that under the hypothesis of the
second-order stationarity, it takes use of the regionalized variables spatial variability
correlation to determine the optimal weights of sampling points around the
unknown point under the constraints condition of unbiasedness and optimality and
then to obtain the best linear unbiased estimation.

Based on the ionospheric single-layer assumption, the Ordinary Kriging
(OK) method is applied to estimate the ionospheric delay at unmeasured iono-
spheric pierce points (IPP) by expressing it as the weighted linear combinations of
the IPPs in a certain range:

~Iðx0Þ ¼
XN
i¼1

kiIðxiÞ ð1Þ

where ~Iðx0Þ and IðxiÞ are the ionospheric delay values at the estimated point x0 and
sampling points xi i ¼ 1; 2; . . .;Nð Þ, and their corresponding weights are ki.

The expectation of the estimation error is:

Eð~Iðx0Þ � Iðx0ÞÞ ¼
XN
i¼1

kiE IðxiÞð Þ � EðIðx0ÞÞ ¼ m
XN
i¼1

ki � 1

 !
ð2Þ

The estimation error variance is given below:

varð~Iðx0Þ � Iðx0ÞÞ ¼ 2
XN
i¼1

kicðxi; x0Þ �
XN
i¼1

XN
j¼1

kikjcðxi; xjÞ ð3Þ

where m is the expectation of the ionospheric delay EðIðxiÞÞ, cðxi; xjÞ is the
semivariogram between xi and xj [5].

To minimize the error variance (3) under the unbiasedness constraint, the
Lagrangian function is constructed as below by introducing the lagrangian multi-
plier l:

Lðk; lÞ ¼ 2
XN
i¼1

kicðxi; x0Þ �
XN
i¼1

XN
j¼1

kikjcðxi; xjÞ � 2l
XN
i¼1

ki � 1

 !
ð4Þ
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By computing the partial derivatives of the Lagrange function with respect to ki
and l setting them to be zero, the normal equations can be obtained:

XN
i¼1

kicðxi; xjÞþ l ¼ cðxj; x0Þ; j ¼ 1; 2; . . .;N

XN
i¼1

ki ¼ 1

ð5Þ

Equation (5) can be written in matrix form as follows:

c11 c12 � � � c1N 1
c21 c22 � � � c2N 1

..

. ..
. . .

. ..
.

1
cN1 cN2 � � � cNN 1
1 1 � � � 1 0

2
666664

3
777775

k1
k2
..
.

kN
l

2
666664

3
777775 ¼

c10
c20
..
.

cN0
1

2
666664

3
777775 ð6Þ

The solution for ki and l can be obtained by Eq. (6). The error variance is simply
given as follows:

~r2OK ¼
XN
i¼1

kicðx0; xiÞ � cðx0; x0Þþ l: ð7Þ

2.2 The Computation and Fitting of the Semivariogram

Kriging is a best linear weighted moving average method that the weighted coef-
ficients depend on the relative position of the observation points and semivari-
ogram. In the Kriging interpolation estimation theory, the semivariogram is used to
describe the spatial correlation of observations, and is defined as half of the variance
of the difference between variables at point x and x + h in any interval h.

cðhÞ ¼ 1
2
var Zðxþ hÞ � ZðxÞ½ �

¼ 1
2
E Zðxþ hÞ � ZðxÞ½ �2� 1

2
E Zðxþ hÞ½ � � E ZðxÞ½ �f g2

ð8Þ

Under the hypothesis of second-order stationary, for any distance h, we have:

E½Zðxþ hÞ� ¼ E½ZðxÞ� ð9Þ
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Then,

cðhÞ ¼ 1
2
E½Zðxþ hÞ � ZðxÞ�2 ð10Þ

The classical formula defining the experimental semivariogram is:

cðhÞ ¼ 1
2NðhÞ

XNðhÞ
h�d;hþ d½ �

ZðxkÞ � ZðxlÞð Þ2 ð11Þ

Because we do not have pairs of measurements separated by exactly h, we will
have to allow a certain tolerance d. NðhÞ is the number of point pairs in the distance
lag. In ionospheric TEC estimation, ZðxkÞ and ZðxlÞ are the VTEC at IPP xk and xl,
respectively. h is the spatial distance between IPPs, and its unit is in km. The
computation formula is shown as following:

h ¼ ðRe þHÞ cos�1 sinuk sinul þ cosuk cosul cos kk � klð Þð Þ ð12Þ

where Re is the average radius of the Earth. H is height of the ionosphere layer.
uk; kkð Þ and ul; klð Þ is the geographic latitude and longitude at IPP xk and xl,
respectively.

In order to distribute the weight of each observation accurately, the semivari-
ogram is needed to accurately calculate. Therefore, choosing an appropriate theo-
retical semivariogram model is the premise to guarantee the quality of the Kriging
interpolation results. The commonly used semivariogram models include the
spherical model, the exponential model, the Gaussian model, etc. [4]. In this paper,
the spherical model with nugget is chosen, as shown in (13), and the model
parameters are estimated by means of least squares fitting.

cðhÞ ¼ C0 þC 3
2 � ha � 1

2 � h
3

a3

� �
; 0\h� a

C0 þC; h[ a

(
ð13Þ

where C0 is the nugget indicating the random part of the observations caused by the
measurement error. The smaller the C0, the stronger the spatial correlation of
observations, and the weaker the randomness; the greater the C0, the worse the
correlation and stronger the randomness. C0 + C is the sill that reflects the biggest
variation extent of the variables. C is the arc rise on behalf of the structural parts of
the observations. a is the range which is the limit of spatial correlation; the greater
the value of a, the larger the range of the spatial correlation.

Performance Analysis of China Regional VTEC … 475



3 Data Processing and Analysis of the Modeling Accuracy
in China

The layout of the reference stations network has direct impact on the valid number,
the geometric distribution and the density of IPPs [3], and then affects the external
accuracy of the ionospheric grid model. In addition, the ionosphere is continually
varying in response to changes in solar activity, and the sun spot number (SSN) is
an important indicator of solar activity level. Therefore, the SSN can reflect the
intensity degree of the ionosphere variation to a certain extent [13].

GPS data from 80 tracking stations with a reasonable level of a homogeneous
distribution from Crustal Movement Observation Network of China (CMONOC) in
February 2014 and March 2015 are selected. The regional range is 5°–60°N,
70°–140°E with temporal and spatial resolution of 2.5° (latitude) × 5° (longi-
tude) × 60 s with a total of 345 grids. The SSN in 2014.02 and 2015.03 reaches the
solar activity peak value (102.3) and valley value (38.4) since 2014, respectively.
Figure 1 shows the distribution of the selected stations (red star) and IPPs at local
time (LT) 14:00 on 2014.02.01 (DOY032). The monthly mean of SSN since 2014
and the daily mean of SSN in the peak and valley months are shown in Fig. 2. The
data is obtained from the National Oceanic and Atmospheric Administration
(NOAA) National Geophysical Data Center [14].

In this paper, the ionospheric delay is extracted by carrier-to-code leveling
process. Due to the well stability of satellite DCB, they are calibrated using the
GIM products processed by Wuhan University [12]. And the receivers DCBs are
extracted from the raw observations of ionospheric delay at regional stations using
the GIM products and the known satellites DCBs. Then the Kriging method is
applied to the regional ionospheric TEC modeling in real time. The MSLM
(Modified Single Layer Model) mapping function used by CODE is applied in this
paper [16].
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3.1 The RMS Analysis of the Modeling Residuals

The fitting residuals are obtained by the statistics of the difference between the
observations and the model values. Then the inner precision can be evaluated by the
root mean square (RMS) of residuals, as is shown in Eq. (14).

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

STECobs � STECKrig
� �2

i

vuut ð14Þ

where STECobs is the STEC (Slant TEC) observation along the LOS, and STECKrig

is the interpolation value of the grid model along the same LOS. N is the obser-
vation number of STEC.

Figure 3 shows the time series of epoch fitting residuals in 2014.02 and 2015.03
when the solar activities reached peak and valley. It can be seen that the epoch RMS
of Kriging interpolation has no obvious jump value and all within 1–4 TECU. The
monthly mean of RMS in 2014.02 and 2015.03 are 2.63 TECU and 2.60 TECU,
respectively. The results indicate that the Kriging modeling accuracy under the

Fig. 2 The variation of SSN since 2014

Fig. 3 The time series of epoch RMS in 2014.02 and 2015.03
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condition of high solar activity level is still comparable to the accuracy in case of
low solar activity level and is very stable. This is reasonable because although the
ionosphere is intense at the high solar activity level, the Kriging greatly reduces the
influence of the ionospheric irregularities by fully considering the spatial variability
effects of the ionosphere to optimize the estimation. And the TEC observations
around the estimated IPPs have strong spatial correlations at the low solar activity
level with the smooth ionospheric varieties, small structural part, and large variation
range. In this case, the accuracy of the Kriging interpolation largely depends on the
precision of observations. In addition, because the Kriging interpolation is based on
the vertical TEC, therefore the RMS is also associated with the elevation angle of
observations and the mapping function.

3.2 The MSE Analysis of the IGPs VTEC Estimation

The Mean Square Errors (MSE) ~rOK , as shown in Eq. (7), which reflects the
estimation accuracy can be calculated when estimating the grid VTEC. Figure 4
presents the epoch mean of the MSE during the solar maximum and minimum.
The MSE are all within 14 TECU with overall averages 4.52 TECU and 4.35
TECU, respectively. The mean of MSE reaches 10–14 TECU at LT 14:00–16:00 on
2014.02.04. During the period, the ionosphere change was relatively strong, and the
sunspot number reached 101, and the solar activity was strong which exacerbated
the ionospheric activity levels. In addition, due to the lack of observations at the
boundary, the IGPs in low latitudes have no interpolation values in the blank area
which results in poor estimation accuracy or having no estimation values.

Figure 5 presents the MSE nephograms and the corresponding distribution of
the IPPs at the epoch (LT15:21) which the MSE is larger. It can be found that the
estimation accuracy is closely related to the distribution of IPPs. The more IPPs, the
higher estimation accuracy and the smaller the MSE. The MSE is mainly in 5–10
TECU within the range of IPPs. Even though in low latitudes, the VTEC estimation

Fig. 4 The mean MSE at epoches on 2014.02.04
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accuracy can be improved obviously as long as there are sufficient IPPs, such as
the area (10–15°N, 90–120°E). In the surrounding area where is lack of IPPs, the
MSE is within 15–25 TECU. In the blank area, the corresponding grid VTEC
cannot be estimated because the interpolation has no ability to extrapolate. Overall,
the RMS and MSE have no significant mutations which demonstrate the good
stability and reliability of the Kriging interpolation method.

3.3 The Evaluation Using the Rover Stations

In order to further verify the effect of the Kriging interpolation method, 8 rover
stations which locate in different longitude and latitude were selects (the blue
pentagrams as shown in Fig. 1. The correction effect of the Kriging VTEC grid
model was assessed through the statistics of the differences between the STEC
observations and the model values along LOS directions. The computation formula
of the correction percentage is as follows:

CorPer ¼ 1
N

XN
i¼1

1� STECKrig � STECobs
�� ��

STECobs

� 	
ð15Þ

The meaning of each symbol is the same as Eq. (14).
Figure 6 shows the results of the model correction effect at the selected rover

stations at the different levels of solar activities. The daily mean correction

Fig. 5 The distribution of grid MSE and IPP at China local time 15:21 on 2014.02.04
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percentage of each station reaches more than 80 %. Except for the site YNDC
which locates in low latitude, the correction effect at other stations which locate
relatively high latitudes where the ionospheric activities decrease are all above
90 % as is shown in Fig. 6a. Figure 6b presents the monthly mean correction
percentages of rover stations in the order from the mid-latitudes to low latitudes
with effects of 90 % or more. For all stations, the whole correction effects reach
91.8 and 92.5 % on average in 2014.02 and 2015.03, respectively. This shows that
the correction effect of the Kriging grid model under the condition of strong
solar activities is almost equal to that in the quiet solar activities period. This is
mainly because the Kriging interpolation method possesses the characteristic that
takes full use of the correlations of the observations to reduce the effects of the
ionospheric irregularities. Therefore, the differences of correction effect at different
latitudes under different solar activities are not obvious. The correction effect of
this model is comparatively ideal through verification at different latitudes stations
which further verifies the reliability of the method.

Fig. 6 a Daily mean correction percentage of rover stations 6. b Monthly mean correction
percentage of rover stations
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4 Conclusions

In this paper, taking account of the complex physical properties of the ionosphere
and giving full consideration to the structural and random characteristics in iono-
sphere, the ionospheric grid model for China was reconstructed in real time based
on the Kriging theory of the spatial correlation and variability in geostatistics.
The ionosheric VTEC grid model based on Kriging spatial interpolation possesses
high and stable accuracy which is verified under different solar activities from
various perspectives including the RMS of the model fitting residuals and the grid
estimation error MSE in statistical analysis, and the external validation is also
analyzed using different latitudes rover stations. The RMS is around 2.6 TECU on
average, MSE is around 4.5 TECU, and the correction effect is mainly more than
90 %. Therefore, this model could provide reliable and accurate real-time iono-
spheric correction information for navigation and positioning.
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The Tropospheric Product Combination
of iGMAS Analysis Centers
and the Analysis of Their Precision

Yuguo Yang, Tianhe Xu and Zhangzhen Sun

Abstract Several analysis centers (AC) and a product integration and service
center (ISC) have been built by the international GNSS continuous Monitoring and
Assessment System (iGMAS) currently. ISC analyzes the quality of product pro-
vided by ACs of iGMAS, and then reprocesses to generate a combined product. The
tropospheric solution is the key product of ISC and important data for satellite
navigation and precise point positioning (PPP). First of all, this paper introduces the
method and theory of tropospheric product combination by means of weighted
average based on robust estimation. Then, the precision of combined tropospheric
product of ISC and the AC’s product with respect to the JPL final tropospheric
delay is compared and analyzed. Furthermore, the tests of using iGMAS data are
implemented to verify the accuracy and reliability of combined tropospheric
solution. The results show that the RMS of the combined tropospheric solutions of
IGS stations are better than those of most analysis centers, and meet the accuracy
requirement of iGMAS. Finally, the precision of ACs’ tropospheric products of
iGMAS stations with respect to the ISC final products is compared and analyzed.

Keywords iGMAS � Tropospheric product combination � Robust estimation �
Weighted average � iGMAS station
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1 Introduction

Product integration and service center (ISC) is an important part of the international
continuous monitoring and assessment system (iGMAS) and is also the repro-
cessing center of high-precision products. Meanwhile it is the window of products
distribution center whose products are open for users. Currently, most of iGMAS
analysis centers (AC) have submitted the final and ultrafast tropospheric products to
ISC. ISC analyzes the quality of all AC’s products on time, and provides the
combination products and the report of their precision assessment at the same time.

From the 1990s, the International GNSS Service (IGS) and the International VIBL
service (IVS) have provided tropospheric zenith delay product ZTD, andmany studies
on tropospheric combination had been done. Keshin [1] introduced the methods of
sequential combination of regional tropospheric solutions in the technical report of
GPS 2004, and proposed amethod of combination troposphere time series byKalman
filter. Pacione et al. [2] combined the time series of troposphere using the least squares
(LS) and Kalman filtering, and compared the accuracy of the two methods.
Heinkelmann et al. [3] combined a long-term tropospheric time series fromVLBI, and
compared the precisionwith eight IVSAnalysis Centers. Thaller [4], studied amethod
of combining the tropospheric products of GPS and VLBI on the normal equation
level and parameter level, respectively, in the report. Li and Xu [5] focus on a method
of robust Kalman filtering for combination of troposphere time series. Once given the
time series from various ACs, with the theory of robust Kalman filtering and
least-squares variance component estimation, the average accuracy of the combined
solution of tropospheric delay can approach 0.85 mm. A new method of weighted
average based on robust estimation is put forward in the paper. A numerical example
of iGMAS data is used to test the precision and reliability of the proposed method.

2 The Combination and Assessment of Tropospheric
Products

With the differences in the coordinate and time reference frame between the ACs’
products, the outlier may be found in products of a single AC. The optimal data
processing algorithm and robust estimation method should be used in product
combination in order to obtain accurate and reliable combined products [6].

2.1 The Method of Tropospheric Delay Estimation

Tropospheric products of AC are generally calculated by the Precise Point
Positioning (PPP) with satellite orbit and clock parameters fixed [6]. The parameter
estimation methods of PPP commonly include the LS and Kalman filtering [7].
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Assume the error equation of GNSS data to estimate the tropospheric delay as:

V ¼ B dx̂� l ð1Þ

where dx̂ is the correction of unknown parameters. The estimator of least squares
adjustment can be expressed as

dx̂ ¼ ðBTPBþPX0Þ�1BTPl ð2Þ

where X0;PX0 are the initial value of parameters and its weight matrix. It should be
noted that equivalent reduction and recovery of parameters are involved in
parameter estimation procedure. Details about the tropospheric delay estimation can
be found in the literature [8, 9].

2.2 The Method of Tropospheric Combination

Robust least squares (RLS) estimation is proposed to combine the tropospheric
product of each AC in this paper. Meanwhile, the initial unit weight is calculated by
median method. The RLS estimation can eliminate observation with outlier directly,
and reduce the weight of low quality observation. The median method can ensure
the reliability of initial unit weight, which can influence the following LS estimation
[10].

Since there inevitably exist outliers in ACs’ tropospheric products, the equiva-
lent weight should be iteratively calculated using robust estimation. Robust esti-
mation is constructed based on the idea of double-elimination combination method
[10]. Because the combined tropospheric product belongs to one-dimensional
parameter estimation, the median of all the AC tropospheric corrections of the same
epoch can provide a reliable initial value. Their median is chosen as the initial value
for the following iteration. The error equation of median can be expressed as

vi ¼ Li �medðLiÞ ð3Þ

where Li is troposphere total delay of AC, medðLiÞ is the initial value of the
combination solution by median estimation. The initial residual is obtained by the
difference between AC troposphere solution and the initial solution.

The initial residual is used to calculate variance factor r0 of unit weight by
median estimation. IGG-III scheme is chosen as the iterative weight function [10].

�p0i ¼
�pi v0i

�� ��� k0

�pi
k0
v0ij j

k1� v0ij j
k1�k0

� �2

k0\ v0i
�� ��� k1

0 v0i
�� ��[ k1

8>>><
>>>:

ð4Þ
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Finally, the combination troposphere can be calculated based on the weighted
average method.

trostacom ¼
PNac

ac W 0sta
AC � trostaACPNac

ac W 0sta
AC

ð5Þ

where Nac is the total number of analysis center. W 0sta
AC is the equivalent weight

calculated by formula (4) after the iteration.

2.3 Precision Assessment of Tropospheric Combination

After getting the combined tropospheric solution, the comparison and analysis on
the precision of combined products is needed. The tropospheric delays of all ACs
and ISC in the same epoch are compared, where interpolation method may be used
if the sample intervals are different. Then, the tropospheric residuals of ACs in each
station can be obtained as follows:

Vi
j ¼ Xi

sj � Xcj ð6Þ

where Xi
sj (i ¼ 1. . .n; j ¼ 1. . .m) are zenith tropospheric delay of ACs in different

station, m is the number of stations, Xcj is the combined tropospheric delay in the
same station.

According to the residuals of ACs for all stations, the mean, standard deviation,
and root-mean-square error can be calculated for all ACs in different station as the
following formula:

�Vi
trp ¼

Pm
k¼1 V

i
k

m
ð7Þ

STDi
trp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
k¼1 Vi

k � �Vi
trp

� �
Vi
k � �Vi

trp

� �0

m

vuut
ð8Þ

RMSitrp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

k¼1 V
i
kV

i0
k

m

r
ð9Þ

Based on the residuals of ACs, the precisions of combined products and ACs’
products can be estimated.

Precision assessment process is shown as in Fig. 1.
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3 Calculation and Analysis of Tropospheric Delay
on IGS Stations

In order to compare and analyze the accuracy of combined products and ACs’
products, we selected 53 weeks’ data from 271 of day of year in 2014 to 283 of day
of year in 2015 (BDS weeks 0456–0509) for calculation provided by ACs of
iGMAS.

The combined tropospheric delay were calculated using 10 ACs’ final and
ultrafast products of iGMAS on IGS stations during BDS week 0456–0509. Then,
the root-mean-square errors (RMS) of ACs’ tropospheric delay with respect to the
JPL final product were computed. Figure 2 shows the RMS of final tropospheric
products of iGMAS with respect to the JPL final products. Figure 3 shows the RMS
of ultrafast tropospheric products of iGMAS with respect to the JPL final products.
isc refers to a combined tropospheric product, bac, …, xsc represent 10 ACs in
chart.

From the statistical results in Table 1, the following conclusion can be drawn:

1. The accuracies of the final tropospheric products of iGMAS ACs and ISC are
significantly higher than those of the ultrafast products.

2. The RMSs of isc, cgs, lsn, and tlc are less than 4 mm and the tropospheric
products of isc have the highest accuracy; The RMS of bac, sha, tac, and whu is
a little bit higher. The RMS of isc is about 3 mm, which has a greatly
improvement compared to ACs. It indicates that the proposed method of
weighted average based on robust estimation can efficiently and robustly
combine all the products of ACs.

Fig. 1 Flowchart for precision assessment of tropospheric delay combination

The Tropospheric Product Combination of iGMAS Analysis Centers … 487



3. The accuracy of ultrafast tropospheric product is obviously lower than that of
the final product which is related to the fact that the ultrafast products have a
poor accuracy itself. For most of the ACs, the accuracy is less than 8.5 mm for
the ultrafast products, and the accuracy of isc is about 7.7 mm, which is still the
best one compared to the products of ACs.
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Fig. 2 The RMS of final tropospheric product on IGS stations with respect to the JPL final
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Fig. 3 The RMS of ultrafast tropospheric product on IGS stations with respect to the JPL final
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4 Calculation and Analysis of Tropospheric Delay
on iGMAS Stations

Up to now, iGMAS tracking stations are mainly located at the domestic.
International organization such as IGS does not involve these stations for data
processing. So there are no external reference products during the combination.
From the above analysis, the weighted average based on robust estimation method
can be efficiently applied to tropospheric product combination of the iGMAS sta-
tions and the isc products can be regarded as reference to assess the tropospheric
product accuracy of ACs.

Six weeks’ data provided by 9 ACs’ final tropospheric products from 0499 to
0504 of BDS week is selected for calculation and analysis. The RMS of ACs’
tropospheric products on iGMAS stations are compared to those of ISC.

From the calculation results shown in Figs. 4 and 5; Table 2, the following
conclusions can be drawn:

1. Only three ACs meet the accuracy requirements (less than 4 mm) of the final
tropospheric product in terms of iGMAS stations. Among them, cgs, chd, and
lsn have the highest accuracy and their RMS is about 3.8 mm. Most of ACs’
accuracies are within 6.5 mm and the few of them is very low. In terms of
ultrafast products only tlc meets the accuracy requirement of RMS less than
6 mm.

2. There are many gaps in tropospheric products of iGMAS stations compared to
isc. The reasons are fall in two aspects, on one hand, there are few ACs to
provide tropospheric products of iGMAS stations which do not always meet the
condition of at least three analysis centers involved in the combination. On the

Table 1 The RMS of
tropospheric on IGS stations
with respect to the JPL final
(unit: mm)

AC Final Ultrafast

isc 3.0 7.7

bac 8.0 8.5

cgs 4.0 9.0

chd 4.6 8.0

igg 5.4 9.2

lsn 3.9 8.1

sha 7.6 7.7

tac 9.6 11.2

tlc 3.4 8.5

whu 7.2 7.7

xsc 4.8 8.7
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other hand, the solution of iGMAS stations products of ACs is unstable and the
accuracy is relatively poor, which leads to big difference among the accuracies
of the tropospheric products by ACs and isc failure in the combination.
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Fig. 4 The RMS of final troposphere on iGMAS stations with respect to the isc final
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Fig. 5 The RMS of ultrafast troposphere on iGMAS stations with respect to the isc final
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5 Conclusions

Tropospheric delay is an important error source in GNSS observation which
directly impact on the accuracy of PPP. Combined tropospheric product is one of
the main product provided by iGMAS and ISC need to guarantee the accuracy and
reliability of tropospheric product. This paper introduces the tropospheric delay
combination of ISC and compares the accuracy and reliability of the combination
tropospheric product. There still exist some shortcomings in the process of com-
bination and analysis. At present, iGMAS ACs and ISC are at the early stage of
construction, and face many problems and challenges. Among them, how to
improve the accuracy and stability of iGMAS tropospheric products needs to be
urgently solved. Although weighted average based on robust estimation meets
accuracy requirement, the RMS is still large. Improved weighting strategy is the
future work to be carried out.
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BDS Zero-Difference Zero-Combination
Precise Point Positioning Algorithm Study

Kefan Yang, Hongzhou Chai, Bingquan Dong, Yingdong Zhou, Di Li
and Zongpeng Pan

Abstract Because of the characteristics of BDS satellite constellation and the
accuracy of satellite orbit and clock error, the initialization time of the traditional
ionosphere-free combination precision point positioning (LC-PPP) is longer. To
solve this problem, we use the Zero-difference Zero-combination PPP (ZDZC-PPP)
algorithm to quickly initialize BDS PPP. The algorithm can take advantage of a
priori information of ionosphere as a prior restraint enhancing the equation strength.
Therefore it makes it possible to shorten the PPP initialization time. This paper
introduces the ZDZC-PPP algorithm and analyzes the difference between it and the
LC-PPP. Compared with the traditional LC-PPP, the calculation results show that
the ZDZC-PPP can effectively shorten the initialization time and can obtain the high
accuracy of the positioning results by MGEX observation data.

Keywords Precise point positioning � Zero-difference zero-combination �
Ionosphere delay � Initialization time

1 Introduction

Precise Point Positioning (PPP) using a single GNSS receiver and the precise
ephemeris and satellite clocks provided by International GNSS Service (IGS) and
combined pseudorange and carrier phase observations can achieve millimeter to
centimeter level positioning accuracy [1]. With the gradual improvement and
development of BeiDou Navigation Satellite System (BDS), BDS based on PPP has
attracted wide attention of scholars both at home and abroad. However, at present, the
research mainly focuses on the positioning accuracy of BDS PPP, while the research
on the convergence speed is relatively weak. As a kind of effective and convenient
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high precision positioning technology, PPP has immeasurable prospects in engi-
neering application, but its convergence speed and short time positioning accuracy
are the main factors that affect the efficiency of the work. The BDS has provided the
positioning services to the Asia Pacific region, so it is important to study the posi-
tioning performance of the BDS PPP, especially the convergence speed and short
time positioning accuracy [2]. Traditional PPP positioning technology is based on the
original concept of measurement ionosphere-free combination (LC). However, the
mixed BDS satellite constellation characteristics make the space satellites geometric
transformation slowly and the current precise BDS satellite antenna phase center
correction model and the solar radiation model are unknown, which make the BDS
ionosphere-free precise point positioning (LC-PPP) initialization longer.

Reference [3] showed that use of the zero-differenced and zero-combined
observables can make full use of a priori information of the ionosphere delay,
which can enhance the intensity of the equation and make it possible to shorten the
PPP initial time. In this paper, we study the fast initialization of BDS PPP by using
the zero-difference zero-combination PPP (ZDZC-PPP) algorithm. The second part
of the paper describes the zero-difference zero-combination observation model,
stochastic model and parameter estimation model, and the third part is the exper-
imental strategies and results, the last part is the conclusion.

2 BDS PPP Model and Data Processing Strategy

2.1 Observation Equation

1. Zero-differenced and Zero-combined equation

The traditional PPP algorithm uses the dual frequency pseudorange and the
carrier ionosphere-free combination to eliminate the ionospheric delay, but the
combination makes the pseudorange and the carrier observation noise to expand
nearly three times [4]. To limit the observation noise amplification, we use a
ZDZC-PPP algorithm based on original observations, with the oblique ionospheric
delay as a parameter to estimate and taking into account a priori information of the
ionospheric delay to constraint the estimated ionospheric delay parameter, which
can speed up the convergence of PPP. The observation equation is as follows:

P j
i;r ¼ q j

r þ c dtr � dt j
� �þ d j

orb þ T j
r þ aiI

j
ion=fi

þ c bpi;r � bspi

� �
þ e Pj

i;r

� �
ð1Þ

L j
i;r ¼ q j

r þ c dtr � dt j
� �þ d j

orb þ T j
r � aiIion=fi þ c bLi;r � b j

Li

� �þ kiN
j
i;r þ e L j

i;r

� �
ð2Þ

where, ai ¼ f 21
�
f 22 ;P

j
i;r; L

j
i;r are the original pseudorange and carrier phase obser-

vation, respectively; the superscript j denote the satellites, subscript i and r denote
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the observation frequency and receivers, respectively; q j
r denote the geometry

distance between the receiver and satellite; c is the speed of light in vacuum; dtr and
dt j denote receiver and satellite clock offset, respectively; T j

r denotes satellite orbit
error; bpi;r; bLi;r and b j

pi ; b
j
Li denote receiver and satellite DCB, respectively; d j

orb

and Iion=fi denote troposphere and ionosphere delays, respectively; k and

N denote carrier wavelength and ambiguities, respectively; e Pj
i;r

� �
and e L j

i;r

� �
are

the observation noise of pseudorange and carrier phase and other corrections,
respectively. Usually, the satellite’s orbit and clock errors can be corrected by the
precise ephemeris and the above equation is linearized. At the same time, the error
correction of measurement must be taken into considered, such as DCB correction,
earth tide correction, relativistic correction, antenna phase center correction, phase
winding correction, etc. Detailed correction method can be referred to the reference
[5]. The parameters to be estimated in equations are as

x̂ ¼ dx; dy; dz; dtr; dtrop;r; dion;N
� � ð3Þ

where, x̂ is the vector of parameters to be estimated, the right hand side followed by
station coordinates, receiver clock error, tropospheric zenith wet delay, ionosphere
delays and ambiguity parameters.

2. Ionosphere-free combination observation model

To facilitate the comparative analysis of the ZDZC-PPP model with the tradi-
tional PPP, we get the LC-PPP model for the linear combination of formula (1 and 2).
Since the receiver and the satellite DCB cannot be separated directly with other
parameters, they are usually estimated together with the receiver and satellite clock
error parameters, respectively. The ionosphere-free combination observation equa-
tion is as follows:

P j
3;r ¼

f 21 � P1 � f 22 � P2

f 21 � f 22
¼ q j

r þðcdtr þ bP3;rÞ � cdt j þ b j
P3

� �þ d j
orb þ T j

r þ e Pj
3;r

� �
ð4Þ

L j
3;r ¼

f 21 � L1 � f 22 � L2
f 21 � f 22

¼ q j
r þ cdtr þ bP3;r

� �� cdt j þ b j
P3

� �þ d j
orb þ T j

r

þ k3N
j
3;r þ bL3;r � bP3;r þ b j

P3
� b j

L3

� �
þ e L j

3;r

� � ð5Þ

Make k3B
j
3;r ¼ k3N

j
3;r þ bL3;r � bP3;r

� �� b j
L3 � b j

P3

� �
; in this situation, k3B

j
3;r

containing pseudorange and carrier phase hardware delay and ambiguities param-
eters, so that the ambiguity parameter lose integer property, usually used real
solutions [6].

IGS analysis centers typically use ionosphere-free combination (P1, P2 observa-
tion combination) to estimate precise satellite clock error, therefore the estimated
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precise satellite clock error is: cdt jp3 ¼ cdt j þ b j
p3 . When the client uses

ionosphere-free combination measurements (P1, P2 observation combination) posi-
tioning, the satellite hardware delay can be eliminated, without performing correction.
Otherwise, the satellite hardware delay should be corrected, namely DCB corrections,
to ensure the positioning model and the IGS ephemeris product self-consistent.

From the derivation of the above equations, we can find that the ionosphere-free
combination is a linear combination of the original observations. Therefore, in
essence, the results of the parameters estimation are equivalent in theory [7].
However, when we use the ZDZC-PPP model to estimate the ionosphere delay as a
parameter, the priori ionospheric delay information can be used as a virtual mea-
surement that can enhance the intensity of the equation, which is conducive to the
PPP initialization [5].

Currently, high precision ionospheric delay information can be obtained from
the GIM model provided by CODE. The accuracy of GIM is between 0 and 8
TECU, which is quite similar to that of the GPS pseudorange measurement. So it
can be used to improve the performance of the PPP initialization. At the same time,
the prediction GIM products can be used for real-time PPP.

2.2 Stochastic Model

Due to the accuracy of the measurement, concerning about the observed signals, the
satellite signal with low elevation angle is easily influenced by atmospheric delay
and noise. Therefore, the following trigonometric function model can be used to
calculate the measurement accuracy of the satellite view of different heights.

r2 ¼ r20
2 sinðEÞ ð6Þ

where, E denote the satellite elevation angle; r0 denote the standard deviation of the
observation noise.

2.3 Parameter Estimation

In this paper, we use the Kalman filter to estimate the parameters and the error
equation of the filter model is

m
2m�1

¼ H
2m�n

x̂k
n�1

� l
2m�1

X
2m�2m

ð7Þ

�xk
n�1

¼ Uk
n�n

x̂k�1
n�1

Qk
n�n

ð8Þ
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x̂k ¼ dx; dy; dz; dtr; dtrop; d
1
ion; . . .; d

m
ion;N

1
k ; . . .;N

m
k

� � ð9Þ

where, subscript k denote the current one epoch; x̂k is the n dimensional state vector
optimal estimation; H is the coefficient matrix; X is the Covariance matrix of
observations; �xk is the k moment prediction state; U is the state transition matrix; Qk

is the variance matrix of the system process noise sequence.
The handling method of the unknown parameters and the error term of BDS PPP

are similar to GPS PPP. For the position coordinate parameters, under the static
condition, the prior constraint is 102 m and the process noise is 0. The receiver
clock error is estimated as white noise, and the variance of the process noise is
108 m2=s� Dt. The troposphere parameters are estimated as a random walk pro-
cess, and the process noise variance using the process noise power spectral density
q multiply by Dt, which is before and after epoch interval. When the cycle slip did
not happen, the ambiguity parameters should be as constant to process and the
corresponding process noise variance can be set to 0. Otherwise, ambiguity
parameters need to re-initialize and the process noise variance is consistent with the
initial epoch.

3 Test Results and Analysis

In order to evaluate the influence of the ionosphere prior constraint on the PPP
initialization speed of ZDZC-PPP model, this paper selects the BDS and GPS
observation data of the DOY 115 days in 2015, and takes a comparison experiment
of static PPP. The experimental data get from 10 observation stations of the MGEX
(Experiment muti-GNSS) observation network, and the selected station is shown in
Fig. 1, and the observation data sampling interval is 30 s.

In data processing, we use the static positioning mode and fix the satellite orbit
and clock with the precise ephemeris and clock provided by GFZ (the German
Research Centre for Geosciences). In this paper, we use the model to correct the
deviation of phase center of satellite and receiver antenna, antenna phase wind up
error, relative error, Earth’s rotation error, and solid tide error. However, at present,
MGEX only provides a priori BDS satellite PCO correction, and there is no
organization to provide the information of BDS satellite PCV and receiver PCV and
PCO. Therefore, we cannot carry out accurate PCV and PCO correction. The
receiver DCB of LC-PPP model is absorbed by the receiver clock, and the satellite
DCB is contained in the satellite clock products, so we do not consider the DCB of
LC-PPP. For ZDZC-PPP, the receiver DCB parameter is to be estimated. At the
same time, we take advantage of the hardware delay products provided by CODE
for BDS and GPS satellite DCB correction.

In the experiment, the 24 h observation data of each station was cut by 3 h, a
total of eight arcs, and each arc is reinitialized. To analyze the convergence speed
and the positioning accuracy of BDS and GPS PPP, we make the difference
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between the results of the PPP solution of the arc segment and the results of GFZ
network adjustment.

3.1 Experimental Results and Analysis

In this paper, we use the LC-PPP and ZDZC-PPP to handle the one day observation
data of the 10 MGEX observation stations, a total of 80 arcs. The convergence
speed of the two PPP algorithms is statistically analyzed according to the different
positioning errors in the same observation time, and the partial abnormal data are
removed, and the statistics of the 10–60 min in the three-dimensional deviation is
performed.

Figures 1 and 2 show the mean deviation of the CUT0 and GMSD station in the
three-dimensional positioning for each region. In the picture, the horizontal coor-
dinate is the observation time and the vertical coordinate is the average value of the
deviation of the three-dimensional position with respect to truth position provided
by GFZ.

From Figs. 2 and 3, we can see that in the same observation time whether GPS
ZDZC-PPP or BDS ZDZC-PPP positioning accuracy is higher than the positioning
accuracy of the LC-PPP, which shows that the convergence speed of ZDZC-PPP is
faster than that of LC-PPP. Taking the BDS PPP average positioning error of
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Fig. 1 Distribution of the 10
observation stations
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10 min for CUT0 station as an example, the positioning error of LC-PPP is
2.185 m, and the positioning error of ZDZC-PPP is 1.366 m. At the same time, the
positioning accuracy of BDS PPP is obviously lower than that of GPS. The main
reason for this situation is that the precise BDS orbit accuracy is lower, and the
precise antenna phase center correction is unknown. In addition, the current satellite
distribution of BDS making the geometry structure change significantly worse than
GPS is also the reason.

In order to further analyze the convergence speed of the two PPP algorithms, the
10–60 min three-dimensional positioning errors of the 80 convergence arcs for the
10 stations are averaged. Table 1 shows the mean value of three-dimensional
positioning deviation of the two PPP algorithms at different observation time.

As we can see from Table 1, in the same observation time, the mean value of
ZDZC-PPP positioning deviation is less than that of LC-PPP, and a difference of
GPS is 2–5 cm, and BDS is 23–70 cm, which shows that the convergence speed of
ZDZC-PPP is significantly faster than LC-PPP. At the same time, the ZDZC-PPP
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algorithm for improving the BDS PPP convergence speed is more obvious than that
of GPS.

The above test results show that, compared with LC-PPP algorithm, when the
oblique ionospheric delay as parameters to be estimated and taking into account a
priori information of the ionospheric delay to constrain the estimated ionospheric
delay parameters can speed up the convergence rate, especially in the current
situation that the change of BDS space geometry is slow.

4 Conclusion

To study the problem of the BDS PPP long initial time, this paper uses the
ZDZC-PPP algorithm to carry out the test of BDS PPP fast initialization. The
ionospheric delay as a parameter is estimated, and the prior information of the
ionospheric delay is combined to the estimated ionospheric delay parameters. There
are 10 observation stations’ observation data of MGEX which are used to perform
two PPP algorithms. The experimental results show

In static conditions, compared with the LC-PPP algorithm, the ZDZC-PPP
algorithm can improve the convergence speed of PPP. During the same observation
time, the mean value of ZDZC-PPP positioning deviation is less than that of
LC-PPP, and a difference of GPS is 2–5 cm, and BDS is 23–70 cm, which shows
that the convergence speed of ZDZC-PPP is significantly faster than that of
LC-PPP. At the same time, the ZDZC-PPP algorithm for improving the BDS PPP
convergence speed is more obvious than that of GPS PPP.
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Analysis and Correction of BDS Code
Multipath Bias

Wenke Yang, Haibo Tong, Lei Pan, Donghui Xu, Wenpu Guo
and Jian Yang

Abstract In view of the problem of the long-term variation of code multipath error
(called code multipath bias) in the IGSO and MEO satellite observable, code
multipath bias of BDS is analyzed using iGMAS data of multiple earth stations. In
addition, the GPS and BDS multipath error variation is analyzed comparatively.
The results show that the variation of BDS multipath error is related to the elevation
angle, satellite orbit type and carrier frequency, but independent with the location of
the receivers. And for the carrier frequency B1, B2, and B3, the code multipath bias
for MEO satellite is 1.66, 1.05 and 0.53 m, respectively. For IGSO satellite the code
multipath bias is 0.65, 0.44, and 0.31 m accordingly, which are smaller than that
reported by earlier papers. Especially, for IGSO at frequency B2 and B3, the code
multipath bias is smaller than half of that reported earlier. At the same time, in order
to reduce the multipath bias, a two-order polynomial fitting algorithm is proposed in
this paper. The results show that: compared with the results of piecewise linear
model with 10 correction parameters, the two-order polynomial correction algo-
rithm with three correction parameters can correct the multipath error and reduce
the RMS of the multipath error more effectively. The two-order polynomial model
in this paper is more convenient considering broadcasting the correction informa-
tion to the users.

Keywords BDS � IGSO � MEO � iGMAS � Multipath error

W. Yang (&) � L. Pan � D. Xu � W. Guo � J. Yang
Xi’an Institute of High Technology, Xian 710025, China
e-mail: wenkeyang@foxmail.com

H. Tong
Information and Navigation College, Air Force Engineering University,
Xian 710077, China

© Springer Science+Business Media Singapore 2016
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2016
Proceedings: Volume III, Lecture Notes in Electrical Engineering 390,
DOI 10.1007/978-981-10-0940-2_44

503



1 Introduction

Since December 27, 2012, Beidou satellite navigation system (BDS) provides navi-
gation positioning and timing services for the Asia Pacific region formally [1], which
includes five geostationary orbit (GEO) satellites, five inclined geosynchronous
satellite orbit (IGSO) satellites, and four medium earth orbit (MEO) satellites [2].
Wanninger [3] andHauschild [4] discover and analyze the long-term variation of code
multipath error (code multipath bias) for IGSO, MEO satellites of BDS using
observable from IGS MGEX(International GNSS Service Multi-GNSS Experiment)
[5]. It is reported that the bias is independent with the location of the receivers and the
receiver types. The code multipath bias is reported as large as nearly 1.5 m for MEO
satellite at B1 frequency. The code multipath bias can introduce positioning error in
single frequency PPP (Precise Point Positioning) [3], and can introduce bias larger
than half of the wide lane wavelength into Melbourne–Wuebbena linear combination
which serves for fixing the widelane ambiguity [3, 6]. Based on the observable of
multiple earth stations of iGMAS (International GNSS Monitoring and Assessment
System) [7] in China, the codemultipath error is analyzed in this paper. Especially, the
long-term variations of the code multipath error of BDS IGSO andMEO satellites for
triple frequencies are examined carefully.

Wanninger [3] proposed a piecewise linear model to model and modify the code
multipath bias. However, considering broadcasting the correction information to the
users, the piecewise linear model requires many parameters to be sent. For example,
when the elevation angle range of 0°–90° and the interval of 10° is considered, at least
10 parameters of the piecewise linear model should be included. Meanwhile, a
two-order polynomial fitting model with only three parameters is proposed in this paper.

In the following, code multipath observable is analyzed first. Then, based on
this, with the observation data of iGMAS stations in China, the code multipath error
of BDS is analyzed by comparing BDS with GPS. The code multipath observable
of different iGMAS stations from DoY 185 to 192 in 2015 for BDS MEO and
IGSO satellites is compared with the reported results by Wanninger [3]. At last,
two-order polynomial fitting model is applied and is compared with the piecewise
linear model [3].

2 Code Multipath Observable

The multipath error of single-frequency can be analyzed in Eq. (1) with linear
combination of single-frequency code and dual-frequency phase observations,
which usually is called multipath (MP) observable [3, 8].

MPi ¼ qi þðmijk � 1Þ � uj � mijk � uk � Bi ð1Þ
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In which

mijk ¼
k2i þ k2j
k2j � k2k

Bi ¼ ðmijk � 1Þ � Njkj � mijk � Nkkk þDi

where qi is the code measurement (m); ki; kj; kk is the wavelengths of the three
frequencies i, j, and k; uj;uk is carrier phase measurements (m) at frequencies j and
k; Nj;Nk is carrier phase integer ambiguity at frequencies j and k; Di is the constant
part of the linear combination of code and carrier phase hardware-induced delays
and code multipath error; Bi is the linear combination of Njkj;Nkkk and Di with
constant coefficients. As a result, Bi is a constant when there is no cycle clips. To
deal with the observation data, it is necessary to detect the cycle clips by comparing
carrier phase difference with Doppler [9]. The observation data with no cycle clips
is used to determine Bi as the mean of MPi.

The linear combination in the right of Eq. (1) can cancel out the geometrical
distance, satellite and receiver clock offset, ionospheric and tropospheric delays of
the single-frequency code observation, the linear combination of code and phase
hardware-induced delays, and the constant part of code multipath error.

In fact, the multipath observables of B1 (1561.098 MHz), B2 (1207.14 MHz)
and B3 (1268.52 MHz) can be written as:

MP1 ¼ eMq1 þ eq1 þ 15:9214ðeMu2 � eMu3Þ � 16:9214ðeu2 � eu3Þ ð2Þ

MP2 ¼ eMq2 þ eq2 þ 5:1943ðeMu3 � eMu1Þ � 6:1943ðeu3 � eu1Þ ð3Þ

MP3 ¼ eMq3 þ eq3 � 4:7395ðeMu1 � eMu2Þþ 3:7395ðeu1 � eu2Þ ð4Þ

where eMq1, eMq2, eMq3 are code MP observables for B1, B2, and B3, eq1, eq2, eq3 are
thermal noises of code measurement for B1, B2, and B3, eMu1, eMu2, eMu3 are carrier
phase multipath errors for B1, B2, and B3, eu1, eu2, eu3 are thermal noises of carrier
phase measurement for B1, B2, and B3.

In theory, absolute value of phase multipath error is not more than 1/4 of the
wavelength, which means 4.80 cm in B1, 6.21 cm in B2 and 5.91 cm in B3. These
values are two orders of magnitude smaller than the code multipath error [10]. Since
the magnitude of thermal noises of phase measurement is a few millimeter [11], the
third and fourth components in the right of Eqs. (2)–(4) can be ignored. It can be
deduced that MP1, MP2, and MP3 are the sum of the code multipath errors and the
thermal noises of code measurement. Furthermore, it is generally considered that
thermal noise is zero mean white noise, and the constant part of code multipath
observable is reduced, so MP observable is the variation part of code multipath
error.
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3 Multipath Observable Data Sets of BDS

3.1 Comparison of Multipath Observables Between BDS
and GPS

Figure 1 shows the BDS B1 and GPS L1 code multipath observable of MEO
satellites as a function of time and as a function of elevation angle at iGMAS station
chu1 in DoY 185 of 2015. The fluctuation ranges of code multipath observable in
GPS L1 and in BDS B1 decrease with the elevation angle. The code multipath
observable in BDS B1 contains additional long-term bias (called code multipath
bias) which is elevation-dependent and absent for GPS L1.
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Fig. 1 Examples of MP time series of MEO satellite passes of BDS and GPS of one observation
station as a function of time (upper panels) and a function of elevation angle (lower panels)
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3.2 Comparison of BDS Multipath Bias of Different
Observation Stations

The MP for BDS IGSO and MEO satellites (exclude PRN C13, which is end of
signal transmission since Oct. 2014 [12]) for B1, B2 and B3 frequencies are cal-
culated, respectively, based on the observable from eight stations of iGMAS [13]
from DoY 185 to 192 in 2015. In order to analyze the relationship between code
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multipath bias and elevation angle, we selected the nodes separated by 10° of
elevation. The piecewise linear fitting is applied to the MP observables for the
BDS IGSO and MEO satellites, respectively, for each observation station and each
of the three BDS frequencies. The multipath bias is showed in Fig. 2 as a function
of elevation angle.

The multipath biases of IGSO satellites for B1, B2, and B3 frequencies as a
function of elevation angle are plotted in the subgraph a, c, and e in Fig. 2,
respectively. It is shown that the multipath biases of each observation station agrees
well with each other with the decreasing trend for each carrier frequency, which
proofs that the multipath biases of IGSO satellites are independent with the loca-
tions of stations. The variation amplitude of multipath biases of IGSO satellites is
0.65, 0.44 and 0.31 m for B1, B2, and B3, respectively.

The multipath biases of MEO satellites for B1, B2 and B3 frequencies as a
function of elevation angle are plotted in the subgraph b, d, and f in Fig. 2,
respectively. It is shown that the multipath biases of each observation station also
agrees well with each other with the decreasing trend for each carrier frequency,
which proofs that the multipath biases of MEO satellites are independent with the
locations of stations. The variation amplitude of multipath biases of MEO satellites
is 1.66, 1.05 and 0.53 m for B1, B2, and B3, respectively.

The variation amplitude of multipath biases of BDS MEO and IGSO satellites at
the triple frequencies obtained by iGMAS data in this paper compared with that
reported by Wanninger [3] are listed in Table 1.

Compared with the data based on the observation data of MGEX stations in
2014 [3], it shows that the variation amplitude of multipath biases of IGSO satellite
at each frequency obtained here based on iGMAS stations in 2015 is much smaller,
especially for B2 and B3 which is half of that in paper [3]. And the variation
amplitude of multipath biases of MEO satellites obtained by iGMAS data here is
smaller, except for MEO satellites at B1 frequency.

Table 1 List of variation
amplitude of code multipath
observables of BDS MEO and
IGSO satellites at triple
frequencies obtained by
iGMAS data in this paper
compared with that reported
by Wanninger [3]

Carrier frequency Variation amplitude of code
multipath biases (m)

This paper Wanninger [3]

MEO B1 1.66 1.50

B2 1.05 1.03

B3 0.53 0.70

IGSO B1 0.65 1.05

B2 0.44 0.98

B3 0.31 0.63

b Fig. 2 The code multipath biases of IGSO satellites for B1, B2, and B3 frequencies as a function
of elevation angle for eight stations (left panel) and the code multipath biases of MEO satellites
for B1, B2, and B3 frequencies as a function of elevation angle for eight stations (right panel).
a IGSO MP (B1), b MEO MP (B1), c IGSO MP (B2), d MEO MP (B2), e IGSO MP (B3), f MEO
MP (B3),
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4 BDS Multipath Observable Correction

The two-order polynomial fitting coefficients are calculated by the MSE (Minmum
Square Error) estimator for each type satellite (MEO or IGSO), for each frequency.
To take iGMAS observation station canb as an example, BDS observation data sets
are from DoY 185 to 191 in 2015. The fitted coefficients are shown in Table 2.

The MP observable correction (corr) is calculated with the two-order polynomial
coefficients by:

corr ¼ a2h
2 þ a1hþ a0 ð5Þ

where θ is the elevation angle, a2; a1 and a0 are the polynomial coefficients shown
in Table 2.

Figures 3 and 4 show the IGSO and MEO satellites code multipath correction
curves, respectively. It can be seen from Fig. 3 that the multipath correction values
of B1, B2, and B3 increase with the elevation angle. The values of B1 increases
linearly, while the values of B2 and B3 increase quickly at low angles and slowly at
high angles.

Table 2 Two-order polynomial fitting coefficients

Carrier frequency a2 a1 a0
MEO B1 0.0003991 −0.0185942 −0.1122992

B2 0.0001788 −0.0048206 −0.1940369

B3 0.0001000 −0.0032524 −0.0853314

IGSO B1 −0.0000085 0.0070683 −0.3600908

B2 −0.0000588 0.0100994 −0.3532883

B3 −0.0000670 0.0092607 −0.2790053
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As shown in Fig. 4, the multipath correction values of MEO B1, B2 and B3 also
increase with the elevation angle. The corrections of the three frequencies increase
slowly at low angles and fast at high angles, which differs from IGSO as shown in
Fig. 3.

Furthermore, we evaluated the MP observable correction model in Table 2 with
the observation data sets at station canb of DoY 192 in 2015, Fig. 5 shows the
uncorrected and corrected MP observables at B1 of IGSO and MEO satellites. With
the application of correction, the bias is suppressed within the multipath
observables.

Furthermore, the comparison analysis of the two-order polynomial model and
the piecewise linear model [3] is given. Table 3 shows RMS (Root Mean Suqare) of
MP correction residuals of BDS IGSO and MEO satellite with piecewise linear
model and two-order polynomial model.

It is shown in Table 3 that the MP RMS of BDS IGSO and MEO satellite
corrected by two-order polynomial model is smaller than that of the raw data, and is
also smaller than that corrected by the piecewise linear model. In the piecewise
linear method, the MP RMS decreases after correction with piecewise linear model
of MEO satellites, except for IGSO satellite.

5 Conclusions

It is shown that there are long-term variations in code multipath errors (called code
multipath bias) of BDS MEO and IGSO satellites as a function of elevation angle
by analysis of observations at triple frequencies from multiple domestic stations of
iGMAS. The code multipath biases of IGSO and MEO satellites at triple carrier
frequencies are independent with the locations of stations, but are related with the
satellite orbit type: for each frequency, the variation amplitude of the code multi-
path biases of MEO satellites is larger than that of IGSO satellites. And biases are
related with the carrier frequency: for each satellite orbit type, the variation
amplitude of the code multipath biases of B1 is largest, that of B2 is smaller and B3
is smallest.

Table 3 MP RMS of BDS IGSO and MEO satellite corrected by piecewise linear model and
two-order polynomial model

RMS (m) IGSO MEO

B1 B2 B3 B1 B2 B3

Raw data 0.327 0.286 0.222 0.523 0.382 0.241

Corrected by piecewise linear
model

0.313 0.289 0.232 0.378 0.306 0.213

Corrected by two-order polynomial
model

0.301 0.269 0.212 0.361 0.295 0.207
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The variation amplitude of code multipath biases of MEO satellites is 1.66, 1.05
and 0.53 m for B1, B2, and B3, respectively. And that of IGSO satellites is 0.65,
0.44 and 0.31 m for B1, B2, and B3, respectively. Except for MEO satellites at B1,
the above data are smaller than that reported earlier [3]. Especially for B2 and B3,
the variation amplitude of code multipath biases of IGSO satellites obtained by
iGMAS data is smaller than half of that reported earlier [3].

The possible reasons for that difference are two folds. First, paper [3] is based on
the observation data from IGS MGEX stations of DoY 70–79 and DoY 160–169 in
2014, and here it is based on the observation data from iGMAS stations of DoY
185–192 in 2015. It is more than one year apart and it is possible that the code
multipath bias decrease with time. Second, the analysis of IGSO satellite in paper
[3] is based on only three stations (in China, Japan and Australia, respectively) with
Trimble NetR9 receiver. And the data here is from eight iGMAS stations in China
with receivers from CECT54 and Unicore. It is worthy to examine the possible
impact of different types of receivers and parameter settings. Besides, the
station-independent characteristic of code multipath bias implies that it is mostly
satellite-induced as pointed out earlier [3].

Meanwhile, compared with the results of piecewise linear model with 10 cor-
rection parameters [3], the two-order polynomial correction algorithm with 3 cor-
rection parameters proposed in this paper can correct the multipath error and reduce
the RMS of the multipath error more effectively. The two-order polynomial model
in this paper is more convenient considering broadcasting the correction informa-
tion to the users.
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An Initial Analysis and Assessment
on Final Products of iGMAS
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Abstract The international GNSS Monitoring and Assessment System (iGMAS) is
developed as a service platform for multi-GNSS and the Product Integration and
Service Center (ISC) is the products reprocess center which provides global users
with different time-delay products. The present paper focuses on the final products
combination from different analysis centers and the emphasis is put on the con-
sistency between different final products, then an initial assessment about the
precision of final products is inhibited with one-year data from iGMAS, including
final satellite orbits, clock bias, Earth rotation parameters, global ionosphere map,
and troposphere products, and SLR measurements from ILRS are collected for
validation of BDS and Galileo satellite orbits; meanwhile, the consistency between
final orbits and ERP is analyzed.
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1 Introduction

With the development of global navigation satellite system (GNSS), the
GNSS-related technology has been widely applied in different fields, from the
concept of IGS proposed at the twentieth IUGG Conference in year 1991 and with a
long time-development for more than twenty years, currently, the IGS provides
global users with multi-GNSS satellite orbit products, and the one-dimension
precisions are 2.0 and 3.0 cm for final GPS and GLONASS orbit, respectively.
Meanwhile, with the Multi-GNSS Experiment (MGEX) carrying on, the IGS also
provides other satellite navigation orbit/clock products such as BDS, Galileo, and
regional navigation system [1–3].

The international GNSS continuous Monitoring and Assessment System
(iGMAS) is developed by China at the beginning of 2011 based on the state satellite
navigation system (i.e., Beidou Navigation Satellite System, BDS), the iGMAS
consists of thirty global-distributed tracking stations, three data centers, eight
analysis centers, one monitor and assessment center, one function management
center, and one Product Integration and Service Center (ISC). The main task is to
track the GNSS satellites by global stations and serve as a platform of data col-
lection, store, analysis, management, and distribution, and provide global GNSS
users with different kinds of products, such as satellite orbit/clock, Earth rotation
parameters (ERP), station coordinates, global ionosphere maps, station zenith tro-
posphere delay products, and GNSS integrity products.

Currently, ten analysis centers participate in the products combination and
assessment, the system basically is in stable function and all kinds of combined
products are produced on routine by ISC, according to the timeliness, the ISC can
provide three types of combined products, that is ultra-rapid, rapid, and final
products, similar to IGS products, the ultra-rapid products are updated every six
hours with a delay by three hours, the rapid products are updated every day with a
delay about forty and one hours while the final products are produced one time for
each week with a delay about twelve days.

The present paper focuses on the analysis of final products, including satellite
orbit/clock, ERP, ionosphere and troposphere products, and the external products
from IGS are used for comparison of iGMAS products, what is more, the combined
products are used to assess orbit products of iGMAS analysis centers which can
make the assessment results more objective and reliable, additionally, SLR mea-
surements are used for validation for BDS and Galileo orbit products, the consis-
tency between final combined orbits and ERP is also analyzed in this paper.
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2 Combination Strategy for Final Products

Unlike the ultra-rapid and rapid products, when producing the final products,
analysis centers adjust all the parameters of stations coordinates, orbits,
satellites/receivers clock bias, ERP, and troposphere delay at the same time with
lose constraints. For each analysis center, the different final products are consistent
within each other, considering that the different stations and processing strategy are
used for different analysis centers, it is important to keep the consistency between
different combined products for the products reprocess center [4].

2.1 Final Station Coordinates/Orbit/ERP/Clock Bias
Combination Strategy

For a long time, the combination of the station coordinates and the ERP products is
separately carried out which is adopted by the IGS [5]. Altamimi et al.
(2005) proposed a rigorous combination method for station coordinates and ERP,
he suggested that the station coordinates and ERP products should be combined
together to keep the consistency between the two products, this method is used by
IGS nowadays [6–12].

The station coordinates and ERP are in the solution independent exchange
format (SINEX) files, given that the solution of analysis center is s and the station
coordinates are Xs, the polar motion parameters are xps ; y

p
s and the corresponding rate

parameters are _xps ; _y
p
s , respectively, the length of day parameter is LODs; while the

combined solution is c, according to the similarity transformation formula, the
observation equation for the combination of station coordinate can be expressed as

Xs ¼ Xc þ Tc þDcXc þRcXc ð1Þ

where Tc ¼ TXc TYc TZc½ �T are the three translation parameters, Rc ¼
RXc RYc RZc½ �T are the three rotation parameters along the axis and Dc is the
scale parameter.

The combination model for ERP can be expressed as

xps ¼ xpc � RYc
yps ¼ ypc � RXc

_xps ¼ _xpc
_yps ¼ _ypc

LODs ¼ LODc

ð2Þ

The combination of station coordinates and ERP can follow these two steps, first of
all, the priori constraints applied in the solution of analysis center should be removed
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and minimum constraints are replaced for each solution, the weight for each analysis
center is redistributed by variance component estimation method, during the iteration
process, the outliers are detected and deleted, secondly, the rotation parameters are
fixed with minimum constraints and weighed for station coordinates and ERP is
derived from the former step, then the combination solution is aligned to ITRF.

To keep the consistency between final orbits and station coordinates, the consis-
tency correction for orbit solution should be applied for each analysis center [13, 14]

Dorbx ¼ �RZsnx � orby þRYsnx � orbz
Dorby ¼ RZsnx � orbx � RXsnx � orbz
Dorbz ¼ �RYsnx � orbx þRZsnx � orby

ð3Þ

where Dorb are the corrections for the three directions, orb is the analysis center
solution, RXsnx, RYsnx, and RZsnx are the rotation parameters between analysis center
and combined solution of station coordinates. After the application of consistency
correction, the orbit solution of each analysis center is consistent with the combined
stations coordinates and the orbit combination is processed in the same reference
system with weight average method.

Since some analysis centers do not provide station coordinates solution with
ERP, another ERP combination method is adopted by this present paper, the ERP
products are combined with orbit solution together and the consistency correction
for ERP of each analysis center is applied as

DPMx ¼ �RYorb
DPMy ¼ �RXorb

DLOD ¼ �RZorb=f

ð4Þ

where RXorb RYorb RZorb½ �T are the rotation parameters between analysis center
and combined orbit solution, f ¼ 1:002737909350795 is the conversion factor from
UT into sidereal time, the weight for each analysis center is computed by the
posterior variance then a weighted orbit solution can be obtained by some iterations
until no outliers are detected.

After finishing the combination of station coordinates, satellite orbit and ERP,
then the clock bias combination can begin. The consistency corrections between
these combined solution and clock solution should also be accounted in the clock
product combination [15]

Dclksat ¼ ðXac � XcomÞ � Xacð Þ=Rsat=c

Dclksta ¼ ðYac � Ycom � DXÞ � Yacð Þ=Rsta=c
ð5Þ

where Dclksat and Dclksta are the consistency corrections for satellites and receivers
clock bias, respectively, Xac, Xcom, and Rsat are the satellite position of analysis
center, combined solution, and the position vector, respectively, Yac, Ycom, and Rsta
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are the station coordinates of analysis center, combined solution, and the position
vector, respectively, DX is the geocenter motion included in the station coordinates
combination. The time datum of analysis center is aligned to the broadcast satellite
clock after the application of the consistency correction to remove the systematic
error results from the different reference stations clock, an iteration process is
completed without outliers any more.

2.2 Combination Strategy for Final Troposphere
and Ionosphere Products

For the final troposphere products combination, two methods can be used, one is the
PPP method with final combined satellite orbit and clock products to estimate the
station zenith troposphere delay parameters, and the other is based on the robust
weighting method. The former method can keep the combined troposphere products
consistent with the orbit/clock products but with a relatively lower reliability and
efficiency. Currently, the second method is used in the combination procedure and a
similar way is adopted for ionosphere product combination [16, 17].

3 Analysis and Assessment on Final Products

3.1 Final Orbit

Two kinds of reference orbit solutions are used for orbit comparison, the first one is
the IGS orbit solution and the other one is the iGMAS combination. For the former,
the IGS combined GPS and GLONASS orbit solution are collected to evaluate
iGMAS GPS and GLONASS orbit, respectively, while the MGEX orbit provided
by GFZ and TUM are used for BDS and Galileo satellite orbit evaluation. About
one-year products are collected from iGMAS and the systematic error is removed
by similarity transformation between different orbit solutions, the media value of
average one-dimension RMS is taken as the precision indicator for each satellite
system.

Figure 1 exhibits the RMS series for the four satellite systems, Tables 1 and 2
summarize the statistics results for each analysis center.

The precision of ISC combined GPS and GLONASS orbits is the best among the
analysis centers when compared to IGS combination, 1 and 1.7 cm for GPS and
GLONASS, respectively, while the orbit precisions of all analysis centers are less
than 5 and 8 cm for GPS and GLONASS, respectively. On the other hand, the
differences between the precision of analysis centers with regard to IGS and ISC are
less than 3 and 7 mm for GPS and GLONASS, respectively, it indicates that the
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orbit precision of iGMAS combined GPS and GLONASS solutions has a same
level as IGS products.

The precision of BDS GEO is about 3 m compared to the MGEX solution from
GFZ while it changes to 1 m compared to the combined solution, significant dif-
ferent precisions show that the assessment may need another way to check the orbit
solution such as SLR. For the BDS IGSO/MEO satellites, the precision for all
analysis centers is about 15 cm while the combined solution archives the best
performance with a 8.4 cm level precision compared to GFZ solutions.

Since there is a lack of broadcast ephemeris for Galileo satellites from Julian
Day 57050 and this condition lasts about one month, no orbit solutions are provided
by iGMAS analysis centers. For the combined orbit of Galileo satellites, the pre-
cision is about 6 cm while the average value of all analysis centers is about 10 cm
when compared to the orbits provided by TUM. No matter the BDS or Galileo
satellites orbits solution, it is clear that with more track stations used in precise orbit
determination, the precision is improved.

Considering that the assessment results are not enough reliable for BDS and
Galileo satellites when compared to the MGEX solutions, an external method with
SLR is used for these satellites, Table 3 lists the SLR validation results and some
residuals larger than 100 cm are treated as outliers and removed in the statistics
results, BDS GEO satellites adopt Orbit-Normal (ON) attitude control mode while
the IGSO/MEO satellites adopt both ON mode and yaw-steering (YS) mode,
limited by the relative static observation geometry, a lower precision for GEO
satellites is obtained than non-GEO satellites in POD [18]. The SLR results mostly
reflect the orbit error in radial direction and the statistics results show that the RMS
of C01 is about 58 cm, the IGSO/MEO satellites during YS mode are better than
ON season which are 14 and 6 cm, respectively, for Galileo satellites, the SLR
validated RMS is about 10 cm.

Fig. 1 The RMS series of iGMAS quad-constellation satellite orbits
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3.2 Final Satellite Clock Products

For the assessment of iGMAS final clock products, the corresponding clock
products from IGS are used as reference and the same time period as orbit products
are in statistics, that is the IGS-combined GPS satellite clock is used for iGMAS
GPS satellites clock products, the ESA products are used for GLONASS and the
GFZ products are used for comparison of BDS and Galileo. The systematic error
between the iGMAS products and the reference products is removed by fitting the
data with a second-order polynomial, the average RMS for each satellite system is
summarized in Table 4 (values larger than 2 ns are removed in statistics) and Fig. 2
show the mean RMS series of all satellites for the four satellite navigation systems.

From the statistical results, the differences of precision among analysis centers
within the same satellite system are obvious, and for the same analysis center, its
GPS satellite clock product obtains the best precision among the four systems and is
significantly better than other satellite systems. While for the combined clock
solution, the precisions are 0.06 ns and 0.1 ns for GPS and GLONASS, respec-
tively, limited by the impact of GEO satellite clock products, the precision for BDS
final clock is some worse than GPS and GLONASS with a precision about 0.36 ns,
while the precision for Galileo satellites is about 0.27 ns. According to the statis-
tical results, the precision of satellite clock products is a little worse than the

Table 2 RMS of iGMAS satellite orbits w.r.t ISC (unit: cm)

AAC AC01 AC02 AC03 AC04 AC05 AC06 AC07 AC08 AC09 AC10

GPS 3.4 3.3 1.9 1.7 1.5 1.2 1.9 1.1 0.8 1.0

GLONASS 7.2 4.4 3.6 2.6 4.0 4.0 6.3 2.2 2.3 2.7

BDS(GEO) 136.9 116.5 97.5 85.6 69.4 57.9 69.2 102.2 69.4 110.0

BDS
(IGSO/MEO)

18.7 13.7 9.7 13.4 12.8 9.3 11.4 15.0 8.5 13.8

Galileo 20.3 7.3 14.6 6.8 5.4 6.9 5.7 3.5 5.2 18.6

Table 3 SLR residuals
statistics results (unit: cm)

PRN YS ON

Mean STD RMS Mean STD RMS

C01 – – – −51.4 27.0 58.1

C08 −0.9 5.9 6.0 7.9 10.6 13.2

C10 0.2 6.22 6.2 1.9 11.4 11.6

C11 −1.3 4.2 4.4 −3.3 15.6 15.9

E11 −4.3 9.1 10.1 – – –

E19 −4.4 8.7 9.7 – – –

E20 −4.9 9.7 10.9 – – –

522 H. Cai et al.



combined orbits, a possible cause is that the different time systems for IGS (based
on GPST) and iGMAS (based on BDT) products which results in accuracy loss in
clock products interpolation.

3.3 Final ERP Products

For most analysis centers of iGMAS, the final ERP products are generated in the
GPS/GLONASS orbit determination with other products, to have a clear knowledge
about the precision of ERP, the ERP products of iGMAS from September 2015 to
October 2014 are collected and compared to IGS ERP product in this study.

Figure 3 shows the residuals for different Earth rotation parameters between
iGAMS combination and IGS.

The mean of absolute deviation is computed for each parameter as the precision
of iGMAS ERP products and the statistical results are shown in Table 5.

The difference of ERP products between most analysis centers and IGS are
significant, it indicates that there are some obvious reference differences between
the products which related to the specific process strategy and conventions.
However, with the consistency correction introduced in Sect. 2.1, the difference
between ISC and IGS is less obvious than most analysis centers.

Fig. 2 The RMS series of iGMAS quad-constellation satellite clock products

Table 4 RMS of iGMAS satellite clock products w.r.t IGS (unit: ps)

AAC AC01 AC02 AC03 AC04 AC05 AC06 AC07 AC08 AC09 AC10 ISC

GPS 268 171 265 83 102 221 125 96 65 69 56

GLONASS 802 727 724 165 310 273 545 137 121 173 110

BDS 602 587 597 766 397 450 372 433 367 410 363

Galileo 518 357 464 764 260 285 270 217 342 742 269
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In order to further analyze the consistency between combined orbit and ERP
products, the rotation parameters ðRX;RYÞ between combined GPS orbit and IGS
in the similarity transformation as well as the difference dPMx; dPMy

� �
of polar

motion parameters between combined and IGS. With the assumption that the orbit
products are well consistent with its ERP products, then the equation can be
obtained (i.e., RX ¼ �dPMy andRY ¼ �dPMx), Fig. 4 reveals the variation of
orbit rotations parameters and the corresponding difference of polar motion
parameters. The same variation trend can be found which implies the consistency
between combined orbit and ERP is promising.

Fig. 3 The difference series of iGMAS ERP products

Table 5 Absolute bias of iGMAS ERP products w.r.t IGS (unit, PM: uas, PM rate: uas/d, LOD:
us)

AAC AC01 AC02 AC03 AC04 AC05 AC06 AC07 AC08 AC09 AC10 ISC

PMx 38 89 37 144 401 32 223 155 59 74 36

PMy 81 161 103 157 425 39 64 215 45 63 44

PMxr 180 103 111 511 162 96 1214 105 72 96 63

PMyr 219 118 143 514 129 109 1055 127 93 98 67

LOD 13 11 18 23 12 19 473 13 17 7 8
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3.4 Final Ionosphere Products

To assess the precision of iGMAS ionosphere products, one-year products are
collected from October 2014 to October 2015 and the IGS combined solution is
used as reference, Fig. 5 (left) shows the ISC solution precision and the RMS
values for the analysis centers are listed in Table 6.

Except the AC07, the precision for other centers are best among 7 TECU and the
precision for ISC is about 1.7 TECU which is the better than the analysis centers.
What is more, with an improvement of process strategy for some analysis centers,
the precision for ISC becomes more stable.

Fig. 4 Consistency between final orbits and ERP

Fig. 5 The RMS series of iGMAS ionosphere (left) and troposphere (right) products

Table 6 RMS of iGMAS ionosphere products w.r.t IGS (unit: TECU)

AAC AC01 AC02 AC03 AC04 AC05 AC06 AC07 AC08 AC09 AC10 ISC

RMS 6.10 4.81 3.07 2.78 2.27 3.07 10.83 2.77 3.57 1.93 1.71
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3.5 Final Troposphere Products

To analyze the precision of iGMAS troposphere products, 54-week products are
collected from October 2014 to September 2015 and the JPL products are used as
reference for comparison. Figure 5 (right) shows the variation of precision for
iGMAS combination and the statistics results are listed in Table 7.

The precision for ISC is about 3 mm and better than the analysis centers, other
four centers obtain a precision better than 4 mm while the performance of the rest
centers are not promising and a further investigation should be needed.

4 Conclusions

The Product Integration and Service Center (ISC) is the products reprocess center
which provides global users with different time-delay products. The present paper
focuses on the final products combination from different analysis centers and the
emphasis is put on the consistency between different final products. Then one-year
final products from iGMAS are assessed and analyzed.

The precisions of iGMAS combination are 1 and 2 cm for GPS and GLONASS,
respectively, and the difference is less than 1 cm whether the reference product is
IGS or ISC for the precision of iGMAS analysis centers, which indicates that the
assessment is reliable and the iGAMS combination of GPS/GLONASS can obtain a
same precision level to IGS. However, for BDS GEO satellites, the precision is
about 2 m and the IGSO/MEO satellite orbit can achieve a precision about 8 cm
while it is about 6 cm for Galileo satellites. On the other hand, with more tracking
stations are employed in the precise orbit determination for BDS and Galileo, the
corresponding precision improves significantly. Moreover, the SLR validation
shows that the precision for BDS IGSO/MEO satellites during YS is better than ON
season and the refined process strategy for ON needs further investigation.

The precision difference among analysis centers within the same satellite system
is obvious, and for the same analysis center, its GPS satellite clock product obtain
the best precision among the four system and is significantly better than other
satellite systems. The precision of satellite clock products is a little worse than the
combined orbits, a possible cause is that the different time systems for IGS (based
on GPST) and iGMAS (based on BDT) products which result in accuracy loss in
clock products interpolation. In order to promote the iGMAS orbit/clock products
based on BDT in different fields, a further verification of products high-precision
application is necessary.

Table 7 RMS of iGMAS troposphere products w.r.t JPL (unit: mm)

AAC AC01 AC02 AC03 AC04 AC05 AC06 AC07 AC08 AC09 AC10 ISC

RMS 7.7 3.6 4.1 3.1 3.6 6.9 8.8 3.3 6.9 4.8 2.9
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The difference of ERP products between most analysis centers and IGS is sig-
nificant, it indicates that there are some obvious reference differences between the
products which related to the specific process strategy and conventions. However,
with the consistency correction introduced in this present paper, the difference
between ISC and IGS is less obvious than most analysis centers and the consistency
between orbit and ERP combination is promising.

The precisions are 3 mm and 2TECU for troposphere and ionosphere combi-
nation products, respectively, and some improvement should be made by some
analysis centers in the future.
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Evaluating PPP Ambiguity Resolution
Methods with Ionosphere-Free and Raw
GPS Observation Models

Peiyuan Zhou and Jinling Wang

Abstract Precise point positioning (PPP) is a powerful technique to achieve
homogeneous positioning accuracy globally and is becoming the dominating ser-
vice for precise positioning. Typically, PPP still takes about 30 min of initialisation
time to obtain a converged solution of better than 10 cm. In order to shorten the
initialization time, integer ambiguity fixing approaches for PPP (PPP-AR) have
been developed in the recent years. In most of the existing ambiguity resolution
approaches, ionosphere-free observation models are used and therefore they are
restricted by the noise of range observations and the short wavelength of the
narrow-lane ambiguities as well. However, with the GNSS modernization, a unified
processing strategy without forming combinations and differencing is more
appealing. In this work, we apply this new approach in uncalibrated phase delay
(UPD) estimation and zero-difference (ZD) AR and compare it with the traditional
model. The satellite UPDs associated with ionosphere-free model and raw obser-
vation model are first estimated from a global distributed GNSS network. 70 sta-
tions tracking both GPS and Beidou (BDS) are used in positioning validation. The
potential contribution of BDS is also investigated.
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1 Introduction

Integer carrier-phase ambiguity resolution (AR) is the key to fast and high-precision
GNSS positioning and navigation. The integer property of the ambiguity parameter
is often ignored in precise point positioning (PPP) [19] due to the difficulty of
separating UPD from the ambiguity parameter for a single receiver.

In recent years, AR techniques relying only on a single station have been
developed successfully to further improve the positioning accuracy of
PPP. Generally, we can distinguish between two approaches, presented in recent
studies, to recover the integer feature of the undifferenced ambiguities by applying
improved satellite-specific correction products, where satellite UPDs have been
separated from the integer ambiguities in different ways. The first approach is called
UPD estimation model [2, 5]. The satellite UPDs of WL and NL are estimated using
the MW and ionosphere-free combination measurements. The other is so-called
Decoupled clock model [1, 8]. They redefined the satellite clock products such that
the integer nature of ambiguity is preserved after applying their clock products.
A comparison of these methods can be found in [3, 15]. Traditionally, PPP-AR is
achieved by MW and ionosphere-free combinations in which the ionosphere effect
is eliminated. To exploit the ionosphere characteristics, PPP-AR with L1 and L2
raw observables have also been developed recently by Gu et al. [6], Li et al. [12].

In this study, we apply this new approach in uncalibrated phase delay
(UPD) generation and ZD AR and compare it with the traditional model. The
positioning accuracy and convergence time are investigated in detail.

2 Multi-GNSS PPP Model

The basic mathematical models of pseudorange and carrier-phase between satellite
s and receiver r of raw observation model can be expressed as:

Ps;G
i;r ¼ qs;Gr þ cðdtGr � dts;GÞþ lGi I

s;G
r þðdGi;r � ds;Gi Þþ eGPi

Ls;Gi;r ¼ qs;Gr þ cðdtGr � dts;GÞ � lGi I
s;G
r þ kGi ðbGi;r � bs;Gi Þþ kGi N

sG
i;r þ eGLi

Ps;C
i;r ¼ qs;Cr þ cðdtCr � dts;CÞþ lCi I

s;C
r þðdCi;r � ds;Ci Þþ eCPi

Ls;Ci;r ¼ qs;Cr þ cðdtCr � dts;CÞ � lCi I
s;C
r þ kCi ðbCi;r � bs;Ci Þþ kCi N

sC
i;r þ eCLi

ð1Þ

where G stands for GPS; C stands for other constellations like BDS, GLONASS,
GALILEO and so on; i is the frequency index; q is the non-dispersive geometric
distance between receiver and satellite including troposphere delay; tr and ts are the
receiver and satellite clock errors; Isr is the slant ionospheric delay on frequency f1,
li is the frequency-dependent coefficient; di;r and dsi are the frequency-dependent
pseudorange hardware delays on receiver and satellite; bi;r and bsi their counterpart
on carrier phase, which is a combined effect of initial phases and hardware delays
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on carrier phase; Ns
i;r is the unknown integer ambiguity with wavelength ki; ePi and

eLi are the unmodeled errors on pseudorange and carrier phase, respectively. Other
errors such as the phase center offsets and variations, phase windup, relativistic
effect and tide loading are corrected according to [7].

The slant ionospheric delay is estimated as unknown for each satellite observed.
In this manner, a priori ionosphere correction model can be employed as constraints
for strengthening the solution [11, 12]. In this work, the global ionosphere maps
(GIMs) from Center for Orbit Determination in Europe (CODE) is applied as
constraints in raw observation model. The estimable ambiguities on each frequency
are no longer integers due to the existence of phase hardware delays and application
of IGS precise satellite clocks (based on P1–P2 combination).

In a conventional PPP model, the following ionosphere-combinations are nor-
mally used to eliminate the first-order ionospheric delays on both pseudorange and
carrier phase observations,

Ps
r;3 ¼ qsr þ tr � ts þ �P3

Lsr;3 ¼ qsr þ tr � ts þ k1B
s
r;3 þ �L3

ð2Þ

As a result of ionosphere-free combination and the application of IGS precise
satellite clocks, the estimable ambiguity Bs

r;3 becomes a combination of original
integer ambiguity and corresponding hardware delays on both pseudorange and
carrier phase and therefore lost its integer property [16].

3 UPD Separation and Ambiguity Resolution

In this section, a brief introduction on UPD separation algorithm and PPP-AR at
user end will be given. The UPD estimation algorithm for both PPP models is based
on the method discussed in [12, 13].

3.1 UPD Separation Algorithm

Based on [2], all undifferenced wide-lane and narrow-lane ambiguity estimates in a
continuous arc without cycle slip can be expressed as an integer value plus a bias
for the satellite and other for the receiver (regardless of the arc). These biases are
shared by all the observations from a specific receiver or satellite and can be
expressed as,

B j
i � ~N j

i ¼ �bi � �b j ð3Þ
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where B j
i denotes the float ambiguity; ~N j

i denotes the sum of integer ambiguity and
integer part of UPD; �bi and �b j are the UPDs of receivers and satellites respectively.
The separation ensures that any double-differenced (DD) ambiguity is integer in
nature.

Even if we knew all the integer ambiguities, there would still be a rank defi-
ciency of one between receiver UPD and satellite UPD. To estimate UPD, extra
condition has to be applied to eliminate the rank deficiency. Often, we choose to fix
one of the UPDs to, for example, zero. Then the UFO can be estimated by means of
the least squares adjustment. Proper quality control is needed here to exclude
inconsistent or bad quality float ambiguities. Under the condition that all integer
ambiguities are known and one UPD is fixed, all other UPDs can be estimated
according to Eq. (3).

The above equation is suitable for both WL and NL UPD estimation. For con-
ventional PPP model, WL ambiguity is obtained fromMW combination [14, 18] and
NL ambiguity is derived from float ionosphere-free ambiguity and fixed WL
ambiguity [2, 4, 8]. While for the raw observation model, both WL and NL ambi-
guities are constructed from float ambiguities on L1 and L2. For a detailed
description of the algorithm, we refer to [12, 13]. The fundamental difference
between ionosphere-free model and raw observation model in UPD separation is the
float ambiguity estimates.

3.2 Ambiguity Resolution on Single Station

As shown in Eq. (3), satellite UPDs estimated from a reference network can be
directly applied to any single rover anywhere not necessarily included in the net-
work. The satellite UPDs are removed with the estimated UPD products, whereas
the receiver UPDs can be separated by enforcing one ZD ambiguity to its nearest
integer or by forming single-differences (SD) between satellites. Afterwards, the
corrected ambiguities have integer feature and can be fixed by applying LAMBDA
method [17].

In real data processing, it is often difficult to fix all ambiguity parameters reliably
for PPP, especially resolving the ambiguities of a newly risen satellite or a
re-initializing ambiguity after a cycle slip [9, 15], therefore partial AR is attempted
if a full AR is not possible. The ambiguities are sorted according to their standard
deviation and ambiguities with bad quality are excluded from AR.

Finally, the fixed ambiguities are reconstructed and used to update the positions
and we can get the ambiguity-fixed solutions. For conventional PPP model, it can
be done according to the following equation,

B3 ¼ f1
f1 þ f2

ðNn þ �bnÞþ f1 f2
f 21 � f 22

~Nw ð4Þ

532 P. Zhou and J. Wang



where Nn and ~Nw are the already fixed NL and WL ambiguities, respectively; �bn is
the NL UPD correction. For the raw observation model, a similar procedure can be
applied to obtain fixed ambiguities.

4 Results and Discussion

In this section, the results of UPD estimation and PPP positioning with both
ambiguity-float and ambiguity-fixed solutions are analyzed in details.

4.1 UPD Quality Analysis

The UPDs estimated from above two separate models are analyzed. In theory, the
WL/NL UPDs should be the same for both models; the only difference between
them is how the input ambiguities are constructed, either from observation space or
state space.

In the following example, observations from around 190 globally distributed
IGS stations on DOY 214, 2015 were used to derive UPDs. The distribution of the
SD NL UPD differences is shown in Fig. 1. Due to the long-term stability of
wide-lane UPDs, the wide-lane UPD was estimated as a daily constant for each
satellite, while narrow-lane UPD was estimated as a constant for every 15 min [2].
There are 96 sets of NL UPDs in total in one day for each satellite. Satellite G07
was used as the reference satellite here. Only UPDs for GPS system were estimated

Fig. 1 SD NL UPD differences between ionosphere-free and raw observation model
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in this study. In total, 95.3 % of their differences are within 0.05 cycle and 99.6 %
are less than 0.075 cycles, which indicates that UPDs from ionosphere-free and raw
observation model are highly consistent with each other. As their differences are
ignorable, in the following analysis only UPDs from ionosphere-free model were
used for analysis.

The quality of UPD estimates can also be evaluated by checking the residuals of
float ambiguities used for UPD estimation. The left figure in Fig. 2 shows the
residual distribution of WL ambiguities. Generally, a more consistent UPD solution
is expected if the residuals are closer to zero.

In total, 9761 floatWL ambiguities were used forWLUPD estimation, and 95.4 %
of them are within 0.2 cycles. Again, a high consistency is achieved among all float
ambiguity observations. The corresponding NL ambiguity residuals in 60th session
are also displayed in right of Fig. 2. In this session, 1559 valid NL ambiguities were
used for deriving UPD, and 96.7 % of their residuals are less than 0.2 cycles.

To further validate our UPDs with the products from other sources, our UPDs
from ionosphere-free model were compared with the UPD products from SGG in
Wuhan University [10], which are publicly available recently and are also based on
ionosphere-free model. Overall, 99.2 % of the differences are less than 0.05 cycles
and 99.9 % are less than 0.075 cycles. Our UPDs agree well with each other.

4.2 Positioning Results

70 MGEX stations tracking both GPS and BDS were used in this positioning
analysis. And none of these stations were included in UPD estimation. For each
station, the 24-h dataset was divided into 24 hourly sessions. In total, there are 1680
tests used in the experiment. All these datasets were processed in a kinematic mode
to analyze the performance of both ionosphere-free and raw observation model with
and without AR.

Fig. 2 WL ambiguity residuals on DOY 214, 2015 (left), NL ambiguity residuals on DOY 214,
2015 (session 60) (right)
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Figure 3 shows positioning biases of ionosphere-free model against “ground
truth” in East, North, and Up directions. All these results were obtained from a pure
kinematic processing. The left column represent biases achieved with
ambiguity-float solution, while the right panel shows ambiguity-fixed solution with
our UPD estimates. By fixing ambiguities, the RMS of positioning biases on
horizontal directions is improved from 4.4, 2.7 to 3.3 and 2.4 cm, respectively,
while on the vertical component, no improvements were found in this study. The
east component was improved by 25 %. These UPDs significantly improve the
accuracy of hourly kinematic position estimates, especially in the east direction.

Figure 4 shows positioning biases of raw processing model. The left column
represents ambiguity-float solution and the right panel is ambiguity-fixed solution.
By fixing ambiguities, the RMS of positioning biases on three directions was
improved from 4.8, 3.3 and 5.8 to 3.7, 2.0 and 5.7 cm, respectively. The east
component is improved by about 23 % by fixing ambiguities in raw model.

By comparing, the columns on the right in Figs. 3 and 4, we can see the RMS
from raw observation model on the east component is a little worse than the
ionosphere-free model, while on north and up component, the raw model can
achieve a better result. Their 3D RMS is 0.073 and 0.070 m, respectively. Overall,
with ambiguity-fixing, the raw processing model achieves slightly better results
than ionosphere-free model.

Fig. 3 Distribution of positioning bias, achieved by ionosphere-free float (left) and fixed (right)
PPP
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To further investigate the contribution of BDS to conventional PPP, the same
data sets were processed again including both GPS and BDS observations. The
positioning biases are shown in Fig. 5. The left panes are results from GPS + BDS
combined float PPP and right panel is ambiguity-fixed GPS + BDS solution. (Only
ambiguity of GPS is fixed). By incorporating BDS, the position accuracy of
ambiguity-fixed PPP is slightly improved, both in north and up components. The
overall improving is about 6 %.

4.3 Convergence Results

We have also analyzed the time to first fix (TTFF) for the ambiguity-fixed solutions
between ionosphere-free and raw observation model. The result is shown in Fig. 6.
The averaging TTFF time for these two models is 28.5 and 30.4 min, respectively.
Slightly better convergence was achieved with ionosphere-free model here. The
longer convergence time for raw observation model might attribute to the use of
dm-level accuracy ionosphere model constraints in this study.

Fig. 4 Distribution of positioning bias, achieved by raw observation float (left) and fixed (right)
PPP
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Fig. 5 Distribution of positioning bias, achieved by ionosphere-free float (left) and fixed (right)
PPP (GPS + BDS)

Fig. 6 Distribution of TTFF for ionosphere-free (left) and raw observation (right) PPP
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5 Concluding Remarks

In this work, we have evaluated ambiguity-resolution performances of two com-
monly used PPP models, ionosphere-free model and raw observation model. UPDs
estimations derived from both models confirm their equivalence. Then, based on
our own estimated UPDs, the positioning biases and convergence time of both
models are evaluated with kinematic tests. These two models show almost similar
performances in terms of position accuracy and convergence speed. The raw
observation model achieves smaller biases overall, while its TTFF is slightly longer
than the ionosphere-free model. The contribution of BDS system to both models
has also been investigated. The 3D RMS is reduced by about 6 % after including
BDS into processing.

Further research is being performed to extend integer ambiguity resolution to all
GNSS constellations, including BDS and Galileo in the near future. With the GNSS
modernization, more navigation satellite systems are operating and satellites with
multi-frequency observations are also increasing. The accuracy of current iono-
sphere models is also to be improved. With more accurate ionosphere constraints,
the potential of raw observation model can be better exploited.
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Kinematic Precise Point Positioning
Algorithm with Constraint Condition

Shaoguang Xu, Yongliang Xiong, Dejun Wang and Xiaoying Gong

Abstract The post processing accuracy of traditional kinematic PPP is at
decimeters level, this is a key factor to limit the wide application of kinematic
PPP. There may be some prior information during kinematic PPP by GNSS, and
this information contains the relation between estimated parameters or external
information about the parameters. If this prior information has enough precision, the
solution precision of traditional kinematic PPP can be largely improved.
A kinematic PPP function model, incorporating some prior information, was pur-
posed in this paper, and the corresponding formulas based on Kalman filter is
derived as an example. The proposed algorithm was verified by real GNSS data
collected in April 2013. The research results showed the accuracy of kinematic PPP
can reach 5 cm after adopting the relaxed line constraint. The accuracy of position
can be improved at a certain extent even if partial constraint was adopted, the most
effective improvement is the up component, then the east component. In addition,
the precision of ZTD can be improved 6 mm at least by adopting either the line
constraint or partial constraint.

Keywords Traditional kinematic precise point positioning � Constraint condition �
Kalman filter � Troposphere zenith delay

1 Introduction

Precise point positioning (PPP) is favored by the geodetic community for its
convenience without base station [1, 2]. From the current progress, long-time static
PPP can reach the same precision as differential GPS. But there are too many
parameters to be estimated in traditional single system kinematic PPP, with respect
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to const-acceleration mode, the unknown parameters in each epoch contain position
vector, velocity vector, acceleration vector, receiver clock error, troposphere delay
and ambiguities. Besides, parameters between adjacent epoch have only two rela-
tions. First, the position, velocity and acceleration should meet the physical law of
motion, second, the ambiguities keep const if no cycle slip or lose of lock hap-
pening. As the result of above reasons, the traditional kinematic PPP solution’s
position is not accurate enough; the accuracy of post processing is at decimetre
level [3].

During the motion of GNSS receiver, there is some prior trace information
which may improve the accuracy of navigation and positioning at a certain extent
can add to the computation equation of navigation and positioning. Algorithm with
constraint condition has been applied in some field and their results have been
improved more or less compared to the situation without constraint [4–9]. The
algorithm for PPP with constraints is rarely introduced. This paper derived the
expression formula of kinematic PPP with constraint condition based on Kalman
filter and the validation of the proposed algorithm was investigated using experi-
mental data. Some conclusions are given at last.

2 Kinematic PPP Mode with Constraint Condition

2.1 Traditional Kinematic PPP Mode

The traditional kinematic PPP mode mainly contains: Mode without the estimation
of velocity, const-velocity mode and const-acceleration mode. As an example of
const-acceleration mode, suppose n satellites are observed at current epoch, then
parameters to be estimated include n ambiguities (N), three position parameters (X,
Y, Z), three velocity parameters (Vx, Vy, Vz), three acceleration parameters (aX , aY ,
aZ), one troposphere delay parameter (Trp), and one receiver clock error (dt), they
can be expressed as follows [10]:

X
!¼ X; Y ; Z;VX ;VY ;Vz; aX ; aY ; aZ ; dt;Trp;N1;N2; . . .;Nn½ �T ð1Þ

Parameter estimation adopts extended Kalman filter algorithm, and the predic-
tion of parameters Xk and its covariance Pk can be expressed as follows:

Xk;k�1 ¼ Uk;k�1Xk�1 þ-k; -k �Nð0; QkÞ ð2aÞ

Pk;k�1 ¼ Uk;k�1Pk�1U
T
k;k�1 þQk ð2bÞ

where Uk;k�1 is state transition matrix depicting the relation among position,
velocity and acceleration which can be determined by physical law of motion.
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Receiver clock error and troposphere delay are regarded as random walk, and
ambiguities keep const if there is no cycle slip. Qk is process noise matrix, and the
corresponding process noise is described in related document [11] if all parameters’
residual error obey the distribution as formula (2a). It is worth noting that tropo-
sphere delay’s noise is usually set as 5 mm/sqrt(hour) [12], but kinematic GNSS
receiver’s elevation during motion may vary largely, so this parameter’s noise
should be enlarged according to elevation difference between adjacent epoch.

The linearized equations for iono-free observation Zk are as follows:

Z0
k ¼ HkXk þxk; xk �N 0;Rkð Þ ð3Þ

The elements of Hk in formula (3) are the corresponding coefficient of position,
velocity, acceleration, receiver clock error, troposphere delay, and ambiguities
related to satellites, respectively. Rk is the measurement noise matrix and the
measurement noise of iono-free pseudorange observation in zenith is about 2 m,
and the noise of iono-free carrier phase observation in zenith is about 2 cm, the
noise in other directions is the function of elevation angle [2].

Based on the above prediction Eq. (2a, b) and observation Eq. (3) the following
equation can be obtained [10]:

Kk ¼ Pk;k�1H
T
k HkPk;k�1H

T
k þRk

� ��1 ð4aÞ

Xk ¼ Xk;k�1 þKk Zk � h Xk;k�1
� �� � ð4bÞ

Pk ¼ I � KkHkð ÞPk;k�1 ð4cÞ

2.2 Kinematic PPP with Constraint Condition

Before adding the constraint condition to traditional kinematic PPP mode there
must be a classification of constraint conditions, because different adjustment
adopted during data process leads to different constraint pattern. If sequential least
square is adopted, prior information can be considered as quasi-observation equa-
tion, and make combination adjustment with real observation equation [13]; On the
other side if Kalman filter is selected, there are several choices, first state transition
can be constrained, second filter gain can be constrained, last results can be cor-
rected too [14]. Constraint condition can be divided into equality and inequality
constraint, linear and no linear constraint, hard constrain and relaxed constraint.
Kalman filter with linear constraint is chose as a case for analyzing kinematic PPP
mode with constraint condition [7, 14].
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Linear constraint with parameters to be estimated can be expressed as:

D� X
!¼ mk ð5Þ

where m is const, what should be care is that the coefficient matrix D can not be
rank defect, in other words there can’t exist redundancy condition in Eq. (5). For
nonlinear constraint function, linearization is made as following:

gðxkÞ ¼ mk ð6Þ

gðx0kÞþ g0ðx0kÞðxk � x0kÞ � mk ð7Þ

Assume GNSS receiver moves on a line, then constraint condition in each epoch
is the same, but the constraint condition may different epoch from epoch in practice,
and remember to make bijection between them. As the common line for example, if
two point coordinates are known: (x1, y1, z1), (x2, y2, z2), the equation of a space line
is as:

x� x1
x� x2

¼ y� y1
y� y2

¼ z� z1
z� z2

ð8Þ

The formula is equal to the following:

z2 � z1
x2 � x1

� x� z ¼ x1 � z2 � x2 � z1
x2 � x1

ð9aÞ

z2 � z1
y2 � y1

� y� z ¼ y1 � z2 � y2 � z1
y2 � y1

ð9bÞ

The derivation of above equation for time is:

z2 � z1
x2 � x1

� vX � vZ¼ 0 ð10aÞ

z2 � z1
y2 � y1

� vY � vZ ¼ 0 ð10bÞ

Once more time for derivation about time is:

z2 � z1
x2 � x1

� aX � aZ¼ 0 ð11aÞ

z2 � z1
y2 � y1

� aY � aZ¼ 0 ð11bÞ

The unknown for Kalman filter is as formula (1). According to formula (5), (9a,
b), (10a, b), and (11a, b) the following constraint equation can be obtained:
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z2�z1
x2�x1

0 �1 0 0 0 0 0 0 0 0 01 � � � 0m
0 z2�z1

y2�y1
�1 0 0 0 0 0 0 0 0 01 � � � 0m

0 0 0 z2�z1
x2�x1

0 �1 0 0 0 0 0 01 � � � 0m
0 0 0 0 z2�z1

y2�y1
�1 0 0 0 0 0 01 � � � 0m

0 0 0 0 0 0 z2�z1
x2�x1

0 �1 0 0 01 � � � 0m
0 0 0 0 0 0 0 z2�z1

y2�y1
�1 0 0 01 � � � 0m

2
6666666664

3
7777777775
�

X

Y

Z

vX
vY
vZ
aX
aY
aZ
dt
Trp

N1

..

.

Nm

2
666666666666666666666666666664

3
777777777777777777777777777775

¼

x1�z2�x2�z1
x2�x1

y1� z2�y2�z1
y2�y1

0

0

0

0

2
666666664

3
777777775

ð12Þ

If constraint condition is more relaxed, and assume only the relation between
X and Y exists, the corresponding condition equation can be got:

y2�y1
x2�x1

�1 0 0 0 0 0 0 0 0 0 01 . . . 0m
0 0 0 y2�y1

x2�x1
�1 0 0 0 0 0 0 01 . . . 0m

0 0 0 0 0 0 y2�y1
x2�x1

�1 0 0 0 01 . . . 0m

2
4

3
5�

X
Y
Z
vX
vY
vZ
aX
aY
aZ
dt
Trp
N1

..

.

Nm

2
666666666666666666666664

3
777777777777777777777775

¼
x1�y2�x2�y1

x2�x1
0
0

2
4

3
5

ð13Þ

If Kalman filter wants to satisfy formula (12) or (13), the following formula
exists:

Xc
k ¼ min X

!� Xk

� �T
Wk X

!� Xk

� �
:DX

!¼ mk

� �
ð14Þ
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In formula (14), Wk must be positive definite symmetrical weighted matrix, the
optimal constraint estimation can be realized by Lagrange maximum likelihood
estimation:

Xc
k ¼ Xk �W�1

k DT
k DkW

�1
k DT

k

� ��1
DkXk � mkð Þ ð15Þ

For convenience we define c ¼ W�1
k DT

k DkW�1
k DT

k

� ��1
, formula (15) can be

short as:

Xc
k ¼ Xk � c DkXk � mkð Þ ð16Þ

For further exchange:

X
!� Xc

k ¼ X
!� Xk þ c DkXk � mk � Dk X

!� mk

� �� �
¼ � I � cDkð Þ Xk � X

!� � ð17Þ

Then covariance after constrained changes to:

Pc
k ¼ E½ðX!� Xc

kÞðX
!� Xc

kÞT �¼ ðI � cDkÞPk ð18Þ

Obviously, when W�1
k ¼ Pk , the gain covariance is the least, so from formula

(16) and (18) the final results are:

Xc
k ¼ Xk � PkD

T
k DkPkD

T
k

� ��1ðDkXk � mkÞ ð19Þ

Pc
k ¼ Pk � PkD

T
k ðDkPkD

T
k Þ�1DkPk ð20Þ

The above two formulas are with respect to hard constrain, in order to change it
to relaxed constrain, adjust formula (20) to:

Pc
k ¼ Pk � PkD

T
k DkPkD

T
k þRc

� ��1
DkPk ð21Þ

The Rc is as noise matrix of constraint equation, which can be determined
according to allowable error range of constraint conditions

3 Test Result and Analysis

3.1 Experiment Strategy

Experiment was done on the roof of one university, the instrument type is
UniStrong E660, which can receive L1, L2, C1 and P2 signals. From 22nd Mar to
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25th Mar in 2013, about half an hour kinematic observation was collected every-
day, the sample interval is 30 s. For the reason that the antenna phase center offset
and variety is unknown, so this error was not corrected during PPP, all the left error
corrections were referenced the standard PPP mode [15]; Turboedit algorithm was
selected during data reprocessing, and the cycle slip was only detected but not
repaired [16]; Parameter estimation process adopts Kalman filter mode with forward
smooth [17, 18]. The calculation datum is IGS final precise ephemeris and 30 s
interval satellite clock error.

Before the test, a rigid chute was made by ourselves, and fixed on the roof.
(Fig. 1) A receiver with rope can only slide along the chute’s groove when the rope
was promoted. On 22nd Mar receiver 024 J kept observing for 5 h in static mode
and was shutdown, the position of this point was selected as one known point, then
this receiver was restarted to move, nearby there were two receiver named 014 J
and 018 J to keep observing during the process. On 23rd 024 J was placed on the
another place of the chute and kept observing for 4 h then was shutdown, this
position was selected as the second known point, the same 024 J was powered on to
move for about half an hour. After two sessions’ static observing on the chute on
22nd and 23rd Mar the line equation of receiver motion can be determined, the
movement speed of moving receivers was random. On 24th and 25th the receiver
was promoted on the chute for half an hour. During the whole experiment, for the
limited number of receiver, there is no time overlapping among the rover station,
base station and known point observation, the rover station is only a few meters
from base station, this allows the LGO (Leica Geo Office) to successfully solve the
short baseline to validate our algorithm, the base station 014 and 018 J coordinates
in LGO solution was computed by static PPP. Both kinematic and static PPP
solutions are finished by our software PLAOD.

RC ¼

0:12 0 0 0 0 0
0 0:12 0 0 0 0
0 0 0:062 0 0 0
0 0 0 0:062 0 0
0 0 0 0 0:032 0
0 0 0 0 0 0:032

2
6666664

3
7777775

ð22Þ

Fig. 1 Test platform
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When added line constraint to the filter, the constraint equation noise matrix was
set as formula (22), where the prior sigma of position, velocity, and acceleration
was established as 0.1 m, 0.06 m/s and 0.03 m/s2.

3.2 Line Constraint Results

Coordinates of known point 1 and known point 2 were used to determine the line
equation, this line constraint was added to the kinematic PPP for solution, at the
same time the traditional kinematic PPP result was obtained, besides, LGO solution
result can be obtained. Without the base station on 25th, corresponding result can
only compare with line constraint result, as can be seen from Fig. 2, where as “free”
means traditional kinematic PPP solution, “constrain” means constraint solution, it
is obvious that the result after constraint is located on the line of two known point.
With regard to 22nd–24th Mar, their results before and after constrained and LGO
solution are compared, taking the 22nd result as example shown in Fig. 3, it is easy
to see that LGO solution result shows high coincidence with constraint result. From
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this picture, we can obtain that the North component’s accuracy is the highest in
traditional kinematic PPP, then the East direction, the worst is Up component, but
constraint condition may change this situation, the detailed improvement can be
expressed by Fig. 4, and the root mean square (RMS) is shown as Table 1, from
this table we know that all components’ accuracy is raised to a few centimeters.

3.3 Partial Constraint Results

For further relaxing the constraint, assume that prior information is only between
X and Y or between X and Z, which may be happening for plane motion, take 22nd
Mar as an example, the results are shown as Figs. 5 and 6, where as “c0” is equal to
the former line constrain, “c1” represents partial constrain, in other words X-
Y constrain or X-Z constrain, “lgo” and “free” are the same as before, from the two
pictures, it can be concluded that this partial constraint can improve the final result
at a certain extent, the most effective improvement is the Up compoment which
reaches a few centimeters. Besides, corresponding results of zenith total delay
(ZTD) were shown in Figs. 7 and 8, obviously, the partial constraint results tend to
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Table 1 RMS before and
after constrain

Doy Free (m) Constrain (m)

N E U N E U

22nd 0.238 0.522 0.385 0.025 0.015 0.058

23rd 0.425 0.822 0.868 0.062 0.025 0.052

24th 0.258 0.539 0.523 0.053 0.022 0.059

Kinematic Precise Point Positioning Algorithm … 549



0

2

N
 / 

m

c1 c0 free lgo

0

2

E
 / 

m
1080 1090 1100 1110 1120 1130 1140 1150
-1

0

1

epoch / 30s

U
 / 

m

Fig. 5 Results after
X-Y constraint and
comparison

1080 1100 1120 1140
2.32

2.34

2.36

2.38

2.40

2.42

epoch / 30s

Z
T

D
 / 

m

free c1 c0
Fig. 7 ZTD before and after
X-Y constrain

1080 1100 1120 1140
2.32

2.34

2.36

2.38

2.40

2.42

epoch / 30s

Z
T

D
 / 

m

free c1 c0

Fig. 8 ZTD before and after
X-Z constrain

0

2

N
 / 

m

c1 c0 free lgo

0

2

E
 / 

m

1080 1090 1100 1110 1120 1130 1140 1150
-1

0

1

epoch / 30s

U
 / 

m

Fig. 6 Results after
X-Z constraint and
comparison

550 S. Xu et al.



line constraint result, in fact, the line constraint ZTD result is more coincide with
static ZTD result despite the static ZTD is not divergent in this time series, ZTD
with constraint PPP can be improved at least 6 mm.

4 Conclusion

With respect to the limitation of current kinematic PPP, known information in the
observing process was used for purposed algorithm of kinematic PPP with con-
straint condition. The algorithm was applied to kinematic data with line constrain
and partial constraint, results shows that line constraint can improve the traditional
kinematic PPP to 7 cm level accuracy, improve the accuracy of East and Up
components more effective, and the initialization process is very fast. Partial con-
straint is also useful for North, East and Up component accuracy improvement, but
the Up is most effective, then the East is followed. Data analysis shows that after
long time observing the horizontal accuracy especially North component is com-
parable with traditional mode’s result despite constraint is added, but Up compo-
nent can be improved with several centimeters even 1–2 dm. In fact, what
unavoidable is that the accuracy and strength of constraint condition may seriously
affect the final result, it is strongly suggested that if accuracy of prior information is
higher than 1 dm you would better add this constraint, and your result will be
largely improved especially in difficult observation environment. Furthermore, the
ZTD’s accuracy can be improved at least 6 mm whether line constraint or partial
constraint is adopted.

The centimeter level accuracy of the experiment illustrate that kinematic PPP
mode with constraint condition has a great application prospect in practice. Some
research has shown that train’s trail information was used as constraint condition to
improve the pseudorange positioning accuracy on the train [19, 20], if the curve
measurement information for railway construction is added to kinematic PPP mode
the positioning accuracy may further largely improved.
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Instantaneous and Controllable Ambiguity
Resolution Based on Linear Integer
Aperture Estimator: Principle
and Application

Jingyu Zhang, Meiping Wu and Tao Li

Abstract Ambiguity resolution is of importance in precise GNSS application and
ambiguity validation is one of critical steps. It is usually realized by the so-called
integer aperture (IA) estimator. Though ratio test based on look-up table satisfies
the instantaneous and controllable application, its effectiveness in practice is not
sufficiently verified and comparison with other IA estimators is not enough.
Besides, there is no evaluation standard for the quality of look-up table. In this
contribution, we will propose a modified instantaneous and controllable (iCON)
method which can apply linear IA estimators to instantaneous applications. This
method is easy to be implemented and can realize the instantaneous control to
failure rates. In order to verify the effectiveness of this method, simulation exper-
iments are implemented to test the performances of four linear IA estimators.
Furthermore, this method is applied into GNSS compass application. Simulation
and field test results show that the linear IA estimation based on this method can
realize the quality control of ambiguity resolution, and the precision of GNSS
compass can be better than integer estimation. In the field test, linear IA estimators
have similar, or a little better, performance as ratio test in the precision of GNSS
compass. All results prove the effectiveness of linear IA estimation in the quality
control of ambiguity resolution for the first time and provide the guidelines for the
usage of IA estimators.

Keywords Ambiguity resolution � Integer aperture estimator � Quality control �
Fixed failure rate approach � GNSS compass
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1 Introduction

As the prosperity of GNSS systems, precise GNSS applications such as precise
positioning or attitude determination have begun to widely spread. In order to
quickly achieve centimeter or millimeter precision, ambiguity resolution is the
fundamental problem.

Commonly, the procedures of ambiguity resolution can be divided into four steps.
In the first step, the integer constraint of ambiguity is disregarded and float solutions
are estimated. The float solutions and their variance-covariance (vc) matrix are given

as
â
b̂

� �
and

Qââ Qâb̂
Qb̂â Qb̂b̂

� �
. Part of quality control can be implemented here to detect

and adapt outliers. The second step takes into the integer constraint and realizes the
integer estimation. The integer estimation can be realized by various estimators.
Integer least-square (ILS) [1] is the most widely used one. In order to improve its
efficiency, least-square ambiguity decorrelation adjustment (LAMBDA) [2, 3] is
often implemented. After integer estimation, ambiguity validation is usually
implemented, which can be realized by various acceptance tests. Here the combi-
nation of integer estimation and validation is the so-called IA estimation [4], which
provides the theoretical foundation of ambiguity validation. After these steps, if
ambiguities are correctly fixed, users can take advantage of the precise range data.

Due to the importance of ambiguity quality control, IA estimation has attracted
many researchers for more than 10 years [5, 6]. Many IA estimators and their
performance have been studied and compared. Some of them have been applied into
research. The most representative one is ratio test IA (RTIA) estimator. Based on the
created look-up table [7], RTIA can realize instantaneous and controllable ambiguity
resolution. However, since the creation of look-up table relies on numerous GNSS
samples and Monte Carlo simulation, it is very inefficient. Besides this, according to
the creating step of look-up table or fitting function [8], many artificial measures
have to be taken to obtain suitable results which are applicable to most GNSS cases.
Hence, how to evaluate the quality of different look-up tables also needs to be taken
into consideration. In order to tackle these problems, this contribution will propose a
modified instantaneous and CONtrollable (iCON) ambiguity resolution approach
based on linear IA estimators. This approach can calculate the required critical value
for each GNSS model, and it is quick and easy to be implemented. Linear IA esti-
mators which share certain properties can be used based on this approach.

2 Integer Aperture Estimator

2.1 Integer Aperture Pull-in Region

Since integer estimators are the subsets of IA estimators, all properties of integer
estimators can be derived from IA estimation. The function of IA estimator is to
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give users the control over integer estimation. The definition of IA pull-in region is
given as [9].

Definition 1 Let X � R
n and Xz � X, then the estimator a^IA ¼ z if â 2 Xz

â if â 62 Xz

�
is

an IA estimator only if its aperture pull-in regions satisfy the following
requirements

ð1Þ [
z2Zn

Xz ¼ X � R
n

ð2Þ IntðXuÞ \ IntðXvÞ ¼ ;; u 6¼ v

ð3ÞXz ¼ zþX0; z 2 Z
n

when X ¼ R
n in condition (1), then IA estimator will be transformed into integer

estimator and Xz ¼ Sz with Sz the pull-in region of integer estimator. Condition (3)
indicates the translational invariant requirement, and condition (2) clarifies that
there is no overlapping between different regions.

The connection between IA estimator and integer estimator relies on acceptance
tests. The general form of acceptance test is summarized as [10]

cðxÞ� l ð1Þ

where cð�Þ is the testing function and l its critical value. The IA estimator based on
cð�Þ is written as

Xz ¼ x 2 R
n; z 2 Z

njx 2 Sz; cðxÞ� lf g ð2Þ

where Xz � Sz. In practice, the integer estimation is realized by searching which
satisfies

Sz ¼ \
c2Zn

x 2 R
n; z 2 Z

nj cTQ�1
ââ ðx� zÞ�� ��� ck k2Qââ

2

( )
ð3Þ

where c ¼ z^2 � z. z is the best integer candidate, and z^2 the second best integer
candidate. It can be proved that, the �j j can be deleted based on the relation between
integer candidates and float solutions. Then we can derive a uniform formula for IA
estimation, which is given as

Xz ¼ \
c2Zn

x 2 R
n; z 2 Z

njcTQ�1
ââ ðx� zÞ� ck k2Qââ

2
; cðxÞ� l

( )
ð4Þ

Actually, the formula of Xz can be further simplified if cðxÞ� l is the subset of

cTQ�1
ââ ðx� zÞ� ck k2Qââ

2 , which will be presented based on specific acceptance test.
Note that the simplified transformation of Xz in the following subsections is
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equivalent to testing function of (1). Hence, the geometry reconstruction of IA
pull-in region can be realized by different methods.

2.2 Linear IA (LIA) Estimators

In the analysis to difference test IA (DTIA) estimator [12], we first see that IA
estimator can be derived by scaling to integer estimator. The scaling direction is
from the second best integer candidate to the best integer candidate. According to
the scaling methods, we can classify the IA estimators into LIA estimators and
nonlinear IA estimators. LIA estimators can be defined as the IA estimator which
has the constant scaling factor in each direction. As contrast, the scaling factor of
nonlinear IA estimators depends on the float ambiguities and is varying even at the
same scaling direction. Note that ILS can be seen as one special kind of IA esti-
mator, which can be derived from linear and nonlinear IA estimator. In this con-
tribution, we will mainly study the properties of LIA estimators.

2.2.1 DTIA

DTIA was first proposed in [12]. As analyzed in [11], DTIA can be derived by
linear scaling to integer estimator. Its original expression is given as

R2 � R1 � lDT ð5Þ

with Ri ¼ x� z^i

�� ��2
Qââ

. Its pull-in region and relation with ILS can be written as

X0;DTIA ¼ \
c2Zn=f0g

x 2 R
nj ck k2Qẑẑ

cTQ�1
ẑẑ x

ck k2Qẑẑ
�lDT

� ck k2Qẑẑ

2

( )

¼ [
c2Zn=f0g

TDTðcÞS0;IALSðcÞ
ð6Þ

with TDTðcÞ ¼
ck k2Qẑẑ�lDT

ck k2Qẑẑ
. Note that the IA estimator is realized in decorrelated space

so that its performance or success rate can be maximized. Here the decorrelated
GNSS model is denoted with Qẑ̂z. TDTðcÞ is the scaling factor whose value may be
changing with the second best integer candidate. DTIA has a distinct performance
among IA estimators, since it can be seen as the approximation of optimal IA
estimator with strong GNSS models [13].

In order to demonstrate the characteristics of LIA estimator, the geometry
reconstruction of DTIA is presented in Fig. 1. According to this figure, we can see
that ILS is constructed by different regions, and each region corresponds to a unique
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integer candidate. The aperture pull-in region of DTIA is constructed by scaling the
ILS pull-in region from the directions of second best integer candidates to the best
candidate.

2.2.2 Integer Aperture Least-Square (IALS)

IALS is first defined in [14]. Obviously, the original definition of IALS is different
from other acceptance tests. However, according to the definition of its pull-in
region, we still can derive similar testing formula for IALS. Its pull-in region can be
written as

X0;IALS ¼ \
c2Zn=f0g

x 2 R
nj c

TQ�1
ẑ̂z x

lIALS
� ck k2Qẑẑ

2

( )
¼ [

c2Zn=f0g
TIALSS0;IALSðcÞ ð7Þ

with TIALS ¼ lIALS. The advantage of IALS is that it is easy to be connected with
ILS. It has the same scaling factor for each direction, whose value is
lIALSð0\lIALS � 1Þ. According to the relation of scaling factors, IALS can be seen
as one special case of DTIA, and DTIA can be regarded as the generalized IALS.

Note that in [6], the procedures to implement IALS is given, which is complicate
and time-consuming. Besides this, it is essentially not rigorous, since it only con-
siders the adjacent integer candidates for the pull-in region of the best integer
candidate. The correct testing formula can be directly derived from its pull-in
region, which is written as

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
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Fig. 1 Geometry
reconstruction of DTIA. The
arrows denote the scaling
directions from the second
best integer candidates to the
best candidate. Red stars are
the second best integer
candidates. Green, blue and
red regions denote three kinds
of aperture pull-in regions
with different scaling factors
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2ðz^2 � z^1ÞTQ�1
ẑ̂z ðx� z^1Þ

ck k2Qẑẑ

� lIALS ð8Þ

with z^1 and z^2 the best and second best integer candidates.

2.2.3 W-Test IA (WTIA)

WTIA is proposed by Wang et al. [15]. Though in [5] WTIA is summarized as one
kind of projector tests, it has obvious difference with the other one. The original
expression of WT is given as

R2 � R1

2 z^2 � z^1

�� ��
Qẑẑ

� lWT ð9Þ

Note that in decorrelated space, z^2 is the adjacent or closest integer candidates to
the best integer candidate. Hence, its pull-in region can be rearranged as

X0;WTIA ¼ \
c2Zn=f0g

x 2 R
nj ck k2Qẑẑ

cTQ�1
ẑ̂z x

ck k2Qẑẑ
�lWT ck kQẑẑ

� ck k2Qẑẑ

2

( )

¼ [
c2Zn=f0g

TWTIAðcÞS0;IALSðcÞ
ð10Þ

with TWTIAðcÞ ¼ ck k2Qẑẑ�lWT ck kQẑẑ
ck k2Qẑẑ

. Notice that in (10), there exist obvious similarities

between DTIA and WTIA. When lWT ck kQẑẑ
¼ lDT, WTIA will be equivalent to

DTIA. However, due to the variation of c, it is difficult to satisfy this condition.
Hence, WTIA may have similar performance as DTIA, but not the same.

2.2.4 Projector Test IA (PTIA) and Improvement

PTIA is proposed in [16]. However, the research about PTIA is not so much. Part of
reason is due to its testing method. Actually, in decorrelated space, the testing of
PTIA can be simplified as

cTQ�1
ẑẑ ðx� z^1Þ� lPT ck kQẑẑ

ð11Þ

with c ¼ z^2 � z^1. Here we analyze the testing formula of PTIA. At the left side of
(11), it can be seen as the projection of x� z^1 on c with the metric of Qẑ̂z. The left
side of (11) can be taken as the weighted projection of x� z^1 on c. However, the
right side of (11) is the weighted norm of which means the comparison of two sides
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is not balanced. The comparison in (11) tends to be conservative especially when
ck kQẑẑ

[ 1. This means PTIA is not suitable to strong GNSS model if ck kQẑẑ
[ 1 at

that time. In order to improve the performance of PTIA, we change (11) into

cTQ�1
ẑ̂z ðx� z^1Þ� lMP ck k2Qẑẑ

ð12Þ

According to this modified PTIA (MPTIA), its pull-in region can be written as

X0;MPTIA ¼ \
c2Zn=f0g

x 2 R
nj c

TQ�1
ẑẑ x

2lMP
� ck k2Qẑẑ

2

( )

¼ [
c2Zn=f0g

TMPS0;IALSðcÞ
ð13Þ

with TMP ¼ 2lMP. It is obvious that this modified PTIA is equivalent to IALS when
lIALS ¼ 2lMPTIA. This condition is easy to be satisfied. Hence MPTIA is mathe-
matically equivalent to IALS.

2.3 Probability Evaluations of LIA Estimators

In Sect. 2.1, the LIA estimators are summarized into the union of aperture pull-in
regions with constant scaling factors independent of float ambiguities. Actually,
their probability evaluations also have uniform expressions.

Before we derive the uniform formulas, we first give the definition of LIA
bootstrapping (IAB) [17] estimator. They are necessary to approximate the prob-
ability evaluations of previous IA estimators.

Definition 2 The pull-in region of linear IAB estimator (LIAB) is defined as

Xz;LIAB ¼ \n
i¼1

x 2 R
nj c

T
i L

�1ðx� zÞ
TLIABðciÞ � 1

2

� �

¼ [n
i¼1

TLIABðciÞS0;IBðciÞ
ð14Þ

with ci ¼ z^2 � z and

TLIABðciÞSz;IBðci þ zÞ ¼ x 2 R
nj x�z

TLIABðciÞ 2 S0;IBðciÞ
n o

S0;IB ¼ [n
i¼1

S0;IBðciÞ
S0;IB ¼ \n

i¼1
x 2 R

njcTi L�1x� 1
2

� 	

8>>>><
>>>>:
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where ci is the canonical vector on the ith coordinate axis. L is the uniquely lower
triangular matrix of the decomposition Qẑ̂z ¼ LTDL. S0;IBðciÞ and Sz;IBðci þ zÞ are
parts of IB pull-in region whose second best integer candidate are ci and ci þ z,
respectively.

Based on this definition, it is easy to derive a uniform formula for the LIAB
probability evaluations. The analytical formulas are given as

Ps;LIAB ¼ Qn
i¼1

2Uð xij jLIAB
rzi jI

Þ � 1

 �

Pf ;LIABðkÞ ¼
Qn
i¼1

UðziðkÞþ xij jLIAB
rzi jI

Þ � UðziðkÞ� xij jLIAB
rzi jI

Þ

 �

Pf ;LIAB ¼ P1
k¼1

Pf ;LIABðkÞ

8>>>>>><
>>>>>>:

ð15Þ

with zðkÞ ¼ ðz1ðkÞ; . . .; znðkÞÞT the kth integer ambiguity candidate. rzijI is the ith
element of LDL-decomposition of decorrelated matrix Qẑ̂z. Different LIAB can be
discriminated by xij jLIAB which means the absolute intersecting points between
original aperture pull-in region and coordinates. Here we list the expressions of
xij jLIAB for the derived IAB of previously mentioned IA estimators

xij jIAB¼ lIAB
2

xij jDTIAB¼
ck k2Qẑẑ�lDT

ck k2Qẑẑ
xij jWTIAB¼

ck k2Qẑẑ�lWT ck kQẑẑ
ck k2Qẑẑ

8>>>><
>>>>:

ð16Þ

MPTIA is equivalent to IAB and xij jMPTIAB¼ lMPTIAB. In decorrelated space, the
performance of IAB will approach to that of IA. Hence, we can directly use IAB to
approximate IA estimators. When xij jLIAB¼ 1, LIAB can be seen as the decorrelated
ILS estimator. Then Ps;LIAB ¼ Ps;ILS and Pf ;LIAB ¼ Pf ;ILS.

3 Instantaneous and Controllable Ambiguity
Resolution Method

In order to do the quality control of ambiguity resolution, fixed failure rate approach
has been proposed and initially applied. Without consideration of time cost, fixed
failure rate approach is the most suitable one. The advantage of fixed failure rate
approach lies on that it is general, and can be applied to any IA estimator. Its
controllability is determined by the number of simulation samples. More the sam-
ples, stronger the controllability of IA will be. However, since fixed failure rate
approach relies on Monte Carlo sampling, it is impossible to realize instantaneous
application. In order to solve this problem, several alternative approaches have been
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proposed by researchers, such as look-up table, fitting functions [18]. Though these
methods are feasible, they have to rely on numerous GNSS samples to represent the
characteristics of critical values, and then summarize them into the look-up table or
fitting functions. Besides this, how to create a specific look-up table or choose which
kind of fitting function has to be artificially determined for each acceptance test.

Due to these shortcomings, the iCON approach based on GNSS model was first
proposed in [19] and analyzed in [20]. Though it is effective, it can be further
simplified and modified. Here we mainly introduce a new version, which can be
used by previous linear IA estimators.

3.1 The Simplified and Modified iCON Approach

The procedures of the simplified iCON approach are listed below:

1. Set initial values for Pf , Pl, l0 and other parameters. Calculate probability mass
function (PMF) for M aperture pull-in regions. Then sort these PMF into
descending order, and choose m so that

Pf ;ILSðmÞ[Pl;Pf ;ILSðmþ 1Þ�Pl

2. Construct the nonlinear equation and implement numerical optimization t

Xm
i¼1

Pf ;LIABði; lÞ ¼ jPf ; j\1

Here we give two remarks to this simplified iCON approach:

1. The computations of ILS failure rates and LIAB failure rates are based on (15)
in decorrelated space;

2. Pl is the critical element to control the time cost of Step 2. Since the LIA
estimators are approximated by their lower bounds, LIAB estimators, j is
introduced to compensate the approximation errors;

3. The setting of M correlates with the strength of GNSS model. The stronger of
GNSS model, the smaller M will be. However, since the order of PMF is not
monotonous, we usually choose an empirical value for various situations;

4. The numerical condition to apply this modified iCON approach requires that the
choice ofPl may have to balance the time cost and approximation errors in Step 2.

As the modified version of iCON approach, it still inherits the advantages of
iCON. First, it is instantaneous. The only time-consuming part is the numerical
optimization in Step 2. In order to further shorten the time cost, some extra measures
can be taken, such as choosing suitable M and Pl or designing better numerical
optimization method; Second, the critical value obtained by this approach realize the
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quality control to the failure rate of ambiguity resolution. Though there exist
approximation errors in Step 2, a small choice of Pl can limit the errors so that it can
be neglected; Third, the time cost of iCON approach based on DTIA satisfies the
instantaneous requirement in ambiguity resolution of low frequency.

3.2 Comparison of LIA Estimator Based on Fixed
Failure Rate Approach

Based on this simplified iCON approach, previously mentioned LIA estimators can
realize instantaneous and controllable ambiguity resolution. However, due to the
differences in IA estimators, they may have different performances. Here we make
comparison between these LIA estimators by simulation experiment. The simula-
tion setting is detailed listed in Table 1. Note that in the simulation experiment,
only the GNSS models whose success rates are larger than 0.8 will be used, since
weak GNSS models are difficult realize reliable ambiguity resolution. 100,000
samples will be generated for each GNSS model.

First, we will verify the effectiveness of the probability evaluation formulas
based on Monte Carlo simulation. Since the probability evaluations include success
rate and failure rate, we will compare the fix rate computed by approximation
formulas with that computed by simulation. Note that Pfix ¼ Ps;LIA þPf ;LIA with
Pfix the fix rate. Table 2 summarizes the statistics in different cases to compare the
performances of all estimators.

According to Table 2, it is obvious that DTIA has the smallest approximation
errors among the LIA estimators. IALS and MPTIA have the same statistics in
approximation errors. When the fixed failure rate becomes larger or GNSS model
becomes stronger, the approximation errors will decrease. When Pf ¼ 0:01, all IA
estimators have almost the same approximation errors. Though there are approxi-
mation errors, most of these errors are contributed by success rates approximation,
and the approximated failure rates are very small which can be controlled within
acceptable range by the iCON approach.

Table 1 Simulation settings for the comparison of LIA estimators

Items Settings

GNSS systems GPS, BeiDou, Galileo and all combinations

Time range July 15, 2014

Frequencies L1, L2, L5, E5a, E5b, B1, B2, B3

Locations Changsha, China

STD of ionosphere delay 0.02 m

STD of undifference observations Code: 20 cm; Phase: 2 mm

STD means the standard deviation
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Based on the critical values obtained from the fixed failure rate approach, we
compare the performances of four linear IA estimators. The success rates of four
LIA estimators are presented in Figs. 2 and 3. Two kinds of GNSS models are

Table 2 The differences of fix rates between LIA estimation and probability approximation,

dPfix ¼ Pfix � Pyfix with Pyfix the fix rate by approximation. dPfix can be seen as the approximation
error

Pf Systems EðdPDT
fix Þ EðdPWT

fix Þ EðdPIALS
fix Þ EðdPMPT

fix Þ
0.001 1 0.0064 0.0067 0.0151 0.0151

2 0.0045 0.0046 0.0056 0.0056

0.01 1 0.0009 0.0010 0.0030 0.0030

2 0.0001 0.0001 0.0001 0.0001

‘1’ denotes GPS + BeiDou, and ‘2’ means GPS + BeiDou + Galileo
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Fig. 2 Success rates of LIA
estimators for GPS + BeiDou
models when Pf ¼ 0:001.
Red line DTIA; black line
WTIA; green line IALS and
MPTIA
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simulated, GPS + BeiDou and GPS + BeiDou + Galileo. Here we only give the
figures when Pf ¼ 0:001. The statistics of both figures are summarized in Table 3.

According to Figs. 2, 3 and Table 3, we can see that when Pf ¼ 0:01, IA
estimators have higher success rates than those when Pf ¼ 0:001. This means that
loose requirement in failure rate leads to optimistic performance in IA estimation.
Besides this, notice that DTIA has a higher success rate than those of others. It
means that most of times DTIA has better performance than other IA estimators
based on the fixed failure rate approach.

3.3 Comparison of LIA Estimator Based on the Simplified
ICON Approach

Previous subsection analyzes the effectiveness of probability approximation in LIA
estimators. In this subsection we will compare the performances of these LIA
estimators by the simplified iCON approach. The GNSS models are still generated
based on previous simulation settings. The controlled failure rates are summarized
in Table 4. Here we only give their expectations. On contrast, the success rates of
IA estimation are also listed in Table 4 to compare their performances.

In Table 4, it is obvious that the expectations of all controlled failure rates are
smaller than the setting of initial failure rates. This is because the approximation
formulas in iCON approach are lower bounds of the probability evaluations for IA
estimators. Hence, the obtained critical values are conservative choices in con-
trolling failure rates.

Comparing with Table 2, the differences between IA estimators can be seen
from their success rates. When Pf ¼ 0:01, there is no obvious difference between

Table 3 Comparison
between the success rates of
LIA estimators

Pf Systems EðPs;DTÞ EðPs;WTÞ EðPs;IALSÞ EðPs;MPTÞ
0.001 1 0.9096 0.9090 0.9059 0.9059

2 0.9627 0.9624 0.9611 0.9611

0.01 1 0.9779 0.9778 0.9778 0.9778

2 0.9912 0.9912 0.9912 0.9912

‘1’ denotes GPS + BeiDou, and ‘2’ means GPS + BeiDou + Galileo

Table 4 Comparison of the
controlled failure rates of LIA
estimators based on iCON
approach

Pf Systems EðPf ;DTÞ EðPf ;WTÞ EðPf ;IALSÞ EðPf ;MPTÞ
0.001 1 0.0007 0.0007 0.0008 0.0008

2 0.0007 0.0008 0.0008 0.0008

0.01 1 0.0088 0.0088 0.0088 0.0088

2 0.0071 0.0071 0.0071 0.0071

‘1’ denotes GPS + BeiDou, and ‘2’ means GPS + BeiDou + Galileo
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four IA estimators. If Pf ¼ 0:001, WTIA, IALS and MPTIA seem to be slightly
better than DTIA. This is because the approximation errors in the analytical for-
mulas of IA estimators influence their controllability. It is noted that the loose
control over failure rate may lead to optimistic success rate.

Comparing the results of Table 5 with the corresponding results in Table 3, we
can give the following remarks:

1. The simplified iCON approach gives conservative control to failure rates.
Hence, the success rates of IA estimation based on iCON approach is also more
conservative than the results in Table 3;

2. The performances of IA estimators based on the simplified iCON approach are
influenced by their approximation errors;

3. Conservative choice in l will lead to conservative success rate, which can be
seen in the comparison of DTIA and IALS;

4. IALS and MPTIA have the same performance all the time. Hence, they are
mathematically equivalent.

Even though we still can see that when Pf ¼ 0:01 and GNSS model is very
strong, the controllability difference between the simplified iCON approach and
fixed failure rate approach is trivial. However, until now there are no clear criteria
about how to set Pf . The importance of Pf is still obscure. Besides this, when the
true ambiguities are not known, comparison between IA estimators is almost
impossible. At that time, the feasible criterion should be determined by specific
application, such as the precision of positioning or attitude determination. Hence, in
next section, we will introduce another criterion to compare the performances of IA
estimators.

4 Application in GNSS Compass

In order to test the performance of LIA estimators, a static field test for GNSS
compass was carried out. It was implemented on January 9, 2013 at Delft, the
Netherlands. Two low-cost, single-frequency mu-blox receivers are connected with
the baseline length 9.71 m. One GNSS station with high precise Septentrio receiver
is used as reference. Three receivers are connected according to the layout in Fig. 4.
Only single-frequency observations are collected more than 1 h. In the data process,

Table 5 Comparison of the
success rates of LIA
estimators based on the
simplified iCON approach

Pf Systems EðPs;DTÞ EðPs;WTÞ EðPs;IALSÞ EðPs;MPTÞ
0.001 1 0.8893 0.8910 0.8919 0.8919

2 0.9527 0.9533 0.9527 0.9527

0.01 1 0.9777 0.9777 0.9776 0.9776

2 0.9912 0.9912 0.9912 0.9912

‘1’ denotes GPS + BeiDou, and ‘2’ means GPS + BeiDou + Galileo
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IA ambiguity resolutions are implemented based on Kalman filter so that most of
epochs can be fixed reliably. Note that in practice the true ambiguities are not
known, hence we only can compare the fix rates of four linear IA estimators.
Besides this, since one single baseline can determine the heading and pitch, we will
compare the heading precision of two baselines based on different IA estimators.

First, we will analyze the ambiguity resolution results for two baselines, which
are summarized in Table 6. When Pf ¼ Pf ;ILS, ILS will be implemented instead of
IA estimation. According to Table 6, WTIA has the smallest fix rate. IALS and
MPTIA have the same estimation results, and their fix rates are the biggest ones. It
means that, based on the simplified iCON approach, WTIA is conservative in
quality control. IALS (MPTIA) is optimistic, and more apt to accept the best integer
candidate than other IA estimators. The fix rates of RTIA and DTIA are better than
that of WTIA but worse than those of DTIA and IALS (MPTIA). The value of Pf

also influences the ambiguity fixed rates. Smaller Pf will lead to smaller fixed rates.
However, WTIA is different. By analyzing the data process in float ambiguity
estimation, many outliers were detected and adapted. This fact also influences the
ambiguity resolution and leads to more rejection in ambiguity validation. The same
results also can be seen in the precision of heading, which are shown in Table 7.

The precision of heading for two baselines is demonstrated in Table 7. Notice
that the float precision of heading in R–R2 is much smaller than that of R1–R2.
According to relationship between float precision and baseline length [21], the
longer baseline will have more precise float estimation results. After IA estimation,
the precision of heading is further improved, though their differences are very small.

Fig. 4 The layout of field
test. R1 and R2 are two
low-cost mu-blox receivers,
and R is high-end Septentrio
receiver

Table 6 Comparison of fix
rates between LIA estimators
based on iCON approach and
RTIA based on look-up table
for two baselines

基线 Pf PDT
fix PWT

fix PIALS
fix PRT

fix

R1–R2 Pf ;ILS 0.9997

0.01 0.9995 0.9808 0.9997 0.9834

0.001 0.9987 0.9810 0.9989 0.9832

R–R2 Pf ;ILS 0.9997

0.01 0.9988 0.9560 0.9991 0.9749

0.001 0.9979 0.9578 0.9982 0.9743
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This proves the effectiveness of quality control of ambiguity resolution. Among
these IA estimators, WTIA still has the best precision. RTIA is a little worse than
WTIA. IALS is the worst. It indicates that the rejection of wrong ambiguity is
helpful to improve the precision of GNSS compass. The value of Pf has trivial
influence in GNSS compass due to the small number of epochs.

Based on previous analysis, we can conclude the following remarks:

• Integer aperture estimation is effective in the quality control of ambiguity res-
olution, and can improve the precision of GNSS positioning or compass;

• When the number of epochs is not so much, the setting of Pf has no obvious
influence. We can neglect its influence in small-scale data process;

• In this static field test, the performance of LIA estimator based on the simplified
iCON approach can be better than that of RTIA based on look-up table. This
indicates that the research about the selection of IA estimators is necessary and
meaningful.

5 Conclusion

Ambiguity validation is an important step in ambiguity resolution to realize quality
control. Its value in GNSS data process and the effectiveness of different methods
have been the hot topic over the decades.

Based on the theoretical foundation of ambiguity validation, the so-called integer
aperture estimation, this contribution selected several popular IA estimators to
analyze and classify. From the perspective of geometry scaling, this paper connects
integer estimator with IA estimators. Linear IA estimators are classified based on
their common properties. Based on their approximated and analytical probability
formulas, this contribution proposed a simplified instantaneous and controllable
ambiguity resolution method which can be applied to linear IA estimators. As the
RTIA based on look-up table, the linear IA estimators based on this simplified
approach can realize the quality control to ambiguity resolution, and its imple-
mentation procedure is simple.

Table 7 Comparison of
heading precision between
LIA estimators based on the
simplified iCON approach for
two baselines

基线 Pf r^u;DT r^u;WT r^u;IALS r^u;RT

R1–R2 Pf ;ILS 0.0403°

0.01 0.0330° 0.0329° 0.0331° 0.0329°

0.001 0.0330° 0.0329° 0.0331° 0.0329°

R–R2 Pf ;ILS 4.4e-4°

0.01 2.611e-4° 2.535e-4° 2.611e-4° 2.558e-4°

0.001 2.610e-4° 2.538e-4° 2.609e-4° 2.557e-4°

The float precision for the heading of R1–R2 is r̂u ¼ 0:2303, and that
of R–R2 is r̂u ¼ 0:0027�
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According to multi-GNSS simulation experiment, the error characteristics of
LIA estimators were analyzed, and the performances of LIA estimators were
compared by the fixed failure rate approach and the simplified iCON approach. In
the GNSS compass field test, heading precision was used to compare the perfor-
mances of IA estimators. The results showed that LIA based on the simplified
iCON approach can realize the quality control of ambiguity resolution, which is
helpful to further improve the heading precision. Moreover, the performance of
WTIA based on the simplified iCON approach is better than that of RTIA based on
look-up table. In the future, it is necessary to verify and compare the performances
of LIA estimators in more GNSS applications and data process modes.
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Ambiguity Fixing for Kinematic PPP
with Integer Phase Clock

Kang Zheng, Rengui Ruan, Xiaolin Jia and Hua Lu

Abstract The implementation of precise point positioning ambiguity fixing
depends on the products which can be used to recover the characteristics of
ambiguity by the service side. When users need to implement single difference
between satellite method and the decoupled clock method they have no way to
achieve the products, so they must provide the products themselves hard, but when
users need to implement the integer phase clock method they can use the wide-lane
FCB and integer phase clock provided by CNES. Therefore, in this paper we put
forward the algorithm of sequential ambiguity fixing with direct rounding and
analyze the effects of ambiguity fixing kinematic PPP based on this method. First
we analyze the principle of PPP ambiguity fixing based on the models, and then we
introduce the algorithm and how the users have to implement integer phase clock
method. Last, based on the principle analysis we design the single-day and
two-hour dynamic experiments, which are simulated by static data. Results of
numerous stations show that: the algorithm of sequential ambiguity fixing with
direct rounding can significantly improve the accuracy of positioning and the east
shows more obvious effects, the improvement proportion of single-day and
two-hour were approximately 30 and 60 %, so the result can verify the validity of
the method proposed.
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1 Introduction

When we are processing the traditional precise point positioning, because of the
influence of the receiver and the satellite terminal phase delay and the initial phase
bias, ambiguity parameters do not have integer properties [1], so they can only be
treated as a float solution, and this makes it difficult to achieve the accuracy which can
be compared to differential positioning. So in recent years many scholars have done a
lot of research about this problem of precise point positioning ambiguity fixing and
made a number of effective methods [2–4]. Currently some methods are focused on
extensive research, which is mainly inter-satellite single-difference FCB (fractional
cycle bias) method [5, 6], integer clock method [7, 8] (IRC, integer recovery clock),
and decoupled clock method [1–3]. The three methods are dependent on the FCB
product which can be used to restore the integer property of wide-lane ambiguity and
narrow-lane ambiguity provided by the service, but users have no public way to
achieve the product provided by inter-satellite single-difference FCB and decoupled
clock method, so wemust use algorithm to achieve the product by ourselves when we
need the product. This is not convenient, but when we need to use integer clock
method to implement ambiguity fixing, we have the available product provided by
CNES publicly.

Therefore, this paper proposes a method based on integer clock which is called
sequential ambiguity fixing algorithm with direct rounding to study the effect to
dynamic precise point positioning when we use this algorithm. First, the principle
of PPP ambiguity fixing was analyzed in detail, when we have obtained accurate
float solution of ionosphere-free ambiguity we can take the method called a simple
test for independence to select independent single-difference ambiguity considering
the fixed success rate of wide-lane ambiguity. When wide-lane and narrow-lane
ambiguity with inter-satellite single difference was fixed we adopt a new procedure
for sequential ambiguity fixing based on updating the upper triangular square root
of covariance matrix [9] to implement PPP ambiguity fixing. Last, we adopt data
from a number of IGS stations to implement dynamic test simulated by static, then
we can verify the validity of the method when used in dynamic precise point
positioning by analyzing the accuracy.

2 Principle of PPP Ambiguity Fixing

When Laurichesse and Mercier [7] adopted integer clock method, the mathematical
model used in integer clock method is slightly different from the traditional PPP
mathematical model. The satellite and receiver phase delay was mainly analyzed;
we will analyze the model in detail following this thought.

Dual ionosphere-free pseudorange and carrier-phase combination of observa-
tions are widely used in GPS positioning and observation equation is as follows:
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PIF ¼ Rþ c � dtr � c � dts þ T þBr;P � Bs
P þ ePIF ð1Þ

LIF ¼ Rþ c � dtr � c � dts þ T � NIF þBr;L � Bs
L þ eLIF ð2Þ

NIF ¼ f 21
f 21 � f 22

k1N1 � f 22
f 21 � f 22

k2N2

¼ c
f1 þ f2

N1 � c � f2
f 21 � f 22

ðN2 � N1Þ
ð3Þ

PIF, LIF are pseudorange and phase measurements (in m), R is the true distance
between satellite and receiver, the offset and variation of antenna phase center, solid
tide, ocean tide, pole tide, and phase windup, such correction have been carried out
on default. dtr is receiver clock error, dts is satellite clock error, NIF is
ionosphere-free ambiguity (in m), c is the speed of light, N1, N2 are respectively
corresponding ambiguity parameters L1; L2, namely, k1, k2 is the wavelength of
L1; L2. T is tropospheric delay, Br;P is the pseudorange delay in receiver. Bs

P is
pseudorange delay in satellite, Br;L;Bs

L is appropriate phase delay.
The satellite clock used in traditional PPP was the pseudorange clock based on

combination of ionosphere-free, including the pseudorange delay in satellite, so the
pseudorange delay was brought into the carrier-phase observations. We can clearly see
this difference by comparing the following equation (Eq. (4) with the original equation,
Eq. (5) shows the case of traditional PPP when pseudorange clock was used).

LIF ¼ Rþ c � dtr � c � dts þ T � NIF þBr;L � Bs
L þ eLIF ð4Þ

LIF ¼ Rþðc � dtr þBr;PÞ � ðc � dts þBs
PÞþ T þ eLIF

� NIF þðBr;L � Br;PÞ � ðBs
L � Bs

PÞ
ð5Þ

From Eq. (4) it can also be seen that the original ambiguity N ¼ NIF � Br;L þBs
L

does not have integer property, because ambiguity parameter and the phase delay
cannot be separated. In order to restore the integer property of ambiguity parameter,
Laurichesse proposed integer clock method, Eqs. (6), (7), (8) reflect the specific
process.

c ¼ c
f1 þ f2

; b ¼ c � f2
f 21 �f 22

, NWL ¼ N2 � N1, NIF ¼ cN1 � bNWL, sr;WL ssWL is appro-

priate the wide-lane phase delay in receiver and satellite.

MW ¼ ðu1 � u2Þ �
f1 � f2
f1 þ f2

P1

k1
þ P2

k2

� �
¼ Ns

WL þ sr;WL � ssWL þ e

ð6Þ

LIF � bNWL ¼ Rþ c � d tr � c � d ts � cN1 þ eLIF ð7Þ
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LIF � bNWL þ cN1 ¼ Rþ c � dtr � c � dts þ eLIF ð8Þ

First, Eq. (6) is used, we adopt the MW combination of observations to estimate
wide-lane fractional bias. When we achieve the fixed wide-lane ambiguity, the fixed
wide-lane ambiguity was substituted in the Eq. (7), then we can get the left of the
equation to fix the narrow-lane ambiguity. Finally, the fixed narrow-lane ambiguity
was substituted in the Eq. (8) to composite equation without ambiguity parameter.
Then we use this equation to estimate a group of satellite clock, it is called integer
clock products, including the phase delay in satellite. This is the algorithm applied
in the service, and you can get the products of wide-lane FCB and integer clock
error with fractional cycle bias in satellite.

When the users adopt the integer clock method to achieve the fixed PPP
ambiguity they can use the non-difference or single-difference approach, the
essence is same. They can eliminate the impact of error in receiver by the method of
inter-satellite single-difference. The phase clock products released by CNES have
absorbed the fractional cycle bias in satellite, so we can fix the wide-lane ambiguity
and narrow-lane ambiguity with the wide-lane FCB products. Thereby we can
achieve the fixed ionosphere-free ambiguity and make them as constraints to update
non-ambiguity parameters (three-dimensional coordinates, the receiver clock error).

In this paper we carry out the ambiguity fixing method based on the above idea.
The position mode is postprocessing whether we use static or dynamic data. We
solve the non-difference ambiguity parameters together with station coordinates and
receiver clock by utilizing the recursive least squares method [10, 11], and the
normal equation is addicted epoch by epoch. After receiving the non-difference
float ambiguity throughout the observation period, we can use the method called “a
simple test for independence” to select a group of independent ambiguity, and then
we can obtain the float single-difference ionosphere-free ambiguity. By adopting
the wide-lane FCB products in satellite we can obtain the fixed wide-lane ambiguity
and then we can fix the narrow-lane ambiguity by the sequential way. Last, we can
obtain the fixed ionosphere-free ambiguity and make it a constraint to update the
non-difference ambiguity and its covariance matrix, so we can obtain the fixed
solution.

3 Algorithm of PPP Ambiguity Fixing

3.1 The Process of Implementing Ambiguity Fixing

In this paper we implement the algorithm by making some improvement in the
original PPP function of SPODS [10] (Satellite Positioning and Orbit Determination
System) software. This software is independently researched by Xi’an Institute of
Surveying and Mapping.
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When we utilize the PPP function of SPODS, the observations are dual-frequency
ionosphere-free pseudorange and phase measurements. We utilize the TurboEdit
approach to achieve cycle slip detection and repair in the preprocessing stage.
Posterior residual analysis is performed after parameter estimation to detect cycle
slip by iteration until there are no more cycle slips.

We have considered comprehensively the offset and variation of antenna phase
center, troposphere error, ionosphere error, and the tide error. The parameters to be
estimated are divided into two categories, global and local parameters. The global
parameters include static station coordinates, troposphere zenith wet delay, and
horizontal gradient and ambiguity parameters; the local parameters include dynamic
station coordinates and receiver clock error. In the estimation of parameters we will
first make the local parameters disappear and then obtain the global parameters such
as ambiguities and its covariance matrix. Last we can obtain the values of local
parameters in every epoch by substituting the global parameters into the normal
equation [10].

The fixing of ambiguity parameters depend on relatively accurate float solution.
Since the wavelength of wide-lane ambiguity is longer, about 0.86 m, it is relatively
easily fixed. But the wavelength of narrow-lane ambiguity is only 0.19 m, when the
accuracy of float solution is not enough there will be some wrongly fixed solution
which may make the final result worse.

3.2 The Fixing of Wide-Lane Ambiguity and the Selection
About Independent Groups of Ambiguity

We make some simple process about Eq. (6), and give the following forms:

Njk
WL ¼ MWjk þðssWLðjÞ � ssWLðkÞÞþ e ð9Þ

Because there may be multiple satellite ambiguity parameters during the
observation period, the program has made some process by giving numbers
according to the certain order, such as j, k, they are the segment number obtained by
the mark of observations based on the cycle slip.

According to the segment of the observed value of each satellite, we can obtain
the average MW combined observations for each segment, and this is the wide-lane
float value. For each alternative single-difference combination we can obtain the
inter-satellite single-difference wide-lane ambiguity, and then we can extract the
daily wide-lane FCB products s1WL � s32WL from the satellite clock products or wsb
file provided by CNES to correct the single-difference wide-lane ambiguities in
satellite. After achieving the corrected wide-lane ambiguities, we can screen out the
group which meets the demands such as the fractional part after rounding is less
than the threshold value (such as 0.15 cycle) and the fixed success probability is
higher than threshold value; and then we can calculate the fixed probability of
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narrow-lane ambiguity. So we can obtain the final fixed probability by using both of
the fixed probability of wide-lane ambiguity and narrow-lane ambiguity. Based on
the reverse order of the group of satellites according to the final fixed probability we
can use the method called “simple test for independence” proposed by Mervart to
select a group of independent single-difference ambiguity.

3.3 Sequential Fixing of Single-Difference Narrow-Lane
Ambiguity

We can obtain the float solution of single-difference narrow-lane ambiguity
according to the independent groups of single-difference ambiguity, the float
solution of ionosphere-free ambiguity N̂jk

IF and the fixed solution of single-difference

wide-lane ambiguity N
^ jk

WL.

N̂jk
1 ¼ N̂jk

IF þ bN
^ jk

WL

� �
=c ð10Þ

Then we can obtain the fixed solution of single-difference ionosphere-free
ambiguity according to the fixed solution of single-difference wide-lane ambiguity
and narrow-lane ambiguity after using the rounding method to obtain the integer
cycle.

N
^ jk

IF ¼ cN
^ jk

1 � bN
^ jk

WL ð11Þ

We can use Eq. (11) as a constraint to achieve the fixed solution of PPP by
adopting the procedure for sequential ambiguity fixing based on updating the upper
triangular square root of covariance matrix. We need to fix a single-difference
ionosphere-free ambiguity when we obtain a fixed single-difference narrow-lane
ambiguity, and then we can update the non-ambiguity parameters and its covariance
matrix by updating the covariance matrix of non-difference ambiguity. So we can
obtain the fixed solution of station coordinates.

4 Experiment and Analysis

4.1 The Experiment of Dynamic Simulated by Static
in Single Day

We adopted data from 76 IGS stations on January 12, 2015 to make experiments
based on dynamic simulated by static conditions and compared the results obtained
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from the float solution and fixed solution of ambiguity. The reference coordinate
was extracted from the snx file released by IGS, then the position error RMS value
(N/E/U/PLANE/3D) of every station was obtained, and the mean value and STD of
the position error RMS were obtained [4].

Note: When we achieved the fixed solution the fixed success rate of wide-lane
and narrow-lane are all above 90 %.

Station distribution shows as the following:
In Fig. 1 all stations are involved in a single-day solving test, blue stations are

involved in the two-hour experiment.
To save space of paper, we only show a single day of POLV station float

solution and fixed solution positional error sequence, this is shown in Fig. 2.
As can be seen the position error sequence of POLV station from Fig. 2, the

fixed solution is significantly smoother than float solution; when we consider the
RMS and standard deviation indicator from Table 1, we can find that all directions
of the station reflect better positioning accuracy and stability.

Table 2 shows the statistics of all stations in a single day which is mainly about
the improvement of mean and standard deviation indicator. Figure 3 shows the
position results of all stations with the way of visual representation.

As can be seen from Table 2, the fixed solution is better than float solution on
both mean and standard deviation, this shows that the stability and PPP positioning
accuracy of the fixed solution have been significantly improved compared to float
solution. And when we consider the improvement of all directions we can see that
the improvement in east is better than other directions, the improvement in plane is
better than the three dimensions. This conclusion is consistent with the experiment
provided by Liu et al. [4] at 2014.

Fig. 1 Station distribution
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Fig. 2 The sequence of position error of float and fixed solutions on POLV

Table 1 The position RMS
of float and fixed solutions on
POLV in single day

POLV N E U Plane 3D

RMS Float 13.5 11.1 24.6 17.5 30.2

Fixed 11.5 7.5 18.8 13.8 23.3

Std Float 13.0 10.5 23.3 8.4 14.2

Fixed 4.8 4.0 13.4 3.3 8.2

Table 2 The position RMS of float and fixed solutions on all stations in single day

N E U Plane 3D

Mean Float 8.4 8.6 24.6 12.2 27.6

Fixed 7.3 6.0 21.6 9.5 23.6

Ratio of improvement (%) 13 30 12 22 14

Std Float 2.8 3.5 10.0 4.3 10.5

Fixed 2.0 2.4 6.5 2.9 6.7

Ratio of improvement (%) 29 31 35 33 36

578 K. Zheng et al.



4.2 The Experiment of Dynamic Simulated by Static
in Two Hours

When we made the experiment of dynamic two hours, we adopted data from 29
IGS stations on January 12. And we utilized the same way as single day to make
statistics.

Same as the experiment of single day, we only show position error sequence of
POLV station on both float and fixed solutions, this is shown in Fig. 4.

As can be seen from Fig. 4, when POLV station position error sequence of fixed
solution is compared with float solution, both solutions have basically the same
trend; this phenomenon can also be seen from the standard deviation in Table 3.
The standard deviation of the fixed solution is close to the float solution; the fixed
solution shows a bias term compared with the float solution, which is equivalent
that the entire sequence moves a certain distance to zero, combined with RMS
indicators Table 3, we can see that fixed solution shows better solution than the
float solution.

Table 4 shows the statistics of all stations in two hours which is mainly about the
improvement of mean and standard deviation indicator. Figure 5 shows the position
results of all stations with the way of visual representation.

It can be seen in Table 4 and Fig. 5, the results of experiments of dynamic
simulated by static in two hours have the same trend with the results in single day.
So the results show that the mean and standard deviation of fixed solution is better
than float solution, and the improvement in east is better than other directions. The
special case is that the position accuracy of float solution in two hours is lesser than
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Fig. 3 The position RMS of float and fixed solutions on all stations in single day
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the accuracy in single day, but the position accuracy of fixed solution in two hours
is consistent with the results in single day, so the improvement in two hours is more
obvious than the improvement in single day.
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Fig. 4 The sequence of position error of float and fixed solutions on POLV

Table 3 The position RMS
of float and fixed solutions on
POLV in two hours

POLV N E U Plane 3D

RMS Float 17.5 22.0 44.2 28.1 52.4

Fixed 11.1 5.7 19.5 12.5 23.2

Std Float 11.6 6.7 14.9 8.0 13.5

Fixed 10.9 5.2 16.3 6.2 9.3

Table 4 The position RMS of float and fixed solution on all stations in two hours

N E U Plane 3D

Mean Float 13.6 19.2 28.6 24.6 38.8

Fixed 6.9 6.6 21.0 9.9 23.6

Ratio of improvement (%) 49 66 27 60 39

Std Float 8.0 15.2 17.7 15.4 21.7

Fixed 2.6 7.8 10.9 7.6 12.5

Ratio of improvement (%) 68 49 38 51 42
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5 Conclusion

In this paper we put forward the algorithm of sequential ambiguity fixing with
direct rounding based on the integer clock method, and then we adopt some IGS
stations to make the experiments of the dynamic simulated by static in two hours
and single day after introducing the principle of this method. Then we can verify the
validity of the method when it was used in dynamic PPP by analyzing the accuracy.
The results show that the improvement of the dynamic solution in two hours and
single day has no significant difference and we can make the similar conclusion
below.

(a) The fixed solution of PPP can significantly improve the position accuracy
whether seen from the mean or the standard deviation.

(b) The improvement in east is better than the improvement in elevation, the ratio
is approximately 30–60 %;

(c) The improvement in plane is better than the improvement in three dimensions.

We implement the integer clock method by using non-difference function model
of ambiguity and making single difference to the ambiguity to obtain fixed solution
of ambiguity, the experiments show that this method can improve the accuracy of
precise point positioning to some extent. Since the adjustment method used in this
paper is mainly adopted for postprocessing, while the current accuracy of
single-day float solution can achieve millimeter level with static and 2–3 cm or less
with dynamic. On this basis, based on the algorithm of sequential ambiguity fixing
with direct rounding we can see that the improvement in single day in each
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direction solution is up to 10–30 %, the improvement in two hours in each direction
solution is up to 30–60 %, so the result can explain significantly how much positive
meaning the proposed method have to improve the positioning performance of
PPP. In the next we need to make further study about its application in the real-time
processing.
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Estimating Tropospheric Slant Delay
Based on Improved Ray Tracing Method

Wenyi Wu, Xihong Chen, Zan Liu and Chenglong Li

Abstract Tropospheric slant delay is one of the most significant error sources in
navigation satellite systems. Its obvious randomness is mainly attributed to mete-
orological parameters (temperature, pressure, water vapor pressure, etc.). Aiming at
the poor performance of tradition Tropospheric models, and the restrictions of
radiosonde data in ray tracing, an improved method based on ray tracing is pro-
posed. In this method, refractive index is improved by inserting in global grid of
meteorological parameters, which gets rid of the restrictions of radiosonde data.
Meteorological data from Tsukuba (TSKB) stations in Japan are analyzed based on
ray tracing technology and tradition models like Hopfield and Saastamoinen. Slant
delay for 15 directions, from the zenith to 4° elevation, was computed. The results
were compared with ray tracing tropospheric slant delays from nearby radiosonde
measurements, which demonstrate that the accuracy and stability of improved ray
tracing method is superior to tradition models. The method can precisely provide
the tropospheric slant delay in the circumstances where measured meteorological
data are absent, so it is of practical engineering significance.

Keywords Tropospheric slant delay � Ray tracing � Hopfield � Saastamoinen. �
Refractive index

1 Introduction

Tropospheric slant delay contains more information than tropospheric zenith delay
[1–5], which is one of the main error sources in navigation satellite systems
positioning. In the analysis of Global Navigation Satellite Systems (GNSS)
observation, tropospheric delay is about 2 m at zenith, and will be added to 20 m
with the elevations increasing [6]. The neutral atmosphere is not dispersion
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medium. In order to correct the delay, the model for zenith tropospheric delay is
first used to compute the zenith delay which is related to the desired slant directions
by the mapping function. The common models contain Hopfield model [7],
Saastamoinen model [8], and Neil mapping function (NMF) [9]. However, the
traditional models for tropospheric delay are mainly depended on surface atmo-
spheric parameters, and the accuracy is finally restricted.

Ray tracing model can estimate the propagation delays of radio waves [10],
while the accuracy normally depends on radiosonde data. Based on this problem, a
method based on improved ray tracing is proposed to estimate the tropospheric slant
delay. The method improves the process of refractive index, which conquers the
restriction of radiosonde data in a high accuracy. The simulation results for mete-
orological data from TSKB stations in Japan are analyzed and the validity and
reliability of the improved method are proved.

2 Method Based on Improved Ray Tracing

2.1 Ray Tracing

Ray tracing which is based on the sell theorem can be the most accurate method for
deriving the neutral atmosphere delays if it uses real-time atmosphere parameter
values [11]. Radiosonde observation is still an important source of data for neutral
atmosphere studies. Figure 1 shows the theory of ray tracing:

Where β stands for the real elevation, in degree, r is the distance between any
spot and the center of earth. r1 is the radius of earth. The neutral atmosphere delays
can be computed as

DS ¼
Zr2
r1

rn2ðrÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2n2ðrÞ � A2

0

p dr �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 þ r22 � 2r1r2 cos h

q
ð1Þ

O

1r

A

B

2
rr

Fig. 1 Schema of ray tracing
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A0 ¼ rnðrÞ sin a ð2Þ

where DS is tropospheric slant delay. nðrÞ is the refractive index.

2.2 Improved Ray Tracing

Analyzing the model of ray tracing is easy to find that the restriction of radiosonde
data can overcome if the model for refractive index can be built [12]. Refractive
index can be showed as

N ¼ k1
P� e
T

þ k2
e
T
þ k3

e
T2 ð3aÞ

Nw ¼ k2
e
T
þ k3

e
T2 ð3bÞ

Nd ¼ k1
P� e
T

ð3cÞ

where Nw and Nd stand for nonhydrostatic and hydrostatic refractive index. P, e,
and T are the meteorological parameter values. k1, k2, and k3 are refactivity con-
stants with values 77.604, 64.79 K mbar−1, and 377600 K2 mbar−1, respectively.

In order to overcome the restriction of radiosonde data, the model of the neutral
atmosphere is used to compute the meteorological parameters [13]. The expression
can be showed as

T ¼ T0 � bh ð4aÞ

P ¼ P0
T
T0

� � g
Rdb ð4bÞ

e ¼ e0
T
T0

� �gðkþ 1Þ
Rdb ð4cÞ

where P0, e0, and T0 are the meteorological parameter values of sea surface. h is the
orthometric height in m. Rd is the gas constant for dry air (287.054 J kg−1 K−1).
g is the surface acceleration of gravity in ms−2. b and k are temperature lapse rate
and water vapor pressure height factor, which can be computed through inserting in
global grid of meteorological parameters.

Table 1 shows the look up table values. The data [12] is divided into two groups,
to account for the annual average (mean) and amplitudes of a cosine function for
each parameter. Both amplitudes and averages vary with respect to latitude, for all
parameters. The annual average of a given parameter [14] can be computed as
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ð5aÞ

m ¼ ðU� UiÞ=ðUiþ 1 � UiÞ ð5bÞ

where U stands for the latitude of interest in degrees, navg is the computed average, i
is the index of the nearest lower tabled latitude. namp stands for the computed
amplitude. t is day of year.

If the meteorological parameter values are gained through the method mentioned
before, the refractive index can be computed as

NdðhÞ ¼ k1
P0

T0
1� bh

T0

� � g
Rdb

�1

� k1
e0
T0

1� bh
T0

� �gðkþ 1Þ
Rdb

� 1

ð6aÞ

NwðhÞ ¼ k2
e0
T0

1� bh
T0

� �gðkþ 1Þ
Rdb

�1

þ k3
e0
T2
0

1� bh
T0

� �gðkþ 1Þ
Rdb

� 2

ð6bÞ

Combining the model of ray tracing, the refractive index anywhere can be gained
if r = h + r1. The refractive index can be computed as

nðrÞ ¼ NdðrÞþNwðrÞ½ � � 10�6 þ 1 ð7Þ

Tropospheric slant delay can be estimated accurately by putting the refractive
index into ray tracing.

Table 1 Value of global troposphere atmosphere parameter

U=ð�Þ Avg

P0 T0 e0 b k

15 1013.25 299.65 26.31 0.00630 2.77

30 1017.25 294.15 21.79 0.00605 3.51

45 1015.75 283.15 11.66 0.00558 2.57

60 1011.75 272.15 6.78 0.00539 1.81

75 1013.00 263.65 4.11 0.00453 1.55

U=ð�Þ Amp

P0 T0 e0 b k

15 0.00 0.00 0.00 0.00 0.00

30 −3.75 7.00 8.85 0.00025 0.33

45 −2.25 11.00 7.24 0.00032 0.46

60 −1.75 15.00 5.36 0.00081 0.74

75 −0.50 14.50 3.39 0.00062 0.30
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3 Data Processing and Results

In order to verify if the improved ray tracing model is truly more realistic than
traditional model for tropospheric delay, a validation process was realized. In this
approach we have used radiosonde-derived delays as reference (truth). We choose
meteorological and radiosonde data from TSKB station in Japan in the year 2012.
The information of TSKB station is showed in Table 2.

In order to verify the accuracy of the improved model, two schemes are proposed
to compare; Scheme one: using the improved ray tracing model to estimate the slant
delays at different elevations, such as 90°, 80°, 70°, 60°, 50°, 30°, 25°, 20°, 10°, 9°,
8°, 7°, 6°, 5°, 4° and Scheme two: taking the zenith delays computed by traditional
models as Hopfield model and Saastamoinen model mapping to the same elevations
through Neil mapping function. Comparing the results from two schemes with the
truth, bias and RMS can be used to verify the accuracy. Table 3 summarizes the
results. Absolute results are gained in order to analyze conveniently.

According to our results in Table 3, bias and RMS in the model of Hop-NMF
and Saas-NMF are increasing with the angle decreasing, and close to zero, above 20

Table 3 Value of global
troposphere atmosphere
parameter

Angle Hop-NMF Saas-NMF Improved model

Mean RMS Mean RMS Mean RMS

90 0.0009 0.0032 0.0009 0.0029 0.0005 0.0001

80 0.0012 0.0033 0.0012 0.0033 0.0005 0.0001

70 0.0016 0.0035 0.0015 0.0036 0.0006 0.0002

60 0.0019 0.0036 0.0018 0.0037 0.0007 0.0003

50 0.0023 0.0038 0.0022 0.0039 0.0008 0.0004

30 0.0027 0.0039 0.0025 0.0041 0.0010 0.0005

25 0.0031 0.0041 0.0029 0.0047 0.0011 0.0006

20 0.0035 0.0043 0.0033 0.0069 0.0013 0.0008

10 0.0099 0.0681 0.0094 0.0508 0.0015 0.0019

9 0.0143 0.0713 0.0135 0.0558 0.0017 0.0022

8 0.0257 0.0749 0.0249 0.0624 0.0020 0.0025

7 0.0399 0.0790 0.0389 0.0713 0.0024 0.0029

6 0.0488 0.0838 0.0473 0.0739 0.0029 0.0035

5 0.0586 0.0904 0.0567 0.0826 0.0035 0.0036

4 0.0654 0.1020 0.0621 0.1015 0.0042 0.0042

Table 2 Value of global troposphere atmosphere parameter

Station ID Lat.(N) Lon.(E) Hgt.(m)

TSKB A 36.11 140.09 67.3

Where “Lat.” stands for latitude, “Lon.” stands for longitude, and “Hgt.” is height
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angles. The results of Saas-NMF model are better than Hop-NMF, while the
improved model in scheme one is better than Saas-NMF model. Especially at low
angles, model in scheme one has improved one quantity.

Figures 2 and 3 show the bias vary at 4-angle and 10-angle by three models at
TSKB station in 2012. From two figures, we can find that the trend of models of
Hop-NMF and Saas-NMF are similar. Both of them appear major system bias,
typically present seasonally. However, the improved model is better than others.
Typically presenting randomly rise and fall, it shows that bias of improved model is
also seasonally in a certain extent. It may account for the high variability of
meteorological parameters in most regions and times.

0 50 100 150 200 250 300 350
-150

-100

-50

0

50

100
Hop-NMF

Sass-NMF

DOY/d

Improved Model

B
ia

s/
m

m

Fig. 2 Bias at 4° on TSKB
station

0 50 100 150 200 250 300 350
-20

-15

-10

-5

0

5

10

15
Hop-NMF

Sass-NMF

DOY/d

Improved Model

B
ia

s/
m

m

Fig. 3 Bias at 10° on TSKB
station

588 W. Wu et al.



4 Conclusions

In order to estimate tropospheric slant delays accurately, we introduce themodel of ray
tracing, and improved the refractive index model in ray tracing to overcome the
dependence of radiosonde data through inserting in global grid of meteorological
parameters. Meteorological data from four stations in Japan are analyzed based on ray
tracing technology and tradition models, which demonstrate that the accuracy and
stability of improved ray tracing method is superior to tradition models. Not only can
the method adapt to the GNSS navigation position, it can also be used in the beidou
second generation navigation and positioning. The method can precisely provide the
tropospheric slant delay in the circumstances where measuredmeteorological data are
absent, so it is of practical engineering significance to our national navigation position.
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A Improving Method for Validating
Ambiguity Resolution of BeiDou Static
Baseline Solution with Medium-Long
Baseline

Junjun Ying, Chuanzhen Sheng and Jingkui Zhang

Abstract In BeiDou static baseline solution with medium-long baseline (20–
60 km), there are two problems: (1) selection of algorithm model; (2) selection of
ambiguity validation value and validation methods. Theories and methods of static
baseline solution of medium-long baseline are analyzed and compared respectively
based on BeiDou B1 and B3 double-frequency observations. The results, which are
based on observational datas, show that LC fixed solution model is obviously better
than B1+B3 model. At the same time, we compare the single ratio validation method
with the joint ratio validation method. The results show that: because of the ill con-
dition of BeiDou system, the single ratio method has a false phenomenon. On this
basis, a newmethod which bases on the residual of observation is added. It can reduce
the probability of error and has good application value in engineering practice.

Keywords Medium-long baseline � Static baseline solution � LC fixed solution
model � Single ratio validation method � Joint ratio validation method

1 Introduction

In BeiDou static baseline solution with medium-long baseline (20–60 km), there
are two problems: (1) selection of algorithm model: Due to outlier of observational
datas, larger residual error of double-difference atmospheric and effect of
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multi-paths uncorrected bias, severely restricting medium-long baseline static
baseline solution accuracy, so it is essential to choose suitable algorithm model of
BeiDou medium-long baseline solution; (2) selection of ambiguity validation value
and validation methods: Using carrier phase to achieve high-precision positioning
relies on resoluting ambiguity reliably, however, due to the multiple impacts of
uncorrected bias, ambiguity properly fixed probability will be reduced. Error
ambiguity will lead to decimeter level or even greater positioning error, and to
determine ambiguity is fixed correctly whether or not, depending on effective
ambiguity validation method. Traditional single ratio validation method based on
ambiguity, in ultra-short baseline, short baseline and no ill-condition normal
equation situation, the validation is reliable, but for the BeiDou system, due to the
constellation design features, GEO satellites of BeiDou change slowly, carrier
phase measurements have strong correlation, resulting in equation severely
ill-condition [1–3], and substantial increase of ratio value less than 2.0, only relying
on single ratio validation method, some of the desirable fixed solution situation
mistakes float solution, dramatically reducing the accuracy of medium-long base-
line static solution.

Single ratio validation method is a ambiguity validation method based on
parameter field, the correlation between parameters will reduce the effectiveness of
the method, if we can increase validation method based on the measurement fields
for joint validation, it will be more stable and reliable. In this paper, on the basis of
single ratio validation method, increasing new ratio validation method based on
observation residual quadratic form, has good application value in engineering
practice.

2 Medium-Long Baseline Algorithm Model

For 20–60 km medium-long baseline static baseline solution, some software such
as Bernere5.0 in GPS dealing strategy uses L1 + L2 model. If we use L1 + L2
model in BeiDou medium-long baseline solution, meanwhile, compared to LC
fixed solution model, what will be the conclusions. To discuss this issue, the
following will be based on BeiDou system, focusing on these two algorithm
models. This paper respectively based on BeiDou B1 and B3 double-frequency
observations, for the convenience of narration, GPS L1 + L2 double-frequency
model is to be known as BeiDou B1+B3 double-frequency model.
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2.1 B1+B3 Double-Frequency Model

Observation equations of B1+B3 double-frequency model are:

Ujk
rb;1 ¼ qjkrb þ k1ðN j

rb;1 � Nk
rb;1Þþ ejkrb;U ¼ qjkrb þ k1N

jk
rb;1 þ ejkrb;U ð1Þ

Ujk
rb;3 ¼ qjkrb þ k3 N j

rb;3 � Nk
rb;3

� �
þ ejkrb;U ¼ qjkrb þ k3N

jk
rb;3 þ ejkrb;U ð2Þ

Pjk
rb;1 ¼ qjkrb þ ejkrb;p ð3Þ

Pjk
rb;3 ¼ qjkrb þ ejkrb;p ð4Þ

Among these, Ujk
rb;i and Pjk

rb;i are double difference carrier (unit: m) and code

combination observation, qjkrb is double difference value of pseudorange, ki is the
wavelength of corresponding frequency, N j

rb;i and Nk
rb;i are satellite j’s single dif-

ference ambiguity and k’s single difference ambiguity, Nk
rb;i is satellite j’s double

difference ambiguity and k’s double difference ambiguity, DIsr;i is double difference

ionospheric delay, ejkrb;U and ejkrb;p are carrier’s residual error and code’s residual error
(observational noise and not corrected model error).

The processing mode of B1+B3 double-frequency is based on observational
datas for a long time. Firstly, expansion in accordance with the observation
equation, solving ambiguity Njk

rb;1 and Njk
rb;3 float solution and position coordinates

parameters, and then through searching to fix ambiguity, finally, return the result of
fixed ambiguity to the above equation to obtain precise position coordinates.

2.2 LC Fixed Solution Model

For the medium-long baseline (20–60 km), the ionospheric correlation over two
receivers weakens, the ionospheric delay of double difference residual is still big-
ger, so we can’t take ignored process. Taking into account that ionospheric delay
impact and frequency are closely related, through double-frequency elimination
ionosphere combination, but the combination does not have integral characteristics,
so we can’t directly use the LAMBDA and other searching algorithm to make
ambiguity fixed, but by decomposition, we can solve this problem. Equation of
ionosphere-free linear combination and decomposed observation equation are as
follows:
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DDL3 ¼ f 21 DDL1 � f 22 DDL2

f 21 � f 22
¼ DDq � f 21 k1DDN1 � f 22 k2DDN2

f 21 � f 22
þDDtrop þDDe

¼ DDq �
f 21 k1 � DDN1 � DDN2ð ÞþDDN2 � f 21 k1 � f 22 k2

� �
f 21 � f 22

þDDtrop þDDe

¼ DDq � vlight� f1 � DDN5

f 21 � f 22
þ DDN2 � vlight

f1 þ f2

� �
þDDtrop þDDe

or

DDL3 ¼ f 21 DDL1 � f 22 DDL2

f 21 � f 22
¼ DDq � f 21 k1DDN1 � f 22 k2DDN2

f 21 � f 22
þDDtrop þDDe

¼ DDq � f 21 k1DDN1 � f 22 k2DDN2 þ f 22 k2DDN1 � f 22 k2DDN1

f 21 � f 22
þDDtrop þDDe

¼ DDq � vlight� f2 � DDN5

f 21 � f 22
þ DDN1 � vlight

f1 þ f2

� �
þDDtrop þDDe

ð5Þ

In the equation, DDLC, DDL1, DDL3 are double difference of ionosphere-free
linear combination, double difference of B1 frequency, double difference of B3
frequency, f1 and f3 are B1’s frequency and B3’s frequency, DDN1, DDN3 are
double difference ambiguity of B1 and B3, DDN5 is wide-lane ambiguity, DDq is
double difference of pseudorange, DDtrop is tropospheric error, DDs is residual
error, and vlight is velocity of light.

Static baseline solution with Medium-long baseline is based on the above for-
mula, the specific approach is: based on observational data for a long time, the first
is to use the wide lane (B1 − B3) carrier double difference datas to solve the wide
lane ambiguity DDN5, then the width lane ambiguity DDN5 is substituted into the
ionosphere-free linear combination, estimating DDN1 or DDN3 float solution and the
coordinates (implicit in DDq), and then through searching method to make DDN1 or
DDN3 float solution fix, the final is to return the DDN1 or DDN3 integer solution to
the above equation to get the precise location coordinates.

3 Two Kinds of Ambiguity Validation Methods

Static baseline solution of Medium-long baseline uses elimination ionosphere
combination as the basic observation, when in the ambiguity solution, firstly, based
on the principle of least squares to obtain ambiguous estimates, to get float ambi-
guity and covariance matrix, but because of big noise of elimination ionosphere
combination observation, the initial solution of float ambiguity has large deviation,
to get various ambiguity alternate groups with integer properties based on the float
ambiguity, must through effective ambiguous validation methods. In the following,
we will focus on the single Ratio validation method and joint validation method.
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3.1 Single Ratio Validation Method

After searching the ambiguity, Ri, which is residual quadratic form of ambiguity,
can be expressed as:

Ri ¼ N
^ � N

_
� �T

Q�1

N
_

N
^ � N

_
� �

ð6Þ

Ratio ¼ Rs=Rm ð7Þ

In the above formula, N
^

is ambiguity fixed solution, N
_

is ambiguity float
solution, Rs is the second smallest residual quadratic form of ambiguity, Rm is the
minimum value of ambiguity residual quadratic form, Ratio is their ratio. The
statistics can be easily obtained after the ambiguity search, and the operation is
simple. Meanwhile, the result of this test is more consistent with the actual situa-
tion, which is also the current main ambiguity confirmation method [4]. In GPS
actual production, the statistic threshold is usually set as 3.0 [4], in some BeiDou
literature [5], Ratio threshold is set as 2.0, according to BeiDou static baseline
solution engineering practice, Ratio threshold can be set as 1.6.

3.2 Joint Validation Method

Usually, in the no ill-condition normal equation, Ratio value is greater than 2.0, single
ratio validation method can be considered as reliable integer ambiguity solution, but
for BeiDou system, due to the normal equation is in seriously ill condition, often can’t
meet the condition that Ratio value is greater than 2.0 [6], and therefore, we can use the
following method which is based on measurement fields to assist validation:

VTPV ¼ Rv ð8Þ

Rv;i�1
�
Rv;i ¼ Ratiov ð9Þ

In the equation, V is the observational residual, P is the weight of observation,
Rv;i�1 represents the second smallest sum of squared residuals, Rv;i represents the
minimum sum of squared residuals. Engineering practice shows that for the BeiDou
medium-long baseline, using Ratio value and Ratiov value to validate, the vali-
dation accuracy of ambiguity improves significantly. Joint validation method
specific implementation process is: when the Ratio value is greater than or equal to
1.6, the ambiguity is properly fixed, get the fixed solution, but when Ratio is less
than 1.6, continue to increase Ratiov value to determine, if the Ratiov value is
greater than or equal to 2.0, ambiguity is fixed, if Ratiov value is less than 2.0, the
ambiguity is not fixed properly, then we get the float solution.
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4 Experimental Data Analysis

4.1 Comparative Analysis of LC Fixed Solution Model
and B1+B3 Model

Selecting BeiDou’s static observation datas, in North China, December 12th, 2013,
the baseline length is 41 km, the sampling interval is one second, a total of 11
observation periods, four hours for each period. LC fixed solution processing mode
of self-developed software and B1+B3 static mode of RTKLIB software are used
for processing, cut-off angles of satellites are set as 15° in calculating.

Figures 1 and 2 are respectively plane accuracy and vertical accuracy compar-
ison chart of LC fixed solution model and B1+B3 model, we can see from the
figures: LC fixed solution model’s plane accuracy and vertical accuracy are in the
centimeter level, B1+B3 model’s plane accuracy and vertical accuracy are in the
decimeter level, LC fixed solution model is significantly better than B1+B3 model.

Practice has proved that because of BeiDou system constellation design and
GEO satellite multi-path effect is more serious than GPS, BeiDou static baseline
solution with medium-long baseline is not suitable to use B1+B3 mode, but suitable
to use LC fixed solution model.
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Fig. 1 Horizontal accuracy comparison chart of LC fixed solution model and B1+B3 model
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4.2 Comparative Analysis of Two Ambiguity Validation
Methods

Selecting BeiDou static observation data, November 21st, 2013, in North China,
baseline length is 43 km, a total of 15 observation periods, sampling interval is one
second, four hours for each period, using LC fixed solution model of self-developed
software for processing, the cut-off angles of satellite are set as 15° in calculating.
Table 1 shows the plane accuracy and vertical accuracy comparison of two vali-
dation method, the single Ratio validation method is a method for using only
traditional ambiguity residuals quadratic, Ratio + Ratiov validation method is a
ambiguity validation method on the basis of Ratio increasing the observed value of
residual quadratic, namely Ratio + Ratiov joint validation method.

Figure 3 is horizontal accuracy comparison of two kinds of methods for ambi-
guity validation. Figure 4 is vertical accuracy comparison of two kinds of methods
for ambiguity validation.

From the chart and the table we can see: (1) When Ratio value is greater than
1.6, plane accuracy and vertical accuracy of single Ratio validation method and
Ratio + Ratiov joint validation method are the same; (2) When Ratio value is less
than 1.6, only using single Ratio validation method, taking ambiguity float solution,
the plane accuracy and vertical accuracy are at or near decimeter magnitude, while
using Ratio + Ratiov joint validation method, it will greatly reduce ambiguity
validation error probability, at the same time, the plane and vertical accuracy reach
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Fig. 2 Vertical accuracy comparison chart of LC fixed solution model and B1+B3 model
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Table 1 Accuracy comparison of two kinds of methods for ambiguity validation

Period Validation method Validation value Plane accuracy
(m)

Vertical accuracy
(m)

1 Single ratio validation
method

1.40 0.0439 0.1256

Ratio + Ratiov validation
method

1.40 & 5.77 0.0273 −0.0139

2 Single Ratio validation
method

1.79 0.0252 0.0263

Ratio + Ratiov validation
method

1.79 & 7.88

3 Single Ratio validation
method

1.63 0.0235 0.0258

Ratio + Ratiov validation
method

1.63 & 6.53

4 Single Ratio validation
method

1.42 0.0821 0.0803

Ratio + Ratiov validation
method

1.42 & 2.97 0.0215 −0.0154

5 Single Ratio validation
method

1.28 0.1028 0.0700

Ratio + Ratiov validation
method

1.28 &1.29 0.1028 0.0700

Mandatory
fixation

0.0204 −0.0168

6 Single ratio validation
method

1.31 0.0849 0.0904

Ratio + Ratiov validation
method

1.31 & 2.56 0.0190 −0.0182

7 Single Ratio validation
method

1.41 0.0819 0.0927

Ratio + Ratiov validation
method

1.41 & 2.54 0.0181 −0.0186

8 Single Ratio validation
method

1.53 0.0862 0.0957

Ratio + Ratiov validation
method

1.53 & 2.06 0.0181 −0.0191

9 Single Ratio validation
method

1.93 0.0165 0.0173

Ratio + Ratiov validation
method

1.93 & 2.22

10 Single Ratio Validation
method

2.16 0.0167 0.0210

Ratio + Ratiov validation
method

2.16 & 3.15

11 Single Ratio validation
method

2.10 0.0163 0.0221

Ratio + Ratiov validation
method

2.10 & 3.28

(continued)
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centimeter level; (3) Usually, Ratiov value is greater than Ratio value, and when
both are similar and less than 1.6, there is a possibility of mistaking float solution,
such as group 5 in the chart, if we enforce to take the fixed solution, the plane

Table 1 (continued)

Period Validation method Validation value Plane accuracy
(m)

Vertical accuracy
(m)

12 Single Ratio validation
method

2.10 0.0165 0.0223

Ratio + Ratiov validation
method

2.10 & 3.27

13 Single Ratio validation
method

2.11 0.0180 0.0256

Ratio + Ratiov validation
method

2.11 & 3.3

14 Single Ratio validation
method

2.11 0.0181 0.0258

Ratio + Ratiov validation
method

2.11 & 3.29

15 Single Ratio validation
method

2.11 0.0182 0.0259

Ratio + Ratiov validation
method

2.11 & 3.28 0.0182 0.0259

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0

0.02

0.04

0.06

0.08

0.1

0.12

Observation Period

U
ni

t :
 m

Single  Ratio Validation Method
Ratio+Ratiov Validation Method

Fig. 3 Horizontal accuracy comparison of two kinds of methods for ambiguity validation
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accuracy and vertical accuracy are obviously better than taking the float solution
accuracy. Despite the possibility of joint validation mistakes, but overall,
Ratio + Ratiov joint validation method is superior to single Ratio validation
method, it can substantially increase the probability of correctly validating
ambiguity.

5 Conclusion

In this paper, we discuss two problems of static baseline solution with BeiDou
medium-long baseline: selection of algorithm model and selection of ambiguity
validation value and validation methods. The results show that: for BeiDou
medium-long baseline solution, LC fixed solution model is significantly better than
B1+B3 model. Because of BeiDou system’s ill condition, ratio value is small, the
traditional single ratio method has error phenomenon of validation, but on the basis
of single ratio validation method, adding a valid method based on observation value
residuals square, reduces the probability of ambiguity validation errors, has realistic
significance in engineering practice.
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A Modified Algorithm of Phase-Smoothed
Pseudorange Based on Doppler Frequency
Shift

Zhiyong Lu, Ye Jin, Yuanhao Yu and Lijun Ma

Abstract Phase-smoothed pseudorange algorithm is the commonly used pseudo-
range smoothing algorithm in navigation receivers. This paper analyses charac-
teristics of weight factors of traditional smoothing algorithms and correlations in
epochs. Proposes a modified smoothing algorithm based on Doppler frequency
shift. This paper compares precisions of M-order, Hatch and this modified
smoothing algorithm using original data from BeiDou receivers. Results show the
modified algorithm obviously improves precisions of traditional smoothing algo-
rithms, which can offer great reference for designation of pseudorange algorithm of
navigation receivers.

Keywords Pseudorange algorithm of navigation receiver � Phase-smoothed
pseudorange � Hatch filter � Doppler frequency shift

1 Introduction

The error of carrier phase measurement in range is of centimeter level or below,
while the error of code pseudorange measurement is two orders larger than carrier
phase measurement, but ambiguity resolution is not existed in code pseudorange
measurement. Carrier phase smoothing code pseudorange algorithm is the foun-
dation of positioning in the navigation receiver and it is commonly used in single or
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dual-frequency positioning [1]. The smoothing algorithm is also used in precise
orbit determination based on multi-frequency measurements [2].

Hatch filtering is the basic algorithm of carrier phase smoothing code
pseudo-range [1, 3]. Modified algorithms are proposed based on Hatch filtering.
Fan Shijie improved Hatch algorithm by considering the elevation angle [4]. Yang
Chunyan proposed an algorithm based on complementary Kalman filtering [5]. Lee
proposed an optimal recursion estimation algorithm considering pseudorange error
covariance [6]. Sun Zhengming discussed the smoothing effects of different weight
factors in dual-frequency positioning [7]. He Haibo compared Hatch filtering of
different weight factors [8]. Taking the random relative motion between the receiver
and satellites into consideration, weight factors of smoothing should be affected by
random motion. The paper proposed a modified algorithm of carrier phase
smoothing code pseudorange based on Doppler frequency shift. The algorithm can
improve the effect of smoothing by modifying the weight factor of Hatch filtering.

2 Analyze of Correlations in Epochs of Different
Smoothing Algorithm

Take single-frequency measurement for example, the equation of carrier phase
smoothing code pseudorange is:

P̂i ¼ wi � Pi�1 þð1� wiÞ � ðP̂i�1 þDUiÞ ð1Þ

P̂1 ¼ P1

P̂i�1, P̂i is the pseudo-range results in ti�1; ti, DUi ¼ Ui � Ui�1, Ui�1;Ui is the
carrier phase in range in ti�1; ti, wi is the weight factor in epoch ti. DUi has no cycle
slip if the receiver is in continuous tracking. wi ¼ 1=M in M-order filtering and
wi ¼ 1=i in Hatch filtering. wi can also be modified by elevation angle in epoch ti.

Transform Eq. (1) into non-recursion equation:

P̂i ¼ wi � Pi�1 þð1� wiÞ � DUi þð1� wiÞ � P̂i�1

¼ wi � Pi�1 þð1� wiÞ � DUi þð1� wiÞ
� wi�1 � Pi�2 þð1� wi�1Þ � DUi�1 þð1� wi�1Þ � P̂i�2
� �

¼ wi � Pi�1 þð1� wiÞ � DUi þ
Xi�2

k¼1

ð1� wkþ 2Þ

� wkþ 1 � Pk þ
Xi�1

k¼2

ð1� wkþ 1Þ � ð1� wkÞ � DUk

ð2Þ
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50 epoch are selected for analyze. The coefficients of Pk and DUk are drawn in
Figs. 1, 2, 3 and 4.

The figure obviously shows that the coefficients of Pk and DUk are almost equal,
which means the estimated value of pseudo-range of epoch ti is equal-weighted
depends on the M epochs before. In Hatch smoothing algorithm, the coefficients of
Pk decreases gradually where the coefficients of DUk increases gradually as the
epoch increases, which means the estimated value of pseudorange of epoch ti
basically depends on the increments of DUk . The coefficients in previous epochs
can be understood as the correlations of current epoch and previous epochs. So the
correlations from DUk is higher as the epochs are closer in Hatch filtering and the
correlations from DUk is basically equal in previous M epochs in M-order filtering.

Fig. 1 Coefficients of PRN
in Hatch smoothing at each
epoch

Fig. 2 Coefficients of phase
difference in Hatch smoothing
at each epoch
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The receiver and satellite are in random motion in most application scenario, the
correlation of current epoch and previous epoch decreases as epoch furthers.
Obviously, weight factors of Hatch filtering are more suitable for smoothing
algorithm from perspective of correlations in epochs.

3 Weight Factors Based on Doppler Frequency Shift

Pseudorange varies as range of receiver and satellite varies. It is more precise to
measure range change in phase difference between adjacent epochs because of the
high precisions of carrier measurements. So the weight factor of DUk should be

Fig. 3 Coefficients of PRN
in M-order smoothing at each
epoch

Fig. 4 Coefficients of phase
difference in M-order
smoothing at each epoch
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greater when the relative motion velocity is larger. From perspective of correlations
in epochs, the larger of the relative random motion velocity, the smaller correlations
generated in previous epochs. The coefficients of Pk should be smaller and the
coefficients of DUk should be larger.

From equation fd ¼ ~v�~er
k ¼ dðdrÞ

k , we can know the radial range change (or radial
velocity) is in proportion to the Doppler frequency shift measured by receiver.
Therefore the weight factors DUi of should be greater when the Doppler frequency
shift is higher. Proposed a modified algorithm expressed in Eq. (3):

P̂i ¼ wd
i � Pi�1 þð1� wd

i Þ � ðP̂i�1 þDUiÞ ð3Þ

wd
i ¼ biðfd;iÞ � wi, where fd;i is the Doppler frequency shift in epoch ti and biðfd;iÞ

is the modification factor related to fd;i. Based on discussions before, wi should be
smaller to better indicate the random motion when the fd;i is greater. A method of
determine biðfd;iÞ is given in Eq. (4):

biðfd;iÞ ¼ 1þ fd;i
fdð Þmax

� ��1

ð4Þ

4 Calculation Examples

To verify validity of modified algorithm, calculate data of 300 epochs in Nov, 2015
from BeiDou receiver in Hainan. The data include B1IW pseudo-range, carrier
phase and Doppler frequency shift measurements of an IGSO satellite and a MEO
satellite. Compares the modified algorithm based on Doppler frequency shift with
traditional M-order and Hatch smoothing algorithm. Residuals are drawn in Figs. 5,
6, 7 and 8.

Fig. 5 Modified M-order
smoothing algorithm of IGSO
B1IW_PS
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Fig. 6 Modified Hatch
smoothing algorithm of IGSO
B1IW_PS

Fig. 7 Modified M-order
smoothing algorithm of MEO
B1IW_PS

Fig. 8 Modified Hatch
smoothing algorithm of MEO
B1IW_PS
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Residual variances of different algorithms are shown in Table 1.
Results show that: (1) Smoothing algorithm can notably improve the precisions

of pseudorange measurements and Hatch smoothing is better than M-order
smoothing, which can verify the methods and conclusion of analyze of correlations
in epochs; (2) Smoothing algorithm-based Doppler frequency shift can improve the
precisions of traditional algorithm such as Hatch and M-order; (3) Calculations of
original data from BeiDou receiver shows algorithm based on Eq. (4) can improve
the residual variance by 22–50 %.

5 Conclusion

The modified algorithm of phase-smoothed pseudorange based on Doppler fre-
quency shift gives adequate consideration in affection of random motion between
navigation receiver and satellite. Precision of traditional smoothing algorithm such
as M-order and Hatch can be improved through adding modification factor based on
Doppler frequency shift. Results of calculation of original data from BeiDou
receiver show that precisions can be improved by 22–50 %, which means the
modified algorithm is effective in carrier phase smoothing code pseudorange. The
algorithm has practical value and can be used in combination of phase and code
observations in navigation receivers.
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Modified
M-order
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B1IW
Hatch
smoothing

Modified
B1IW
Hatch
smoothing
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VTEC Modeling and Analysis for Single
Station Based on Moving Time Window

Yadong Bao, Changjian Liu, Hongzhou Chai and Xu Feng

Abstract The principle of VTEC modeling for single station based on moving
time window was introduced. First, extract STEC between station and satellites
using the combination observations of dual-phase (or pseudo-range), and convert
STEC to VTEC using projection function. Then, fit the regional VTEC by moving
the time window to achieve continuous modeling of single station regional VTEC.
Two IGS stations (REDU and LHAZ) at DOY 300 in year 2015 were carried out
modeling practices according to this method. The answers were compared and
analyzed with GIMs. The results show that: the modeling answer based on moving
time window shared similar characteristics in space change with GIMs, but most of
VTEC values in this method were lower than GIMs. The result of REDU was closer
to GIMs than LHAZ’s, which was mainly caused by the uneven distribution of IGS
stations. The modeling method based on moving time window had a higher tem-
poral and spatial resolution, and not affected by the density of the stations distri-
bution. The results could be used instead GIMs instead of GIMs.

Keywords Moving time window � VTEC modeling � GIMs � Combination
observations � Polynomial fitting

1 Introduction

With the rapid development and continuous improvement of multi-band and
multi-mode GNSS technology, the methods to establish ionospheric VTEC model
using GNSS data are gradually mature [4, 10]. The ionospheric models that can be
applied to engineering practice are always divided into two [6]: empirical models
and mathematical models. The empirical models are statistical models which are
established by a large number of long-term observations to describe the ionospheric
activities in the silent states. They are always used by single-frequency GNSS users
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because of the poor accuracy and correction effects. The mathematical models are
fitting models according to actually measured values within a certain period or a
region. The mathematical models always include polynomial model, triangular
series model, spherical harmonics model, etc. [8]. Global Ionosphere Maps (GIMs),
a gridded result from the spherical harmonic model, is widely recognized with the
reliable data quality and wider scope of application, but the needed values of VTEC
in applications should always be gotten by interpolation because of the limited
spatial resolution of 2.5° × 5° and time resolution of 2 h [3, 7]. Meanwhile, the
precision of GIMs grid between different regions may be in a large difference
because of the uneven distribution of observation stations. Therefore, it becomes
particularly necessary to conduct multi-station or single station modeling in the
station-less areas. The polynomial model, as one of the main methods to simulation
regional VTEC, is widely used [2]. Liu et al. [6] applied the polynomial model to
China’s wide area differential positioning system for ionospheric TEC modeling,
and reached a good result. It is also used in some GNSS data processing software,
such as BERNESE developed by the University of Bern [1]. Some other scholars
also studied the polynomial model, and the results show that it has a good effect on
regional ionospheric VTEC modeling. But the continuity is usually not enough
when using polynomial to model the regional VTEC, because the time windows are
segmented. The ideal results are still hard to reach, even though restrictions were
imposed at junctions [5]. For this reason, applying moving time window into
polynomial model is proposed to improve convergence at junctions. This paper will
analyze the moving time window method by practicing single station modeling, so
as to provide a reference for the study of regional VTEC modeling methods.

2 Principle of Polynomial Model Based on Moving Time
Window

2.1 Extraction of VTEC

GNSS observations mainly include carrier phase and pseudorange for VTEC
extracting. The observation equations only first-order ionospheric delay considered
can be expressed by

Lsi ðtÞ ¼ qsðtÞþ kiN
s
i ðtÞ �

40:308
f 2i

� STECðtÞþ msi;LðtÞ ð1Þ

Ps
i ðtÞ ¼ qsðtÞþ 40:308

f 2i
� STECðtÞþ msi;PðtÞ ð2Þ

where i is the number of frequency, s represents satellite, L represents carrier phase,
P represents pseudo-range, fi is frequency, t is the observation time, Lsi ðtÞ and Ps

i ðtÞ
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is observed value, qsðtÞ is the geometric distance between the satellite and the
receiver, ki is the length of signals, Ns

i ðtÞ is the ambiguity of Lsi ðtÞ, Isi ðtÞ is the
ionospheric delay, msi;LðtÞ and msi;LðtÞ represent the other factors of error, where
mainly includes the Differential Code Bias (DCB). STEC(t) is the total electrons
along the ray-path. According to single-layer ionospheric theory, the relation
between STEC(t) and VTEC(t) can be expressed as

VTECðtÞ ¼ cos z0 � STECðtÞ ð3Þ

where is the zenith of the Ionospheric Pierce Point (IPP) along the ray-path. From
Eqs. (1) and (2), when the effects of msi;LðtÞ and msi;PðtÞ were neglected, the
geometry-free linear combinations of carrier phase and pseudo-range can be derived
as

Ls4ðtÞ ¼ Ls2ðtÞ � Ls1ðtÞ ¼ � 40:308
f 22

� 40:308
f 21

� �
� STECðtÞ

þ k2N
s
2ðtÞ � k1N

s
1ðtÞ

ð4Þ

Ps
4ðtÞ ¼ Ps

2ðtÞ � Ps
1ðtÞ ¼

40:308
f 22

� 40:308
f 21

� �
� STECðtÞ ð5Þ

where Ls4ðtÞ and Ps
4ðtÞ are geometry-free linear combinations of carrier phase and

pseudo-range. From Eqs. (3), (4) and (5), VTEC can be shown as:

VTECðtÞ ¼ � Ls4ðtÞ � k2Ns
2ðtÞþ k1Ns

1ðtÞ
40:308

�
f 22 � 40:308

�
f 21

cos z0 ð6Þ

VTECðtÞ ¼ Ps
4ðtÞ � ms2;PðtÞþ ms1;PðtÞ

40:308
�
f 22 � 40:308

�
f 21
cos z0 ð7Þ

According to Eqs. (6) and (7), when k2Ns
2ðtÞ � k1Ns

1ðtÞ, DCB, etc., were clear, the
VTEC series can be easily extracted from the dual observations.

2.2 Establishment of Polynomial Model Based on Moving
Time Window

The polynomial models of ionospheric VTEC can be shown as a function of hour
angle difference and latitude difference (Eq. (8)).
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VTEC ¼
Xn
i¼0

Xm
k¼0

Ci;k B� B0ð Þi Lþ t � L0 � t0ð Þk ð8Þ

where n and m are the maximum order, (B0, L0) is geodetic coordinate of the
development point, t0 is the mid-time of single time window, (B, L) is the geodetic
coordinate of IPPs, t is the real time of VTEC, Ci,k is the parameter to be estimated.
When the area to be modeled is not wider than a state’s, the polynomial models can
reach a good result by setting period length as 4 h, m as 2–4, and n as 1–2 [9]. But it
is obvious that the difference between the model results from Eq. (8) and the actual
VTEC will get enhanced with the increases of |t − t0|. However, the idea of estab-
lishing polynomial models based on moving time windows will reduce this problem
in some cases. The basic process of moving time windows can be described as
follows: First, model the VTEC at the time window from T1 to T2 using polynomial
according to Eq. (8), and only retain the results around (T1 + T2)/2; Then, move the
time window for Dt, and model for the time widow from (T1 + Dt) to (T2 + Dt).
Repeat the above methods until the time windows through the entire observation
period.

3 Simulation and Analysis

Here, the VTEC values observed by REDU (in Europe) and LHAZ (in China) on
the day 300/2015 (dd/yy) are extracted according to Eqs. (6) and (7). Finally,
regional VTEC grid map with a spatial resolution of 1° × 1° and at the height of
450 km is established according the method of moving time widow. In order to
reduce the impact from multi-path effects, atmospheric, etc., the cut-off elevation
angle of IPPs is set as 20°. Figure 1 shows the distribution of grid in the polar
coordinates based on azimuth and geocentric angle from station’s. There are total

Fig. 1 Distribution of grid point in station polar coordinates
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366 grid points at station REDU (267 grid points at LHAZ), and 15 points shared
with GIMs (10 at LHAZ). Figure 2 shows the distribution of IPPs according to the
data from IGS.

In this paper, the parameters are set as follows: n = 1, m = 2, T2 − T1 = 4 h, and
Dt = 30 s. Considering that the ionospheric influence on carrier phase is always
opposite to the influence on pseudorange, this paper will take the average value of
the results from L4 and P4 as the final results (VTEC series with a time resolution
of 30 s at the grid points with the spatial resolution of 1° × 1°) to reduce the
influence of some systematic errors. To simplify the content, the paper just gives the
results at UTC = 4 h and 16 h (Fig. 3).

Figure 3 shows a strong consistency of trend in space. Therefore, the model at
the parameters in this paper is able to reflect the variation of VTEC in spatial.
However, the difference between GIMs and LHAZ’s results is much larger than the
difference between GIMs and REDU’s. The maximum at REDU is less than
3TECu, but it can reach 12TECu at LHAZ. This phenomenon is mainly caused by
the distribution of IGS stations. Where there are more IGS station, there are more
data to determine the GIMs results. For the reason that the density of IGS stations in
Europe is much higher than the density in China, GIMs can fit the real VTEC in
Europe better than in China, and the difference at REDU will show smaller than
LHAZ. It also shows that the values of difference between REDU’s and GIMs will
get reduced with the azimuth increasing from Fig. 3. This phenomenon is mainly
related to the distribution of IPPs (Fig. 2). It can be considered as that the modeling
results of south are better than the results of north because of the influence of the
distribution of IPPs. Moreover, this paper compared the VTEC series between
single station and GIMs at the shared grid points (Fig. 4), and compiles the statistics
of difference in Table 1.

As shown in Fig. 4, most of the VTEC modeling results in this paper are smaller
than GIMs’. However, there are some regular patterns contained by the difference
series: the higher density of deviations mainly happen during UTC = 6 and 8 h,
and the deviations are negative; the positive deviations are mainly at around

Fig. 2 Distribution of IPPs in station polar coordinates
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UTC = 14 h, and the absolute values are smaller; and there is a clear trend of
upward (or downward) between the positive and negative deviations. Comparing
the differences between the two stations’, it will be found that the modeling results
at REDU have a higher consistency with GIMs than the results at station LHAZ.
The main reason for this feature in this paper is considered as the uneven

Fig. 3 Comparison of the results under moving time window with GIMs

Fig. 4 Series of VTEC difference at the shared grid points
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distributions of IGS. From Table 1, the differences at REDU (LHAZ) are mainly for
1–2.5TECu (5–10TECu), maximum for 7TECu (23TECu), which is consistent to
the results in Fig. 3. Therefore, the method based on moving time windows is
reliable, and it can make up for the defect GIMs in the area with less IGS stations.
By the way, the method based on moving time windows for single station can
reduce the influence of interpolating for the higher spatial and temporal resolutions
than GIMs.

4 Conclusion

The principle of modeling method based on moving time window for single station
VTEC is introduced in this paper. By experimenting and comparing the results with
GIMs, some conclusions can express as follows:

1. The modeling results based on moving time windows have a consistence of
space characteristics with GIMs, but most of the values are lower than GIMs’;

2. The differences between sing station modeling with GIMs are smaller than in
China, which is mainly caused by the uneven density of IGS station. Therefore,
the grid VTEC maps in the area with less IGS stations can be modeled by the
method based on moving time window instead of GIMs.

3. The single station VTEC models based on moving time windows have higher
time and spatial resolutions than GIMs, which can release the influence when
interpolating.

Acknowledgments The authors are grateful to IGS for providing GIMs and GNSS observations
to download.
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Relative Positioning with Undifferenced
Observations: Concept
and Application/Experiments with BDS

Wei Zhou, Rengui Ruan, Hao Zhang and Feijuan Yao

Abstract This paper reviews the history and evolution of the relative positioning
based on the undifferenced (UD) observation. The internal mechanism of this
method is explained by error division, that is, adopting the model of estimating
quasi-clock parameter, which absorbs the unmodeled error of the receiver and the
satellite to achieve the same effect of eliminating the common error explicitly by
double differenced (DD) observation. With UD observation of Beidou Navigation
Satellite System (BDS), various experiments are carried out to demonstrate the
flexibility of the relative positioning mode presented, including network solution,
static/kinematic baseline solution, and kinematic reference (kinematic for kine-
matic) solution. In the case of the experiment for network solution with baselines up
to thousands of kilometers (2000–5000 km), precise post-processed orbit are used
to cancel the influence of orbit errors, the repeatability within 1.1 cm in horizontal
direction can be reached, the repeatability in vertical direction is less than 3 cm. The
relative positioning precision of BDS on the condition of long baseline also needs
to be improved because the phase center offset and variation of satellite antenna and
receiver antenna have not been accurately calibrated, and there is still a gap of orbit
precision between the current of BDS satellite and GPS. In the static baseline
experiments, the broadcast ephemeris is adopted. For baseline of 800 m, the
repeatability in horizontal and vertical are 3 and 8 mm, respectively, while for
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30 km static baseline, they are 10 and 13 mm. In the experiments of kinematic
baseline and kinematic reference solutions both horizontal and vertical precisions
are in several centimeters; the latter is slightly worse because the coordinates of
reference station are not accurate.

Keywords BDS � Relative positioning � Undifferenced observation � Double
differenced observation � Quasi-clock � Kinematic for kinematic relative
positioning

1 Introduction

In the GNSS precise positioning, the undifferenced (UD) observation and the double
differenced (DD) observation arewidely used. These two kinds ofmeasurements have
advantages and disadvantages (Sect. 2) [1–4]. Instead of the algorithm of using DD
between two receivers and two simultaneously observed satellites to eliminate the
common errors of the satellites and receivers, errors will be estimated as unknown
parameters in the processing of UD observation, which will achieve the same effect.
This has been proved to be equivalent in theory and practice [5–7]. In recent years,
with the construction of multiple new navigation satellite systems such as Galileo,
QZSS, IRNSS, and BDS, as well as the advancement of GLONASS, there will be
more and more observational data to be used in the application of precise positioning.
Because of the mutual independence between the UD measurement, the observation
data from different GNSS with different frequency and modulation code is more
convenient when data processing. Even for some applications such as relative posi-
tioningwhich has been dominated byDDobservation data for a long time, researchers
start to reconsider the advantageous of the UD observation, i.e., the mode for relative
positioning based on the UD observation. Salazar [8] used this mode for network
solution and baseline solution, called precise orbits positioning (POP) model, Zhou
[9] and Pan [10] carried out the experiments of Beidou Navigation Satellite System
(BDS) relative positioning,Wang [11] used it to resolve the long baseline, and named
it as double station observation processing (DSOP). In fact, this is not a new concept,
but in the multi GNSS era, the processing procedure with UD observationmay indeed
be more convenient than double differential observation, because the latter requires a
complex structure of DD measurement process. In this paper, the concept is used to
solve the BDS relative positioning in a variety of applications, including network
solution, single baseline static/kinematic solution, and kinematic for kinematic
relative positioning.

In this paper, the history and evolution of this technology is reviewed, the basic
principle of this model is introduced, and the internal mechanism of the high precise
positioning by using UD measurement is explained. Finally, the experiments and
results of different modes of the BDS UD observation are demonstrated.
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2 History and Evolution

For more than two decades, the GPS system has been used for precise (geodetic)
positioning applications. The observations used can be the undifferenced/
differenced original/combined observations (carrier phase, sometimes code may
also be used) [7]. The advantage to use differenced observation is that some
unknown parameters, such as satellite/receiver clock offsets, are eliminated so that
the problem to be solved becomes smaller. Among various differenced observations
(single-differenced or SD, DD, and triple-differenced), the DD between two
receivers and two simultaneously observed satellites is most favorable because the
common part of model errors belongs to receivers or satellites that are explicitly
eliminated together with receiver and satellite clock offsets, which is helpful for
quality control, moreover, the DD ambiguities possess the property of integer and
can be fixed to integers with some ambiguity resolution algorithms such as the
LAMBDA method [12], which will greatly improve the quality of solution and has
been wildly used for various applications such as precise orbit determination,
static/kinematic relative positioning, attitude determination, and so on. Just as a
coin has two sides, the disadvantage is that the differenced observations become
correlative with each other . The covariance matrix of differenced observation is not
a diagonal matrix, which makes the computation complicated. For the DD obser-
vations, the clock offset has been eliminated and therefore cannot be used for clock
solution. On the contrary, the UD observations reserves all information (unknown
parameters), therefore can be used for more applications including for satellite or
station clock determination and those the DD observation works. Meanwhile the
data processing for UD observation is mathematically more simple (actually the
data processing procedure is as complicated and trivial as that for DD observations)
since the observations are independent from each other (a basic hypothesis and is
usually correct). For a not short time, researchers argued against the problem that
which observation is better between the differenced mode represented by DD and
UD, and either DD or UD observation has been adopted by different groups [2, 3,
13]. It is demonstrated that the results for baseline of different lengths with UD, DD
(and SD) are practically identical as long as the correlation is considered [5], and
the equivalent effect with UD and DD (or differenced) observations is theoretically
a proof [6, 7]. For quit a long time the UD observation are mainly used for network
(or long baseline) solution, orbit determination, and clock solution adopted by
GIPSY/EPOS software. With the intuitive merit and convenient for ambiguity
resolution, the DD observation is dominant for various application fields where the
clock offsets of satellite or receiver are not interested until the precise point posi-
tioning (PPP) mode is proposed. In 1997 the PPP mode with UD code and phase
data together with precise orbit and clock for large-scale network was implemented
to amend errors caused by orbit and clock for broadcast ephemeris is proposed by
Zumberge [14]. The PPP mode shows great advantage of economic and efficiency
compared with relative positioning mode and shares comparative precision for
many applications, and becomes one of the most interesting research fields [15–23].
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The PPP technology calls more and more people to pay attention to high precision
satellite clock solution. The UD observation which is adopted by all the new
software packages (e.g., PANDA, GINS, NAPEOS, and SPODS) [24–27] for data
processing to provide orbit and clock products developed by the Analysis Centers
of the International GNSS Service or the international GNSS Monitoring and
Assessing Service. Along with the great improvement of the achievable precision of
clock and orbit, ambiguity resolution for a single receiver or even UD carrier phase
has become possible with estimation of the fractional cycle biases (FCBs) or “in-
teger” clock or other equivalent method [26, 28, 29]. The PPP with integer
ambiguity resolution can theatrically lead to identical result as DD mode, which
used to enjoy more precise and less time to converge exclusively benefited from the
ambiguity resolution technique. As several upcoming GNSS, such as Galileo,
Beidou, QZSS, IRNSS, are underdeveloped and the modernization of GLONASS is
ongoing, it can be foreseen that more and more satellites with different frequency
and coding signal can be involved in various applications. Because of the advantage
of simplicity, data processing with UD observations are causing more and more
interest even for those applications with DD observation traditionally, e.g., relative
positioning. As mentioned above, in the early days of positioning with GPS, both
UD and differenced (especially) observation have been tested and used by different
research teams for various applications including relative positioning. Several
famous software packages using UD observations are developed and play an
important role in the geodetic field, such as the pioneers, as GIPSY and EPOS, and
follow as PANDA, GINS, and NAPEOS, which are also used for network or
baseline solution by fixing the satellite orbit to known values without euphemize on
the concept of “relative positioning”, although it is. The concept of relative posi-
tioning with UD observation is revitalized by Salazar [8] to position a network of
stations (baseline is a special case of network with only two stations) with respect to
a selected master station and is named as called “Precise Orbits Positioning (POP)”.
This mode is also adopted for BDS relative position for baseline by Zhou [9], Pan
[10] and Wang [11] and is renamed as DSOP by M. Wang. We here conclude that
the idea of “relative positing with UD observation” is not a new concept but on the
contrary it as old as the history of GPS or concept of the relative positioning itself.

3 Mathematical Principle

The observation equation of pseudorange Pk
i and phase Lki for satellite k observed

by receiver/station i are usually written as [7]

Pk
i ¼ qki þ c � ðdti � dtkÞþ Tk

i þ Iki þ eki ð1Þ

Lki ¼ qki þ c � ðdti � dtkÞþ Tk
i þ Iki þ k � Nk

i þ eki ð2Þ
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where q ¼ ri � rk
�� �� is the geometric distance between the satellite at the emission

time and the station at the reception time, while ri ¼ xi; yi; zi½ �T and rk ¼ xk; y0; zk
� �T

are respectively the coordinates of the satellite and station expressed in a common
reference frame. dti and dtk are clock offset of station and satellite. c is velocity of
light. Tk

i and I
k
i are the troposphere path delay and group delay caused by ionosphere.

Nk
i is the ambiguity with wavelength of N. eki and eki are the measurement noise for

pseudorange and phase accumulated with multipath delay.
Linearization for the above equation must be conducted so that the problem can

be solved with linear optimal estimator e.g., the least square method. For the sake of
simplicity, only linearization for the phase observation is presented as below

~Lki ¼ Lki � �Lki ¼ uki dri þ c � ðdti � dtkÞþ k � Nk
i þm � zþ~eki ð3Þ

where ~Lki are the observed minus computation (OMC) observation while
~Lki ¼ �ri � �rk

�� ��þ �T � �I are the computed ones. �rki ¼ �xki ;�y
k
i ;�z

k
i

� �T
is the position of

satellite k from broadcast ephemeris or precise orbit products and�ri ¼ �xi;�yi;�zi½ �T is the
apriori value of station coordinate. �T and �I are troposphere delay and ionosphere
correction if any apriorimodel is used otherwise they are equal to zero. In the right side

of Eq. (3), uki ¼ @qki
ri

���
�ri;�rk

is the partial derivative of qki , dri is correction of station

coordinates, m � z is the delay compensation for the troposphere, z is zenith delay of
wetweight,m ismapping function, such asGMF [30], for the short baseline, this one is
usually ignored, ~eki is sum of unmodeled errors and noise, including measurement
noise, multipath delay, tropospheric and ionospheric errors, and orbit error, and it can
be expressed as

~eki ¼ eki þ dT þ dI � uki dr
k ð4Þ

drk: indicates deviation between the calculated value and the actual position of
the satellite orbit. In order to understand how the unmodeled errors are eliminated
through UD observation, ~eki is decomposed into three parts.

~eki ¼ �ei þ�ek þ vki ð5Þ

�ei: the sum of errors belongs to the station, which mainly includes the hardware
delay of receiver, the same part of error for all satellites, including the troposphere
and ionosphere delay. It will be superimposed on the receiver clock offset.

�ek: the sum of the errors belong to the satellite, which mainly includes the
hardware delay of the satellite and the same part of error for all stations, including
the satellite position error, the attitude error, and the error of the antenna model. It
will be superimposed on the satellite clock error.

vki : the remaining part of errors with the above two parts taken out, mainly
including the multipath effect, the measurement noise, and those different for
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stations and satellites. The value and probability distribution of this part will
determine the precision of positioning result. This part mainly reflects the mea-
surement noise and multipath effect in the case of a short baseline or long baseline
with a precise model used.

After the division of the unmodeled errors, Eq. (3) can be rewritten as

~Lki ¼ Lki � �Lki ¼ uki dri þ di � dk þ k � Nk
i þm � zþ vki ð6Þ

where di ¼ c � dti þ�ei and dk ¼ c � dtk � �ei, and they are named as the quasi-clock
offsets of the receiver and the satellite in this paper, which absorbs the respective
unmodeled errors. They are explicitly eliminated with DD measurement and they
will be estimated together with other unknown parameters with UD measurement.

When more than two stations are used and the total number of observation is
greater than the number of unknown parameters, the unknown parameters including
station coordinate correction dri, quasi-clock offsets of receiver di, and satellite dk,
ambiguity Nk

i , tropospheric parameters z (zenith delay + horizontal gradient, if it
exists) can be solved through the linear estimation methods such as least square
method. In order to obtain the spatial datum, at least one station should be selected
as the reference station, with its coordinates fixed or constrained to a given value.
Note that, when more than one station is used as reference stations, the precision of
these stations coordinates will affect the precision of the results. Since the final
solution of the station coordinates are determined with respect to the selected
reference station, so this mode is called relative positioning. Similarly, in order to
obtain a time datum, one and only one (the value of the clock offset usually cannot
be known accurately in advance) quasi-clock parameter fixed or bound to the
apriori value (usually zero or navigation solution). In addition, because the ambi-
guity parameter and the quasi-clock error parameters are linearly related, after
introducing spatial and time datum, the system is still rank deficient, which can be
eliminated by using pseudorange measurement. The clock offset may vary greatly
with time, and should be estimated epoch by epoch, while the tropospheric delay
changes considerably slowly, it can expressed with piecewise constant or linear
function, or estimated epoch by epoch constrained to a random walk model. The
solution of station coordinate correction is depend on its movement, for static
station, only one set of coordinate correction is estimated, while for kinematic
station, the coordinate correction is estimated epoch by epoch.

Depending on the number of stations involved and the movement state of the
receivers, different modes of relative positioning can be summarized in the
following:

1. Baseline solution: two stations, one of which is selected as reference station, and
the other, the rover station, can be static or kinematic.

2. Network solution: more than two stations, at least one is selected as reference
station; the rover stations can be static or kinematic.

3. Kinematic reference solution: at least two stations, all stations are kinematic,
including at least one station that is selected as the base station (need to pay
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special attention to the consistency of datum on the condition of multi base
solution), the coordinate correction of the base station is constrained to the
navigation solution.

Because the UD measurement is independent of each other, it is convenient to
realize the above varied positioning mode by taking different apriori information for
the reference and rover stations and by taking different process noise for the static
and kinematic stations.

Although, in this paper, only formula for the single frequency observation is
presented, to implement the relative positioning mode with UD observations, users
can select observation from different frequency or linear combinations according to
different application requirements. For example, when the distance of reference
station and the rover station is short, the single frequency measurement has
advantages because of its lower noise. When the distance is long, the ionospheric
free combination of two frequencies is more favorable, because it can greatly
eliminate the ionospheric delay [7]. The method of using the DD combination of
UD ambiguity to fix the ambiguity has been used in many softwares [24, 27, 31,
32]. After the selection of independent DD ambiguity combination, various
ambiguity resolution strategies, such as LAMDA [12], can be used to improve the
positioning result.

4 Analysis of Experiment

The BDS constellation is announced to operate on December 20, 2012, presently
consisting of 14 satellites, including 4MEO, 5 IGSO, and 5 GEO. These satellites are
transmitting signals on three frequencies, B1 (1561.098 MHz), B2 (1207.14 MHz),
and B3 (1268.52 MHz). GEO and IGSO satellites cover the longitudinal band from
50E to 170_E and are thus best observed from East Asian and Australian stations
(Fig. 1).

In order to demonstrate the accuracy of the BDS relative positioning and the
flexibility of the application of the UD observation, in this paper, the experiments
are carried out using BDS data and broadcast ephemeris (or precision ephemeris)
for the following four modes: network solution, static/kinematic baseline solution,
kinematic reference solution. This paper is based on the SPODS [27] software,
which is developed by Xi’an Institute of Surveying and Mapping. The procedure of
data processing is quite similar to that presented in paper [27] except that the orbit is
fixed to the broadcast ephemeris or other orbit products. The prior accuracy of the
ionosphere-free linear combination of pseudorange and carrier phase is 2 and
0.02 m, respectively. We do not eliminate the coordinates corrections of the ref-
erence stations and the reference clock offsets. Instead, they are constrained to the
apriori values, for the reference station coordinates, apriori constrain of r ¼ 10�4 m
is applied, and r ¼ 10�6 m is adopted for the reference clock offsets.
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4.1 Network Solution

Observations during DOY 230–243, 2015 from 10 stations operating by the
International GNSS Service are collected. These stations are located in South
Pacific and their distribution is shown in Fig. 2. All of these stations are equipped
with NETR9 TRIMBLE except UNX3 with SEPT ASTERX3. The UNX3 is
chosen as the reference station, with its coordinates constrained to that obtained by
PPP solution using GPS data and it clock offsets fixed to zero. The apriori value of
the tropospheric zenith delay is calculated by the Saastamoinen model and then
GMF is used for the mapping function. The wet zenith delays are estimated for
every 2 h with piecewise constant model [27], every 24 h one set of horizontal
gradient is estimated. Since there is no data variable to correct the antenna PCV and
PCO for BDS observation, the GPS values provided by IGS in the ANTEX file
igs08.atx are used. The distance of rover stations to the base station is from 1900 to
5000 km (Table 1), in order to reduce the satellite orbit errors, the BDS orbit
products provided by the Xian Institute of Surveying and Mapping are used which
is one of the Analysis Centers of the International GNSS Monitoring and
Assessment Service (iGMAS). The correction of satellite antenna is provided by
IGS-MGEX [33], and the attitude of different satellites [34] and phase windup effect
[35] are also to be considered. The deformation of the tidal station is consistent with
the IERS convention 2003 [36].

We use the repeatability of the coordinates to measure the quality of the solution.
It is obvious that the repeatability in N direction is less than 0.1 cm, and smaller

Fig. 1 Point track under the satellite of BDS
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than the other two directions, because it is benefited from the wide range motion of
IGSO satellite in the North and South direction, which makes the observation
geometry structure strong in North direction. The repeatability in U direction is the
maximum, ranging from 0.014 to 0.027 m, while that in E direction is from 0.006
to 0.011 m. From the table, it can be seen that with the increase in distance the
precision of the coordinates is reduced, and it is particularly evident in
the U direction, because the correlation of the orbit error for stations decreases as
the distance increases. Overall, based on the BDS precise post-processed orbit, in
the mode of the relative positioning, the accuracy of mm level in the horizontal

Fig. 2 Distribution map of the stations

Table 1 9 repeatabilities of
the station coordinates in
network solution (m)

Station N E U Distance

NRMG 0.005 0.006 0.016 1969.1

DUND 0.003 0.010 0.014 2103.7

WARK 0.004 0.007 0.021 2137.1

CUT0 0.003 0.007 0.017 3258.0

MRO1 0.002 0.006 0.014 3365.1

TONG 0.007 0.009 0.018 3539.1

FTNA 0.006 0.010 0.026 3717.8

SAMO 0.007 0.009 0.026 4257.7

XMIS 0.006 0.011 0.027 5155.5
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direction and cm level in vertical direction for static positioning can be obtained for
the baseline of thousands of kilometers’ long, which is consistent with the exper-
imental results presented by Wang [11].

4.2 Static Baseline Solution

Two baselines (XIAN-BGLG and XIAN-NTSC) are selected to carry out the static
baseline solution experiment, the three stations are equipped with UNICORE
receivers. The length of baseline XIAN to BGLD is about 786 m, and the length of
baseline XIAN to NTSC is about 30 km. The observation time is during DOY
168–170, 2012, when the C13–C14 satellite is not enabled. In the mode of baseline
solution, data processing is carried out baseline by baseline, which is quite different
for the network solution in which observation from all the stations involved are
processed together in an integration mode. In this experiment, satellite position is
calculated from broadcast ephemeris, since the two baselines belong to short–
middle length baseline, respectively, the tropospheric parameters will not be
estimated, and the coordinates of reference station (XIAN) will be constrained to
the GPS PPP solution (Fig. 3).

In order to evaluate the positioning results with BDS, the result with GPS data is
taken as reference values, the positioning errors are expressed in three directions
(N/E/U). Table 2 shows the errors of the baseline results in N, E, and U directions:
the mean deviation and STD. The STDs in E/N of the baseline XIAN-BGLG are
0.003 m, and in U is 0.008 m; the STD in E/N of the baseline XIAN-NTSC are
respectively 0.010 and 0.007 m, and the STD in U is 0.013 m. With the increase of
the baseline length, the STD is obviously increasing, which is mainly due to the
decrease of the spatial correlation of the tropospheric delay. It should be noted that

Fig. 3 The distribution of baselines
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the mean value of error cannot be ignored, which may reflect the systematic
differences between the BDS and GPS positioning results.

4.3 Kinematic Baseline Solution

Since we do not have any real BDS observation data from kinematic receiver, the
data from baseline XIAN-NTSC (Sect. 4.2) are used in the following experiments
to simulate the kinematic baseline solution. The configuration for this experiment is
quite the similar with the static baseline solution, except that the coordinate cor-
rection of the rover station NTSC is estimated epoch by epoch. Comparing with the
result of static baseline solution with GPS, the position errors are calculated and
expressed in N/E/U directions, as shown in Fig. 4, the statistics of the mean
deviation and the STD are in Table 3, it demonstrates that the STDs in E/N/
U direction are 0.012, 0.012, and 0.036 m, respectively.

Table 2 Relative positioning errors of baseline solution (unit: m)

Station Component 168 169 170 Mean STD

BGLD N 0.004 0.011 0.011 0.009 0.003

E −0.001 0.004 0.008 0.003 0.003

U 0.007 −0.005 −0.016 −0.005 0.008

NTSC N 0.005 −0.007 −0.013 −0.005 0.007

E 0.005 −0.018 −0.017 −0.010 0.010

U −0.010 0.019 0.023 0.011 0.013

0 500 1000 1500 2000 2500 3000
-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

Epoch/30sec

E
rr
or
/m

dE

dN

dU

Fig. 4 The positioning error of the station NTSC
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4.4 Kinematic Reference Solution

The above three experiments have one thing in common: the reference station is
static, in this section we will demonstrate the effectiveness of BDS positioning when
the reference station is kinematic. Sometimes users are interesting in the relative
position of the two receivers, and the precision of absolute position of the carrier is
interested, such as the relative position measurement of aircraft and ship formation,
the relative position measurement of satellite formation, this mode is refer to kine-
matic reference in this paper, which is wildly used in aircraft and ship formation.

We also use data from XIAN and NTSC to simulate the kinematic reference
positioning experiment and the former is selected as the base station. In this mode,
we assume that the base station is moving, so the coordinates of the base station are
constrained to those obtained by single point positioning with pseudorange and
broadcast ephemeris epoch by epoch, besides, the data processing procedure is
quite similar to the mode of kinematic baseline solution presented in the Sect. 4.3.
Figures 5 and 6 show the series of absolute coordinates errors of the NTSC and

Table 3 Means and STDs of
the kinematic positioning
result (unit: m)

Direction Mean STD

N −0.017 0.012

E 0.001 0.012

U −0.015 0.036
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Fig. 5 Absolute position error of the NTSC station
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XIAN; the two has a similar trend. It can be seen that the absolute coordinate errors
of the NTSC and XIAN stations are mainly within 10 m, which are consistent with
the single frequency positioning accuracy based on the pseudorange. Figure 7
shows the relative positioning error of NTSC relative to XIAN, which is all smaller
than 0.1 m. Table 4 shows the statistic of the mean deviation and STD of the
absolute coordinates error of XIAN and NTSC, the baseline solution errors from
XIAN to NTSC. The absolute position errors of the two stations is are at the level of
a few meters, while the relative position error in the E/N/U direction is 0.016, 0.016,
and 0.039 m, respectively. On Comparing with Sect. 4.3, the positioning accuracy
is slightly degraded, which reflects the influence of the positioning error by the
accuracy of reference station coordinates.
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Fig. 6 The absolute position error of the XIAN station

Table 4 Statistics of positioning error (unit: m)

Station Mean STD

E N U E N U

XIAN 0.973 −0.039 0.052 1.499 1.459 3.397

NTSC 0.963 −0.041 0.045 1.498 1.461 3.397

Baseline (XIAN-NTSC) −0.010 −0.001 −0.007 0.016 0.016 0.039
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5 Conclusion

In this paper, the history of relative positioning based on undifferenced observation
is reviewed, and it is pointed out that the internal mechanism of the UD relative
positioning is estimating the quasi-clock offsets, which absorb the common errors of
receivers and satellites. The relative positioning experiments using BDS UD
observation in different modes are conducted including the network solution (with
baseline up to 5000 km), static baseline solution, kinematic baseline solution, and
kinematic reference solution. These experiments demonstrate the flexibility of the
UD observation in terms of data processing. In term of positioning precision, in the
case of the network solution using post precision orbit, for thousands of kilometers
(2000–5000 km) of the baseline, the repeatability of 11 mm in horizontal direction
can be reached, while the repeatability in vertical direction is less than 3 cm. The
relative positioning precision on the condition of long baseline also needs to be
improved, because the satellite antenna phase center and receiver antenna phase
center have not been accurately calibrated, and there is still a gap of orbit precision
between the current BDS satellite and GPS. When the broadcast ephemeris is
adopted for the static baseline of 800 m, the repeatability in horizontal direction is
3 mm and in vertical direction it is 8 mm; for 30 km static baseline, the repeatability
in horizontal direction is less than 10 mm and about 13 mm respectively. In the case
of kinematic baseline and kinematic for kinematic solutions, both horizontal and
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vertical precision are in several centimeters, for the latter, because the initial coor-
dinates of base station are not accurate, the precision is slightly worse.
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Experimental Study on Improvement
of Discharge Bulb Aging of Hydrogen
Maser

Wenming Wang, Hefei Zheng, Guohui Shen and Jing Li

Abstract The preparation of atomic hydrogen has a significant effect on the
operation of the hydrogen maser. The paper presents radio frequency
(RF) discharge source and discharge bulb as the necessary conditions for the
preparation of atomic hydrogen. Based on the current technical status of the RF
discharge source and the main reaction of the plasma inside the discharge bulb, a
new improved technique for the discharge bulb aging consisting in a series of
experiments of different proportions of HF solution, acid etching time, and inner
wall purification. The new method described here fulfils the time, that the discharge
bulb from the first light reached a normal rose red and the photoelectric diode light
detection voltage reached equilibrium value, cut from more than one week to less
than two days, the spectral intensity reached 16,500 after two days while the
traditional technology reaches 14,000 after one week, and the aging success rate of
this batch reached 100 %.

Keywords Hydrogen maser � Discharge bulb � Plasma � Aging

1 Introduction

Hydrogen maser has become one of the most widely used frequency standard in the
world at present with excellent frequency stability and low drift characteristics.
It has been applied to many fields of society, such as punctuality, timing,
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navigation, deep space exploration, time synchronization, basic scientific research,
space applications, and communication synchronization.

The atomic hydrogen is an essential material for the hydrogen maser, affecting
the performance of the maser. The electromagnetic wave, produced by the transition
of atomic hydrogen ground-state hyperfine levels and processed by a series of
frequency control, provides a high accuracy and stability integer frequency signal
for users. The process of preparing the atomic hydrogen is one of the components of
the plasma, which is formed by the molecular hydrogen (H2) entered into the
discharge bulb of quartz material, under the action of the external radio frequency
(RF) field. The atomic hydrogen through the collimator and injection into the
magnetic state selector will deflect. Finally, the high-energy state atomic hydrogen
enters the storage bulb to create stimulated emission [1].

The proportion of atomic hydrogen in the discharge bulb is not only restricted by
the dissociation efficiency of molecular hydrogen, but also by the recombination of
H2

+ ions. Therefore, the RF discharge source and discharge bulb are particularly
important in the preparation of atomic hydrogen. Among them, the application of
the RF discharge source has been relatively mature with fixed technology, which is
equal to the foreign level [2]. At present, it is not the main factor that affects the
efficiency of the preparation of atomic hydrogen. However, the effect of the dis-
charge bulb with the same kind of material but different aging processes is different.
For many years, the aging process of hydrogen maser is one of the bottlenecks that
restricted the improvement of the technology of hydrogen maser.

2 Effects and Evaluation Method of Discharge Bulb

The complex reactions of plasmas can be classified into two types in the discharge
bulb [3]. The first type is the reaction of plasmas, and the second is the reaction of
plasma and the inner wall of the discharge bulb. These two reactions have a
decisive effect on the preparation of atomic hydrogen, and ultimately affect the
proportion of target hydrogen atom in the discharge bulb.

The reaction of plasmas, which plays a major role in the preparation of atomic
hydrogen, is expressed as follows.

H2
þ þ e ! HþH ð1Þ

This reaction with a large cross section, especially in the time when the electron
energy level is low, can produce the target atomic hydrogen. However, the con-
centration of H2

+ ions must be high enough, depending on the intensity of the
ionization process and the rate of ion depletion. In fact, most of the H2

+ ions react
with the inner wall of discharge bulb instead of the above reaction, so, it is nec-
essary to avoid the second type of reaction in the process of the preparation of
atomic hydrogen. The materials used in the discharge bulb require resistance from
the bombardment of plasmas, having smooth surface, small composite coefficient,
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and little impurity. The most common materials are glass of Pyrex 7740 and fused
silica.

At present, the domestic and international size of the structure of discharge bulb
is basically similar (Fig. 1), while the only difference is the aging process of its
inner wall.

The experimental results show that the reasonable aging of the inner wall of
discharge bulb can effectively reduce the consumption of H2

+ ion reacted with the
inner wall, and increase the proportion of target atomic hydrogen in the bulb.
Eliminating the common factors such as RF discharge source and the size of
discharge bulb, the effect of different aging processes is significant.

The minimum energy required for hydrogen dissociation is 8.5 eV, while the
energy of atomic hydrogen recombined is 4.7 eV, which indicates that the energy
of the decomposition of atomic hydrogen is at least 2 eV [4]. The energy can be
reflected in the speed of the atomic hydrogen, where the velocity distribution of the
atomic hydrogen from the discharge bulb becomes the Gauss distribution, rather
than the usual Maxwell distribution.

The energy also excites the hydrogen atoms to a high-energy level and then emit
photons. The light in this process is the red or purple light of Ballmer system, which
is rose-red light seen by eyes. The working level of the discharge bulb is evaluated
according to the detection of the luminous state, which mainly includes visual
inspection (rose red), photoelectric diode (voltage value), and laboratory of spec-
trometer (light intensity).

3 Existing Aging Technological Procedure
of Discharge Bulb

The following is the existing aging technological procedure of discharge bulb.

(a) Take the qualified discharge bulbs from the same batches on the aging
experimental platform. Check the inner wall of discharge bulbs whether there
are particulate impurities one by one.

Fig. 1 The discharge bulb of
hydrogen maser
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(b) Put the discharge bulbs with particulate impurities into a flume filled with
water. Inject a half of the bulb with 25 % HF solution from the air inlet into the
discharge bulbs by means of a syringe. Take out the syringe and then shake the
bulbs vigorously until the impurities fall off.

(c) Expel the 25 % HF solution from the discharge bulbs with a syringe.
(d) Fill the discharge bulbs with absolute ethyl alcohol and then put them into the

flume. Expel the absolute ethyl alcohol from the bulb with a syringe after 4 h.
(e) Inject branch water into the discharge bulbs to clean them again by a new

syringe.
(f) Use the absolute ethyl alcohol to dehydrate the discharge bulbs and then

connect them to the collimator.

The existing aging technological procedure of discharge bulb has been used for
many years. It will take one or two weeks from injecting the hydrogen into the
discharge bulb to normal. Worse yet, some of the discharge bulbs cannot work after
a long time and need to be changed. The duplicate work leads that the development
cycle is not controllable, the product consistency is poor and the manpower and
capital are wasted.

4 Experimental Study of Discharge Bulb Aging
Improvement

The main limiting factor of the traditional technology, which leads one or two
weeks from the first light to a normal rose red and a low aging success rate, is that
the aging of the inner wall of the discharge bulb is not enough or scientific. Based
on the research and analysis of the theories and a large number of exploratory tests,
the new aging technological procedure of discharge bulb is described as follows.

(a) Take the qualified discharge bulbs from the same batches on the aging
experimental platform. Inject branch water into the discharge bulbs to clean
them at least three times by a syringe and then put the bulbs without water on
the silk used for vacuum.

(b) Pour the quantitative HF solution to a beaker and then dilute it to a certain
dilution ration with a pair of acid proof gloves. Fill the discharge bulbs with the
solution and then put them into the flume.

(c) After a certain time, expel the solution from the discharge bulbs, inject branch
water to clean them at least three times and put them on the silk.

(d) Wear another pair of clean gloves and inject deionized water into the discharge
bulbs to clean them at least three times.

(e) Use the absolute ethyl alcohol to dehydrate the discharge bulbs.
(f) Place the discharge bulbs in a vacuum cabinet and set aside.
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5 Comparison of the Two Kinds of Aging Process

Discharge bulbs with the improved aging process are assembled in the verification
subject of hydrogen maser test pieces, electrical parts, and small titanium pump,
using the same ionization method as previous, in order to test the effect of the
improved aging process.

After monitoring of the working state of a few discharge bulbs (Figs. 2 and 3),
the results show that the time from injecting the atomic hydrogen into the discharge
bulb to normal state, which is less than two days, is significantly shorter than using
the traditional process, and there is no failure.

The working states of the discharge bulbs with the two kinds of aging process
are given by Table 1.

In addition, the discharge bulb cannot work alone and it must be matched with
the magnetic state selector, in order to transfer the hydrogen atoms in the
high-energy state to the storage bulb. This requires that the velocity of the hydrogen
atoms from discharge bulb to be as low as possible, so that the resolving power of

Fig. 2 The change of color after two days

Fig. 3 The change of light intensity after two days
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the magnetic state selector can be strong. In addition, it is required that the velocity
distribution of the atomic hydrogen from discharge bulb to be narrow, in order to
improve the resolving power of the magnetic state selector. Macroscopically, this
requires that the electron temperature to be as low as possible, because the lower the
electron temperature is, the lower the transmit energy from the dissociation of
molecular hydrogen to the atomic hydrogen is. The high-energy hydrogen mole-
cules penetrating the silicon dioxide react with the various ingredients in the wall,
causing the change in the nature of the cell wall (e.g. the crystallization) or the
introduction of impurities in the plasmas which lead to the deterioration of the
performance of discharge bulb. The above process has a significant relationship
with the material, the impurity, and the surface state of the wall, especially the
temperature. Therefore, the working temperature of the aging discharge bulb should
be reduced as far as possible and air cooling or alloy heat conduction cooling can be
usually used in engineering.

6 Conclusion

The aging discharge bulb is effectively improved through the reform and innovation
of the unreasonable process, and operation method which are based on the theory
investigation and analysis of the early stage, multiple exploratory tests, and
according to the process control of HF solution with different ratio, acid etching
time, and purification of the inner wall. The time reaching to normal state, which
shorten to less than two days from a week, has a remarkable effect on shortening the
production cycle, especially in the development of the national space strategy with
the urgent need of hydrogen maser. At the same time, the qualified rate of the test
batches of discharge bulb is 100 %, saving the raw materials, reducing the cost,
improving the product consistency and making an outstanding contribution to
improve the product quality and labor productivity. In particular, the new aging
process has successfully overcome the difficulties in the aging process through
hydrogen maser and solved one of the bottlenecks that restricted the improvement
of the technology of hydrogen maser.

Table 1 The working states of the discharge bulbs with the two kinds of aging process

Quantity of contrast Existing aging technological
procedure of discharge bulb

Improved aging technological
procedure of discharge bulb

Color contrast (by naked
eye)

The color changes to red rose
after a week

The color changes to red rose
after two days

Voltage of light detection
contrast (photoelectric diode)

The voltage is still rising
slowly after a week

The voltage reaches balance
after two days

Spectral intensity contrast
(ocean optics spectrasuite)

14,000 after a week 16,500 after two days

Success rate <100 % 100 %
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Analysis on Factors Influencing Frequency
Drift of Rubidium Clocks for Satellite
Navigation

Chang Liu, Feng Xu, Yongsheng Qu, Yu Zhang, Erwang Du,
Min Cheng, Tao Yang and Wei Zhang

Abstract The output frequency of the atomic clock drifts slowly, called frequency
drift, which is a major feature of the satellite rubidium (Rb) clock and determines
the autonomic running duration of the satellite navigation system. Evaluation on
frequency drift of satellite rubidium clocks and analysis on factors contributing to
frequency drift are carried out. Primary factors leading to frequency drift of
rubidium clocks are pointed out and proposals aiming at reducing frequency drift
are put forward.

Keywords Satellite rubidium clock � Frequency drift � Light shift

1 Introduction

The satellite rubidium clock has good frequency stability, with characteristics of a
relatively small volume, low power consumption, and good space environmental
adaptability, which is widely used in global navigation and positioning systems
[1, 2]. Compared with the passive hydrogen maser and the cesium beam clock,
satellite rubidium clocks generally show a greater frequency drift which has a
significant impact on the retention time of the satellite navigation system. In order
to improve satellite navigation system with more auto-running time, it requires a
small frequency drift rate for the rubidium clock.

Satellite rubidium clocks have a greater drift rate during the equilibrium stage. In
order to meet requirements of the satellite navigation system, satellite rubidium
clocks should have a frequency drift rate less than 10−14 per day, which requires
effective measures to be taken to minimize the frequency equilibration time, and to
speed satellite rubidium clock into the linear frequency aging stage. Therefore, it is
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necessary to study on factors influencing the frequency drift in the frequency
equilibration stage for the satellite rubidium clock.

J. Camparo and M. Bloch [3–5] have done some studies on frequency drift and
proposed some possible mechanism hypotheses of frequency drift, comprising: the
intensity-dependent light shift, helium permeation, position shift, but there are some
shortcomings for all these hypotheses. So far, the mechanism influencing frequency
drift of the rubidium atomic clock is not clear yet and further experimental study is
needed. Here we will do some discussion and analysis, trying to figure out the
major mechanism accounting for frequency drift of the satellite rubidium clock.

2 Frequency Characteristics of the Satellite
Rubidium Clock

The satellite rubidium clock warmed up to its steady state a few days later after it
was powered on. The long-term output frequency characteristics of the clock are
generally shown in Fig. 1 [6], the output frequency of the clock often exhibits
unidirectional drift over time. The long-term frequency drift characteristic of the
satellite rubidium clock can be divided into two stages called the frequency equi-
libration stage and the linear frequency aging stage. In the frequency equilibration
stage, the output frequency decays exponentially with time, the time constant
usually ranges from dozens of days to a few hundred days. At this stage frequency
drift rate is high, usually in the 10−12 per day to 10−13 per day. After the frequency
equilibration stage, the rubidium clock enters its linear frequency aging stage,
showing a slow linear frequency drift of the 10−14 per day of magnitude.

The frequency characteristic of the satellite rubidium clock can be described as
below

DyðtÞ¼Dy0 exp � t
sEQ

� �
þKt ð1Þ

Fig. 1 Fractional frequency
history for the rubidium clock
on the GPS satellite SVN-54

646 C. Liu et al.



Where Dy0 is the total amount of frequency drift during the equilibration stage,
sEQ is the time constant of the equilibration stage, which characterizes the length of
time required for the rubidium clock to enter into the linear frequency drift stage, K
is the frequency drift rate of the linear frequency aging stage, usually in a small
coefficient of 10−14 per day.

3 Mechanisms of the Frequency Drift

3.1 Light Shift

Light shift of the rubidium atomic clock originates from interaction between the
pumping light and 87Rb atoms in absorption cell. It is the secondary AC Stark effect.
Assuming that the ground state of the rubidium atom is ji[; and excited state is
ja[; if the pumping light of the frequency x and the electric field amplitude ε
interacts with the 87Rb atom, according to quantum mechanical calculations, we can
obtain the amount of light shift of the ground level as follows: [7]

dv ¼ ih j~P �~e aj i�� ��2
2p�h2

� x� xai

x� xaið Þ2 þ C2

4

ð2Þ

xai ¼ ðEa � EiÞ=�h ð3Þ

Where ~P is the electric dipole moment operator,~e is the complex amplitude of
light, 1/C is the lifetime of the excited state, Ea and Ei are energy symbols of the
two energy levels of the transition.

The formula (2) shows that the amount of light shift is proportional to the light
intensity, and also relates with the frequency detuning between the pumping light
and resonance absorption of the 87Rb atom. Since the pumping light is not
monochromatic, but has a certain spectral profile, therefore, the total amount of
light shift not only has a linear relationship with the light intensity, but also relates
to the overlap degree of absorption spectrum of 87Rb atoms inside the absorption
cell and pumping light spectrum profile.

For the rubidium clock, the light shift can be abbreviated as follows:

ðvLS=vhfsÞ ¼ aðI=I0Þ ð4Þ

where vLS is the light frequency shift, vhfs is the frequency of the clock transition, I0
is the normalized light intensity, a is the intensity-dependent light-shift coefficient
related to the light spectrum. Frequency drift rate due to light-shift effect can be
written as
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A ¼ 1
vhfs

dvLS
dt

ffi _aþ a
_IðtÞ
I0

� �
ð5Þ

Formula (5) shows that the slow change of light intensity and slow variation of
light spectrum over time will bring to frequency drift. Phenomenon has been
observed in experiments that the intensity of the pumping light decays over time
with a rate of generally 10−3 per day to 10−4 per day, which is due to physical and
chemical interactions between rubidium atoms and the glass of the lamp bulb.

The slow decay of light intensity affects the output frequency of the rubidium
atomic clock through the light-shift effect, so researchers often speculate that the
frequency shift due to light intensity is an important mechanism of frequency drift.
Experimentally, we can see that the light intensity curve shows a strong correlation
characteristic with the output frequency curve of the rubidium clock. Figure 2
shows the light intensity and output frequency curves of the Rubidium clock on
GPS IIR satellite SVN-54 [8], it can be seen that jumps in the lamp light intensity
coincided with jumps in the output frequency.

For GPS IIR satellite rubidium clock SVN-54 [8], the aging-removed frequency
and light intensity curves are shown in Fig. 3. As it can be seen, during the overall

Fig. 2 Jumps in the lamp
light intensity that coincide
with jumps in the clock
frequency for the Rb atomic
clock on the GPS satellite
SVN-54

Fig. 3 Aging-removed
fractional frequency and
relative light intensity history
for the Rb atomic clock on the
GPS satellite SVN-54
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frequency equilibration stage, the light intensity decayed about 2 %. The average
intensity-dependent light-shift coefficient is about −1.4 × 10−12/%, thus the decay in
light intensity during the frequency equilibration stage contributes to a frequency
change of −2.8 × 10−12. However, the practical output frequency of rubidium clock
shifted −1.4 × 10−11, so the frequency change caused by intensity-dependent
light-shift effect is far less than the total amount of variation in output frequency of the
satellite Rb clock, which indicates that relevance between the intensity-dependent
light-shift effect and the frequency drift of the Rb clock is very small. The results are
consistent with the studies of Volk-Frueholz [9]. Meanwhile, for the GPS IIR Rb
clocks it was also found that the intensity-dependent light shift and the frequency drift
of the Rb clock have a opposite direction. Therefore, it can be inferred that
intensity-dependent light shift is not the mainmechanism affecting the frequency drift
for the satellite Rb clock.

The light shift is not only relevant with light intensity but also with the spectrum
overlap between pumping light spectrum passing through the filtering cell and the
absorption spectrum of rubidium atoms inside the absorption cell. It can be seen
from Eq. (4), in addition to changes in light intensity, slow variation in spectral
profile of pumping light can also cause frequency shift. The temperature of spec-
trum lamp, the power of RF excitation circuit, temperature of the filtering cell and
other factors will alter the spectrum profile of the pumping light within the
absorption cell, leading to a slow change in output frequency of the Rb clock.
Camparo [10] found that the spectral-dependent light shift was not zero, but in the
same order of magnitude with frequency drift rate A of the Rb clock. Therefore, the
light shift relating to the variation in the spectral profile of pumping light may be an
important mechanism influencing frequency drift of the Rb clock.

3.2 Helium Permeation

Bloch et al. [6] showed that the slow frequency drift of the vapor cell Rb atomic
clock may be caused by helium permeation of absorption cell through helium
pressure shift effect. Rubidium absorption cells are generally filled with a certain
pressure of buffer gasses, such as N2, Ar, etc. These buffer gas molecules serve to
eliminate the Doppler broadening and quench fluorescence through frequent col-
lisions with rubidium atoms. The absorption cells are often made of a certain
material of anti-alkali glass which is impermeable for buffer gasses, such as N2, Ar,
etc. However, the phenomenon that helium molecules can penetrate the glass
material because of its small atomic radius has been confirmed by many experi-
ments [11]. Permeation of helium will cause the pressure variation inside the
absorption cell, thus causing output frequency shift of the rubidium atomic clock.

Atmospheric pressure of helium is 0.53 Pa. Pressure frequency shift coefficient
of helium is 7.88 × 10−10 Pa. Therefore, the maximum frequency shift caused by
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helium permeation is 4.2 × 10−10. In the atmospheric environment, the helium in
air will slowly penetrate into the absorption cell and the increase of helium pressure
will cause a positive frequency shift. However, in vacuum helium will come out of
the absorption cell, contributing to a positive frequency shift.

When working under vacuum, helium pressure inside the absorption cell
changes with time as follows:[8]

Pcell ¼ P0 � e�t=s ð6Þ

Where P0 is the initial helium pressure in cell, s ¼ 1=kgC is the time constant for
the helium permeability coefficient in glass, g is the coefficient associated with
temperature T, C is the coefficient associated with cell dimensions.

Frequency drift caused by helium permeation relates to the initial helium pres-
sure P0 and the time constant τ related. Helium leak is a slow process that the
helium pressure inside the cell is difficult to measure.

Bloch [5] found that in the atmosphere rubidium clocks exhibited a positive
frequency drift, while in vacuum it exhibited a negative frequency drift. Helium
permeation mechanism can explain frequency shift in experiments and the total
amount of the frequency shift during in frequency equilibration stage is also within
the range of the frequency shift caused by helium permeation, which are the strong
support of helium permeation mechanism. However, the time constant of the fre-
quency equilibration stage of each GPS IIR rubidium clock distributed widely,
according to statistics time constant ranged in 100–600 days [8], which helium
permeation mechanism is difficult to explain. Because these satellite rubidium
clocks are developed by the same manufacturer, utilizing the same material, design,
and craftsmanship. Meanwhile, according to estimates, the effect due to helium
permeation in the lamp bulb and the filtering cell should be negligible.

Therefore, helium permeation mechanism is difficult to satisfactorily explain
frequency drift during the frequency equilibrium stage.

3.3 Other Mechanisms Affecting Frequency Drift

During the frequency equilibration stage, a variety of physical and chemical
interactions occur, accompanying with redistribution of metal rubidium in the lamp
bulb, the filtering and absorption cells. Migration of liquid metal rubidium in the
lamp bulb can cause slow variation in quality factor Q value of radio frequency
oscillation circuit, thus changing the lamp operating status thereby affecting the
output frequency. At the same time, studies have shown that the metal rubidium
redistribution on wall surface of absorption cell will cause a slow variation in
Q value of the microwave cavity [12] with time constant of 102 days, which affects
the output frequency of the rubidium atomic clock through cavity pulling effects.
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4 Discussion and Conclusion

This paper studies on mechanisms influencing frequency drift for the satellite
rubidium atomic clock, including the light shift, helium permeation, cavity pulling
frequency shift. Studies have shown that frequency drift of the satellite Rb atomic
clock should be caused by the combined effect of a variety of mechanisms, and the
light shift related to slow variation of light spectrum profile may be the main factor
affecting frequency drift during the frequency equilibration stage. By means of
adequate advance aging of the rubidium spectrum lamp, the filter cell, and the
absorption cell, it will help to reduce frequency drift due to the spectrum-related
light shift, thus shortening the duration required for frequency equilibration. At the
same time, reducing the storage time of absorption cells in the atmosphere and the
choice of a special material glass with a small helium permeation coefficient will
help reduce frequency drift due to the helium permeation. Migration of liquid metal
rubidium in lamp bulbs, filtering and absorption cells, which slowly changes
Q value of light excitation oscillator circuit and the microwave cavity, thus causes
frequency shift. Thus, the appropriate cold end for storage of metal rubidium should
be set for the lamp bulb, the filtering and absorption cells in order to avoid rubidium
redistribution, which may reduce frequency drift for the satellite rubidium clock,
requiring further experimental verification.
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Development of a New Type of Spaceborne
Miniaturized Rubidium Clock

Rongyan Zhang, Yu Zhang, Jiayu Hu, Feng Xu, Chang Liu,
Tao Yang and Min Cheng

Abstract Spaceborne rubidium clock has been widely used in the fields of navi-
gation satellites, remote sensing satellites, and so on. With the continuous expan-
sion of application fields, spaceborne rubidium clock miniaturization put forward
higher requirements. This paper introduces a new type of miniaturized spaceborne
rubidium clock. By optimizing the design, performance reached the level of similar
foreign rubidium clock (3E-12/1s). The whole mass of the clock is less than 1.5 kg,
half of the similar foreign clock, the Volume is less than 2L.

Keywords Spaceborne rubidium clock � Miniaturized

1 Introduction

Rubidium atomic frequency standard has been widely used for its small size and
low power consumption. It occupies the largest market share of atomic frequency
standards. Currently rubidium frequency standards developed in two directions:
First, continue to improve performance and meet the needs of satellite navigation
and other high end applications; second is to continuously reduce the size, power
consumption, to meet the needs of the information industry.

With the rapid development of technology, the rubidium clock performance has
surpassed the early prediction, GPS Block IIR and IIF spaceborne rubidium clocks
exhibit excellent ground and in-orbit performance [1, 2] proved rubidium clock has
great potential in spaceborne applications. The long-term stability, accuracy, and
aging rate of atomic frequency standards is higher than quartz oscillator by two to
three orders of magnitude, combined the good phase noise of crystal oscillator and
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low aging rate, high accuracy rate of the atomic frequency standard, use minia-
turization technology to reduce the atomic frequency standard size, weight, power
consumption, at the same time broaden the application temperature range, to meet
the demand for high precision time and frequency source of more satellite system.
Such atomic oscillator as one of the atomic frequency standards, in addition to small
size, light weight, except that for phase noise and high short-term stability
requirements while without requiring long-term stability.

China domestic has accumulated a wealth of experience in small commercial
rubidium frequency standard research and have relevant batch of products, but in
spaceborne miniaturized rubidium clock had not yet been publicly corresponding
product. This paper introduces a new type of small onboard rubidium, by adopting
new materials, new processes, new technology applications, and optimization of the
design, the lightweight and miniaturization of the whole machine is realized. At the
same time, ensure that the short-term stability, phase noise, and other electrical
performance of the miniaturization clock comparable to the clocks used in the
current Beidou navigation satellites, able to meet the demands of formation flying
satellite, military communications satellite system. Miniaturized spaceborne
rubidium clock can be directly used in high orbit early warning satellites, formation
flying satellites. It can also replace the high stability crystal oscillator used in
communication satellite, provides high performance, high reliability, and light-
weight frequency standard to the satellite system.

2 Machine Design and Technical Features

2.1 Machine Design

Rubidium clock generally consists of a voltage-controlled crystal oscillator
(VCXO), frequency integrated circuit, the physical part and the servo circuit.
VCXO output signal generating 6.83468 GHz FM signal by frequency multipli-
cation and frequency synthesizer, comprehensive measures, 6.83468 GHz signal is
send into the physical part, excitation rubidium atoms hyperfine levels of the
ground state transition, produce a resonance signal, this signal changes the light
intensity when the rubidium light in the physical part through the absorption bulb,
and we get photodetector signal of the physical part (the physical part is to change
the difference between the 6.83468 GHz excitation signal frequency and rubidium
atomic transition line center frequency into an error voltage output, play the role of
a frequency discriminator). The servo circuit makes the phase comparison between
the photodetector signal and the discriminator signal, gets the correction voltage
obtained by integrating, then the voltage feedback to a voltage-controlled crystal
oscillator, realize the automatic control of the physical part to the voltage-controlled
oscillator frequency. With this loop, voltage-controlled oscillator output frequency
is locked at the resonance frequency of the physical part of rubidium clock [3].
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In order to achieve lightweight, compact design goals, we design on the basis of
past experience, uses a modular design, the miniaturized rubidium clock according
to the function is divided into four modules, two circuit boards. Among them, the
four modules are: the physical part, the secondary power, integration module, and
high stable oscillator. Two circuit boards, respectively: telemetry, adapter and FSK
circuit, a servo circuit. As shown in Fig. 1.

Specific functions of each part are as follows:
The physical part: the physical part is the core components of miniaturized

rubidium clock, play the role of the frequency reference and frequency discrimi-
nator, realize automatic frequency control loop with circuit parts together.

Secondary power supply: the primary bus voltage is converted into an internal
voltage that other modules needed, four output voltages are +19, +12, +5 V, and the
lamp voltage (adjustable).

Integration Module: integration module is the important component of the sec-
ond generation of miniaturized rubidium atomic clock, mainly consists of two
functional modules: shunt amplification and output circuitry temperature control
circuitry. 10 MHz signal put into shunt amplifier circuit, and out put two way
10 MHz signal and two way 60 MHz signal. Temperature control circuit is used to
implement the temperature control of the second mounting surface of the physical
part.

The servo circuit: Change the photodetector current signal into a frequency
discriminator error voltage-controlled oscillator to achieve locking.

Telemetry adapter and frequency synthesizer (FSK) circuit: telemetry transfer
circuit implementation of rubidium clock status monitoring, and line transfer,
commissioning, testing point settings, and other functions. At the same time input
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Fig. 1 Block diagram of miniaturized rubidium clock
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60 MHz signal, output 82 Hz TTL, and 5.3125 MHz FSK signal and outputs a
lamp voltage switching command.

2.2 Technical Features

Miniaturized rubidium clock adopts a number of measures to ensure that in the case
of the performance satisfy the requirements, minimize weight and volume. Mainly
in the following aspects:

2.2.1 Structural Design

Miniaturized onboard rubidium clock is designed with a modular design, integrate
the traditional rubidium clock as far as possible, After determining the functions
and interfaces of each module, using the optimized structure design, so that each
modules and single board closely surrounds the physical part, so that both reduces
the volume and weight, but also to avoid wiring complex problems caused by
excessive circuit board.

In the rubidium clock the structure accounted for most of the weight of the
machine, by using a new type of alloy materials, the whole weight can be greatly
reduced, while ensuring stable and reliable structure.

The structural design fully consider the thermal characteristics and mechanical
characteristics of the machine, each module stress distribution conducted a simu-
lation analysis, improved the weakness part of the analysis results, takes the
methods of strengthen the tendons and so on to ensures its mechanical properties
meet the requirements.

2.2.2 Circuit Design

Power supply module uses a single-ended flyback topology circuit program, for the
flyback circuit does not need an output inductor, and will not increase the reset
circuit, small devices, the circuit is simple, when multi-output this kind of circuit
will reflect on the advantages of volume, it is the low power common circuit
topology scheme.

In the circuit design inside the clock, synthesizer circuit, telemetry circuit,
switching circuit of the three merged into a single board, the PCB layout process
digital and analog isolation, and use a flexible printed circuit board technology. This
program is not only greatly reduce the board size and wires between various boards,
but also simplified the manufacture and test process, it is beneficial to reduce
manufacturing costs and batch production.

The servo circuit uses a single power supply design helps reduce the volume of
the power module.
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Many of miniaturized rubidium clock circuit is low frequency circuit, in order to
further reduce the volume of rubidium clock, ascertain board technical state, reduce
testing and assembly work, these separate components of the circuit can use hybrid
integrated circuits. Hybrid IC has a long application history in the satellite.
Nowadays the hybrid IC can make a relatively large capacitance values and rela-
tively high voltage solid tantalum capacitors together. It is suitable for rubidium
clock circuit requirements, most of the active component are operational amplifiers,
others are the resistance and capacitance (including tantalum capacitance), and they
are all low power consumption components, beneficial to hybrid integration. By
using a hybrid integrated circuits, servo circuit noise can be further reduced,
improving short-term frequency stability of the clock, and also facilitate the real-
ization of the whole circuit miniaturization design.

In addition, in order to improve overall performance, the clock also used the
scanning capture circuit and FSK phase adjust circuit, the scan capture circuit will
adjust the oscillator frequency over a wide range when the clock is power on,
ensure the oscillator frequency quickly get into the capture range of the clock, this
will improve the successful lock rate of the clock, meanwhile reduce the lock time.
FSK phase adjust function can fine tune the 5.3125 MHz signal phase, make the
phase aligning with 82 Hz modulation signal. In the test, after using a phase adjust
function, Vss signal waveform has significantly improved, 1 s stability can be
increased from 6 × 10−12 to about 2 × 10−12.

2.2.3 Design of Physical Part

The physical part of the miniaturized rubidium clock use three bulb separation filter
system program, the filter and the resonance transition completed in a separate filter
bulb and absorption bulb, respectively, a separate filter bulb is conducive to opti-
mizing the filter effect, the density of inverse population is high, so the SNR is high
too. The lamp cavity, the filter bulb and absorption bulb execute temperature
control, respectively, in favor of adjusting the optical frequency shift and temper-
ature coefficient. Using intracavity frequency doubling scheme and photocell as
photodetector, help to improve the efficiency of light detection and rubidium clock
miniaturized. Compared to the past, the physical part of rubidium clock has the
following characteristics:

1. TE011 magnetron microwave cavity and the intracavity frequency doubling
technology
Small rubidium atomic clock technology based on preliminary research and
studies, the microwave cavity design uses a TE011 mode magnetron microwave
cavity and the intracavity frequency doubling technology program. The mag-
netic field component of the electromagnetic field in the TE011 cavity is near the
axis of the cavity (just the microwave-atomic interaction area), parallel with the
chamber axial (Z direction) line and densely distributed, so this field mode is
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ideal for excitation 87Rb atom 0-0 transition, and the Q value is high, you can
achieve a high signal to noise ratio.
Meanwhile, the intracavity frequency doubling efficiency is high, and SRD is in
a temperature controlled microwave cavity, help to reduce the overall temper-
ature coefficient.

2. Use silicon photovoltaic cells for signal detection
Silicon photocell works photovoltaic effect, it is a large area photodiode, it can
convert the light energy incident on its surface to electric energy. The design
chosen a single large area silicon photocell 2CR43 instead of photodiodes,
reduce the volume of photodetector unit and simplify the circuit.

3. Temperature control circuit design
This design uses two temperature control scheme, one way to control the
temperature of the rubidium bulb separately, use film heater heating method,
provide temperature stable working environment for the rubidium lamp, for
stable light intensity and lower rubidium spectrum lamp power consumption
purposes. Another temperature control way using optical absorption bulb and
filter bulb temperature compensation scheme, namely the absorption bulb and
filter bulb using the same temperature control device, set a temperature point,
use thin-film heater heating, further reducing the size and weight of the tem-
perature section, simplify temperature control device. The lamp chamber and
resonator are each buried two thermistor MF-51-33 k-3900 as temperature
control thermistor and temperature measurement thermistor, in which the tem-
perature measurement thermistor was threaded as the telemetry signal of the
physical part.
Through the above measures, the final design of the whole mass is less than
1.5 kg, smaller than 2 L, compared with similar imported clock is reduced by
1/2. The whole clock is in accordance with the requirements of aerospace
product design, with high reliability, to meet the demand for the use of satellites.

3 Performance Test Results

After the machine design is completed, we conducted a number of test, the final test
results obtained are shown in Table 2 and Fig. 1, where the short-term stability and
phase noise was measured by TSC5115, the reference source is the hydrogen clock
in laboratory (Fig. 2; Table 1).

As can be seen from the test results, short-term stability within a hundred sec-
onds is good, but after 1000 s stability performance got worse, a preliminary
analysis the reason for the machine temperature control, and is currently being
resolved.
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Table 1 Phase noise of
miniaturized rubidium clock

Phase noise (dBc/Hz)

1 Hz −106.4

10 Hz −125.1

Fig. 2 Frequency stability test results of miniaturized rubidium clock. a Frequency data.
b Frequency stability
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4 Conclusion

This paper introduces a new type of miniaturized onboard rubidium clock, through
the optimization of structure, circuit, and physical part, the performance is similar to
the imported rubidium clock, while significantly reducing the mass and volume of
the clock. The next step will be integrated servo circuit in film thick, while con-
tinuing to optimize the circuit parameters, further reducing the overall size and
weight and improve overall performance. The latter will follow on the aerospace
standard to conduct temperature and mechanical tests, in order to meet the needs of
aerospace applications.
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Analyzing Prediction Methods
and Precision of GNSS System Time Offset
Using End-Point and Kalman Filter

Lin Zhu, Huijun Zhang, Xiaohui Li, Ye Ren and Longxia Xu

Abstract GNSS compatibility and interoperability is one of the most significant
problems in multi-system navigation and position. The precise prediction of system
time offset is one of the most important problems for application of GNSS com-
patibility and interoperability. To increase the prediction precision of system time
offset and meet the requirement of multi-system users, this essay studies the pre-
diction algorithm of system time offset. First, based on research on the prediction
principle of end-point (EP) and Kalman filter, the feature of GNSS system time
offset is analyzed. The initial values of Kalman filter parameters are determined to
reduce the uncertainty and error caused by it. In addition, the real-time measure-
ment data is provided by a platform that monitors GNSS system time offset at
National Time Service Center (NTSC). It verifies the applicability of two methods
to predict the system time offset and compares the precision of EP and Kalman
filter. The result shows that for any type data of system time offset, when real-time
precision prediction is required, Kalman filter provides higher precision and will be
influenced less significantly by other factors: For GPS data, precision is about 1 ns
and for GLONASS data, it is 2 ns. It is 0.5 times higher than that of EP. In other
cases, EP is more precise.
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1 Introduction

GNSS compatibility and interoperability is one of the most significant problems in
multi-system navigation and position. Since every system has independent system
time, one of the most important issues to make GNSS compatibility and interop-
erability applicable is to measure and predict GNSS system offset precisely. GNSS
system time offset is the difference of between any two navigation system times. It
is also called system time offset [1].

Normally, the methods being used for prediction are Kalman filter, gray model,
end-point (EP), etc. [2]. Kalman filter is built-up based on dynamic system. It can
reduce influence from random interference and can gradually get the unknown
parameters, according to the characteristics of the filter [3]. Gray model method fits
for data which has incomplete volume of data. According to essay of D.W. Allen, if
the target is time and frequency data set, EP method is more appropriate and it is
easier to ensure the parameter. Considering the feature of system time offset data,
EP, and Kalman filter method are mainly compared to choose the most appropriate
prediction method for system time offset.

2 Analysis of Prediction Principle

Basically, the relationship between reference time scale T and time of navigation
system time scale GNSST can always be describe be a quadratic polynomial [3–6]:

T � GNSST ¼ a0 þ a1 � ðt� t0Þþ a2 � ðt� t0Þ2 ð1Þ

where a0; a1; a2 are time offset, frequency offset, and linear frequency drift offset
of GNSST about T at epoch, t0 is the reference time.

Defining z to be observed value, that is z(t) = T − GNSST, if observation epoch
is ti, the observed residual at that ti is vi, let â0; â1; â2 to be the estimate value of
a0; a1; a2, then have [4, 6]

zðtiÞþ vi ¼ â0 þ â1 � ðti � t0Þþ â2 � ðti � t0Þ2 ð2Þ

First, mathematical model is built by least squares criterion to get the fitting
parameters of system time offset. As defining the optimal probability value to be
calculated is z*, then the residual of observe value is vi ¼ zi � z�. As least square
criterion is to choose the z* that makes the residual to be the minimum, z* must be
satisfied to Eq. 4 [6].

XN
i¼1

v2i ¼
XN
i¼1

½zi � z��2 ¼ min ð3Þ
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After getting the fitting parameters of system time offset, it use EP and Kalman
filter, respectively, to evaluate the fitting parameters. Then, the prediction model
parameters of system time offset is achieved. Finally, the prediction is completed.
The principle to apply EP and kalman filter on the known fitting model parameters
is introduced in the rest of the essay.

2.1 Principle for End-Point Prediction

The principle for end-point prediction is to use the previous data as the evaluate
value of time offset in the forecast model parameters. Characteristics of other
parameters are gotten through different methods. For example, for white noise PM,
the best estimation for time offset is average, for frequency offset is linear least
square fitting, and for linear frequency drift offset is quadratic least square fitting.
For white noise FM, the best estimation for time is the previous data and both
frequency and linear frequency drift offset is got from linear least square fitting [7].

For system time offset, it can be viewed as time offset that two sets of atomic
clocks which keeps their time scale. It has the same characteristic with atomic
clock. Meanwhile, it also has attribute of time, which is accumulation. Therefore,
like quadratic polynomial prediction principle, fitting result of previous time can be
used as the estimation of time offset in best prediction model parameters. Also, the
best frequency offset and linear frequency drift offset can be acquired from quad-
ratic least square fitting.

2.2 Principle of Kalman Filter Prediction

Since Kalman filter prediction contains unknown parameters, the principle of
prediction has two parts: process of principle and determination of parameters.

2.2.1 Principle and Process of Kalman Filter Prediction

Kalman filter is a kind of linear minimum mean square error estimation. Defining X̂
to be the estimation of X, then X̂ðZÞ ¼ AZ þ b, that is, X̂ have to satisfies Eq. 5 at
least.

E½ðX � X̂ÞTðX � X̂Þ�jX̂¼X̂ðZÞ ¼ min ð4Þ

In addition, Kalman filter has time updating process and measurement updating
process during every period of the filter. These two processes rely on each other, to
estimate state parameters.
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Based on the fitting model parameter of system time offset that is already known,
according to the rule of Kalman prediction, following processes is executed to
complete the estimation [5, 7, 8].

State equation is:

Xk ¼ Uk;k�1Xk�1 þWk�1 ð5Þ

Measurement matrix is described as:

Zk ¼ HkXk þVk ð6Þ

The estimation state values after k times of measurement:

X̂k=k�1 ¼ Uk;k�1X̂k�1 ð7Þ

Determine current estimation state values based on before estimation state values
and current measurements:

X̂k ¼ X̂k=k�1 þKk Zk � H � X̂k=k�1
� � ð8Þ

Mean square error matrix after k − 1 times of measurement is:

Pk=k�1 ¼ Uk;k�1Pk=k�1U
T
k;k�1 þNk ð9Þ

Defined the filter gain which produce the minimum mean square error matrix is:

Kk ¼ Pk=k�1H
T
k ðHkPk=k�1H

T
k þRÞ�1 ð10Þ

Finally mean square error matrix after updating:

Pk ¼ ðI � KkHÞPk=k�1 ð11Þ

Xk is state matrix,Uk,k−1 is the one step transfer matrix from tk−1 to tk; Wk−1 is
excitement noise sequence of the system, Zk is measurement at k epoch, Hk is unity
vector, Vk is measure noise matrix, X̂k is the estimation of Xk, Nk is extra noise
matrix, R is measure noise matrix.

Above is the process for state estimation using Kalman filter. The best estimation
X̂k is achieved by Multiiterating. Because every kind of data has different features,
when using Kalman filter to make prediction appropriate parameters has to be
chosen according their trait.
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2.2.2 Determination of Kalman Prediction Parameters

According to analysis prediction principle, when using Kalman filter to predict
system time offset, following parameters have to be determined [7, 9].

1. State matrix
According to the characteristic of system time offset, the least square fitting
model being used is quadratic. Therefore, three parameters of fitting model
parameters to be estimated is the elements of state matrix, that is X(t) is 3
dimensional vectors.

XðtÞ ¼
a0
a1
a2

2
4

3
5 ¼

x1ðtÞ
x2ðtÞ
x3ðtÞ

2
4

3
5

x1ðtÞ is time offset, x2ðtÞ is frequency offset, x3ðtÞ is linear frequency time drift
offset.

2. Mean square error matrix

PðtÞ ¼
p11ðtÞ p12ðtÞ 0
p21ðtÞ p22ðtÞ 0
0 0 0

2
4

3
5

The unit of p11ðtÞ is s2, of p12ðtÞ and p21ðtÞ is s2/s and of p22ðtÞ is s2/s2
3. State noise matrix

For state noise matrix, it contains not only white noise but many kinds of noise.
There are many ways of expression. For example:

Q ¼
q1sþ q2ðs3=3Þ q2ðs2=2Þ 0

q2ðs2=2Þ q2s 0
0 0 0

2
4

3
5

4. Measure noise matrix
Measure noise mainly considers the noise during the measurement of system
time offset. Measure noise matrix is R.

5. State propagation matrix
According to the order of state matrix, state propagation matrix is a 3 � 3
matrix and it is based on the quadratic model of data at before epoch [7]:

UðsÞ ¼ IþFkT þ T2

2!
F2
k þ . . .

UðsÞ ¼
1 0 0
0 1 0
0 0 1

2
4

3
5þ

0 s 0
0 0 s
0 0 0

2
4

3
5þ

0 0 s2
2!

0 0 0
0 0 0

2
4

3
5 ¼

1 s s2
2!

0 1 s
0 0 1

2
4

3
5
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6. Unity vector
This matrix is used to describe the relationship between measurement value and
state vector at one epoch.

H ¼ 1 0 0½ �

3 Analysis of Prediction Performance

Based on the analysis of prediction principle in part 2, using specific data to analyze
the performance of two kinds of prediction method.

3.1 Method to Analyze

The essay chooses the data provided GNSS system time offset monitoring platform
of Chinese academy of Science, National time server center. First, it bases on two
prediction principles to construct the predicting functions, and the related param-
eters are estimated, the results are calculated. Then calculate the precision (root
mean square, RMS) and compare them taking measurement data at the same time as
the reference.

3.2 Determine the Initial Values of Prediction Parameters

During EP prediction, it only need to consider whether or not the data at previous
epoch is reliable, and does not have to consider the dynamic information which is
related to the estimated parameters and the statistic information about measure
noise, so the prediction parameters need not to determine. During Kalman pre-
diction, although some prediction parameters can be acquired from the iterating
calculation during the prediction, the prediction speed and precision will effect on
this procedure. Therefore, following parameters are determined before Kalman filter
prediction.

3.2.1 State Noise Variance Matrix

System time offset contains multiple kinds of noise. Therefore, it is necessary to
determine the state noise variance matrix according to noise attributes. The deter-
mine methods have following:
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1. Based on the type of state noise
The unknown parameters in state noise matrix are determined based on the
stability of system time offset and following equation [10]:

r2 ¼ ðq1Þ=sþðq2Þ � s=3

r2 is variance of measure results stability, q1 and q2 are parameters of state noise
variance matrix, s is the data interval.
Refer to third party data, the performance of system time offset is evaluated with
RMS. q1 and q2 are hard to determine, but q1 are corresponding to q2 each other.
Thus, this essay views both q1 and q2 as unknown. It determines q1 in a range
and then determines the according q2.
Because stability is different between UTC(NTSC)-GPST/GLONASST, sepa-
rate calculation is needed. The parameter and result of the calculation is shown
in Table 1.

2. Dynamic estimation of state noise variance matrix
Use dynamic estimation to estimate the state noisematrix. According to Eq. (5) [3]

Wðk � 1Þ ¼ XðkÞ � Uðk � 1ÞXðk � 1Þ

Estimate state noise matrix through iteration estimation:

QðkÞ ¼ Qðk � 1Þþ ½Wðk � 1ÞWðk � 1ÞT �
2

3. Unit matrix
Because that system time offset contains multiple noises, and it is difficult to
separate them, to simplify the calculation, its initial value is assigned to be a
3 � 3 unit matrix.
Taking three methods above in the Kalman filter method, and the monitoring
data of system time offset as reference, RMS is determined, as been shown by
Table 2.
According to table above, the result gotten by different methods are not different
significantly. Therefore, each one of the methods is ok. This essay chooses
second method to determine the state noise variance matrix.

Table 1 Parameter and result during calculation of state noise variance matrix

Data type RMS (s) Optimal parameters

q1 (s
2/s) q2 (s

2/s3)

UTC(NTSC)-GPST 1.14 � 10−9 1.10 � 10−9 −9.17 � 10−13

UTC(NTSC)-GLONASST 2.61 � 10−9 2.60 � 10−9 −2.17 � 10−12
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3.2.2 Measure Noise Matrix

For the measurement of system time offset, the error caused by measurement during
the process of transiting and receiving is eliminated. The measuring noise is neg-
ligible. Therefore, measure noise matrix considers mainly the noise in navigation
system which is user range accuracy (URA). It can be determined by URA
parameter which is broadcasted in navigation message. The method is as shown
following equation [9, 11, 12].

ðURAÞ2ðns2Þ ffi Rðs2Þ

Because URA will update in random time, it is necessary to update that data
during the calculation.

3.2.3 Mean Square Noise Matrix

Because the mean square noise matrix of system time offset varies according to the
variation of time offset, this essay assigns the initial value of that matrix to be

PðtÞ ¼
1 0 0
0 1 0
0 0 0

2
4

3
5

Through multiple iterate to update that matrix, the result from calculation is
closer to real value.

3.3 Result Analysis of Prediction Experience

According to the methods of verification above, taking monitoring results of system
time offset from 0:00 September 1, 2015 to 23:59 September 21, 2015 to be the
original value. Predicts with EP and Kalman filter methods, and assigns different
parameters (fitting length, prediction length, reference point of prediction, predic-
tion frequency), and then the following results are achieved through calculation. As
shown in Table 3.

From the result analysis it can be known

Table 2 The results comparison table with different methods

Evaluation result Methods

Method 1 Method 2 Method 3

RMS(ns) UTC(NTSC)-GPST 0.95 0.94 0.95

UTC(NTSC)-GLONASST 1.89 1.89 1.89

668 L. Zhu et al.



1. For two types (UTC (NTSC)-GPST/GLONASST), if the same prediction
method is used, the trend for the variation of precision of date are the same with
whatever parameters. That is, under the same situation, one method can be used
to predict both types of data.

2. For each prediction method and any type of system time offset, when real-time
precision prediction is required, the prediction precision is the best. Kalman
filter can provide higher precision: for GPS data, the precision is about 1 ns, for
GLONASS data, it is 2 ns. It is 0.5 times more precise EP. But in other cases,
EP is more precise.

Table 3 Comparison table of prediction precision

Prediction parameters (fitting length, prediction
length, reference point of prediction, and prediction
frequency)

The prediction
precision of
UTC(NTSC)-
GPST(ns)

The prediction
precision of
UTC(NTSC)-
GLONASST
(ns)

Kalman EP Kalman EP

60/1/1/1 0.95 1.37 1.89 2.68
60/10/1/10 8.65 1.41 17.25 2.79

60/10/5/10 4.72 1.38 9.45 2.73

60/30/1/30 25.43 1.67 52.98 3.35

60/30/5/30 20.58 1.60 42.90 3.18

60/30/10/30 15.50 1.54 32.34 3.04

120/1/1/1 0.95 1.35 1.89 2.65
120/10/1/10 9.55 1.39 18.31 2.73

120/10/5/10 5.22 1.38 10.05 2.71

120/30/1/30 28.56 1.57 56.32 2.97

120/30/5/30 23.10 1.54 45.60 2.93

120/30/10/30 17.41 1.51 34.40 2.89

120/60/1/60 59.27 1.93 111.92 3.48

120/60/5/60 53.46 1.88 100.96 3.40

120/60/10/60 46.58 1.82 88.00 3.31

120/60/30/60 29.60 1.67 55.87 3.10

180/1/1/1 0.95 1.39 1.89 2.65
180/10/1/10 10.13 1.43 19.52 2.73

180/10/5/10 5.55 1.42 10.71 2.71

180/30/1/30 30.68 1.57 60.66 2.93

180/30/5/30 24.81 1.55 49.09 2.9

180/30/10/30 18.70 1.53 37.03 2.87

180/60/1/60 63.56 1.80 121.76 3.32

180/60/5/60 57.32 1.78 109.83 3.28

180/60/10/60 49.95 1.74 95.71 3.23

180/60/30/60 31.83 1.66 60.95 3.10
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3. When others prediction parameters are same, the fitting length is 60, the pre-
diction precision of Kalman filter is higher, and when the fitting length is 120,
the prediction precision of EP filter is higher.

4. Kalman filter prediction precision will be more significantly influenced by other
factors than EP.

4 Conclusion

This essay first introduces the prediction principle of nd-point and Kalman filter
and, based on the principle, use the data of system time offset to compare the
precision of both methods and get following conclusions: (1) when predicting UTC
(NTSC)-GPST/GLONASST, when parameters are same, it can use only one pro-
cess of prediction; (2) Real-time prediction is the most accurately for whichever
methods; (3) When applying real time prediction, Kalman filter is more precise and
receives less influence from other factors. Otherwise EP prediction is more precise.
This essay compares the precision of two prediction methods mainly through
analysis of real data. However, theoretically, Kalman filter method of prediction
and parameters determination can be further improved.
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Analysis of the Effect of ODTS System
Noise on the Performance Estimation
of On-Board Clock

Dawei Sun, Xaolin Jia and Na Cheng

Abstract Depending on the orbit determination and time synchronization (ODTS)
process, we consider at least two receivers driven by active hydrogen maser on the
ground and then we analyze the effect of ODTS system noise on the performance
estimation of on-board clock based on the difference between the clock offset of
these two receivers. The IGS and GBM clock products are calculated in the method
of ODTS, therefore the products contain the ODTS system noise. We could
determine the system noise of ODTS quantitatively based on the method above, and
the results show that system noise of IGS and GBM clock products is acceptable in
the midterm and long term, and the IGS and GBM clock products could be used to
estimate the mid-term and long-term performance of on-board clock.

Keywords System noise � Clock products � Orbit determination and time
synchronization

1 Introduction

As the core component of satellites, atomic clock is essential to the navigation and
positioning [1]. Therefore, monitoring and estimation to on-board clock are nec-
essary [2, 3].

GPS satellites embark Rubidium clocks and Cesium clocks, BDS satellites
embark Rubidium clocks, Galileo satellites are equipped with Rubidium clocks and
Passive Hydrogen clocks, in addition, Cesium clocks are used in GLONASS [4].
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Due to the complexity of the environment in space, it is more difficult to estimate
the on-board clock than that on the ground. The clock performance is connected to
the orbit determination and time synchronization (ODTS) method and error sources
including receiver noise, orbital residuals [5], etc. The combined effects in the
ODTS method [6] (called system noise), shall be determined quantitatively, which
is critical to the on-board clock assessment.

ODTS method calculates the data collected from the stations to acquire the
satellites orbit parameters, and based on the orbit and coordinates of stations, ODTS
provides the offset between on-board clock and reference timescale on the ground.

The clock products provided by IGS or GBM [7, 8] could be used to estimate the
performance of the GNSS on-board clock, but these products contain the ODTS
system noise, which needed to be evaluated, its effect on the performance esti-
mation of on-board clock.

2 Analysis on ODTS System Noise

Taking into account the time difference between the clocks are measured on the
ground, we consider at least two stations on the ground which the receiver is
connected to an atomic clock, which is more stable than the GNSS clock to be
estimated, and acquire the clock offset. The clock offset between the two stations
could be considered as the ODTS system noise effect.

Based on this thought, we choose several stations driven by a high precision
atomic clock (we choose hydrogen clock), then we estimate the ODTS system noise
using the clock offset between the two stations.

IGS and GBM provide precise clock products by the global network, and the
nominal accuracy clock error is 0.1–0.2 ns. Several stations in the network are
connected to the high precision frequency standard, and some are driven by the
UTC main clock. Therefore, using these products, the performance of the satellite
clocks can be investigated. Precise clock products are calculated in the method of
ODTS, therefore the products contain the ODTS system noise. We could determine
the system noise of ODTS quantitatively based on the method above.

3 Results of ODTS System Noise

We consider the system noise of IGS and GBM clock products separately. By the
stations around the world, IGS and GBM process the ODTS method, and some
stations [9] are listed in the Table 1.

We select the IGS precise clock products in January 2015, and the sampling rate
is 300 s. Taking the station clock offset of amc2, ptbb, wab2, and usno, we cal-
culate that the difference between two clocks can get ODTS system noise, and we
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calculate the frequency offset and the Allan deviation [10–12] of clock offset dif-
ference. The results are shown in Figs. 1, 2, 3.

As shown in Figs. 1, 2, 3, the Allan deviations of clock offset difference of two
AHM are generally the same: The Allan deviation of 10,000 s is about 5 × 10−15,
and the Allan deviation of 86,400 s is at the 2–3 × 10−15 level, which is better than

Table 1 Information of IGS stations (partly)

IGS stations Clock standard style Input frequency (MHz) Commissioning date

algo Active hydrogen masers 5 2015-03-23

amc2 Active hydrogen masers 5 1998-03-24

ieng Active hydrogen masers 20 2014-02-05

irkj Active hydrogen masers 5 2001-07-24

ptbb Active hydrogen masers 20 2010-01-28

wab2 UTC (CH) main clock 20 2011-08-08

usno Active hydrogen masers 5 1997-04-24

Fig. 1 Frequency offset, Allan deviation of clock offset difference of amc2-ptbb

Fig. 2 Frequency offset, Allan deviation of clock offset difference of usno-ptbb
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the Allan deviation of Rubidium Atomic Frequency Standards and Cesium Atomic
Frequency Standards on-board. But the short-term stability of ODTS system noise
is at the same level as the frequency standards on-board. The result shows that IGS
clock products could be used to estimate the long-term (10,000 s or longer) per-
formance of GPS on-board clock, but not the short-term (300 s) performance.

To estimate BDS on-board clocks, we should use Multi-GNSS clock products,
such as the products produced by GBM and iGMAS. The system noise of these
products shall be analyzed, too. In this paper, we take the GBM precise clock
products in June 2015, and the sampling rate is 300 s. The stations driven by active
hydrogen masers are chosen to analyze the ODTS system noise, and we choose five
stations: kour, mgue, usn4, usn5, and usn4. Like the system noise of IGS clock
products, we do the same process on GBM clock products, and the results are
shown in Figs. 4, 5, 6.

As shown in Figs. 4, 5, 6, the Allan deviations of clock offset difference of
two AHM are generally the same: The Allan deviation of 10,000 s is about
1–2 × 10−14, and the Allan deviation of 86,400 s is at the 2–4 × 10−15 level, which
is better than the Allan deviation of Rubidium Atomic Frequency Standards and on

Fig. 3 Frequency offset, Allan deviation of clock offset difference of wab2-ptbb

Fig. 4 Frequency offset, Allan deviation of clock offset difference of kour-usn4
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the ground. For the passive hydrogen masers on the ground, the results are only
better when time goes to 86,400 s but to 10,000 s (the Allan deviation of passive
hydrogen masers on ground is 1 × 10−14). Additionally, the short-term stability of
ODTS system noise of GBM clock products is at the same level as the ground
frequency standards. From the analysis above, we could conclusion that the GBM
products could be used to estimate the mid-term and long-term (10,000 s or longer)
performance of on-board Rubidium clock, but not the short-term (300 s) perfor-
mance, and we could only estimate the passive hydrogen masers on-board when
time interval goes to more than 10,000 s. With the clock products by GBM, we
could estimate the long-term performance of BDS on-board clock.

4 Conclusion

The clock offset between the two stations that are driven by ground high precision
clocks could be considered as the ODTS system noise effect, and the analysis on the
clock offset could show the effect on the on-board clock performance of ODTS

Fig. 5 Frequency offset, Allan deviation of clock offset difference of mgue-usn4

Fig. 6 Frequency offset, Allan deviation of clock offset difference of usn5-usn4
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system noise quantitatively. From the tests above, we could see that the effect of
system noise of clock products is optimistic, and we could use the clock products of
IGS or GBM to estimate performance of on-board clock in the midterm and long
term. Additionally, the Multi-GNSS products could be used to estimate BDS
on-board clock.

References

1. Huang G, Zhang Q, Li H et al (2013) Quality variation of GPS satellite clocks on-orbit using
IGS clock products. Adv Space Res 51(6):978–987

2. Jia XL, Feng LP, Mao Y et al (2010) Performance evaluation of GPS on-board clock. J Time
Freq

3. Guo H (2004) Study on the analysis theories and algorithms of the time and frequency
characterization for atomic clocks of navigation satellites. The PLA Information Engineering
University, Zhengzhou

4. Cernigliaro A, Valloreia S, Fantino G et al (2013) Analysis on GNSS space clocks
performances. In: European frequency and time forum and international frequency control
symposium (EFTF/IFC), 2013 Joint. IEEE, pp 835–837

5. Waller P, Gonzalez F, Binda S et al (2010) The in-orbit performances of GIOVE clocks. IEEE
Trans Ultrason Ferroelectr Freq Control 57(57):738–745

6. Cerretto G, Guyennon N, Sesia I, Tavella P, Gonzalez F, Hahn J, Fernandez V, Mozo A
(2008) Evaluation of the ODTS system noise in the Galileo GIOVE mission. In: Proceedings
of European frequency and time forum ’08, Toulouse, France

7. ftp://cddis.gsfc.nasa.gov/
8. http://igs.org/mgex/
9. IGS Tracking Network Web Site, IRKT log. http://igs.org/network/site/irkt.html
10. Galleani L, Tavella P (2009) The dynamic Allan variance. IEEE Trans Ultrason Ferroelectr

Freq Control 56(3):450–464
11. Galleani L, Tavella P (2007) Interpretation of the dynamic Allan variance of nonstationary

clock data. In: Proceedings of joint IEEE international frequency control symposium and
European frequency and time forum, Geneve, Switzerland

12. Sesia I, Tavella P (2008) The Allan variance for measurements with long periods of missing
data and outliers. Metrologia 45(6):134–142

678 D. Sun et al.

ftp://cddis.gsfc.nasa.gov/
http://igs.org/mgex/
http://igs.org/network/site/irkt.html


Research on the MAI Model of TWSTFT
System and MAI Suppression Algorithm

Yachuan Bao and Baoguo Yu

Abstract Because of the advantage of high precision and long operating range,
TWSTFT is becoming more and more important in the areas including time ref-
erence system establishment and maintenance, construction of GNSS and aerospace
measurement and control. Focus on the multiple access interference
(MAI) produced with the multiple signals in the same frequency in TWSTFT
system, deep analysis is given in the article. Quantitative research of the influence
of MAI to the measurement precision of spread spectrum signal and time com-
parison is made based on the theory simulation and experiment. The error model of
MAI of TWSTFT is established, which is the basis of the signal link design and
system performance evaluation. A MAI suppression algorithm of TWSTFT system
is given in the article, and its effectiveness of the improvement of measurement
precision is proved by experiments.

Keywords TWSTFT � MAI � Error model � MAI suppression algorithm

1 Introduction

Two-way satellite time and frequency transfer (TWSTFT) is a high precision
long-range time synchronisation technology which is widely used at present.
Because of its advantage of long range and high precision, it is used in time
reference system establishment and maintenance, time synchronization between
stations in GNSS area.

Scientists of nations have done wide research on TWSTFT. The error source of
TWSTFT includes ionosphere error, troposphere error, Sagnac effect, equipment
delay error, measure error, and so on. Following the wider usage of TWSTFT,
multiple access interference (MAI) becomes one error source which needs to be
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considered in some systems with big number of links. James Caffery has done some
research on MAI influence on NC-DLL [1, 2]. The inland research about MAI
influence on TWSTFT signal track and measure is less. Analysing the reason, one is
because the MAI problem can be managed with a reasonable signal design in full
wireless resource scene, and the other is the influence of MAI on measure precision
in traditional system is small and can be ignored. But with the development of
TWSTFT, precision requirement is higher and higher, and the influence of MAI
cannot be ignored any more. The technology of anti-MAI becomes an important
way to improve the precision of TWSTFT system.

Focus on the TWSTFT in multiple access scene, the article derivate the error
model of TWSTFT with MAI. The MAI suppression method is given in the article.
With the method the measure precision can be improved.

2 System Model of TWSTFT

2.1 Theoretical Principle of TWSTFT

Station A and B transmit measure signal at the moment tTA and tTB, and the time
space counter is triggered. The signal transmitted by A is received by B at the
moment tRB and the counter in B stops to count. The signal propagation time is τAB,
and the time measured by B is TB. As well, the signal transmitted by B is received
by A at the moment tRA and the counter in A stops to count. The signal propagation
time is τBA, and the time measured by B is TA. The measurement results of station A
and B are transmitted to the comprehensive process centre, and the clock difference
between station A and B will be got after computation (Fig. 1).

If the signal propagation path and device process delay are absolutely sym-
metrical, TWSTT will eliminate all system errors. It is just the reason why TWSTT
achieves the highest precision.

BA

S

Clock Clock

Fig. 1 Curve: TWSTFT
system figure
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2.2 Signal Model with MAI

When numbers of stations perform TWSTFT with central station, the multiple
signals received by central station can produce MAI problem, which will make the
measure precision worse.

On the assumption that there are N signals received by central station, signals are
modulated by BPSK. In the scene of Gauss noise, the received signal can be written as

rðtÞ ¼ a0p0ðt � s0Þ cos xtþ h0ð Þþ
XN�1

n¼1

anpnðt � snÞ cos xtþ hnð ÞþN0 ð1Þ

The first part of the formula is a0p0ðt � s0Þ cos xtþ h0ð Þ, the expected signal, a0
is the amplitude of expected signal, p0ðtÞ is the pseudo-code wave form of expected
signal, x is the carrier frequency, s0 and h0 is the time delay and carrier phase of
expected signal. N is the access number. an is the amplitude of signal n, pnðtÞ is the
pseudo-code wave form of signal n, sn 和 hn is the time delay and carrier phase of
signal n. N0 is the power of noise.

Assume that the local carrier can track the signal frequency exactly, and the local
signal is cosðxtþ ~hÞpðt � ~s0Þ and sinðxtþ ~hÞpðt � ~s0Þ, in which ~h is the estimated
carrier phase and ~s0 is the estimated code phase delay. Make the received signal and
local signal correlation and sum computation, the correlation output of I and
Q branch are

IP ¼ a0RðrÞ cos ~h� h0
� �

þ
XN�1

n¼1

anRnðr � snÞ cos ~h� hn
� �

ð2Þ

QP ¼ a0RðrÞ sin ~h� h0
� �

þ
XN�1

n¼1

anRnðr � snÞ sin ~h� hn
� �

ð3Þ

In the formula, r is the time delay estimate error, r ¼ ~s0 � s0. RðrÞ is the
self-correlation of expected signal, RnðrÞ is the cross-correlation of expected signal
with other signals.

Pseudo-code-track loop uses the results of I and Q branch, estimate the code
phase error with phase discriminator and loop filter. The delay of local pseudocode
is adjusted constantly and the measure of expected signal is achieved.

The second part of formula (2) and (3) is the MAI to the expected signal.
Assume the estimated carrier phases of signals are the same with the real one. The
output of I branch is the sum of self-correlation of expected signal and
cross-correlation of expected signal with other signals. In the MAI experiment
using the pseudocode with 2000 period, the correlation peak distortion with 20
signals is shown in Fig. 2. Figure 2a is the self-correlation shape, and the peak is
symmetrical and side lobe is small. Figure 2b is the scene with 20 accesses. The
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peak is asymmetrical, which is caused by the sum of cross-correlation. It is the
primary cause of the worse measure precision.

For the asynchronous spread spectrum signal measure system, the influence of
MAI is time varying. The sum of correlation peak, the asymmetrical shape of main
peak is time varying. The track adjust range of DLL is bigger, results in worse
variance of measurement. For the synchronous spread spectrum signal measure
system, the asymmetrical shape of main peak caused by MAI is relative constant.
During the signal tracking process of DLL, constant error will occur on the code
delay estimation. It will cause relative constant error during the period.

3 MAI Error Estimate Method

The measure precision of spread spectrum signal can be evaluated by uncertainty
and stability. The influence of MAI is on the stability, which can be measured by
the code track loop variance. The track error concerns with the design parameter of
loop, including phase discriminator, noise bandwidth, correlation space, and so on.
The references [3, 4] give the compute formula of code track error. Formulas
(4)–(6) are the measure error compute formula with different phase discriminators
including Non-coherent-amplitude method, Non-coherent-power method and
coherent dot product method.

rtDLL ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BL

2 �C=N0
D 1þ 2

ð2�DÞTcoh �C=N0

� �r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

BL
2 �C=N0

1
BfeTC

þ BfeTC
p�1 D� 1

BfeT

� �� �
D 1þ 2

ð2�DÞTcoh �C=N0

� �r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

BL
2 �C=N0

1
BfeTC

1þ 2
ð2�DÞTcoh �C=N0

� �r

8>>>>>>><
>>>>>>>:

ð4Þ

Fig. 2 Curve: system result of standard experiment. a Curve: correlation peak of one signal.
b Curve: correlation peak of expected signal with MAI
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rtDLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BLD

2 � C=N0
1þ 1

Tcoh � C=N0

� �s
ð5Þ

rtDLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BLD

2 � C=N0

s
ð6Þ

In the formulas, BL is the loop noise bandwidth, Tcoh is the coherent time, D is
the space between early and late correlation. Bfe is the RF front-end bandwidth, TC
is the code width of pseudocode.

There are numbers of methods to compute the SNR influence of MAI including
Gaussian Approximation, Improved Gaussian Approximation, and Simple
Gaussian Approximation and so on. The following formula is widely used in
engineering SNR computation.

C
N0

� �
eff
¼ 1

C
N0

� ��1
þ 4k

3W ðk � 1Þ
ð7Þ

k is the bandwidth correction factor. W is the signal bandwidth.
Using the above formulas, the measure error of pseudo-code-track loop with

MAI can be estimated in theory.
Figure 3 is the measure error of pseudo-code-track loop using Non-

coherent-amplitude method. Figure 4 is the measure error of pseudo-code-track
loop with MAI. The signal CNR is 70 dBHz and bandwidth is 4 MHz. Bandwidth
correction factor is 1.15. The measure error is 4.3144 × 10−4 code with 20 access.
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4 MAI Suppression Method Focus on Pseudo code
Measure

Focus on the MAI influence of time measure signal measure precision, MAI sup-
pression method can be used to decrease the error.

At present, there are many kinds of MAI Suppression methods, but most of them
focus on the improvement of BER. There are two groups of methods including
multi-user joint detection and MAI cancellation. Joint detection method includes
ML, ZF and MMSE methods, and MAI cancellation includes SIC and PIC methods
[5–8].

But unfortunately, using the methods above directly cannot improve the mea-
surement precision. The problem is that the traditional methods are used behind the
signal track apartment. Without information feedback to code track loop, the signal
track precision cannot be improved.

Anti-MAI spread spectrum method transfers MAI information to special signal
tracking module to suppress the MAI influence to the signal measure. The process
can use PIC method, to reduce the processing delay. The architecture of the method
is shown in Fig. 5.

Main procedure of the method:

(a) All signals are acquired, tracked, power estimated and demodulated, respec-
tively. Buffer the IF signal, the buffer size is decided by bit rate.

(b) Compute the relative time delay and correlation of the signals. Transfer the bit
information and power estimation to the anti-MAI signal tracking module,
using the buffer signal to achieve the signal measure with MAI suppression.

In the anti-MAI module, the phase discriminator must be reformed. Take
coherent dot product method as example, the traditional code phase error compute
method is
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dcp ¼ 1
4
IE � IL
IP

ð8Þ

The coherent integration is

I ¼
ZTcoh
t¼0

rðtÞ � p0ðtÞ � cos xtþ ~h
� �

dt ð9Þ

To cancel the MAI influence in coherent integration it must be computed as
following:

I 0 ¼
ZTcoh
t¼0

rðtÞ � p0ðtÞ � cos xtþ ~h
� �

dt �
XN�1

n¼1

anRnðr � ~snÞ cosð~h� ~hnÞ ð10Þ

In the formula, ~an, ~hn is the estimation of amplitude, carrier phase of other
signals. ~sn is the relative time delay between other signals and expected signal.

Using the method above, the MAI element can be cancelled in the coherent
integration or Non-coherent integration. As a result, the MAI influence can be
suppressed in signal track and measure module.

5 Simulation Analysis

Simulation research is performed on the spread spectrum signal measurement.
Assume that there are 20 users, and the code track loop use different phase

discriminators including non-coherent power method and non-coherent amplitude
method. The CNR of signal is 60 dBHz. Compute hundred variance of error
between code phase measure value and code phase real value.

Figure 6a is the result of NC-power-DLL result. The single signal error is
1.3175 × 10−4 code, and the error in MAI scene is 4.8009 × 10−4 code. Figure 6b

Track Demodulation

Anti-MAI Signal 
TrackModule

Acquisition

Signal 
Buffer

Signal

Fig. 5 Curve: MAI suppression algorithm aimed to improve measurement precision
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is the result of NC-amplitude-DLL result. The single signal error is 1.3286 × 10−4

code, and the error in MAI scene is 5.6793 × 10−4 code. The result shows that MAI
can make big influence on signal measurement, and NC-power-DLL performs
better than NC-amplitude-DLL.

Figure 7 is the result with the anti-MAI method. The error with anti-MAI
method is 3.0109 × 10−4 code, and the error without anti-MAI method is
5.0112 × 10−4 code. The mean value of error is 1.4 × 10−4 code compared with
2.2 × 10−4 code. The measure precision improves 36 %.
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6 Summary

The article makes a research on the MAI influence on the spread spectrum signal
measurement in the TWSTFT. The signal model is given in the article, and the
reason how the MAI influence the signal measure is analysed. The MAI error
estimate method is given in the article. Focus the MAI problem for measurement, a
anti-MAI measure method is given. Based on the simulation, the error estimate
method and the anti-MAI signal measure method is verified.
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Study on the Time Delay Calibration
Method of TWSTFT Link

Ya Liu, Chen Shi, Xiao-tang Chen and Xiao-hui Li

Abstract Two-way satellite time and frequency transfer (TWSTFT) using
geo-stationary telecommunication satellites has proven to be one of the most
appropriate means of comparing time scales and atomic frequency standards with
an uncertainty less than 1 ns. This paper analyzes what are the main errors sources
of TWSTFT. And then, concludes that the main limiting factors for the improve-
ment of the accuracy of TWSTFT are the calibration level of the equipment delay.
A new method is used to calibrate link delay of TWSTFT based on double portable
stations that has been proposed. A set of double portable stations (DPS) has been
developed. To evaluate the performance of DPS, a compare and test platform has
been designed including DPS, fixed ground stations of TWSTFT, fiber-based links.
When the distance of two compared clocks are around 60 km, the DPS and fiber
links are tested synchronously. The measurement results show that the systematic
deviation of DPS is less than 0.1 ns, and the standard deviation is less than 0.2 ns.
When the distance between two sites is around 3000 km, DPS compared with fixed
ground stations, the standard deviation of the difference between the two systems
measurement results are less than 0.3 ns. So we can get conclusion, the DPS
calibrates links delay that the uncertainty of calibrating achieves less than 0.5 ns. It
is helpful to improve the performance of TWSTFT.
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1 Introduction

Two-way satellite time and frequency transfer (TWSTFT) using geostationary
telecommunication satellite is the most appropriate means of comparing time scales
and atomic frequency standards [1]. It is not only used to compare the time and
frequency among various atomic frequency standards, but also used in satellite
navigation system which contains multiple precision time units and distributes in
different locations. Since the clocks of different sites need high-precision syn-
chronization, the uncertainty of TWSTFT links time delay calibration is around
1 ns [2] and it represents the current level in time of TWSTFT too. According to the
different transmission medium, link delay can be divided into two categories,
including instrument delay and space propagation delay. The main sources of
instrument delay are ground stations delay and satellite transponder delay.
Equipment delay changes due to environment condition, equipment aging or other
factors will change the delay and therefore increase the uncertainty. It is hard to be
calibrated accurately, compared with the equipment delay, the sources of the signal
in space propagation delay are much more complicated and changing variable
including the ionosphere, troposphere, satellite motion, Sagnac effect, etc.

After years of research, there are a serious of means to reduce the uncertainty of
signal in space propagation. Its influence is far less than the equipment delay
currently. Therefore, uncertainty is a measure of the time transfer accuracy, which is
dominated by the uncertainty of equipment delay calibration. This paper proposed a
new method to calibrate link delay of TWSTFT system. It can also be used to
calibrate the delay of other remote time comparison systems.

2 TWSTFT Basics

TWSTFT is used to compare remote clocks of frequency standards. At both clock
sites, the time signals are transmitted at the same instance and on both sides the
signal from the other clock is received and measured. Each measurement represents
the determination of the time of arrival of a radio signal that is transmitted from the
remote station and that is phase-coherent with the remote reference clock. The
measurement result obtained at site 1, TWð1; 2Þ, is the time difference reading from
a time interval counter (TIC) at site 1 receiving the signal from site 2. It includes the
difference between the two clocks, CLð1Þ � CLð2Þ, and also the complete delay
along the signal path. After the exchange of the measured data, the difference of the
two clocks is calculated. The delays cancel due to the complete reciprocity.

But ideal reciprocity is non-existent. We need to apply some means to correct
these effects to improve accuracy. The accuracy of the result then depends on the
residual effects due to the incomplete reciprocity. The non-reciprocity factors are
further addressed in the following sections.
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Non-reciprocity due to satellite equipment delays, which can be reduced to less
than 80 ps when using same transponder. The Sagnac effect correction can be
operated using typical formula. Ionospheric delay is closely related to the carrier
frequency and the total electron content along the signal path. It can be corrected
using dual-frequency receiver [3, 4]. Ground station equipment delay refers to the
difference of transmit and receive section including the up and down converters,
modulator and demodulator, feeds, wiring, etc., has to be determined at each sta-
tion. A portable station is colocated with the ground stations involved in the link,
which mainly means that it has been demonstrated before that this method can very
likely provide the required calibration uncertainty of 1 ns. The uncertainty of
equipment delay is much higher than other non-reciprocity factors. So corrections
equipment delay can be used to improve accuracy.

Research shows that the difficulties of accuracy calibration equipment delay
were as follows:

1. Equipment delay changes with its environment condition, such as temperature,
humidity, etc. Different environment should be calibrated to make sure
accuracy;

2. NIST research shows that the relative change between GPS and TWSTFT
transfer links can be as large as 6–7 ns over 7 years [5]. The change contributed
by equipment delay could not be canceled or added in the opposite direction,
because of its change direction being random. The study results point out the
need for frequency calibration campaigns if accuracies at the nanosecond level
are required;

3. In many cases, calibration campaigns have been very infrequent due to the
expense and lack of suitable equipment.

In conclusion, in order to acquire higher accuracy, we need to improve the
equipment delay calibration or propose better means instead of portable station
method. In the next section, we will analyze current equipment delay means.

3 Calibration of Ground Stations

ITU recommends three methods to obtain this equipment delay including coloca-
tion of both stations, subsequent colocation of a third (transportable) ground station
at both stations, and use of a satellite-simulator and calibrated cable. Despite the
high accuracy, moving the fixed ground station is hard, resulting in colocation of
both stations’ unavailability [6]. Satellite-simulator is very expensive and each
station needs one or portable, so it is difficult to operate. Another scholars put
forward triangle closure condition, based on the known link calibrates unknown
link time delay. It has the lowest cost, and the accuracy can only reach 2 ns level.
Transportable ground station method is applied widely to calibrate equipment delay
among Europe or America. Therefore, this paper will focus on transportable ground
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station method. In addition, we propose a double portable stations (DPS) method to
improve accuracy of TWSTFT.

3.1 The Portable TWSTFT Station

The method of portable station is a ground station instrument delay calibration
method and recommended by ITU, the portable station (PS) is operated at two
different sites A and B, respectively. At each site both the PS and the under
calibrated station are connected to the same clock. The result between the colocated
stations is the difference of the internal delays, which is named as the common
clock difference CCD [2]. The CCD includes reference delay and relative delay
between fixed ground station and PS. The reference delay refers to the transmission
delay from the output port of under test clock to input port of equipment of fixed
ground station or PS. It is measured easily. So we can acquire the relative equip-
ment delay according to the CCD(A, PS) results. Then, the PS is transported to
station B and connected with the reference clock there. The second CCD(B, PS) is
acquired. So the relative delay between ground station A and B can be determined.

Based on previous experience, the calibration campaign was finished with a
closure measurement at first site in order to demonstrate that the PS did not change
significantly compared to expected uncertainties during the campaign. So the last
step, PS should be moved back to the station A, and connected to the same clock
with station A [2].

The Technical University of Graz in Austria (TUG), US Naval Observatory
(USNO), and other agencies had developed themselves portable station. 21 links of
European institutes participated in a TWSTFT calibration campaign to determine
the equipment delay of fixed ground stations relative to the PS of TUG. The PS of
USNO is used to calibrate the relative delay between USNO and five remote
stations. Reference shows that the calibration uncertainty of slightly above 1 ns.

PS is the main means to determine relative equipment delay of TWSTFT.
Nevertheless, PS calibrates the ground station delay is not perfect, there are several
questions

1. The uncertainty is: 0.8–3 ns, it is difficult to improve and limits accuracy of
TWSTFT;

2. The signal needs to be transmitted and received between PS and fixed ground
station each other when do calibration campaign. So the PS has to use same
frequency with fixed ground station, such as both are Ku or C bands;

3. PS is not sensitive for the under test station environment condition, because they
are installed and measured at same location, respectively. So they suffer same
effects from environment. But different sites may have different environment.
The effect of measurement environment is hard to be reflected;

4. During the equipment delay calibration, the fixed ground station needs to
communicate with portable station. So the fixed ground has to interrupt the
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normal remote time comparison work, and it is not acceptable for the occasion
which needs to be continually time comparison. In addition, even the compar-
ison links can be interrupted temporarily, it can’t be occupied either. It goes
against to find some daily periodic phenomenon.

3.2 The Double Portable TWSTFT Stations (DPS)

In order to further improve the accuracy of TWSTFT, solve the problems of PS.
This paper proposes a new double portable TWSTFT stations means to calibrate
complete link delay. Its basic components include two sets of identical and movable
TWSTFT ground stations [4]. It is called DPS. The calibration practice process is
depicted by Fig. 1. The first step, two DPS are installed on site A and connected to
the same clock, respectively. This step is used to calibrate DPS relative equipment
delay; the second step, DPS 1 and DPS 2 are installed on site A and B and
connected clock A and B as reference signal, respectively. This step is operated to
acquire the time difference of two clocks; the third step, two DPS are installed on
site B and connected to the same clock, respectively. This step is used to calibrate
DPS relative equipment delay again.

The process of DPS 1 and 2 are used to measure link delay CALðB;AÞ of
TWSTFT A and B as follows:

First, DPS are installed on site A using same clock as reference signal, measure
the relative equipment delay of DPS CALðP2;P1ÞA, expressed in Eq. (1):

CALðP2;P1ÞA ¼ 1=2 TWðP2;P1Þ � TWðP1;P2Þ½ � þ RDYðP2Þ � RDYðP1Þ½ � ð1Þ

where RDY is reference delay, TW is CCD measurement results, CAL is relative
equipment delay.

Then, DPS are installed on site A and B, respectively. Time difference between
site A and B can be measured synchronously by both fixed ground TWSTFT

Station A
Clock

DPS 1 DPS 2
Station 

A
Clock

Station B
Clock

Station B
Clock

DPS 1 DPS 2
Ground

Station B
Ground

Station A
DPS 2DPS 1

Fig. 1 Schematic of the double portable stations calibrated equipment delay
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stations and DPS. The measurement results are expressed by Eq. (2) and (3),
respectively.

CLðBÞ � CLðAÞ ¼ 1=2 TWðB;AÞ � TWðA;BÞ½ � þ RDYðBÞ � RDYðAÞ½ � þCALðB;AÞ ð2Þ

CLðBÞ � CLðAÞ ¼ 1=2 TWðP2;P1Þ � TWðP1;P2Þ½ � þ RDYðP2Þ � RDYðP1Þ½ � þCALðP2;P1Þ ð3Þ

where CL represents reference signal.
Finally, DPS is installed on site B using same clock as reference signal, measure

the relative delay of DPS CALðP2;P1ÞB again. In order to acquire the DPS delay
change during the campaign. It can be expressed in Eq. (4):

CALðP2;P1ÞB ¼ 1=2 TWðP2;P1Þ � TWðP1;P2Þ½ � þ RDYðP2Þ � RDYðP1Þ½ � ð4Þ

Equations (1) and (4) represent relative equipment delay of DPS, respectively,
under the environment of station A and B. Then, we can calculate the relative
equipment delay of DPS according to the Eq. (5) CALðP2;P1Þ.

CALðP2;P1Þ ¼ 1=2 CALðP2;P1ÞA þCALðP2;P1ÞB
� � ð5Þ

Put Eq. (5) into (3), and using known reference delay RDY, so we can acquire
the real time difference according to the Eq. (3). Then, the real time difference is
substituted Eq. (2) to calculate the link delay CALðB;AÞ of fixed ground TWSTFT
station between site A and B. CALðB;AÞ absorbs all influence of the link delay,
including the ground stations delay, space propagation delay, etc.

The DPS combine the advantages of the colocation of both stations and PS
means. It has the accuracy of colocation means and more flexible than PS means. It
can improve significantly the accuracy of link delay of TWSTFT. Experiment
shows that it can calibrate the link delay of TWSTFT to below 0.5 ns. It is better
than all other means of calibration equipment delay. In addition, the DPS can work
independently, unlimited by frequencies, equipment type, which decide that it not
only be used to calibrate TWSTFT, but also be used for calibrating any other
high-precision remote time comparison system. During calibration, DPS can work
parallel with under test ground stations and uninterrupted normal operate. It is
apparent difference with PS means that has to interrupt comparing time.

4 Experimental Results

The performance of DPS will be validated using following experiments including
comparing with fiber-based time transfer system and fixed ground TWSTFT sta-
tions. Because the performance of fiber-based time transfer system is better than
TWSTFT, we can use its measurement results as the true time difference of two
clocks. Then comparing the measurement results with the true value, we can
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evaluate the performance of DPS. The another experiment is that comparing with
the fixed ground station distance from 3000 km, in order to test the capacity of DPS
calibrating link delay of TWSTFT. The test case is described in detail below.

4.1 Comparison Test with Fiber

In order to test the performance of time comparison and equipment delay of DPS,
making use of the approximately 60 km length of fiber link between Xi’an and
Lintong, carried out comparing experiment. DPS and fiber link measured simul-
taneously two clocks that are located in Xi’an and Lintong, respectively. Test
structure is shown in Fig. 2.

The output of the atomic clocks in Lintong and Xi’an, respectively, is used as
reference signal, and use the equal length of cable access reference signal to DPS,
eliminate the influence of the reference delay, and then used the DPS to test the time
difference between two reference signals. At the same time, using fiber-based link
measure time difference between two reference signals.

Taking into account the uncertainty of fiber-based link is less than 0.1 ns,
therefore, the test result of fiber-based link can be considered as the true value of
time difference of two clocks. According to the measurement principle shown in
Fig. 2, for the same measurement object, ideally two systems should get exactly
same measurements results.

Test time occurred July 10, 2015 05:42:00 to July 17, 2015 11:07:00, lasted
about a week time and the difference in results are shown in Fig. 3.

Clock
Lintong

DPS 1 DPS 2 Clock
Xian

Equipment of 
Fiber

Equipment 
of Fiber

Time 
Interval 
Counter

1pps

10MHz
1pps 10MHz

1pps

Fig. 2 Compare DPS with and fiber-based link
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The red star line in the diagram indicates that the test results of DPS, blue solid
lines represent fiber-based link test results. It can be found that the two curves of the
change trend of the time difference between the two references signals completely
coincide, which indicates that the two sets of system can truly reflect the changes of
the two reference signals. The figure used in the same line width, but can be found
directly that the solid blue line is narrower than the red asterisks line. It indicates
that the results of fiber-based link have smaller discrete degree than the DPS. It is
truthfulness too.

Figure 4 shows the difference of two sets systems, and it represents the degree of
inconsistency.

Fig. 3 Test results of DPS and fiber-based link

Fig. 4 The difference of results between DPS and fiber-based link
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According to data from Fig. 4, we can acquire that the mean value is 0.095 ns,
standard deviation is 0.17 ns. The fiber-based link test results were used as the true
time difference values of the two clocks. So the mean value of difference of two sets
systems represents the system deviation of DPS, and the standard deviation reflects
the uncertainty of DPS. It indicates that the DPS can be used to compare time
difference or calibrate the link delay up to the sub-nanosecond level.

4.2 Calibrating Link Delay of Ground TWSTFT Stations

Evaluating measurement system performance, the most objective method is to
compare with a higher performance system, such as fiber-based link. But when
distance is 1000 km even longer, it is harder to find out a suitable experimental
condition. So it is unreality using fiber link to verify remote comparison perfor-
mance of DPS. But the application of long distance comparison is the main engi-
neering value of DPS. In order to test its performance and to test its ability to
calibrate the link delay, this paper designs the comparison platform both DPS and
fixed ground stations distance more than 3000 km. Two systems are operated
parallel and connected same clock as reference signal. Figure 5 gives the schematic.

The experiment was conducted between Xi’an and Kashi, using the hydrogen
atomic clock as reference signal source respectively. The sites have been built in
fixed ground stations before experiment. It consists of transmitter, receiver and
3.7 m antenna, and the carrier frequency is C band. When the ground stations
regularly work, they use four different satellites taking turns to relay signal. Every
satellite kept working half an hour, and two hours finished a period. Before cali-
bration test, the DPS has to be calibrated themselves relative delay.

Clock
Xi’ an

Clock
Kashi

Ground
Station
Kashi

Ground
Station
Xi’ an

DPS 2DPS 1

Fig. 5 Schematic of calibrating link delay of ground TWSTFT stations
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Fixed ground stations maintain normal observing schemes to measure the time
difference between two clocks using different satellites. In addition, during entire
experiment, DPS are used to measure continuously the time difference between two
sites. Ideally, same results should be acquired by two systems. The reality results
are show in Fig. 6.

In view of Xi’an and Kashi fixed ground stations using four different satellites
compare time difference at different time, in order to eliminate the impact of the
reference signal to the measurement results, choice the same period data with fixed
ground station to compare, Fig. 6 is one of a period of observation data.
Experimental results show that the change trend of the time difference between the
two reference signals is completely consistent with the DPS and the fixed ground
stations. The mean value of difference of two set systems is 14.5 ns, standard
deviation is 0.27 ns. The mean value reflected the link delay of the fixed ground
station, which is the sum of the equipment delay and the delay of space propaga-
tion. Standard deviation reflects the whole uncertainty of two measurement results.

Experimental results show that the two systems reflect the same change trend,
and have a good consistency and Can be concluded as follows:

1. When they are measured at the same environment and the same parameter
configuration, link delay of ground stations can be reproduced. So delay can be
measured accurately;

2. The uncertainty of measurement results comes from combined action of two sets
of systems. The biggest uncertainty is less than 0.3 ns of two systems;

3. The link delay absorb kinds of residual delay terms, including to ground station
delay, signal space propagation, satellite motion, and Sagnac effect, etc.
Therefore, the test results are closely related to the environment condition and
parameters. Any of changes will lead to link delay change.

Fig. 6 Time difference between Xi’an and Kashi using DPS and Fixed TWSTFT stations
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5 Conclusions

In this paper, we analyse the main errors sources of TWSTFT link, and give the
correction methods of the delay in the signal propagation path. And then introduce
kinds of the method of calibrating equipment delay. Based on this, we propose a
method of link delay calibration based on double portable stations, in order to
improve comparison accuracy of long distance TWSTFT. In this way, we can
decrease the uncertainty from 1 ns to less than 0.5 ns.

In conclusions, DPS can be used to calibrate the link delay of TWSTFT. It has
realized to calibrate the system deviation of TWSTFT link to sub-nanosecond level.
Other advantages of DPS include the parallel test with the under test stations, do not
need to interrupt the regular comparison, DPS can work independently very well;
unrelated with the under test stations of equipment type and carrier frequencies, so
DPS can be adopted by any remote comparison links, etc.
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A Quick Method of Measuring
the Transmission Time of Optical Fiber

Bo Zhu, Yong Zhu, Lin Lu, Baofu Zhang, Chuanxin Wu, Yimei Wei
and Longqiang Yu

Abstract It is difficult to determine the peak of optical signal transmission time in
the time transfer system based on single photon detector. In order to solve the
problem, a novel scanning measurement method is proposed to quickly measure the
optical signal transmission time, taking the advantages of the remainder theorem
and the peak scanning means. The experimental results demonstrate that the new
method can not only achieve high accuracy of less than 10 ns between the com-
puted result and the real peak, but also save time in the peak determination.

Keywords Single photon detector � Peak scanning � Quick measurement �
Remainder theorem � Time transfer

1 Introduction

Time transfer in optic fiber has become a promising mean for time transfer [1, 2].
Compared with the free space channel, fiber-based time transfer has advantages in
stability, resistance to electromagnetic interference ability, and precision. The
accuracy of time transfer in fiber relies on the precise measurement of one-way
optical signal transmission time. State of the art, the measurement of transmission
time is estimated by measuring the round-trip time using the same clock. So, the
symmetry of the transmission time in two directions decides the estimation preci-
sion of one-way transmission time [3]. Generally speaking, among fiber-based time
transfer systems, the schemes that passively reflect the optical signal at the remote
end have the best symmetry in the bidirectional transmission time, but also twofold
power loss. It is inadvisable to use optical amplifier because of the backscattering in
fiber, which restricts the measuring accuracy and transfer distance.
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Traditionally, the detection of optical signals is based on optical power detection.
Therefore, it is not suitable to fiber links with great attenuation. The single photon
detector [4], by contrast, can detect very weak optical signal because of its high
sensitivity, and consequently it plays an important role in the ultraweak bio-
chemiluminescence detection [5], 3D imaging [6], laser ranging [7], the space
timing [8], and other fields. The main principle is to amplify the weak photoelectric
current, and distinguish desired signals from the background noise using the
screening technique. In order to keep the fiber link symmetrical and expand the time
transfer distance, we combine the method of passively reflecting the optical signal
with the single photon detection technique, so that the mutual constraint between
the timing distance and accuracy in a fiber-based time transfer system can be
eliminated.

2 The Peak Scanning Measurement

When the single photon detector receives optical signals, it will generate photo-
electric current. The variation of the response time induces time jitter. The time
jitter will affect the measure precision of the transmission time, and finally degrade
the stability and accuracy of the time transfer system. There are two reasons causing
the time jitter. First, as few photons arriving at the single photon detector, it is the
Gaussian-type envelope of the pulses in time domain that decides the arrival time,
which is in fact uncertain [9]. On the other side, the initial power of the carrier
produced by photon detector is also uncertain. Therefore, the time for carrier
reaching power threshold and generating avalanche current is random [10].

To reduce the time jitter of time transfer system, we design a method of peak
scanning measurement based on single photon detection [11]. By adjusting the
open time of the gating signal and monitoring the photon counting rates of the
single photon detector in unit time, we take the open time corresponding to the peak
count rate as the arrival time of the optical pulse. In this way, we can get the photon
flight time. The open time of gating signal, rather than the photoelectric current,
serves as the stop signal of the time interval counter (TIC), which effectively avoids
the error caused by time jitter and improves the accuracy of the system. The specific
scheme is shown in Fig. 1.

In the experiments, G.652 optical fiber of 125 km is employed in total. The
attenuation coefficient is 0.2 dB/km. We use the gain-switched semiconductor laser
as light source, and the time-domain envelope of the optical pulses are
Gaussian-type with wavelength of 1530 nm and full width at half maximum
(FWHM) of about 40 ps. In the scheme, we use the TIC and take the launching time
of the laser as the start of the TIC. The optical signals reflect from the fiber end and
come into the single photon detector. A variable optical attenuator (VOA) is used to
control the power of the arrival optical signal to a single photon state. The arrival
time of the optical pulses is roughly estimated by optical fiber length at first. Then
we use the time-delay control module to adjust the open time of the gating signal by

702 B. Zhu et al.



preset step to finely scan the count rate of the single photon detector. The curve of
the count rate in a certain period could be drawn versus different delays of the
gating signal. The gating time corresponding to the peak of the curve is taken as the
arrival time of the photons. And then the time interval can be measured by TIC.

In this method, we estimate the two-way transmission delay of the optical pulse
first, according to the rough length of the fiber. Then we choose a range of time to
scan the peak based on the estimated delay. Usually, in order to make sure that the
real peak is located in the chosen scope, the selected range should be as large as
possible. However, the peak scanning time will also increase. Moreover, if there is a
large deviation in estimating the optical fiber length, no peak will be obtained even
if the whole time period is scanned since the real peak is beyond the selected range.
In the time transfer systems based on peak scanning method, getting the peak is just
the primary step. So how to determine the peak position quickly is a key criterion of
the performance of a time transfer system.

3 Remainder Theorem

If an integer is divided by several coprime integers, we could get different quotients
and remainders. The remainder problem is to deduce the dividends from the already
known divisors and remainders when the corresponding quotients are unknown.
More than two thousand years ago, the Chinese Remainder Theorem was put
forward to solve the problem. Further, strictly proved by modern mathematical
deduction, the problem has been solved in theory [12], as follows:

Assuming that m1;m2; . . .;mk are coprime positive integers, and X is the
unknown dividend, Mi ¼ m=mi; i ¼ 1; 2; . . .; k, where the total modulo
m ¼ m1m2 . . .mk, the congruencies are:

Signal production

Optical 
modulation LD

SPAD

TIC
Data control and 

process

Fiber
Optical 

circulator

Stop

Start

Fig. 1 Principle diagram of peak scanning scheme
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X � b1ðmod m1Þ
X � b2ðmod m2Þ
. . .
X � b3ðmod m3Þ

8
>><

>>:
ð1Þ

And the solution is:

X � M0
1M1b1 þM0

2M2b2 þ � � � þM0
kMkbkðmod mÞ ð2Þ

where bk are integers, M0
1M1b1;M0

2M2b2; . . .M0
kMkbk are basic number of the

divisors, M0
iMi � 1ðmod miÞ, and M0

i are the inverse elements of
Mi i ¼ 1; 2; . . .; kð Þ.

So the dividend is

X ¼ X 0 þ k � m ð3Þ

X 0 is the minimum dividend, k ¼ 1; 2; 3; . . .:

4 The Quick Scanning Measurement Method

In general, the length of optical fiber is a constant in a short time. So the transmission
time of an optical pulse is a constant too. We can neglect the deviation caused by the
changed temperature. If the transmission time is divided into different intervals, we can
get different corresponding quotients and remainders. If the optical pulses are sent with
equal interval, there will be integral numbers of pulses in the fiber link at the same
time. Therefore, the transmission time of the fiber link can be divided into corre-
sponding integral multiple of the pulse interval plus an extra short time within a single
pulse interval. Theoretically, the peak count rate is expected to appear within the scan
scope of a pulse interval. The corresponding time delay of the gating signal is the extra
fractional pulse interval and therefore can be viewed as the remainder of the total
transmission time divided by pulse interval. Based on the remainder theorem, we can
take T which is the transmission time of the optical pulse as the dividend, N as the
selected pulse interval, q as the quotient and b as the remainder. The relation is:
T = N × q + b. Choosing different pulse intervals, we can get a congruence group and
then deduce the transmission time of the fiber link by the Euclidean Algorithm.

During the experiments, we choose 23, 29, and 37 as the coprime integers. The
optical pulse width is 40 ns, and the pulse intervals are set as 230, 290, and 370 ns
for the convenience of peak scanning. The final m is 246,790. But in the calcula-
tion, the mathematical relations are converted to those of the prime numbers 23, 29,
and 37. Four fiber spools are used in the experiments, with length of 13, 25, 25, and
50 km, respectively. The results are shown in Tables 1 and 2.

We can calculate the value based on the data got by the quick scanning method,
and the peak will be found soon if we take the calculated value as the basic time
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delay of the gating signal in the sequent measurement of the actual transmission
time of the fiber link. In the experiments of testing the 13 and 25 km fiber spools,
the error between the measured value and the calculated value is within 10 ns
(shown in Tables 1 and 2).

As is shown in Table 3, the two-way flight time of the optical pulse in 25 km
fiber spool is about 244,852 ns. By the quick scanning method, we get the calcu-
lated value of 990 ns using the three intervals. It is far less than the estimated value.
To get the right value, multiples of the total modulo m (246,790 ns in this case) are
needed to add to the calculated value.

In the experiment of testing the 50 km fibers spool, we get the solution of
500,310 ns by adding the twofold modulo m using the three intervals. In the case
that the fiber length is undetermined, it is quite possible to get the wrong solution if
the multiple of modulo m is uncertain. A viable way to solve the problem is to
introduce another pulse interval. In Table 4, there are two solutions based on the
data got using three and four intervals respectively, and it shows that the more
measurement intervals we use, the more likely we get the direct solution.

In the previous peak scanning methods, it is the rough estimating accuracy of the
fiber length that decides how long it will take to get the first sample of the scanning
peak. In most case, the estimation is not accurate enough, and therefore large scanning
range, i.e., long scanning time is needed. By contrast, the quick scanning method
proposed in this manuscript can greatly minish the scanning range, which is only 890 ns
at most in the demonstrated case with the three pulse intervals 230, 290, and 370 ns.

Table 1 The calculated
value of quick scanning
method and the real measured
value (13 km)

Pulse interval (ns) 230 290 370

Peak position (ns) 120 190 50

Calculated value (ns) 132,140

Measured value (ns) 132,146

Table 2 The calculated
value of quick scanning
method and the real measured
value (25 km)

Pulse interval (ns) 230 290 370

Peak position (ns) 220 30 200

Calculated value (ns) 242,180

Measured value (ns) 242,188

Table 3 The calculated
value of quick scanning
method and the real measured
value (25 km)

Pulse interval (ns) 230 290 370

Peak position (ns) 70 120 250

Calculated value (ns) 990 + 246,790

Measured value (ns) 247,783

Table 4 The calculated
value of quick scanning
method and the real measured
value (50 km)

Pulse interval (ns) 230 290 370 310

Peak position (ns) 60 60 70 280

Calculated value (ns) (6730 + 246,790 * 2) 500,310

Measured value (ns) 500,315
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5 Conclusion

The peak scanning method based on single photon detection is a new method for the
measurement of transmission time of the optical pulse. In order to locate the uncertain
peak position for the first measurement, we propose a quick scanning method to
realize the quick measurement of the optical signal transmission time based on the
Chinese remainder theorem. Experiments show that the new method can not only keep
the high precision within 10 ns between the measured value of the peak position and
the calculated value, but also save scanning time. We can use a small step to scan the
small time scale which is based on the calculated value giving by the quick mea-
surement, and get the precise time of the optical signal transmission time in the end.
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Design of a High-Performance Compact
Rubidium Frequency Standard

Chunjing Li, Dongliang Cong, Nina Ma, WenChong Zhang
and Qing He

Abstract In this paper, a high-performance compact rubidium frequency standard
(CRFS) has been successfully developed, of which the frequency stability (Allan
variance) reached 3E−12/τ0.5 (τ = 1–1000 s) and frequency drift was reduced to
below 1E−12/1d. The frequency stability is less than ±2E−10 at the temperature
range of −45 to +60 °C. Powered by modern electronic technology, the bulk is
controlled to about 0.5 L and the mass is about 0.4 kg.

Keyword Compact rubidium frequency standard (CRFS)

1 Introduction

The compact rubidium frequency standard (CRFS) has a nice short and medium
term frequency stability, and its long-term frequency stability and drift can be
greatly be improved when it is locked to a 1PPS from a COMPASS or GPS time
receiver. Thus, CRFS becomes one of the most popular frequency standard in the
industries of electricity, telecommunication, time frequency, measurement and
calibration, radar, etc.

The domestic development of CRFS began mainly in late twentieth century and
early this century, which reaches a certain level, especially to deserve to be men-
tioned, the frequency stability can reach 5E−12/1 s [1, 2]. Moreover, the research
on vibration resistance was further carried out and gained some achievements, for
example, the product’s frequency stability was in a magnitude order of 10−11 [3].

The Beijing Institute of Radio Metrology and Measurement (BIRMM) began to
engage in the rubidium frequency standard research and the products are commonly
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used as spaceborne time base of COMPASS, whose long-term frequency stability
reaches the order of 10−15. In this paper, by using but not to be confined to the
development experience of high-performance spaceborne rubidium clock, the
CRFS makes innovative improvements on microwave synthesis design, physics
package, low frequency servo circuit, power supply, etc. Many new industrial
devices were used in the design for achieving high performance and satisfactory
productbility.

2 Design Approach

The rubidium frequency standard is a passive standard in which a specified
hyperfine transition of electrons in 87Rb atoms is used to control the output fre-
quency. In engineering implementation, since the factors such as the S/N ratio of
frequency discrimination signal, microwave performance, and system complexity
need to be considered, the separated filter technique (i.e., SFT, in which the physics
package is designed with three gas cells, i.e., a pure 87Rb lamp, a pure 85Rb filter
cell, and a pure 87Rb absorption cell) or the integrated filter technique (i.e., IFT, in
which there are only two gas cells, i.e., a mixed isotopes lamp and a mixed isotopes
cell) can be selected.

In the SFT, the product achieves optimal performance by properly adjusting the
buffer gas pressure and temperature to enable the physics package to work at the
ZLS point, and the physics package has low sensitivity to the microwave power. On
the contrary, in the system of IFT, the physics package reaches the ZLS point by the
design of isotopic ratio and work temperature. In this scheme, the product has the
merits of simple structure and low cost, but its performance is comparatively poor.
Therefore, the SFT scheme is adopted in this paper for the purpose of improving the
product performance and batch consistency while slightly compromising the cost,
and thus increases the yield and user satisfaction.

The schematic diagram of the CRFS is shown in Fig. 1. The physics package
adopts the SFT with three cells integrated in two ovens. Analog electronics com-
ponents are mainly used for amplifier, synchronous detector, integrator and
phase-locked loop, and an 8-bit RISC microprocessor for the detector signal gen-
eration and control circuit design, which guarantees agility and simplicity.

In the design of the circuit system, a 10 MHz crystal oscillator is employed for
frequency synthesis to obtain a 6.83 GHz microwave signal for the physics package.
A direct digital synthesizer (DDS) is introduced for matching the mantissa frequency
of the microwave signal, which nearly omits fine adjustment of the frequency of
absorption cell by special measures and thus greatly improves the production effi-
ciency and also helps the physics package focus on the improvement of key per-
formances. This circuit design is different from that of high-performance space
rubidium frequency standard developed by BIRMM, in which the 6.8346875 GHz
signal is obtained by ×540 frequency doubling of 12.6568387 MHz from an
OCVCXO. Thus, clutter spectrum will not appear within the range of 12 MHz of
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the microwave signal, and the design does not need highly integrated devices. As a
result, it is suitable for high-reliability space products. However, it is necessary to
introduce analog phase modulation at front end of doubling, and further two crystal
oscillators are required to achieve high-quality 10 MHz signal, which is not suitable
for the design of compact product.

There are many significant advantages of using DDS, including restriction
removing of absorption cell frequency, accurate control of the microwave fre-
quency, phase modulation, and digital automatic control which are vital to control
the consistency of batch production and improve the applicability.

Another feature of the circuit design is that, a 6.8 GHz VCO is employed to
generate the microwave signal directly, whose frequency is locked to the 10 MHz
OCVCXO by using a low noise PLL with a DDS integrated. Without using the
traditional transistor and step recovery diode (SRD) for frequency multiplication,
the adjustment for matching can be omitted; moreover, the temperature coefficient
of microwave power can be controlled effectively, which makes contribution to the
frequency of the product in all range of temperature at an order as small as 10–11.
For the rubidium frequency standard, BIRMM usually prefers external frequency
multiplication mode (i.e., the 6.83 GHz signal is generated outside the quantum
transition resonator and then is fed to the resonator). This mode can accurately
measure and control the quality of microwave signal for servo quantum transition,
including the signal frequency spectrum, power stability, temperature coefficient,
etc., which greatly contributes to quality control.

To guarantee the technical indexes and vibration sensitivity, a 3rd SC-cut crystal
is used in the design of 10 MHz VCXO and shared the oven with the absorption cell,
which guarantees the performance of oscillator without extra power and obtains a
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trade-off between performance and cost. In fact, the temperature needs to be adjusted
according to the characteristics of physics package, and the optimal temperature
points of the crystal have certain discreteness, so the crystal does not always work at
the inflection point temperature. But none of this matters much on performance.

3 Physics Package

The Rb physics package is the SFT and two-oven design with the use of a Xe buffer
gas lamp and a thin-film optical interference filter. This thin-film filter passes both
Rb D-lines while blocking essentially all of the buffer gas emissions. This design
provides significant performance improvement in frequency stability by both rais-
ing the rubidium error signal and lowering the shot noise. This system can be
adjusted to ZLS point by operating the lamp at about +120 °C while the absorption
cell and filter cell is at about +75 °C. Evaluation indicates that the frequency
stability base level of the physics package is better than 2E−12/τ0.5. Moreover, no
deviant frequency hopping appears in long time test.

A mixture of buffer gasses is used in the absorption cell, and ratio and pressure
are optimized according to the S/N radio and temperature coefficient. The test
shows that the frequency change of CRFS is below 2E−10 in the ambient tem-
perature range of −45 to +60 °C. In addition, the frequency still keeps small
deviation even if the temperature of absorption cell is slightly out of control.

The quantum transition resonator still adopts a TE111 microwave cavity, which
has the merits of easy processing, low cost, high reliability, and appropriate size. It
is really an eclectic choice after considering the performance, size, and cost for
industrial and military CRFS.

The detector uses a 10 mm × 20 mm photodiode, which is welded in the bottom
of the microwave cavity. The experimental results prove that it is reliable and
excellent in performance.

The lamp is a key part of the physics package, and its noise and stability affects
much on the product’s performance. It is a big challenge in design when CRFS
works at the ambient temperature of −45 to +60 °C, especially there is no extra
circuit temperature control. In this paper, with the purpose of improving the stability
of lamp and lowering spectral background noise, a Colpitts oscillator with collector
grounded is used for lamp excitation, and a linear power supply with the temper-
ature coefficient of less than 100 ppm/°C is employed as the power supply.
Moreover, the temperature coefficient of the oscillator current is also controlled
below 100 ppm/°C which guarantees the temperature adaptability.

Generally, the oscillator circuit works at +15 to +20 V. But in this design, the
start voltage is +12.8 V, and the proper level for continuous operation is only
+10 V. Low voltage is beneficial to lamp stability, and besides, the RF heating
effect on the lamp cell is remarkably reduced. The experimental result indicates that
the change of lamp status is very small even put into vacuum, and the frequency
change of the CRFS can be ignored.
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In the design, the lamp andfilament are isolated from each other, i.e., the lamp is not
in contact with the filament, which avoids direct heating of the lamp by the filament
and disturbance of rubidiummicroscopic motion. The experimental results prove that
this measure effectively improves the working stability of the rubidium lamp.

The temperature control of the rubidium lamp is realized by a bridge circuit,
which has the merits of simple and reliable structure and good performance. But in
improvement, the circuit is of PID control mode with long time constant for the
purpose of accomplishing large-loop gain and good stability. Darlington transistors
are used as heating elements, and a small resistor is also used for cooperating
current sampling; as a result, the temperature-controlled heating efficiency is up to
98 % or above, which reduces power consumption, lowers the temperature of the
whole set, and improves the reliability.

4 Structure

In order to adapt the CRFS to work at the temperature of −45 to +60 °C, it is
necessary to ensure good heat dissipation while achieving good temperature coef-
ficient for the circuit. Additionally, the structure should be as simple as possible to
reduce connectors and installation complexity for the purpose of controlling failure
rate of products in batch production. Therefore, a single PCB design is adopted for
the CRFS, i.e., all circuits are integrated in one circuit board, and what’s more, it is
convenient to be connected to the physics package, as shown in Fig. 2.

Fig. 2 Internal structure diagram of CRFS

Design of a High-Performance Compact Rubidium Frequency Standard 711



Fig. 3 Frequency stability and phase noise of CRFS
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In order to decrease magnetic sensitivity, a magnetic shielding structure is
designed for the physics package, and is installed together with the circuit board.

Aluminum is used for the bottom plate and case of the whole set due to its light
weight, good thermal conductivity, and easy processing, and the PCB is directly
mounted on the bottom plate. With this structure, good heat dissipation perfor-
mance can be guaranteed, deformation of the circuit board caused by machining
error of common sheet metal parts can be avoided, and thus the reliability is
improved.

5 Performance and Subsequent Work

Currently, three rubidium clocks are manufactured. The products have good per-
formance and consistency. The frequency stability (Allan variance) is shown in
Fig. 3, in which the frequency stability reaches 3E−12/τ0.5 (τ = 1–1000 s). In
addition, the drift is better than 1E−12/d and generally falls into 1 * 3E−13/d after
operation for dozens of days. The typical indexes are given in Table 1.

From the test results, the performance of the products can meet most commercial
and military demands, and the frequency stability nearly reaches the nominal
indexes of high-precision space rubidium frequency standard. Moreover, the
products have good environmental adaptability.

Table 1 Electrical test result of CRFS

1 Frequency 10 MHz

2 Settability <5E−11

3 Retrace <2E−11

4 Frequency stability 3.0E−12/1 s

8.9E−13/10 s

2.9E−13/100 s

9.4E−14/1000 s

5 Long-term stability 3E−13/d

6 SSB phase noise offset from signal −93 dBc/Hz@1 Hz

−124 dBc/Hz@10 Hz

−144 dBc/Hz@100 Hz

−152 dBc/Hz@1 kHz

−158 dBc/Hz@10 kHz

−162 dBc/Hz@100 kHz

7 Harmonic distortion −30 dBc

8 Non-harmonically −70 dBc

9 RF power 8 dBm
(continued)
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In the subsequent work, the research team will carry out environmental test
according to the military standard, make improvement on the product accordingly,
and on the basis of this, develop high-performance military rubidium frequency
standard.

6 Summary

In this paper, the CRFS developed by BIRMM is introduced. The research team
makes good use of advanced component technique, makes the most of their pre-
vious research experience of high-performance space rubidium frequency standard,
and now achieves some new breakthroughs in technical indexes, especially to
deserve to be mentioned, the frequency stability of the product is very close to that
of the space rubidium frequency standard, which provides a more flexible choice
for the users.
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Table 1 (continued)

10 Warm-up time 1E−9@25 °C 5 min

1E−10@25 °C 10 min

11 Power consumption During warm-up 1.45 A × 24 V

After warm-up <0.6 A × 24 V@25 °C

12 Operating −45 to +60 °C

13 Frequency TC 1E−10@(0–50 °C)

14 Size 125 × 92 × 42 mm3

15 Weight 0.41 kg

16 RF connector SMA

17 DC connector DB-9

18 Voltage +13 to +24 VDC

714 C. Li et al.



Part IV
Standardization, Intellectual Properties,

Policies, and Regulations



Analysis on the Standard Structure
for the Ground Control Segment
of Beidou Navigation Satellite System

Zhixue Zhang, Zhiheng Zhang, Jie Xin, Jinxian Zhao, Chunxia Liu,
Wei Zhao, Na Zhao and Xiaofei Li

Abstract Identical with the other satellite navigation systems, such as GPS and
Glonass, Beidou navigation satellite system is composed of space segment, ground
segment, and user segment. This paper focuses on the demand of standards for the
ground segment of Beidou navigation satellite system. Based on the existing
standards both home and abroad, this paper discusses the principles of building the
standard structure and proposes an architecture of the standard structure for the
ground segment. Some standards which are urgently needed by the construction,
operation, and maintenance of the Beidou regional and global system are proposed
as well. This paper could provide references for drawing up and amendment of
Beidou ground control segment standards.

Keywords Satellite navigation � Ground control segment � Operation and
maintenance � Standard structure

1 Introduction

Beidou navigation satellite system has officially provided services to the Asia
Pacific region in 2012. At present, the Beidou global system construction has been
under construction and intends to provide service in 2020. Satellite navigation
system which gradually occupies an important position in the national economy is
an important national information infrastructure. The Beidou system urgently needs
standardization methods to ensure the system construction and operation [1].

Satellite navigation is a strategic emerging industry in China. Beidou is a new
type of space infrastructure and national strategic resources, but few standard is
drawn up and published, nor to say form a complete standard system. The existing
standards mainly concentrated on the basic standards and application standards [2].
Some domestic scholars researched on the standard structure for Beidou navigation
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satellite system [3–7] and mainly in the application standard structure [8, 9].
However, few standard of ground operation control technology is published, and
only Ref. [10] researched on the standard structure of satellite navigation system
operation and maintenance. On April 28, 2014, the national Beidou satellite nav-
igation Standardization Technical Committee (referred as Beidou Standard
Technical Committee) was established, which is the first military and civilian
satellite navigation standards organization. The committee is mainly responsible for
standardization of system management, construction, operation, application, and
service [11].

In November 2015 Beidou Standard Technical Committee officially published
the national satellite navigation system (version 1.0), which is conductive to the
development of satellite navigation standards to provide guidance for the devel-
opment of satellite navigation standards.

Like GPS, GLONASS and other navigation system, Beidou system is composed
by the space segment (satellite constellation), ground control segment, and appli-
cation equipment segment. The constellation configuration of Beidou regional
system is 5GEO+5IGSO+4MEO. The constellation configuration of the Beidou
global system will be 3GEO+3IGSO+24MEO. The main functions of satellite
constellation include receiving navigation messages uploaded by the ground control
segment and propagating the messages to the user equipment. Ground operation
control segment is mainly composed of master station, monitoring stations, and
time synchronization stations. The user segment mainly receives satellite navigation
signal and provides positioning, speed testing and timing services for different
users. The standards of Beidou ground control segment is demanded by the system
construction and constant improvement. It is necessary for us to develop the
standard of the ground control segment, which is the core of the operation, man-
agement, and control of satellite navigation system.

In this paper, the development status and the existing standard system of the
ground operation control technology of the satellite navigation system are analyzed,
and the principle of the standard system is put forward, and the standard system is
designed.

2 Current Status of Navigation Signal Construction
Design

Foreign satellite navigation systems mainly include GPS, GLONASS, and Galileo.
All of the three satellite navigation systems consist of the space segment, the ground
control segment, and the user device segment. The ground control system is pri-
marily responsible for satellite constellation monitoring and controlling, satellite
navigation signal monitoring, and navigation messages upload [12]. Foreign
satellite navigation related standards mainly focus on user interface control docu-
ment (ICD), service performance and evaluation. However, no standard related to
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system construction especially to the ground control segment is published. The
standard architectures abroad related to satellite navigation systems mainly are the
NASA standard system and EU’s ECSS standard system, which are both the
aerospace universal standard system, and cannot fully reflect the characteristics of
the satellite navigation system standard.

At present, the relevant domestic satellite navigation standard consists of 100
items. The application of satellite navigation system in China started with GPS.
GPS currently has very extensive applications in China, so the GPS satellite nav-
igation standards mainly focus on the application standards. Only in recent years
several Beidou satellite navigation standards have been issued, including spatial
signal ICD, Beidou communication protocol, and so on.

Before the Beidou Standard Technical Committee was established, the domestic
related standard systems of satellite navigation include military standard system,
aerospace equipment standard system, and astronavigation standard system. These
standard systems are on behalf of the national level, industry level, and aerospace
construction level, respectively. These standard systems mainly work for their own
industry and cannot fulfill the requirements of Beidou navigation system.
Therefore, in November 2015 the Beidou Standard Technical Committee released
the national satellite navigation system of version 1.0 which is the first national
satellite navigation standard structure. However, that standard structure still does
not cover the ground operation control segment.

3 Demand Analysis for Operation Control Standards
of Beidou System

The standard system research of Beidou navigation satellite system is the inherent
requirement of system construction and improvement. From the first generation
system to current regional system, the testing and engineering construction cost
only 10 years. According to the engineering planning of Beidou global system, it
will provide service in 2020. To realize rapid construction, we need advanced and
mature technology standard and management technology to guarantee the timetable
and construction quality. Therefore, the research on operation control standard is
the inevitable demand of standard structure for Beidou system. The ground oper-
ation control technology is the core technology for the system operation, man-
agement and control, and the research and establishment of its standard system is a
significant part of standard structure for Beidou navigation satellite system.

All navigation satellite systems go through two stages, construction and oper-
ation maintenance. At present, Beidou regional system has stepped into mainte-
nance stage, and Beidou global system is engaged in developing construction stage
which will provide official service in about 2020 and then go into operation
maintenance stage. Though the working content and targets are very different in two
stages, their basic goals are approximately the same, i.e., service performances must
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be guaranteed in both of the two stages. Hence, we need to analyze the standard
demands in three aspects including service performance, construction, and opera-
tion maintenance.

3.1 Demand Analysis of Operation Service Standard

In order to define the service and performance in the system construction and
operation maintenance, the service standard should be first established, regulating
the navigation signal, service and performance requirements which should be
maintained by the system. The user conducts positioning and timing by receiving
RNSS satellite signals and the corresponding navigation message. The navigation
message contains various information formed by the ground control stations, such
as satellite ephemeris, satellite clock error, ionospheric delay correction parameters,
almanac data, wide-area difference correction data and integrity information. Each
kind of data plays an important role to the user performance. Users must closely
follow the data format and accurately employ the navigation parameters to get high
precision navigation and positioning performance. Therefore, it is necessary to
establish the ground operation control service agreement to regulate the messages
use and create conditions for users to understand and employment.

3.2 Demand Analysis of Construction Standards

As the formal operation of Beidou regional system, it is urgent to put the mature
technical requirements and regulations into standard for the ground control seg-
ment, especially for monitoring stations, key components and test devices with
large quantity, wide application and vast subsequent demand. These need more
guidance and constraint by the technical specification standard to complete the
following production and provide reference for the development of the global
system construction. But the global ground control and regional ground segment
contain different systems and devices. Therefore, the existing specifications for the
regional system ground control segment cannot be directly applied to the con-
struction of the global system. As a result, the ground control segment technical
specification standards should not only reflect the technical achievements of the
regional system construction, but also reflect the generalization for the construction
of the global system. The ground operation control segment is mainly composed of
master control station, time synchronization upload station, monitoring stations, key
components, and test devices. Therefore, we need to set standard in master control
station, time synchronization upload station, monitoring stations, key components,
and test devices respectively.

The ground operation control segment is an enormous system with large sets of
devices and the interface between devices is rather complicated which forms a large
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number of interface documents in the process of system construction. Global sys-
tem is the upgrade of regional system, requiring the existing regional system
interfaces be summed up to form standard for global system design. The ground
operation control system interface can be summarized as satellite-ground interface,
station-station interface, inter-station interface (inter-system interface and internal
interface) and key components interface. In conclusion, the interface standard
should be designed with the above expects.

In the construction process of Beidou regional system, testing assessment has
been done throughout the whole construction. Comprehensive test of the ground
system, subsystem, and key components need corresponding testing outlines and
regulations. The subsystems and key devices of the ground operation control sys-
tem have the characteristic of long development cycle and large quantity. As the
system is put into formal operation, some devices have come into the end of life,
which need authoritative testing standard to conduct spare devices production,
purchasing, testing, and application. These testing specification files provide
guidance for spare device testing and acceptance inspection.

3.3 Demand Analysis of Operation Maintenance Standard

The operation maintenance standards should be drawn with the guarantee of system
service. During the process of operation maintenance, the work related to system
services mainly include six aspects including performance evaluation, safety pro-
tection, constellation maintenance, operation maintenance, fault disposal and
equipment replacement. Therefore, the standard should be formulated with these
aspects into account.

In order to guarantee the service performance of the system, it is necessary to
establish the system performance evaluation standard in the long-term operation
stage to provide the evaluation basis for navigation satellite system operation and
thus provide the basis for long-term service performance optimization. In the long
term, the performance evaluation criteria also provide technology support for ser-
vice performance evaluation system and engineering construction of Beidou global
system. Therefore, we need to establish performance evaluation standard of Beidou
navigation satellite system, providing systematic and normative basic to estimate
the operation condition of the navigation system.

In order to guarantee the service performance of the system, maintenance the
performance of the Beidou navigation constellation is the foundation. To maintain
the constellation performance, backup satellites and complementary satellites
should be launched. Before the satellite goes into the constellation, on-orbit esti-
mation should be conducted. When the satellite iscoming to its life expectancy,
de-orbit steps should be implemented. Then, satellite networking and retirement
standard should be formulated to clarify strategies, principles, and operation
procedures.
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In order to guarantee the service performance and maintain the continuity of the
system, the system devices should be maintained at regular intervals. At the same
time, different devices should be operated according to different control instruc-
tions. Therefore, it is necessary to formulate operation and maintenance standard for
satellite and ground system devices to ensure the accuracy of each operation.

In order to guarantee the service performance of the system, fault location and
disposal should be carried out in time when the system failure occurs. For Beidou
satellite failure, including satellite platforms and payload fault, there must be a set
of fault diagnosis and disposal procedures to ensure satellite recovery and reduce
the impact on the navigation users. In the process of testing of the control segment,
hundreds of system failures have been found and solved and a lot of system
management experience has been accumulated. It is necessary to formulate the
existing failures and fault disposal scheme and classify the common failures in the
process of operation to ensure the continuous and stable operation of the system.

In order to guarantee the service performance of the system, devices should be
replaced when cannot be repaired. The ground control system consists of master
station, monitoring station, and upload station with different devices and compo-
sitions, which require different equipment replacement specifications. Therefore, it
is necessary to establish requirements for the equipment replacement, which
guarantees the stable operation of the equipment.

4 Standard Structure Design of Ground Control Segment

4.1 Design Principle

1. The unity principle: standard system should focus on unity of engineering
construction and technical requirements and the development of the industri-
alization for Beidou navigation satellite system, establishing a unified standard
for navigation satellite system, which should not only consider the need of the
regional system operation maintenance, but also take the needs of Beidou global
system construction into account.

2. The openness principle: standard system should make full use of domestic and
foreign existing standards resources and research achievements, and compre-
hensively connect with international navigation satellite standard to carry out
international exchanges, cooperation, and competition conveniently.

3. The autonomy principle: standard system should be based on Beidou navigation
satellite system with Chinese characteristics and the core independent intellec-
tual property rights.

4. The compatibility principle: standard system should be compatible with other
exiting global navigation satellite system (GPS, GLONASS, Galileo) to build an
open and compatible standard system, meeting the needs of compatible inter-
operability and realize global application.
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5. The progressive principle: standard system should be based on our national
reality of the technical and economic development, follow the step-by-step
model, combine with the development of the specific schedule and key tech-
nology research, compile required standards hierarchically, and gradually
improve to eventually form a comprehensive and complete standard system.

4.2 Standard Structure Design

According to the requirement analysis above, the standard system for the ground
operation control segment of Beidou navigation satellite system can be designed.
As shown in Fig. 1, the operation control standard can be divided into three parts
including operation service, system construction, and operation maintenance. The
operation service standard includes service protocol and service requirement stan-
dard. The system construction standard includes the system standard, interface
standards, and test standard. The operation maintenance standard includes perfor-
mance evaluation, security protection, on-orbit management, operation and main-
tenance, fault disposal and the replacement of the equipment.

1. The operation service standard
The operation service standard mainly defines the interface between the navi-
gation satellite and the ground operation control segment and the specific per-
formance requirements of various services. It can be divided into two branches
including service agreement and service requirements.

Ground Operation 
Control standard

Operation Service 
Standard

service protocol standard

service requirement standard

System Construction 
Standard

Operation 
Maintenance Standard 

performance evaluation standard

Security protection standard 

system standard

interface standard

test standard

on orbit management standard

manipulation maintenance 
standard 

fault disposal standard

equipment replacement standard

Fig. 1 The standard structure of the ground operation control segment for Beidou navigation
satellite system
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The service protocol standard is mainly for the interface between satellite and
the ground control segment, and establishes common specification for naviga-
tion message process.
The service requirements mainly provide specific performance requirements for
the ground operation control segment, such as the wide-area differential service,
precise ephemeris service, ionospheric model service, timing services, service
system.

2. The system construction standard
The system construction standard mainly includes system technical require-
ments and standard correlated with system design, internal interface of the
ground operation control segment, and unity test and key components exami-
nation standard, which can be divided into system standard, interface standard
and test standard.
The system standard mainly defines the system technical requirements and
construction requirement of the master station, monitoring stations and time
synchronization/upload station, key components and testing devices.
The interface standard defines the design of satellite-ground, station-station and
key components interfaces.
The test standards mainly guide the test and estimation the monitoring station
and key components.

3. The operation maintenance standards
The operation maintenance standard is used for the maintenance procedures of
the master station, monitoring station, upload station, key component and testing
devices, which can be divided into performance evaluation, security protection,
on-orbit management, operation and maintenance, fault disposal and the
replacement of the equipment.
The performance evaluation standard includes performance assessment criteria
and evaluation methods mainly based on the service performance of Beidou
navigation satellite system.
The security protection standard defines the safety requirements by the on-orbit
satellite and information security requirements by the system.
The on-orbit management standard mainly formulates the operation manage-
ment to the networking and on-orbit satellite.
The operation and maintenance standard mainly formulates constellation
maintenance and single on-bit satellites management, and operation procedures
and maintenance process of the master station, upload station, monitoring sta-
tion and key components.
The fault disposal standard mainly formulates fault diagnostic criteria and dis-
posal procedures for control segment.
The equipment replacement standard is mainly used to define replacement rules
and operation procedures of the master station, upload station, monitor station,
and key components.
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4.3 Urgent Standard Demand of the Ground Control
Segment for Beidou Navigation Satellite System

According to the actual demand of the regional and global system, the service
requirements standard in service protocol standard and performance estimation
standard in operation maintenance should be preferentially considered. The service
requirements standard mainly refers to performance specification in RNSS and
RDSS service and service interface specification standard of Beidou system; the
performance evaluation criteria mainly include Beidou performance evaluation
standard in RNSS and RDSS service, and evaluation standard of the master station,
upload station and monitoring station. These standards can regulate service per-
formance and evaluation methods of the regional system, providing significant basis
for the stable operation of the regional system. At the same time, it can also set up
targets and guidance for Beidou global system construction.

5 Conclusion

In this paper, the current status of GNSS Standards both at home and abroad are
analyzed. Considering the construction and maintenance of Beidou navigation
satellite system, the standard demand of the Beidou ground operation control
segment is analyzed. The operation control standard structure is designed and the
suggestions on urgent standards are given. The results of this paper can provide
references for the design of Beidou ground control standard structure.
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The Management Pattern of Intellectual
Property for Enterprises of Beidou
Satellite Navigation

Ping Wang

Abstract The idea of the paper: In the aspect of technical level, enterprises need to
manage patent technology according to different categories. In the aspect of
enterprise institutional framework, build specific organization that supports enter-
prise’s intellectual property strategy. In the aspect of business operation, pursuit of
profit maximization is the company’s basic business objective, which is also the
goal of intellectual property strategy. In the aspect of resource utilization, deeply
grasp the national planning and policy, fully collect and use all resources.

Keywords Beidou � Intellectual property � Management pattern

1 Introduction

Beidou industry belongs to the sunrise industry in China. In April 2007, China
launched its first satellite Beidou second generation, which is expected to reach
global coverage in 2020. So far, China has successfully launched 20 satellites,
successfully completing to provide positioning, navigation, timing, and the goal of
short message communication service in the Asia-Pacific region. It is also accel-
erating the process of global coverage [1]. Beidou satellite navigation, a typical
technology-intensive industry, the core technology research and development, the
protection and utilization is fundamental to the survival and development. How to
complete scientific management and effective utilization is the key influencing
factor to get advantages over big dipper companies in the fierce international
competition. This article analyzes the management pattern of intellectual property
for enterprises of Beidou satellite navigation from the following four aspects.
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2 Aspect of Technical Level

The outward sign of Beidou technology advantage is its holdings of the patent.
Based on the background of public intellectual property, the article gives a simple
summary and analysis on the present condition of the related patents in China. In
the state intellectual property office patent database retrieval and analysis [2] (Patent
Search and Analysis of SIPO), using “Beidou” as the keyword to search related
patents, the pieces information can be as much as 5629. Similarly, in the U.S. Patent
office is (USPTO Patent Full—Text and Image Database) [3], searching “GPS” and
won the 99240 article of information related to patent. Only from the perspective of
the patent number of publicly, Beidou industry in China has a large gap to catch up
with the world advanced level.

2.1 The Annual Quantity of Application for Patents Related
to Beidou Satellite Navigation

First of all, the study began from the analyzing its development over time according
to the Beidou-related-patents situation from database for patent retrieval.

Figure 1 showed that the relevant patent application of Beidou has been low
before 2007. From 2008 to 2012, it began to grow. Since 2013, it showed a trend of
rapid growth, especially in 2013, the number has more than doubled compared to
2012.

2.2 The Areas of Technology that Beidou Related Patents
are Concentrated in

In order to get more detailed understanding of Beidou main technical direction and
application field of industry, this article selects the top ten related patents tech-
nology classification that Beidou is greatest concentrated of. They can be shown in
Table 1.
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2.3 The Proportion of Participation in Research
and Development by Enterprises in Beidou
Related Patents

The core of this paper is to explore management mode of intellectual property rights
for enterprises related to Beidou. So it is necessary to clear the enterprise research
and development of patent in the proportion of all patent.

Figure 2 indicates that the enterprises in the development of patents related to
Beidou played a dominant role, accounting for 69 %, this shows that with the
development of industrialization of Beidou, enterprises, as the main body of the
market, will be more and more important. The national policy guidance of Beidou
industry will gradually change to mature industry dominated by market demand
model.

Table 1 The top ten related patents technology

Rank Technology
areas

Main direction Quantity of
application

Proportion
(%)

1 G01 Measurement; test 1976 29.44

2 H04 The electric communication
technology

1357 20.21

3 G08 Signal unit 670 9.98

4 G06 Calculation; count 413 6.15

5 G05 Control; adjust 374 5.57

6 H01 Basic electrical components 246 3.66

7 B60 General vehicles 236 3.52

8 G07 Accounting device 220 3.28

9 G04 Time measuring 200 2.98

10 H02 Power generation; substation and
power distribution

152 2.26

771

28463

1118

Type of applicants

Enterprrises

Universities, Public Research Institutions

Individuals

Total

Fig. 2 The type of applicants
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3 Aspect of Institutional Framework

3.1 The Main Function of Intellectual Property
Management Department of Enterprise

With the standardization of management, large-scale operations of the enterprise,
setting up special department which is responsible for technical innovation is the
inevitable choice of technology-intensive enterprises. In the enterprise, intellectual
property management departments mainly charge of the following tasks.

3.1.1 The Strategy Management of Intellectual Property

As the important part of enterprise overall strategy, intellectual property strategy of
enterprise has a decisive role in the development of Beidou related businesses,
which is both export-oriented and technology oriented. This strategy should be a
macro, long-term, at the same time is also the result of the enterprise internal
department coordination. It will eventually be in the form of company system as the
direction of the effort to each employee, finally forming the enterprise development
goals.

3.1.2 The Development and Application
of Intellectual Property Rights

The development of intellectual property rights is mainly to inforce R&D coop-
eration with enterprises internally and strengthen links with universities and
research institutes. In accordance with the planning of intellectual property strategy,
integrate internal and external resources, focusing on breakthrough in technology
and technological innovation, forming the enterprise core technology, thus creating
a high technology core product with market competitiveness. The application of
intellectual property rights is mainly cooperated with enterprise production, sales
department, focusing on intellectual property into production capacity, and market
acceptance of the product.

3.1.3 Intellectual Property Management

The management of intellectual property rights mainly has the following several
aspects: daily management, dispute handling, and information gathering process.
Daily management is mainly transactional work. Dispute handling can be divide
two kinds: intellectual property disputes involving internal and external contra-
diction disputes between departments. The management department of intellectual
property should monitor the bank industry in the forefront of research, and
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collecting information on research and development related to intellectual property
rights is the important content of work.

3.1.4 Communication and Cooperation

In terms of international, enterprises should strive to join international organizations
of relevant industries, accessing to industry at the forefront of the dynamic,
knowing technology development trend in the future, participating in the devel-
opment of international rules, etc. In domestic, the enterprises should strengthen the
cooperation with other enterprises on the chain, integrating various enterprise
resource advantages, with major technological breakthrough. At the same time, it
should also strengthen the cooperation with universities, scientific research insti-
tutes in order to realize the coordinated development of the study. Then strengthen
the cooperation between the government department, the financial sector and the
intellectual property agency, enterprises from different angles to create conditions to
achieve breakthroughs in key technology areas.

3.2 The Status quo of Management Department
of Intellectual Property of Key Enterprises
in Beidou Industry

To analyze the actual situation of enterprise intellectual property management, this
paper is based on factors such as sales, net income, industry enterprise reputation in
the relevant enterprises to select the Beijing Beidouxingtong navigation technology
Co., Ltd., Beijing Hualichuangtong technology Co., Ltd.

• Beijing Beidouxingtong navigation technology Co., Ltd.
Beijing Beidouxingtong navigation technology Co., Ltd. is China’s one of the
earliest engaged professional company in navigation and positioning.
Beidouxingtong technology center is the core of the enterprise technology
innovation system, which is mainly rely on technological progress and tech-
nological innovation. Its main functions include: study the formulation and
organize the implementation of enterprise technology innovation strategy
planning; Organize technology development, transfer, management and ser-
vices; Industry-university-institute cooperation and foreign exchange; Cultivate
the enterprise technology innovation team, etc. Within the company, systems
have been built up and down to achieve management and technology research
and development of science and technology. In the future, through the central
research institute and a line of research and development institutions to coor-
dinate, linkage, the flux in the technology strategy research, basic research, and
applied research can be deepening and accumulation, and the strong support
may have new business development.
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• Beijing Hualichuangtong technology Co., Ltd., China
The company has set up a navigation technology research institute and a
research and development centers, research and development personnel
accounted for more than 60 % of the total employees. The company’s organi-
zation chart is as shown in Fig. 3.

As you can see, the R&D department is the core of the corporate sector, the
financial support and human resources are fully equipped. The company has made
nearly 70 items of intellectual property rights, forming solid core technology and
research and development ability.

3.3 Summary and Analysis

According to the analysis of the two companies in the second part, as well as to the
survey of other related industry enterprise, it showed that Beidou enterprise did not
establish a separate intellectual property management department at the present
stage, and the general situation is relied on a research and development center or
institute for all intellectual property rights innovation, management and application.
Doing so is actually the fruits of research and development department and R&D
management department, the comprehensive utilization of human resources. In the
starting stage, because of money and human resources are limited, this is a lot of
enterprises in general.

4 Aspect of Business Operation

Any kind of management is to improve management effectiveness, which is ulti-
mately in order to increase corporate profits, bigger, and stronger. The management
of the enterprise intellectual property rights is to serve the ultimate goal. This paper

Fig. 3 Company’s organization chart
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selected Guoteng electronics, the representative company to analyze its profitability
and R&D, the excavation of the optimized management method to improve the
efficiency of the enterprise.

Table 2 shows, the volatile of Beidou business achievements. At the beginning
of the industrial development, the research on the high cost has outstanding per-
formance in the enterprise intangible assets and increases the cost of management.
Although the larger investment can make the enterprise fund chain tight, the
industry as a whole is located in the high-speed development stage. This technology
is essential for the survival and development. Beidou industry, as the representative
of advanced technology in China, has to get advantage in the international com-
petition, keeping the leading core technology. In this regard, the development of
Beidou enterprises can draw lessons from the development of China’s high-speed
rail industry. High-speed rail can be used as China’s technology business card to the
world. The most basic point lies in the high technology and low cost. Beidou
enterprises should develop, using its leading core technology as the basic elements.
Beidou industry, of course, has a special relationship to national security industry.
Considering the interests of the enterprise at the same time, attention should be
given to positive externalities, namely, social effect.

Table 2 The basic financial data of Guoteng electronic

The basic financial data of Guoteng electronic

Subject\year 2014 2013 2012 2011 2010 2009

Basic earnings per share 0.19 −0.06 0.09 0.34 0.95 0.76

Net profit 5151.93 −1533.2 2434.52 4778.09 5640.15 3961.57

Year-on-year growth rate 436.04 −162.98 −49.05 −15.28 42.37 34.54

Buckle the net profit 4422.35 −1673.6 2340.33 4487.15 5348.41 3749.13

Income 40719.7 26080.1 20229.3 19753.1 20056.3 17568.8

Revenue year-on-year growth
rate

56.13 28.92 2.41 −1.51 14.16 28.07

Net assets per share 2.73 2.56 2.68 5.32 10.26 2.91

Equity 7.03 −2.11 3.29 6.61 14.37 29.19

Equity-diluted 6.79 −2.16 3.27 6.46 7.91 26.14

Liability ratio 31.9 24.62 14.62 6.57 7.56 28.31

Capital reserve fund 1.17 1.19 1.2 3.4 7.8 0.77

Profit per share 0.49 0.31 0.41 0.82 1.33 1.05

Operating cash flow per share 0.68 0.07 0.07 0.01 0.71 0.69

Sales gross profit margin 54.19 45.51 57.02 52.55 64.5 63.66

Turnover 0.99 1.17 1.13 1.94 1.71 1.18
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5 Aspect of Resource Utilization

5.1 National Industry Policy

According to the state council general office on October 9 2013 issued by “the
national satellite navigation industry long-term development planning”, can see
clearly the current support of the state encourages the key development direction is:
improving the navigation infrastructure, the core technology breakthrough. In the
core technology, core device and the universal product breakthrough, to strengthen
the construction of innovative ability, promoting application of time frequency
safeguard, promoting the industry innovative applications, expand the scale of the
masses and promoting the overseas market development. Main task is to overseas
demonstration project construction, global marketing and service network con-
struction, and internationalization development service system construction. These
six points can be as Beidou macro industrial development direction the future
5 years, which has a guiding effect on related businesses. Enterprise intellectual
property strategy should revolve around the six major development direction to
develop, complying with the national industrial development trend, getting the
support of the government in the policy, funding, which will enhance the status of
enterprise in the industry.

5.2 Cooperation with Universities and Scientific
Research Institutes

High-tech enterprise and scientific research institution have close relationships. It is
clear in the example of the Silicon Valley in the United States and Japan Tsukuba
science city. In the study of the concrete enterprise, the enterprise cluster effect
obviously, mostly located in high-tech industrial park and concentration areas in
colleges and universities. The most prominent is the Beijing Zhongguancun science
park, where gathered the Beidou system civil research and development and
industrialization of leading enterprises. At the same time, it has the no. 1 Beidou
satellite navigation and positioning system and sorting service qualification units.
Associated with a cluster of Beidou enterprises coexist is composed of a large
number of research institutes of colleges and universities to provide rich intellectual
resources, including China’s satellite navigation application center, satellite navi-
gation and positioning terminal management institution, China academy of space
technology, Chinese academy of sciences, the second generation navigation special
China academy of surveying and mapping science, Beidou navigation application
major project office in Beihang University, Zhongguancun aerospace science and
technology innovation park research resources, etc.
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5.3 The Integration of Internal Resources in Enterprises

Nonaka’s SECI model argues that knowledge innovation can be divided into four
stages: socialization, externalization, combination, and internalization. In the
transformation of the four steps, a lack of incentive constraint mechanism is the
common fault of the domestic enterprise technology innovation. Beidou enterprises
also exists such problems.

To solve these problems, management department of intellectual property needs
to strengthen the enterprise internal mechanism of incentive and constraint, to
integrate resources, promote technological innovation. Specifically, there are fol-
lowing points: First, project management. The work of the project scheme design
utmost to adapt to the characteristics of the research and development work is
complicated, giving full play to the group, which is advantageous to the secondary
development of technology to product. Second, incentive and constraint mecha-
nism. Incentive mechanism in salary incentive and equity incentive, for ordinary
technicians take differential compensation system, for developers to use with out-
standing contribution of equity incentive to make them closely connected with the
enterprise development. Constraint mechanism mainly lies in establishing a pro-
fessional assessment team. Third, the establishment of technology standards. In
order to avoid duplication and inefficient work, enterprises should optimize the
existing intellectual property management pattern, forming the modular manage-
ment, the existing intellectual property classification. Each corresponding intel-
lectual property in enterprise’s products or services can increase the rate of
utilization of patent and transition.

6 Conclusions

From the above, the optimization of Beidou enterprise intellectual property man-
agement mode needs to improve from four aspects, namely at the technical level, to
strengthen the enterprises in the main role in technology innovation, to strengthen
the market orientation of technology innovation; At the organization level,
according to the enterprise development situation, set the competent intellectual
property, shall be formulated by the enterprise top directly responsible for intel-
lectual property strategy, enterprise development of guidance documents written to
enterprise strategic planning; In the enterprise management level, strengthen tech-
nology to the secondary development of products, to the project team working
mode to promote the efficiency of each of the intellectual property rights and
profitability; In resource utilization level, study relevant government policy docu-
ments, and make full use of the government all preferential measures for industry
development, to strengthen the coordination development and personnel training of
scientific research institutes, promoting the combination of production, and between
the various departments within the enterprise, through the project management,
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incentive constraint mechanism, and establishing method of fusion technology
standard internal resources, stimulate innovation consciousness, create a good
research, and development team.
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