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Abstract Content-based image retrieval pays more attention to reducing semantic
gap. Semantic template is a promising method for reducing semantic gap, and
consists of mapping between high-level and low-level visual features. The work
presented here proposes a semantic template method via multilayer perceptron,
which has three layers: an input layer, a hidden layer, and an output layer. In the
proposed method, the pixel features of an interesting region are selected as input
features, the features weights are originally designed randomly with random seeds,
and softmax is selected as the activation function. Experiments show the proposed
method has high accuracy for image retrieval, and the accuracy can be improved by
adding samples to train the MLP (Multilayer perceptron) classifier until a relative
stable state is achieved.
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1 Introduction

In the early 1990s, the content-based image retrieval (CBIR) system was introduced
[1]. The largest challenge to effective image retrieval using CBIR is a semantic gap
between low-level feature and high-level semantics, which prevents its wide
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application as a solution [2, 3]. In the past few decades, many algorithms have been
proposed to reduce semantic gap. These methods can be classified into five cate-
gories [2]: object ontology, machine learning, relevance feedback (RF), semantic
template (ST), textual information, and visual content, for Web image retrieval. In
real image retrieval systems, a synthetic approach based on the five methods can be
used in CBIR.

ST is not yet as widely used as the other techniques, but it is a promising
approach in CBIR [1]. ST constructs a bridge between semantic features and visual
features to reduce semantic gap. It is usually defined as a ‘representative’ concept,
and calculated from a set of sample images [4, 5].

Smith and Li use composite region templates (CRTs) to decode image semantics
[4], which defines the region as a semantic description, and describes the prototypal
spatial arrangements of the semantic in the images. Chang et al. use semantic visual
templates (SVT) to map low-level visual features to high-level semantics for video
retrieval, which depends on the user’s feedback [6]. Zhang et al. generate ST
automatically in the process of RF [7]. In addition, wordnet is also used to construct
a network of ST [8]. In the retrieval process based on the ST, once the user proposes
a query concept, the system can find a corresponding semantic template. It uses the
centroid feature and the corresponding weight to find similar images. Based on this
method, Zhang et al. propose an algorithm to generate weak semantics [9]. Sarwar
et al. propose a retrieval system using a corpus of natural scene images via
imparting human cognition [10]. Hu et al. directly use Gradient Field HOG
(GF-HOG) and Bag of Visual Words (BoVW) to define semantic template [11]. In
addition in recent years, some scholars use annotation methods to extract the image
semantic and generate semantic templates [12–14]. These annotation methods
usually retrieve images according to the similarity distance of the semantic
templates.

Here we propose an algorithm to generate semantic templates based on multi-
layer perceptron (MLP). The algorithm uses the pixel features of interesting regions
as input data and generates a random weight vector with random seed for the hidden
layer of MLP. To achieve highly accurate classification, it selects softmax as an
activation function for output layer of MLP.

2 MLP

MLP is an artificial neural network model based on feedforward, which maps input
data to a series of appropriate outputs [15]. It consists of multiple layers with
multiple nodes, and each layer is fully connects to the next one (see Fig. 1). MLP
uses backpropagation to train the network, which is a supervised learning tech-
nique. It can solve the non-linear problems which cannot be solved by single-layer
perceptron.
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2.1 Layers Structure

The MLP usually consists of an input layer and an output layer. The output layer
usually has one or more hidden layers, which include some nonlinearly-activating
nodes. Each node in the front layer connects with a weight Wij to every node in the
following layer (Fig. 1).

2.2 Activation Function

Each neural node (except input nodes) has an activation function. There are three
types of activation functions: linear, logistic and softmax. Linear activation func-
tions are only copied the data by treating node, which is generally used for
regression problems, and not suited for classification problems. Logistic activation
functions are usually used for multiple classification problems, which generate
multiple independent logical attributes as outputs. Softmax activation functions are
usually used for common classification problems. The output of this type function is
mutually exclusive classes [15].

2.3 Learning Through Back-Propagation

MLP is a supervised learning model based on back-propagation. After a piece of
data is processed, the perceptrons change the connection weights by comparing the

Fig. 1 Multilayer perceptron

A New Method to Generate Semantic Templates … 37



difference between the error in the output and the expected result. The output layer
weights are modified via the activation function derivation, and the hidden layer
weights are changed according to the activation function back-propagation.

3 Experiment

3.1 Generating Semantic Template Based on MLP

To train the MLP classifier with three layers, we selected an interesting region to
represent the semantic template features, and used the pixel feature of the inter-
esting region to train MLP classifier. The corresponding output is the semantic
perception.

• S1: For the input layer, the pixel feature is the color feature of the pixel, and the
pixel feature is used to describe the interesting region as an object. As such, the
feature vectors are color feature vectors of pixels in the region of interest. The
feature vectors need to be normalized. To do so, the initial feature vectors need
substract the mean of the training vectors, and divide the standard deviation of
the training vectors components. Therefore, the processed feature vectors have a
mean of 0 and a standard deviation of 1.

• S2: For the hidden layer, the weights are initialized randomly. To ensure the
reproducible results, a random seed may be passed to the random number
generator. When the training results have a relatively large error, the model may
select a different value for random seed and retrain the MLP to achieve a smaller
error.

• S3: For the output layer, the activation function selects softmax.
• S4: In the retrieval process, we segment the image by a watershed algorithm,

which segments the objects form background in image following reference [16].
Then input sub region into MLP classifier. If there is relevant semantic per-
ception in the image, the MLP classifier will classify this image to the relative
semantic class as retrieval result.

3.2 Experimental Results

All experiments in presented here were performed on a Lenovo workstation with
Intel Core2.5 GHz CPU and Halcon11. The experimental images were selected
from http://image.baidu.com/.
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In our experiments, we generated two semantic templates: one is ‘orange’, the
other is ‘lemon’. We selected a region of interest for each object as inputs for the
semantic template classifier (see Fig. 2). Then train the MLP classifier for seman-
tics: orange and lemon respectively.

We used the pixel feature of the region of interest to train MLP classifier. Then
we normalized the feature vectors and designated 42 as the random seed, which is
based on experience [15]. The region rounded by the orange line represents the
orange semantic, and the region rounded by the yellow line represents the lemon
semantic. There are two types error of the result: one is the orange image is
classified to lemon semantic, or the lemon image is classified to orange semantic;
the other is orange image or lemon image is classified into two semantic classes.
The results of the classification by MPL are shown in Fig. 3.

For this experiment, we selected two samples to train MLP. One is orange, the
other is lemon. The classifying data are 100 images, and the number of correct
results is 66. To improve the accuracy of this algorithm, we added the samples to
train semantic template classifier. One experiment selected four samples to train
MLP, two orange, and two lemons. The other experiment selected six samples to
train MLP-three orange samples and three lemon samples. We have performed the
experiments with a larger number of samples. We selected eight, ten and twenty
samples to train the algorithm. As Table 1 shows, the accuracy of the classifier can
be improved via adding samples to train the MLP classifier until achieving a
relative stable state, and the accuracy of classification is not significantly improved
by increasing the size of training set.

Fig. 2 Select interesting region of object as input for orange and lemon semantic
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4 Conclusion

In this work we propose a semantic template method based on MLP to reduce the
semantic gap for CBIR. The proposed method uses pixel features of a chosen region
of interest, uses random weights and softmax to improve the classifier efficiency.
Our experimental results show our method has a good efficiency to classify images

Fig. 3 The results of the classification based on the semantic template classifier. 1 The sub figures
(a–j) show the correct classifying results; 2 The sub figures (k–m) show the error classifying
results; 3 The sub figures (n, o) show the error classifying into two class result

Table 1 The results of the classify based on the semantic template classifier

The number of the samples to train MLP 2 (%) 4 (%) 6 (%)

The accuracy of the classifying 66 74 83

Error of classifying Error classify to one class 26 20 15

Classify to two classes 8 6 2
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based on semantic. In addition, experiments shown that the accuracy of the clas-
sifier can be improved via adding samples to train the MLP classifier until attaining
a relative stable state, and to achieve the stable state only need small amount of
training samples. The proposed method can be applied into classification problem
with two classes.
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