
Chapter 8
Theoretical Aspects of Quantum Transport
and Computational Modeling of Molecular
Electronic Device

Hisao Nakamura

Abstract Recent techniques to create regulated nano-contact and precise measure-
ment of transport properties such as current-voltage (IV) characteristics provide
new insight of charge transfer and transport in a sub-10 nm-scale device. In this
chapter, several theoretical concepts to bridge charge transfer (chemistry) and
charge transport (physics) theories are described. “Old and new” problems of
molecular electronics such as length and temperature dependence of conductance,
unimolecular rectifier, etc. are revisited via a modern theoretical approach.
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8.1 Introduction

Research of a molecular-scale device has been improved considerably by recent
techniques to create regulated nano-contact [1–3] and precise measurement of
transport properties such as current-voltage (IV) characteristics [4–9]. The pio-
neering work of molecular electronics is the proposal of a molecular rectifier by
Aviram and Ratner (AR) [10]. Their idea was based on the analogue of a solid pn
junction [11] to electron transfer between donor and acceptor molecules. However,
several historical concepts of molecular electronics have been renewed [12–15],
and, furthermore, potential advantages of molecular junctions have been discussed
in broader research areas such as photovoltaic conversion [16–19], thermoelectricity
[20–26], biosensor [27–29], memory [30–35], and so on. Hereafter, the terminology
“molecular junction” represents a system consisting of a single molecule, molecular
wire, or molecular film connected to metal electrodes. The varieties of functions
relating to transport phenomena are mainly caused by a quantum confinement
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effect to electrons passing through molecules [36–39]. A quantum confinement
effect often gives a characteristic transport behavior by discrete resonant states, an
interference effect, and so on. It depends on competition of the intrinsic molecular
property (i.e., molecular orbitals: MO) and the contact effect of the molecular
conductor and metal electrodes. In this sense, understanding quantum transport
mechanism required fusion of the MO theory and Green’s function theory or the
scattering theory.

Green’s function framework is very convenient to perform theoretical analysis
for molecular junctions since correction terms, e.g., field effect, electron-electron
interactions, and electron-phonon interactions, can be introduced systematically
by self-energy terms. Nonequilibrium Green’s function (NEGF) theory is often
adopted for modeling transport processes under finite bias voltage [40–43]. In the
past decade, the atomistic computational modeling of molecular junctions has been
rapidly developed by combination of NEGF and first-principles mean-field theory,
in particular density functional theory (DFT) [44–54]. The NEGF-DFT approach
becomes now a standard tool since DFT has better computational scalability to
the system size than other electronic structure theories. However, there are some
limitations in first-principles approach yet. For an example, behavior of conductance
and transport mechanism depend on length scale of molecular wire or thickness
of the film. It is difficult to analyze these universal behaviors by only first-
principles calculations due to huge computational demands. Therefore, theoretical
modeling and computational study based on first-principles calculations should be
adopted complementarily to understand fundamental mechanisms and design a new
functional device.

In this chapter, the aim is to sketch theoretical aspects to understand the quantum
transport process in molecular junctions based on concerto of theoretical and com-
putational models with reference to recent experimental studies. Throughout this
chapter, the atomic unit .e D ¯ D 1/ is adopted to present theoretical formulations
as far as there is no declining.

8.2 Theory of Electric Transport in Molecular Junctions

In order to realize a functional molecular device, the first step is to understand
charge migration mechanism and control it. Theoretically, two opposite mechanisms
are usually considered. One is coherent transport, which consists of a tunneling
(band-like) transport, and the other is hopping mechanism as decoherence limit of
charge migration [55, 56]. The former mechanism is dominant when length scale
of the conductor is shorter than the mean free path length of the charge carrier
(electron/hole). On the contrary, the latter mechanism assumes that the carrier loses
its coherence by electron-phonon interaction, i.e., quantum nature of a carrier is lost
in the hopping mechanism. In practical molecular junctions, the two mechanisms
coexist. Coherence can survive locally over several molecular units though the
charge migration is sequential hopping between each moiety of unit groups. Hence,
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the suitable definition of “hopping site” depends on intrinsic electric structures of
molecular units when one applies hopping model to a practical system. However,
the two mechanisms show distinct universal length [57–60] and temperature [61,
62] dependence of electric conductance. Crossover of the universal behavior of
conductance is expected as its dependence on the molecular wire length (L) and
temperature (T) when the conductance measurement is examined by varying L and
T in a wide range.

It is well known that the conductance decreases exponentially as a function of
L, � D �0 exp .�ˇL/ [55, 63], for conjugated organic molecular wires when L is
sufficiently short. The constant �0 is determined by the structure of the contact. The
exponential behavior was measured for many conjugated molecular wires, and the
ˇ value is 10�1 � 100 Å�1 for most conjugated molecules [64–67]. Observation
of “length dependence crossover” has been also reported by several groups, and the
crossover is usually explained by change of the coherent to hopping mechanism [57,
64, 68–70]. Choi and coworkers made oligophenyleneimine (OPI) wires bounded to

Au substrates [64]. They found length dependence crossover at L � 4:0 VA. The fitted

ˇ is 0:30 VA�1 in short L, while it is 0:09 VA�1 for L > 4:0 VA. Length dependence was
measured systematically for similar oligomers, i.e., oligophenylenetriazole (OPT)
[57] and oligonaphthalenefluoreneimine (ONI) [68] wires by Frisbie’s group. In
all cases, clear crossover is presented at the length of four or five molecular units,
and they claim that the plot behaves as linear function of L, i.e., “transition” of the
mechanism from tunneling to hopping.

As shown later, exponential behavior of conductance � is the typical feature
of the off-resonant tunneling system, where the energy gap of the Fermi level
(EF) and conduction band of the molecular conductor is sufficiently large. On
the contrary, ˇ can be considerably small and � becomes nearly constant as a
function of L when tunneling is resonant, e.g., nanowire of metallic atoms. Instead
of length dependence crossover, another characteristic behavior of � is observed for
monoatomic metal wires such as Au, Pt, and Ir atoms [71, 72]. Smit et al. observed
an oscillatory evaluation of � depending on the number of atoms in the chain being
even/odd parity [71]. They concluded that the parity oscillation was universal for
metal monoatomic chain and thus length dependence of � is not always linear or
exponential. These experimental findings suggest difficulty to identify the dominant
transport mechanism only by analyzing ˇ obtained by a limited number of wire
length samples, and simultaneous consideration of L and T dependence is necessary.
Below, the general theory and qualitative analysis of the universal behaviors are
presented by using Green’s function framework. An inelastic transport process by
electron-vibron interaction is also treated as the extension of the same Green’s
function approach.
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8.2.1 Length Dependence of Conductance and Charge
Migration Mechanisms

In order to describe an analytical theory, the single-level tight-binding model is
very useful. Here, the theoretical model and analysis by Asai and Fukuyama [73]
is introduced, which consists of a uniform chain and cubic lattice electrodes. The
schematic figure and symbols of tight-binding parameters are given in Fig. 8.1. The
resulting model Hamiltonian is written as follows [73]:
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Fig. 8.1 A schematic view of the tight-binding model for the nano-contact composed of a
monoatomic wire and electrodes [73]
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The annihilation operator, ckx,ky,jz, relates to an electronic state of the electrode
labeled by two-dimensional band � point (kx, ky) and real-space z (layer iz). The
operators ci, cI1 , and cIN are defined by the site in the chain and the left/right
contact sites Il/IN , respectively. For simplicity, we take symmetric electrodes, i.e.,
the parameters are set as tL

M D tR
M � tM; tL D tR � tc; "L D "R. The cubic lattice

constant is taken as aL D aR � a. We set the metallic site energy of electrodes
to zero. Hence, EF is also zero when the metal is half-filling. Spin dependence of
Hamiltonian is omitted in the present model.

Assuming that left and right electrodes are in thermal equilibrium, i.e., electrons
are in Fermi distribution f, the electric current is expressed by NEGF formalism as
follows [40, 43]:

I.V/ D g0

�
dETr Œ�L.E/Gr.E/�R.E/Ga.E/� . fL .E; �L; T/ � fR .E; �R; T// (8.2)

where V is bias voltage and equal to the difference of chemical potential of left and
right electrodes and �L � �R. Gr/a is retarded/advanced Green’s function defined
in the focused device region, which is usually termed as scattering region. �L/R is

defined as i
�
†r

L=R � †a
L=R

�
, and †r/a

L/R is the retarded/advanced self-energy term of

(semi-infinite) the left/right electrode. Trace part is transmission coefficient �(E),
and g0 is conductance unit including spin factor. The conductance at zero bias and
temperature T is obtained by

� .T/ D g0

�
dE�.E/

�
� @f

@E

�
(8.3)

When T is not sufficiently high, the derivative of the Fermi function in Eq. 8.3 is
close to the delta function. Thus, conductance relates to the transmission coefficient
at EF. i.e., �.T/ � � � g0.EF/.

In the tight-binding model Hamiltonian, Eq. 8.1, Green’s function and self-
energy terms can be represented by an analytical form. The scattering region is
the chain and the self-energy terms are added to the left/right terminal atomic sites
of the chain. The resulting conductance � is [73]

� D 4	2g0t4c Q
2
c

j�1 � �2j 2

ˇ̌
ˇ
�
�1 C Q†�2ei.N�1/‚1eˇ1.N�1/ � �
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(8.4)

where �1=2 D �
2
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energy of each electrode is

Q† D 	t2L

�
P
� dE0

	


c .E0/
E0 � EF

C i Q
c

	
(8.5)

The term Q
c is the electron density of state (DOS) on the left (right) electrode
terminal site Il (IN) at E D EF; Q
l1.DN/

EF and Q
c are also calculated analytically.
Equation 8.4 is useful to figure out the relation between conductance and the site
energy level alignment, which is the most essential intrinsic parameter of molecular
junctions. The analytical expression of ˇ is derived straightforwardly from Eq. 8.4,
and the parameter  � ˇ̌

�
2t

ˇ̌
gives threshold of the tunneling regimes. When 

>1, ‚1=2 � 0 and ˇ1=2 � ln
�ˇ̌
ˇ
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, respectively. When the

tunneling is completely off-resonant, i.e., y � 1, the values of ˇ1/2 are eˇ1 !
ˇ̌
ˇ�=t

ˇ̌
ˇ

and eˇ2 ! 0. Hence, d0, the conductance in the off-resonant tunneling, is expressed
by the exponential function of L as

� � 4	2g0t4c Q
2
c

j�1 � �2j 2

ˇ̌
�1 C Q†ˇ̌ 2

e�ˇL (8.6)

where the distance between neighboring sites (molecular units) is set to d0 and ˇ is

ˇ D 2 ln .�=t/

d0

(8.7)

This analytical expression tells that there are distinct regimes of exponential and
non-exponential behavior specified by a threshold value, i.e., ˇth D 2 ln 2

d0
.

On the contrary,  � 1, and the transport is resonant tunneling or band-like
transport. One can find clear conductance oscillation as a function of L (or number
of sites in the chain) by plotting Eq. 8.6 when the parameter is set to  � 1. When
 � 0, the oscillation of � is even/odd parity for the number of the sites in the
wire. Furthermore, theoretical calculation predicts the change of parity (even/odd or
odd/even) is reversible by change of . With increasing  to 1, the periodicity of
oscillation becomes large and infinite at  !1. Hence, validity of ˇ estimated by
a limited number of data by experiments or first-principles calculations has to be
examined carefully when a system is more complex molecular wire (e.g., multilevel
sites) and likely quasi-resonant tunneling,  � 1. Adding to length dependence,
it is worthwhile to note the amplitude of conductance oscillation. The amplitude
is governed by a ratio of transfer integrals, t2

c /tM and t. There is a threshold value,ˇ̌
ˇ t2c =tM

t

ˇ̌
ˇ, which gives perfect transmission, and the amplitude becomes large when

deviation from the threshold increases.
Formulation of hopping mechanism is derived by the NEGF framework when

the decoherence term such as electron-vibron interaction and electron-electron
interaction is large. Here, the decoherence term is the coupling term of electron and
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inter-/intramolecular vibration (vibron) in the present case though other terms (e.g.,
impurity scattering, electron-electron scattering) are also possible. It is sufficient
to focus on only charge migration between the nearest neighboring sites of the
wire. Following the argument by Yeganeh and coworkers [74], the simplified model
Hamiltonian is adopted, where only the site “0” couples strongly with vibron (i.e.,
source of decoherence) of the wire:
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i
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where M is electron-vibron coupling strength and b�(b) is the creation (annihilation)
operator of vibron, whose frequency is �0. In the strong coupling limit, applying
canonical transformation (Lang-Firsov transformation) [75, 76] is convenient:
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The site “0” is the source of decoherence. The new operators, c and t, are defined

as co exp
�

�M
�0

�
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��
and t exp

�
�M
�0

�
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��
, respectively. Focusing on the

Hamiltonian of hopping site Hhop, charge migration rate is derived by using Eq. 8.2
where the left and right electrodes are replaced to the sites of i ¤ 0 in Eq. 8.9. Then
one gets the hopping conductance as � D �2	g0t2ImGr ."/. Green’s function is
now defined by Hhop. Since Hhop consists of the vibron term, we consider finite
temperature Green’s function, i.e.,
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where In is the Bessel function. Introducing an asymptotic form of the Bessel
function and after several algebras [74], the conductance is expressed as a high-
temperature limit

� � 2	g0t2p
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where Q� relates redox potential of the two sites and Q� is equal to M2

�0
. Equation 8.11

is formally similar with the electron transfer rate expression by the Marcus theory
[55, 77]. The analogue of Marcus’s electron transfer rate theory and charge
migration by hopping mechanism (polaron) has been often adopted for analysis of
organic semiconductor and polymer [78]. For many conjugated molecular wires,
one hopping site can consist of two or more molecules and hopping is multi-step.
Conductance is independent or linear to L when transport is dominated by hopping
mechanism (decoherence limit). Equation 8.11 predicts Arrhenius-type thermal
activation for hopping mechanism.

8.2.2 Universal Temperature Dependence Crossover
and Inelastic Scattering Effect by Electron-Vibron
Interaction

In Sect. 8.2.1, universal “length dependence crossover” and the two different charge
migration mechanisms were described. Observation of sufficiently large thermal
activation energy is considered to be a direct evidence of hopping mechanism.
Equation 8.11 was proved by NEGF framework with strong coupling limit of
electron-vibron interactions. However, it is not clear whether temperature depen-
dence and relating thermal activation energy is decided uniquely or not by given L.
As a theoretical view, a relating question arises: Is strong electron-vibron coupling
a necessary condition to realize the Arrhenius-type behavior? The questions have
been opened by Selzer et al. [61]. They used a sufficiently short molecule to avoid
strong decoherence caused by large L: thus, transport is expected to be almost
coherent. They observed temperature dependence crossover in the same 1-nitro-
2,5-di(phenylethynyl-4-mercapto)benzene molecule. A similar crossover has been
reported for biomolecular junctions, e.g., DNA molecule by Yoo et al. [79] and dry
bacteriorhodopsin by Sepunaru et al. [80]. Recently, Lee et al. measured temperature
dependence of a single oligothiophene molecular wire, where each measured wire
contains 5 (5T), 14 (14T), and 17 (17T), respectively [81], as shown in Fig. 8.2.
Temperature dependence crossover is not found in the short (5T) and long (17T)
wires, and each conductance plot can be explained by coherence and hopping
mechanisms as usual. However, in the middle length (14T), the conductance is
almost unchanged

�
� � 1:8 � 10�5G0

�
up to 350 K, and then it increases with

increasing temperature
�
� � 1:8 � 10�5G0

�
at T D 450 K. Since the length is

fixed, strength of electron-vibron coupling should be the same. Hence, temperature
dependence of decoherence term is responsible rather than dependence of coupling
strength.

The same model Hamiltonian of Eq. 8.1 was applied, while electron-vibron
interaction by the extended Su-Schrieffer-Heeger (SSH) model was added [81].
Contrary to the canonical transformation, the self-consistent Born approximation
(SCBA) was adopted to calculate Green’s function, i.e., strength of each coupling is
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Fig. 8.2 Plots of temperature dependence of conductance for 5T, 14T, and 17T molecular
junctions [81]

assumed to be sufficiently weak. In the SCBA, both nonequilibrium electron and
vibron Green’s functions (labeled as D) are determined simultaneously through
electron-vibron self-energy terms,

P
evib (electron) and

Q
evib (vibron) [82]. Interest-

ingly, SCBA results in successes to reproduce a universal behavior of conductance
� in both low- and high-temperature regimes, i.e., nearly zero and large thermal
activation energies. The temperature dependence of the SCBA results was nicely
represented by the scaling function S .T/ D A exp .� tanh .B=T// C C, where the
form of the function is derived by the single-mode polaron model. The parameter
B represents the activation energy and corresponds to the lowest vibron energy.
C is constant to match the conductance at a low-temperature limit and A is the
adjust parameter. Scaling analysis by S(T) to the experimental conductance was also
applied and showed fairly well agreements with each other. Recall that the present
Arrhenius-type behavior is obtained by SCBA of weak electron-vibration coupling
approximation. Thus, Arrhenius-type � and large activation energy are not evidence
of the hopping mechanism of strong electron-vibron coupling. High temperature
enhances decoherence and provides the thermal activation energy though strength
of coupling is weak. In this sense, the concept of “hopping” mechanism should be
extended.

As stated above, the electron-vibron interaction affects � even when the inter-
action is weak. Only an inelastic process exchanges energy between electron and
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vibron, while both of elastic and inelastic scatterings change electric current by
resonance of electron and vibron. Rapid change of electric current is observed when
the applied bias matches to the energy �˛ of vibrational mode ˛. Hence, the plot
of the second derivative of electric current by bias, d2I

dV2 , provides a peak or dip
at V � �˛ and is called inelastic electron tunneling spectroscopy (IETS) [83–
90]. IETS is a fingerprint of the bridge molecule and useful spectroscopic tool to
prescribe the bridge molecular species and adsorbed molecular conformation [91].
One of interest is that its shape (peak/dip) of IETS depends on a molecular wire [92].
The peak shape was usually observed in organic molecular junctions [87, 93–98],
and the early theory of IETS showed that energy exchange of inelastic processes
opens a new channel of tunneling electron, i.e., IETS gives a peak shape for positive
bias (and dip for negative bias). On the contrary, Agrait et al. measured IETS of
some metal atomic nanowires and found that the shape of IETS is dip at positive
bias V > 0 [99, 100]. As shown below, peak/dip relates roughly to that tunneling is
off-resonant/resonant.

To analyze IETS, use of the normal mode coordinates is convenient to define
vibron Green’s function. Nonequilibrium effect and details of thermal dissipation
of excited vibron energy is often omitted in IETS analysis. Within the model of a
single site and single vibrational mode in the wire part like Eq. 8.8, the difference of
I with and without electron-vibron interaction, ıI, is evaluated simply by using the
lowest-order Born expansion (LOE) [48, 101–103] with omitting the energy shift
by the interaction. The second derivative of ıI by bias is expressed as follows:

d2 .ıI/

dV2
� g0M2� .EF/

�2 � .�L C �R/2=4
n
�2 C .�L C �R/2=4

o2

d2F

dV2
(8.14)

where the function F is only a function of V, T, and �˛:

F D .�˛ � V/ NBE .�˛ � V; T/ � .�˛ C V/ NBE .�˛ C V; T/ ; (8.15)

and NBE(!, T) is the Bose-Einstein function. When �L and �R terms are almost
equal, Eq. 8.14 leads to a more simple form as follows:

d2 .ıI/

dV2
! g0M2� .EF/ .1 � 2� .EF//

d2F

dV2
: (8.16)

Equation 8.16 predicts clear peak/dip change at � .EF/ D 0:5, i.e., the sign of
IETS depends on that tunneling is resonant (band-like) or off-resonant [104]. More
detailed analyses have been performed by SCBA with changing the parameter 4
and tM [105]. The resulting phase diagram gives the phase boundary of peak and
dip as well. The boundary and that calculated by the condition � .EF/ D 0:5

agree qualitatively when the correction by real part of self-energies is considered.
However, the agreement of SCBA and LOE is not sufficient when the values of 4
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and tM are small, which represents resonant tunneling at weak-link contact. In this
region, multiple scattering effects will become important for IETS analysis.

8.2.3 MO Engineering and Contact Chemistry via
First-Principles Calculations

Up to now, universal behavior of transport phenomenon of molecular junctions
is discussed, and the simple model Hamiltonian approach was very useful for
analysis. However, parameterization is very complicated for complex molecules
or nanostructured wires, where quantum interference [36, 37, 106–108] due to
topology, multi-site effect at an anchoring point, and multilevel effects play essential
roles to device functions. Thanks to recent development of computational methods,
in particular combination of NEGF and DFT [44, 47–51, 54, 109–112], first-
principles transport calculation is possible. Once first-principles results are obtained,
we can estimate observables like IV characteristic and extract convenient quantities
to understand molecular-oriented device feature by using first-principles Green’s
functions, projected wave functions, and so on.

In the first-principles approach, the scattering region is defined as the region
consisting of the molecular part and a sufficiently large number of atomic layers of
left and right leads since the electronic structure of the contact (interface) region and
deep bulk electrodes must be treated on the equal footings. The self-energy terms
are added on the most outer region of the scattering region, i.e., deep bulk region.
In NEGF-DFT, Kohn-Sham Hamiltonian is used to define Green’s functions: thus,
self-energy of electron-electron interaction is incorporated as mean-field potential,
Hartree (VH) and exchange-correlation (VXC) terms. An external electric field due
to bias voltage is also inserted to the Hamiltonian, and perfect screening is assumed
in the electrodes. The mean-field approximation makes calculations easy since the
relating lesser self-energy term is zero [43, 113]. The most time-consuming step is
updating the density matrix and getting a converged result in self-consistent cycles
since the numerical integral of the lesser Green’s function by energy is necessary.
Many algorithms and numerical techniques have been proposed to get fast SCF
convergence and reduce computational cost [44, 48, 54, 114, 115]. There are
several drawbacks in the standard NEGF-DFT, e.g., underestimating the HOMO-
LUMO gap by omitting dynamical correlation, unknown VXC function applicable to
nonequilibrium condition, and so on. Several theoretical efforts have been reported
such as an extension to time-dependent DFT framework [116–119], analysis of
derivative discontinuity of XC functional [120, 121], and correction by partial
GW approximation [122, 123]. In spite of these drawbacks, NEGF-DFT is still a
useful and practical tool to perform first-principles transport calculations. Here, we
introduce a few examples of the recent NEGF-DFT calculations to show the power
of the first-principles transport calculation.



202 H. Nakamura

Fig. 8.3 Chemical structures
of diphenylene-ethynylene
with single (1Py) and
tripodal-leg (3Py) anchors
based on pyridine [124]

Designing robust anchoring is as important as synthesizing the conductor to avoid
breaks of contact by heating or concentrated electric field. Recently, use of tripodal-
leg anchor based on pyridine (3Py) was proposed as shown in Fig. 8.3, and better
robustness was confirmed by mechanical stability of the three contact points rather
than improvement of chemical bond strength [124]. Interestingly, the observed
electric conductance of diphenylacetylene anchored by 3Py is about 140 times larger
than that of a single pyridine (1Py) anchor unit, in which the tunneling channel
is 	 orbital of N atom. In order to understand the distinct nonadditive contact
effect of 1Py and 3Py, first-principles calculations are necessary. Two structures
of the surface electrodes, (111) and (001), were adopted as computational model
systems to perform NEGF-DFT. The resulting � of the former 3Py junction was
1:16�10�6G0, which is close to 1Py. On the contrary, � of 3Py (001) electrodes was
2:27 � 10�4G0. The molecular orbital relating to the tunneling is given in Fig. 8.4,
and the first-principles results predict formation of 	 contact at (001) electrode. In
other words, the high conductance of the 3Py anchor can be explained by formation
of 	 contact. The presented example shows importance of “contact chemistry” to
design the molecular device [125].

NEGF-DFT is used to calculate not only coherent (ballistic) current but also
inelastic electric current by electron-vibron scatterings and is applied to assign
IETS [126–134]; however, most of the calculations have been performed within the
perturbation theory or LOE theory and applied to assign IETS. The LOE has more
simplified expression than that of the rigorous lowest-order Born expansion [103] by
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Fig. 8.4 The plot of wave
function of conducting
molecular orbital of 3Py
junction for Au(111) (left
panel) and Au(001)
electrodes (right panel),
respectively [124]

introducing approximations like energy averaging [47] and/or WBL [101, 102] and
so on. In the standard LOE method implemented to the NEGF-DFT, vibron Green’s
function D is represented by normal mode coordinates, and the self-energy …r

LC…r
R

is parameterized to damping constant �˛ . This approximation still includes the
nonequilibrium term of vibron (vibron excitation) though it is not accurate enough
to estimate local heating. LOE is a practical approach to combine first-principles
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methods and applicable to simulate inelastic processes at low bias when the tunnel-
ing is off-resonant or resonance is not as narrow as the scale of �˛ . Comparison
of the IETS signals by experiments and NEGF-DFT calculations has been studied
very actively. Typically, agreement of the shape and peak/dip positions is fairly well
for alkane-dithiol chain systems and metal atomic wires. Comparing with these
alkane chains, agreement is not sufficient quantitatively for aromatic molecular
junctions (e.g., benzene-dithiol), in particular for asymmetric low-frequency modes.
Since most of aromatic molecular backbones have high symmetry, IETS is very
sensitive to conformation of the molecule, electrodes, and adsorbed structure. Small
perturbation easily mixes different irreducible representation modes: thus, more
precise measurement and careful computational modeling will be necessary to get
quantitative agreement. However, for qualitative assignment of IETS signals and
active vibrational modes, NEGF-DFT and LOE provide useful insight.

In Fig. 8.5, (a) the first-principles IETS of benzene-dithiol and (b) four Au
atomic wires attached on the Au electrodes are presented. Temperature was fixed
with 5.0 K. For simplicity, only three longitudinal modes were included for the Au
wire, while all molecular internal modes were considered for the benzene-dithiol
junction. Difference of IETS shape (dip/peak) is clearly presented. In both cases,
some phonon damping parameters �˛ were examined. Let us consider the two
limited cases. One is �˛ ! 1 (damped limit), which represents that the excitation
energy is relaxed instantaneously to the electrodes and vibron is always in thermal
equilibrium. The other is �˛ ! 0 (undamped limit), where thermal dissipation is
assumed to be very slow. With decreasing �˛ (i.e., from damped limit to undamped),
offset grows in IETS signal. Observed offset is caused by bias dependence of the
distribution function of each vibron, which is deviation from NBE. Since the total
number of the internal modes of benzene-dithiol is 36, most of the normal modes
are IETS inactive. The symmetry rule and propensity of IETS have been discussed
for several groups [135–139], but they are not as simple as the rule of IR and
Raman spectroscopy [130, 140]: thus, first-principles calculation is highly desirable
to analyze experimental IETS signal.

Simulation of IETS is also a useful tool to identify the mechanism of current-
induced chemical reaction [141]. Very recently, Ohto et al. examined NEGF-DFT
to understand molecular switching mechanism of melamine on Cu electrode by
STM [142]. Using nudged elastic band method [143] and IETS calculation, they
found that the reaction coordinate of the conformation switch agrees with the highly
IETS active mode. By following calculations of current-induced adiabatic force and
electric field effect [144, 145], they concluded that switching is dominated by direct
vibrational heating of the promoting mode. Then the action spectra are calculated by
performing current-induced reaction dynamics using first-principles data. They also
found that the backward reaction is forbidden by less vibrational heating because of
nearly zero IETS intensity of the relating mode. This is consistent with experimental
observation [146].

In addition to NEGF-DFT calculations of observable properties like IV, extract-
ing some first-principles data and parameterizing model Hamiltonian will be very
useful to screening research of device material design and/or to attack challenging
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Fig. 8.5 Calculated IETS of benzene-dithiol (a) and four Au atomic chains (b). Only three
longitudinal modes are included in the calculation of the Au chain. The label in the upper panel
represents irreducible representation of the group of the assigned vibrational modes. The adopted
damping factor of each plot is in the insets [48]
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transport problems beyond DFT without huge computational demands. In the
following, we describe a systematic theoretical method to extract characteristic
quantities bridging traditional MO theory and NEGF approach. In order to analyze
intrinsic molecular properties, MO theory is the most popular and powerful utility.
The design of functional molecules by tuning energy and phase of the frontier
MOs (highest occupied MO, HOMO, or lowest occupied MO, LUMO) by chemical
modification or chemical substitution is one of (atomistic) chemical engineering,
i.e., MO engineering [147]. MO engineering should be a key to create a desired
device. However, hybridization of MOs and continuum states of the electrodes
changes the electronic structure of “free” molecules and charge donation/back
donation through the contact shift energy alignment relative to EF. Furthermore,
electronic interaction between molecular and metal electronic states governs both
mechanical strength and conductance as illustrated in the tripodal anchoring system.
Hence fusion of MO engineering and contact chemistry is desired.

One of the straightforward approaches is calculating transmission eigenchannel
wave functions, and another is adopting an MO picture based on effective Hamilto-
nian formalism [148]. The former approach is given in Ref. [149]. The latter scheme
consists of (i) defining Hamiltonian projected onto the focused molecular region
(this projected Hamiltonian is often called molecular projected state Hamiltonian,
MPSH) [150] and then (ii) renormalizing the remaining part by projection operator
technique [13]. When the projection operators to focused molecular region, left
outer region, and right outer region are denoted as P, QL, and QR, respectively,
the effective Hamiltonian on the P space is

Heff
PP.E/ D HPP C HPQL GQQ.E/HQLP C HQRPGQQ.E/HPQR (8.20)

where XYY represents YXY. The HPP term is the MPSH. Q is equal to QL C QR and
P C QL C QR D 1 as the operator. The eigenstates of MPSH define MO basis f®˛g
and this is termed as projected MO (PMO). In contrast to MOs of a free molecule,
the PMO has a complex energy term by the last two terms in Eq. 8.20:

"˛ D< '˛ jHPPj '˛ > C < '˛

ˇ̌
Re
�
HPQLGQQHQLP C HQRPGQQHPQR

�ˇ̌
'˛ >

C i < '˛

ˇ̌
Im
�
HPQLGQQHQLP

�ˇ̌
'˛ > Ci < '˛

ˇ̌
Im
�
HPQRGQQHQRP

�ˇ̌
'˛ >

D "˛.E/ � i�L.E/ � i�R.E/

(8.21)

where the real values "˛ and �L/R represent the PMO energy and electronic coupling
strength with the left (right) electrode, respectively. The term "˛ consists of an
energy shift by orbital hybridization of PMO and wave functions of electrodes.
The complex orbital energy "˛ depends on energy E. Only when one focuses on
low bias voltage E may be fixed with EF. The first-order contribution of ®˛ to the
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conductance is evaluated by the Breit-Wigner form as

�˛ D 4�L�R

.EF � "˛/2 C .�L C �R/2
; (8.22)

and one can identify the conducting MO by checking each �˛ . Note that all
parameters can be calculated by NEGF-DFT directly and these parameters include
the orbital phase and contact effect implicitly, i.e., straightforward extension of MO
engineering unified with contact chemistry.

Using the effective Hamiltonian, site energy alignment for conduction is roughly
estimated. To obtain site energies, further division of the P space to three subspaces
and then diagonalization of each sub-block matrix of HPP (not Heff

PP) are performed.
The resulting eigenvector relates localized molecular orbitals (MOs) on each site.
Then (renormalized) site energy can be obtained as the matrix elements of Heff

PP(EF)
in the (new) localized MO basis on each group [13].

8.3 Rectification by a Single pn Molecule with Symmetric
Anchors and Electrodes: Aviram-Ratner
or Ellenbogen-Love Diode?

In the following sections, a unimolecular rectifier of a pn resembled diblock
molecule [151–156] is discussed. The diode molecule proposed by AR (AR diode
molecule) consists of 	-Donor (	D) and 	-Acceptor (	A) molecular groups
separated by a � spacer bond, and it has often been denoted as D-�-A [10]. The
	A (	D) part plays an analogous role as p-type (n-type) semiconductor of the bulk
pn junction, and the forward direction of the AR diode is same with that of bulk
pn diode. Based on AR’s idea, many D-�-A and several D-	-A structure molecules
have been synthesized, and asymmetric IV characteristics have been observed in
a high bias voltage regime (typically above 1.5 V) [157–160]. However, most of
the proposed D-�-A molecules consist of an asymmetric contact because D and
A groups are usually completely different molecules. Hence, it is not clear that
rectification is triggered by the intrinsic electronic structure of the separated D and
A or by the asymmetric structure of the contact.

In the AR model, the energy alignment of HOMO of 	D group and LUMO of
	A relative to EF is focused and effects of nonequilibrium electronic response of
HOMO and/or LUMO to finite bias is omitted. On the contrary to AR, Ellenbogen
and Love (EL) focused on the change of energy gap between MOs localized on 	D
and 	A by applied bias direction [12]. The forward direction in the EL mechanism is
opposite to that of the pn because the positive bias voltage of 	A ! 	D direction is
expected to lift up the HOMO level of 	D while it may diminish the LUMO energy
of 	A. NEGF-DFT calculations have been examined to various D-�-A rectification
molecules and the results supported EL mechanism [15, 161].
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On the side of IV measurement experiments, a key to make “molecular”
rectification mechanism clear is (i) arranging symmetric electrodes and anchors
in the junction and (ii) identifying forward direction with regulated orientation
in single-molecule level. Only very recently, the precise measurement of the
unimolecular rectifier satisfying (i) and (ii) is performed [154, 155]. Recently,
several experimental groups have observed clear rectification behavior in a series
of self-assembled monolayers (SAMs) made of pn resembled diblock molecules
instead of a D-�-A structure [151, 154–156]. The forward direction in these cases
agrees with that of pn junctions. The latest study includes single molecular diode
property found experimentally in a specific form of the diblock molecules, i.e.,
bipyrimidinyl-biphenyl molecule with the symmetric thiol anchors. IV character-
istics of the bipyrimidinyl-biphenyl asymmetric molecule were compared with
that of its symmetric counterpart, i.e., tetraphenyl molecule [155]. This leads to
an experimental finding that the rectification of the asymmetric molecule starts
from very low voltage. These experimental findings conflict with EL mechanism:
thus, the question is that if rectification is realized by classical AR or alternative
mechanism relating an intrinsic pn feature built in the diblock molecule.

The NEGF-DFT was applied to the asymmetric and symmetric molecules,
then, clear asymmetry was found in the IV curve of the single asymmetric. The
rectification ration, �.V/ D Iforward=Ibackword, is 1.34 and 1.58 for V D 0.5 and
1.0 volt, respectively. In particular, the rectification ration of first-principles and
experimental results agrees well in the low-bias region V � 0.5 volt. This result
shows that qualitative parameters such as �(V) by NEGF-DFT are sufficiently
reliable though NEGF-DFT by local density approximation (LDA) or generalized
gradient approximation (GGA) XC functions often overestimate the absolute value
of conductance and electric current. The agreement between the theoretical and the
experimental results in this region is excellent, while the difference grows rapidly
as we increase bias voltage above 0.6 V.

The forward direction of rectification obtained by the calculation agrees with
the experiments, i.e., it behaves in the same way as the standard pn junction. To
understand the mechanism of the pn forward direction, analysis of PMOs for electric
transport channels and their bias dependence are useful. According to Eq. 8.22,
both "˛ and the product of �˛L and �˛R (or square root of �L�R) are important
in characterizing “conducting” molecular orbitals. For example, let us consider an
extreme case where 1 	 �L and �R D 0. The electric current through the molecule
is negligibly small in this limit even when "˛ � EF (i.e., resonant tunneling) and
�L C �R is large. The parameters "˛ and the square root of the molecule-electrode
coupling product

p
�˛L�˛R were used to identify conducting PMOs. EF is set to zero

below.
In Table 8.1, values of

�
"˛;

p
�˛L�˛R

�
for HOMO-1, HOMO, and LUMO were

listed. Here, note that the terminologies of HOMO/LUMO for the PMOs are
defined by a relative energy level of "˛ to EF for each bias case as usual. They
were obtained from our first-principles analyses at V D ˙0.4 and V D ˙0.8 volt,
respectively. The target molecule projected out by the projection operator P then
is the dithiolated diblock molecule. In the case of the single symmetric molecular
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Table 8.1 PMO energies and the square root product of the molecule-electrode couplings for
tetraphenyl (symmetric molecular junction) and bipyrimidinyl-biphenyl (asymmetric molecular
junction). Results of HOMO-1, HOMO, and LUMO are listed where EF is set to 0. The bold italic
parts indicate the dominant PMOs for tunneling. The units of bias and energy (coupling strength)
are volt and eV, respectively (Data taken from Ref. [13])

Tetraphenyl
Bias EH�1

p
�L�R EH

p
�L�R EL

p
�L�R

�0.8 �1.90 0.433 �0.97 0.162 2.01 0.090
�0.4 �1.72 0.331 �1.05 0.142 2.01 0.062
0.4 �1.84 0.358 �1.02 0.143 2.08 0.071
0.8 �1.80 0.489 �0.99 0.166 1.95 0.113
Bipyrimidinyl-biphenyl
Bias EH�1

p
�L�R EH

p
�L�R EL

p
�L�R

�0.8 �1.41 0.285 �1.00 0.011 1.63 0.071
�0.4 �1.31 0.152 �1.21 0.044 1.60 0.042
0.4 �1.42 0.018 �1.18 0.106 1.44 0.038
0.8 �1.50 0.048 �1.09 0.144 1.35 0.065

junction system, the most dominant PMO for electric current is the HOMO, andp
�˛L�˛R is symmetric with respect to the sign change of bias voltage. On the

contrary,
p

�˛L�˛R of the single asymmetric molecular junction system depends
much more on the voltage sign. At positive bias, drastic asymmetry of electronic
coupling strength to electrodes was obtained, i.e.,

p
�˛L�˛R << 1 for HOMO-1,

while it was observed at negative bias voltage for HOMO, i.e., the conducting MO
is switched from HOMO to HOMO-1. This switch is an intrinsic property as a
result of finite bias response of phase and amplitude of MOs, and the complex MO
energies should be derived by the effective Hamiltonian. The rectification is realized
by this switching because electric current through HOMO-1 should be smaller than
that through HOMO because of a larger gap between HOMO-1 and EF .

Similar MPSH analysis has been successfully applied to several other molecular
diodes [15, 162]. For an example, Stadler et al. discussed a theoretical view of
unimolecular rectification by PMO energy curves of a function of bias voltage V,
where they determined PMO energies by the peak position of �(E) [14, 163]. The
spaghetti-like PMO energy curves are somewhat similar with Born-Oppenheimer
(BO) potential energy curves of a molecular system; however, the latter is defined
as a function of reaction coordinate. When one adopts a “diabatic” representation,
which can be defined as the states “enforcing smoothness of some physical property
or electronic structure” [164, 165], the diabatic MOs can be defined by enforcing
smoothness of the value of �L�R as a function of V. Clear rectification is then a result
of avoided crossing by diabatic coupling between conducting and non-conducting
diabatic MOs.

In order to get a more intuitive picture, the site energy alignment of the above
asymmetric molecule is illustrative. Argument of similarity and difference with AR
mechanism or EL mechanism is possible by site (complex) energy alignment as
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well. The diblock molecule is represented by four sites, i.e., two phenyl groups
and two pyrimidinyl groups for the asymmetric molecule and four phenyl groups
for the symmetric molecule, respectively. The most left and right sites include
anchor atoms. The site energy alignment of the single symmetric molecular junction
changes symmetrically by varying the polarity of V. The site energy of the right edge
phenyl group decreases by 2.01 eV when the V is increased from �0.8 to 0.8 V,
although the change of the site energy of the two middle groups is much smaller
(0.22 eV) than that of the edge groups. This behavior is consistent with the fact that
the phenyl molecule is electron accepting, i.e., it is n type (	A). It is also reasonable
because we expect that the molecule-electrode interaction effect is mostly limited to
the edge molecular groups. On the other hand, the change at the edge pyrimidinyl
site (0.63 eV) is much smaller than that of the edge phenyl site. The change of
site energy alignment induced by bias voltage is analogous to what is expected in
the reduction of built-in potential or smoothed slope of band bending by forward
bias in the bulk pn junction. The intended direction of charge migration is given
by 	D (pyrimidinyl) ! 	A (phenyl) in the EL mechanism, while 	D 	A favored
bias-induced change of electronic coupling strength of 	A-LUMO which is much
smaller than 	A-HOMO (<1.0 %) in the present pn resembled molecule. Thus, the
EL mechanism is not likely [13].

After demonstrating the asymmetric IV characteristics in a low bias voltage
regime, the IETS was measured to explore effects of the diode property to inelastic
current and heating [155]. According to Eq. 8.16, enhanced asymmetry is expected
in the inelastic current of the diode molecule. In Fig. 8.6, the measured and
calculated IETS of the bipyrimidinyl-biphenyl is plotted. Note that both plots are
obtained by subtracting the derivative of elastic current, and � d2I

dV2 is plotted when
bias is negative. As same with IV characteristics, symmetric tetraphenyl was also

Fig. 8.6 Subtracted IETS in
low-bias regime. The thick
green curve is for positive
bias and the thin gray curve is
the negative bias region
rotated 180ı . The black and
red curves are the calculated
IETS in positive and negative
bias, respectively [155]
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examined for comparison. Although slight asymmetries in the peak intensity may
be due to either effect from the conformation of the junction or from asymmetry of
electron-vibron coupling, they do not show consistent asymmetric intensity across
the molecular junction. Asymmetry is much smaller than that expected by Eq. 8.14
and it is almost symmetric for the fingerprint modes. Theoretical results by NEGF-
DFT support nearly symmetric intensity. Recall that symmetric electronic coupling
strength (in this case, �˛L � �˛R) is assumed when Eq. 8.14 is derived. The bias-
dependent asymmetry of electronic coupling strength as well as the MO energy level
works to suppress asymmetry of IETS intensity in the present system.

8.4 Summary

In this chapter, modern views of molecular electric transport were presented based
on concerto of theoretical models and first-principles calculations. Some illustrative
examples of applications to electric and energy-harvesting devices were presented
to clarify our views. Actually, study of molecular electronics has a long history,
and there are many interesting experimental findings relating to functional devices;
however, there are several problems to creating a practical device and circuit, yet.
The theory of molecular junction is just a border of the transport theory in solid
or mesoscopic physics and electron transfer theory in chemistry. The unified views
are very useful to make a bridge of theoretical approaches in physics and chemistry
communities.

The basic theory of length and temperature dependence of molecular con-
ductance or electron transfer rate is sometimes considered to be a textbook
example; however, there are rooms to deepen the theory and to refine the model
in order to explain recent experimental findings such as even/odd oscillation of
conductance, crossover of length and temperature dependence, and so on. The
last problem relates to a fundamental but difficult issue: how to handle electron-
phonon or electron-vibron scatterings in a nano-contact. Effort of theoretical and
computational modeling and application to practical systems will give a new insight
to local heating and Joule heating in broader nanoelectronics.

A single molecular rectifier by adopting a pn diblock molecule rather than a
classical D-�-A structure was analyzed to identify really “intrinsic” rectification
of the molecule where symmetric anchors, controlled molecular orientation to the
electrodes, and clear identification of forward/backward bias polarity to the molec-
ular orientation are required. NEGF-DFT and effective MPSH analysis merged MO
and transport theories. A view of MO engineering and contact chemistry provides
modern classification of a molecular rectifier. This is one of the successful examples
to prove the usefulness and power of first-principles transport calculation. Of course,
the present status of first-principles transport calculation is not sufficient because of
lack of electron correlation. With developing computational algorithm of “beyond
NEGF-DFT,” theoretical development is required for nonequilibrium quantum
transport. A molecular rectifier is a good target to tackle this nonequilibrium
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electron correlation problem. Potentiality of molecular junctions and designing
suitable materials to high-efficiency energy-harvesting devices is more challenging.
Theoretical aspects shown in this article are applicable to more general devices like
metal oxide bulk heterojunctions, Si materials, and so on, where a sub-10 n scale is
now in the scope. It seems evident that understanding and controlling the quantum
nature of transport have large capability to tailor-made functional device.
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