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Abstract As the Web enters Big Data age, users and search engines may find it
more and more difficult to effectively use and manage such big data. On one hand,
people expect to get more accurate information with less search steps. On the other
hand, search engines are expected to incur fewer resources of computing, storage
and network, while serving the users more effectively. After more and more personal
data becomes available, the basic issue is how to generate Cyber-I’s initial models
and make the models growable. The ultimate goal is for the growing models to
successively approach to or become more similar as individual’s actual character-
istics along with increasing personal data from various sources covering different
aspects. In this paper, we propose the concept of search pattern, summarize search
engines into three search patterns and compare them in order to seek the more
efficient one. We propose a new search pattern termed as ExNa, which can be
incorporated into search engines to support more efficient search with better results.
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1 Introduction

As the Web enters Big Data age, users and search engines may find it more and
more difficult to effectively use and manage such big data. On one hand, people
expect to get more accurate information with less search steps. On the other hand,
search engines are expected to incur fewer resources of computing, storage and
network, while serving the users more effectively. New types of search engines are
emerging to solve the problem. In particular, faceted search [1, 2], ontology-based
search [3], concept-based search [4], and rule-based search [5] all aim to improve
search engines in some aspects and contribute to the development of so-called “next
generation” search engines (NGSEs).

With rapid advances of computing and communication technologies, we are
stepping into a completely new cyber-physical integrated hyper world with digital
explosions of data, connectivity, services and intelligence. As individuals facing so
many services in the digitally explosive world, we may not be aware of what are the
most necessary or suitable things [6-9]. Hence, the appearance of Cyber-I, short for
Cyber-Individual, is a counterpart of a real individual (Real-I) to digitally clone
every person [10, 11]. The study on Cyber-I is an effort to re-examine and analyze
human essence in the cyber-physical integrated world in order to assist the
individuals in dealing with the service explosions for having an enjoyable life in the
emerging hyper world.

After more and more personal data becomes available, the basic issue is how to
generate Cyber-I’s initial models and make the models growable. The ultimate goal
is for the growing models to successively approach to or become more similar as
individual’s actual characteristics along with increasing personal data from various
sources covering different aspects. The focus of this research is on the initialization
and growth of Cyber-I’s models. The initial models are generated based on the
personal data acquired in a Cyber-I’s birth stage, while the growing models are built
with the personal data continuously collected after the birth. We proposed three
mechanisms for Cyber-I modeling to enable the models growing bigger, higher and
closer successively to its Real-I.

A big question here is then that in order to achieve NGSEs, what types of search
patterns should NGSEs support. With an aim to help find a possible answer to this
big question, in this paper we adopt an inside-out approach by first defining Search
Pattern (SP) as the combination of index structure, user profiles, and interaction
mechanism, which can describe the features related to the search process more
comprehensively, including those of NGSEs. Then, we summarize current search
engines into three types of search patterns. By comparing and analyzing different
patterns, we try to identify what features a “next generation” search engine (NGSE)
should have and what search patterns NGSEs should support. Based on this, we
propose a new search pattern named ExNa by defining its model and basic oper-
ations. To validate the newly proposed ExNa search pattern, we conduct experi-
mental studies upon a semantic search engine named NEWSEARCH, and the
results show that KNOWLE equipped with ExNa can improve the holistic
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efficiency of the search system. A search pattern may be good at a special aspect of
a search engine, such as the precision of searching, the storage of index, the I/O,
and so on. ExNa is good at the holistic efficiency when compared with search
engines of other search patterns.

In this paper, we propose the concept of search pattern, summarize search
engines into three search patterns and compare them in order to seek the more
efficient one. We propose a new search pattern termed as ExNa, which can be
incorporated into search engines to support more efficient search with better results.

2 Related Work

User models are also known as user profiles, personas or archetypes. They can be
used by designers and developers for personalization purposes so as to increase the
usability and accessibility of products and services. With the development of per-
sonalized systems, like e-learning systems, a lot of personal data can be collected.
In order to find some personal features to give appropriate advices or recommen-
dations, the user model should be established in service systems. However, many
such kind of user models is application-specific or service-specific which cannot be
used by other applications/services. To overcome this barrier of the user models
between different applications, a generic user model system (GUMS) was proposed
to support interoperability among different user modeling systems [12]. The GUMS
is able to exchange contents of user models, and use the exchanged user’s infor-
mation to enrich the user experience. Life logging is utilized to automatically record
user’s life events in digital format. With continuously capturing contextual infor-
mation from a user and the user’s environment, personal data increases fast and
becomes huge. The most of lifelog systems are putting more emphases on personal
data collection, storage and management [13]. Lifelong user modeling is trying to
provide users such models accompanied with users’ whole life [14]. This idea or
vision is attractive, but no general mechanism has been made and no practical
system has been built yet. Lifelong machine learning (LML), received great
attention in recent years, is to enable an algorithm or a system to learn tasks from
more domains over its lifetime [15].

3 The Search Pattern

ExNa is not a simple integration of the Narrow SP and the Expand SP. ExNa is
expected to have a free styled interaction, a more efficient index structure which
should be rich semantics, less storage, and abundant interaction paths, and a flexible
user profile to support all kinds of service. Some conflicts should be resolved in
ExNa, such as the conflict between the rich semantics and the huge storage.
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And some problems should be solved in ExNa too, such as how to realize the free
styled interaction, and how to build a flexible user profile to support all kinds of
services.

Although ExNa is a little like the integration of Narrow SP and Expand SP, it
just includes the interaction paths of Narrow SP and Expand SP. As the definition
of Search Pattern shown, SP consists of three parts and the search path is only the
representation of the entire SP.

Based on the discussions of Linear SP, Narrow SP and Expand SP, we compares
them as per the structure of index, the storage of index, the semantics of index, the
interactive mechanism and user profiles. We strive to find a new search pattern by
integrating the advantages of the current SPs as many as possible. Clearly,
Narrow SP and Expand SP work in vertical and horizontal directions, respectively.
Narrow SP may rapidly narrow the search scope with the support of hierarchical
index structure. Expand SP may expand the search based on some semantic rela-
tions, thereby facilitating user search with fuzzy terms. Take both vertical and
horizontal directions into account, the index of the new SP should be a structure of
multi-layered, in which different layers denote the indices of different granularities.
Besides, the web resources of the same layer should be organized as a semantic link
network. We name the index structure as the multi-layered semantic link network
index structure. Rich semantics should be included in the new index structure to
support efficient search. The semantic relations between layers support the narrow
search. The semantic link network may hold several kinds of semantic relations to
support the expand search. Storing rich semantic information needs more storage
than the inverted index. The multi-layered and community structure in semantic
link network may reduce the storage of index to a large extent. We expect the
storage space to be at the medium level which is much less than a single layer
network structure such as Expand SP. With the support of the multi-layered
semantic link network index structure, a user may interact with the index from both
vertical and horizontal directions, which form a free-styled interaction mechanism.
To support the free-styled interaction, the proper structure of user profiles should be
a multi-layered network too, so as to record user.

4 The Basic Data for Social Media Profile

SNS profile. The online social networking service (SNS), like Facebook.com, is a
great way to find out more about you, which allows anyone with an email address to
create a profile complete with pictures and a variety of specific personal informa-
tion. Personal information is voluntarily supplied by the user and usually contains
information such as Major, Hometown, Relationship, Status, Political Views,
Interests, Favorite Music/Movies/Books/Quotes, and an “About Me” section which
contains a short description of the user someone you have just met. The SNS profile
play an important role during the initialization of Cyber-I modeling since it contains
some context information that is able to be utilized. For instance, taking a user’s
age, occupation or hometown into consideration will better locate the user or give
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the user a better service or more applications will be added in order to generate
more personal data.

Preference Choice. It has long period study/research in the area of psychology,
and psychological research give us proof that the recognition of user preferences
could reflect something deep inside the user, such as the characteristics, the trait.
And such preference could also lead to influence the selection and instantiation of
the action that achieve the user’s target. In this thesis, we start from the simple color
preference, which may not be sensitive for someone’s privacy concern and gen-
erally speaking, everyone has his/her own loved color. Color preference is an
important aspect of visual experience that influences a wide spectrum of human
behaviors. Secondly, we suggest the user to choose the other optional preference
choices, which are available as Foods, Sport, Movie and Music. If users are willing
to choose those (we are strongly suggest to do this), the model can get and know
your properties of different aspects in order to generate a better initial model for you
and provide you more services/apps. The function of preference choices will be
talked in detail in the next section.

Browsing History, App Usage and Activity Tag. In order to fetch the infor-
mation concerning the user’s activity on PC, we make use of the software “Manic
Time” to implement those functions, which could generate the data into the
different CSV files. The files can be uploaded manually into the database and can be
processed by our Java program in processor database. We calculate the total time
and the times you open one software during your working on PC. Meanwhile, the
frequently visited website can also be analyzed through this Java program. After
analyzing the CSV files, the consequences can be demonstrated on the form of pie
chart or bar graph based on the Google Chart Visualization API. What’s more, we
can generate further results, such as the top 3 favorite websites, what application or
even what kinds of information are preferred. For the professional like employees
and students who are in front of computer every day, the activity tags like “go for
lunch” “afternoon nap”, “time for dinner” can also be demonstrated in the results
and able to be stored into database for modeling.

Movement log. In order to collect the movement log of the number of steps of
the day, UP of Jawbone Company, which is a wearable activity recording device,
can be used. Further, it is possible to synchronize and visualize the data at any time
measured by using the UP smartphone application. In addition, since it measurably
every day, logging your exercise conditions on an ongoing basis. UP is possible to
use about 1 week on a single charge which is designed that user can wear everyday
with waterproof function and with just 22 g weight body in wristband. In this
research, the number of steps was collected and through synchronizing with
smartphone to transfer data to the server of JAWBONE, steps and exercise situation
and the consumption of calories each date can be stored. Further, it is possible to
access the home page of JAWBONE, obtaining CSV format data in the account
page when have been registered. Analysis is performed to get the number of steps
for knowing the motion state through the data obtained from the UP in our present
study.
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5 Conclusions

To overcome the shortcomings of traditional search engines, many new search
engines are designed based on some new technologies. Each search engine has its
advantages and disadvantages. So we try to summarize the current search engines to
find the features of search engines of next generation. In this paper, we propose the
concept “Search Pattern” to describe the most important features of search engines.
We classify current search engines into three Search Patterns: Linear Search
Pattern, Narrow Search Pattern, and Expand Search Pattern. We present a novel
search pattern ExNa based on the comparison of Linear Search Pattern, Narrow
Search Pattern, and Expand Search Pattern. Then, we model ExNa and definition its
basic operations to help developing search engines of next generation.
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