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Preface

We are very pleased to present the proceedings of PACLING 2015: The 2015 Con-
ference of the Pacific Association for Computational Linguistics. The conference was
held at The Stones Hotel, Legian, Bali, Indonesia, during May 19–21, 2015. In all,
45 papers were submitted to the conference, of which 18 were accepted as long papers
and 16 as short papers. This volume contains the 18 long papers.

The conference provided opportunities for participants to present and discuss their
recent achievements and ongoing developments in a wide range of topics such as
syntax, semantics, spoken language, dialogue, corpora, message understanding, text
mining, information retrieval, language learning, and machine translation. In addition
to the submitted contributions, the conference featured two keynote talks. Dr. Dwi
Hendratmo Widyantoro gave a talk entitled “Summarization of Multiple Scientific
Text: Approaches, Challenges, and Opportunities” and Prof. Chu-Ren Huang’s talk
was on “Ontology, Language, and Lexicon.” These proceedings do not contain the
details of these talks, but they were fruitful in introducing recent advances in the
respective subfields of computational linguistics.

PACLING 2015 enjoyed 55 international participants, representing Indonesia,
Japan, China, Australia, and Italy. The conference is notable in that it included a
session for discussing future directions and issues of computational linguistics in
Indonesia. The most important result thereof was the agreement to found the Indone-
sian Association on Computational Linguistics. The conference banquet was held at
Ma Joly Restaurant, located on Kuta beach, one of Bali’s most renowned tourist
destinations.

We would like to thank all the participants and the committee members for their
contributions to and support of the conference and these proceedings. Our gratitude
also goes to the staff members and students of Bandung Institute of Technology for the
local arrangements and hospitality.

PACLING 2015 was the 14th in the series of biannual meetings that started in 1989.
The first two of these events were the Japan–Australia Joint Symposium on NLP held
in Australia and then in Japan, followed by 12 PACLING conferences held not only in
Australia and Japan but also in Canada, Malaysia, and Indonesia. We hope to further
extend this tradition, and look forward to the 15th PACLING to be held in Yangon,
Myanmar, in 2017.

January 2016 Kôiti Hasida
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Pointwise Prediction and Sequence-Based
Reranking for Adaptable Part-of-Speech Tagging

Shinsuke Mori1, Yosuke Nakata2, Graham Neubig3, and Tetsuro Sasada1(B)

1 Academic Center for Computing and Media Studies, Kyoto University,
Yoshidahonmachi, Sakyo-ku, Kyoto 606-8501, Japan
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3 Nara Institute of Science and Technology, 8916-5 Takayamacho,

Ikoma, Nara 630-0192, Japan
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Abstract. This paper proposes an accurate method for part-of-speech
(POS) tagging that is highly domain-adaptable. The method is based
on an assumption that the POS transition tendencies do not depend on
domains, and has the following three characteristics: (1) it is trainable
from partially annotated data, (2) it uses efficiently trainable pointwise
POS taggers to allow for active learning, and (3) is more accurate than
the pointwise or sequence-based POS taggers. The proposed method esti-
mates POS tags by stacking pointwise and sequence-based predictors.
In the experiments we deal with the joint problem of word segmenta-
tion and POS tagging in Japanese. We show that our proposed stack-
ing process improves over pointwise and sequence-based methods (hid-
den Markov models and conditional random fields) both in the general
domain and the target domain. In addition we show the learning curve
in a domain adaptation scenario. The result shows that our method out-
performs state-of-the-art methods in the same domain as the training
data and is better than them in domain adaptation situations as well.

Keywords: Active learning · Reranking · Word segmentation ·
Part-of-speech tagging · Pointwise prediction

1 Introduction

Part-of-speech (POS) tagging ([2,11] and many others) is a fundamental step of
natural language processing (NLP) in many languages, and many NLP applica-
tions use POS tagging results. Thus POS tagging accuracy has a great impact
on these NLP applications. With large annotated corpora ([10] inter alia) and
methods based on machine learning techniques, the NLP community achieved
a high accuracy around 97 % or more in various languages. However, with the

Y. Nakata—This work was done when he was at Kyoto University.

c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 3–17, 2016.
DOI: 10.1007/978-981-10-0515-2 1



4 S. Mori et al.

diversification of the domains to which NLP is applied, such as medical texts
or texts in user generated contents (blog, twitter, etc.), we sometimes observe a
severe degradation in POS tagging accuracy in text domains different from that
of the training data.

Therefore we can say that there is still a large demand for improving POS
tagging accuracy, especially in domain adaptation situations.

In addition to the machine learning techniques, the NLP community is increas-
ingly aware of importance of language resources, as the easiest way to improve an
NLP based on a particular machine learning technique for a certain domain is to
just add annotated texts in that domain to the training data. This strategy does
require time and money, however, so we are interested in reducing annotation
work by allowing annotators to focus on informative points that will provide
a good performance/cost trade-off. Thus, there is a large amount of research
on training NLP systems from partially annotated data or incomplete data, in
which only some points are annotated with labels [18]. In this setting, some
points lack the correct labels, and some may have multiple labels.

One of the major tasks to which these methods have been applied is word
segmentation (WS) for languages without obvious word boundaries. A method
for training conditional random fields (CRFs) from partially annotated data has
been proposed and tested in Japanese WS [18]. This CRF extension is used to
improve Chinese WS by referring to so-called natural annotations, such as par-
tially segmented sentences converted from Wikipedia assuming that HTML tags
are word boundaries [8]. A word segmenter based on a binary classifier [15] is
another implementation trainable from partially annotated data. In this method
the WS system decides whether there is a word boundary or not at each point
between two characters without referring to the estimated labels surrounding the
decision point. This is called a pointwise prediction method (or simply a point-
wise method). Compared with sequence prediction methods like Markov models
or CRFs, pointwise prediction requires less time to estimate model parameters
even from partially annotated data, and is thus suitable for active learning, which
is performed by alternating rounds of selecting uncertain points for annotation,
performing annotation, and retraining the classifier [16].

Given this background, in this paper we propose a POS tagger equipped with
following three characteristics:

1. It is trainable from partially annotated data.
2. Training is as fast as pointwise POS taggers to allow active learning.
3. It is more accurate than the pointwise and sequence-based POS taggers.

Our method performs POS estimation by stacking pointwise and sequence-based
predictors, using pointwise prediction followed by reranking using sequence-
based predictors [1]. The first module, pointwise POS estimation, is trainable
from partially annotated sentences. The second module, sequence-based POS
reranking, is efficiently trainable only from fully annotated sentences. Thus the
training data of the second module is a subset of the first module. However,
sequence-based predictors can use POS sequence information, and thus there
may be room for improvement by referring to the combination of label candi-
dates. We assume that these POS transition tendencies do not depend on the
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domain, and thus even if the sequence-based labeler is trained only on general
domain data, it might be able to contribute to improve POS tagging accuracy
even on texts in the adaptation target domain where only partially annotated
data is available.

In the experiment we deal with the joint problem of WS and POS tagging
in Japanese, traditionally called morphological analysis (MA).1 We show that
our stacking process improves over pointwise MA [16] and sequence-based MA
[6,12,14] both in the general domain and in the target domain. In addition we
show the learning curve in a domain adaptation scenario, which finds that the
proposed method is as domain adaptable as purely pointwise approaches.

2 Joint Problem Solution Baseline

Our method, which we propose in this paper, uses MA by pointwise classifiers [16]
as the first step. MA by pointwise classifiers (PW-MA) solves the problem step-
by-step. First, it segments an input sentence into a word sequence. Then, it
estimates the POS of each word like an English POS tagger. At each step PW-
MA refers only to the input but not to any estimation results (or dynamic
information) as features. In [16] linear support vector machines (SVMs) [3] are
used because of their classification accuracy and speed. In this section we describe
PW-MA in detail.

2.1 Word Segmentation by Pointwise Classification

The two-step approach [16] segments character sequence x = x1x2 · · ·xk into
the word sequence w. Word segmentation is formulated as a series of binary
classification problems, estimating boundary tags b1, b2, . . . , bk−1. Tag bi = 1
indicates that a word boundary exists between characters xi and xi+1, while
bi = 0 indicates that a word boundary does not exist.

As features it uses information about the surrounding characters (character
and character-type n-grams), as well as the presence or absence of words in the
dictionary. The details of the features are as follows:

1. Character n-grams: substrings surrounding the decision point i. There are
two parameters: the window width m and the length n. Features are all
the substrings of the length up to n in the 2m long substring xi−m+1, · · · ,
xi−1, xi, xi+1, · · · , xi+m. Figure 1 shows an example.

2. Character type n-grams: the same as the character n-grams but the characters
in the substring are converted into the character type. The character types
are Chinese character (K), katakana (k), hiragana (H), Roman alphabet (R),
Arabic number (N), or other (O). Figure 1 shows an example.

3. Dictionary: three flags indicating that the word starting at i, ending at i, or
containing i are included in the dictionary, and the length of that word.

1 MA often also performs recovery of word base forms, but we do not handle this
element in the present work.
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Fig. 1. Features referred to in word segmentation (window width m = 3, n = 1, 2, 3).

As the above explanation indicates, PW-MA is trained from only the annotated
points between two characters and it does not require any modification to esti-
mate its parameters from partially annotated data. Thus it is both simple and
fast enough to make active learning realistic.

2.2 POS Tagging by Pointwise Classification

POS tagging by pointwise classification performs one of the following four
processes depending on the target word.

1. If the word appears as more than one POS in the training corpus, estimate
the POS by a classifier,

2. If the word appears as only one POS in the training corpus, return its POS,
3. If the word does not appear in the training corpus but in the dictionary,

return the POS of the first entry,
4. Otherwise, return noun.

In the first case, POS estimation is formulated as a multi-class classification prob-
lem, where we choose one tag tj for each word wj . The input is a word sequence
but the classifier regards it as the target word and the character sequences pre-
ceding it (x−) and following it (x+). The POS of wj is estimated from x−,
wj , and x+. When the window width is m′, then the information referred to is
x−m′ · · ·x−2x−1, wj , x1x2 · · ·xm′ . Putting it in another way, it only refers to the
fact that there are word boundaries on both sides of wj and that there is no
word boundary inside wj , and two character sequences x− and x+.

The features for POS estimation are as follows (see Fig. 2):

1. Word in focus,
2. Character n-grams included in x−x+,
3. Character type n-grams included in x−x+.

Similar to PW-MA, POS tagging based on pointwise prediction is trained from
only the words annotated with their POS and it does not require any modifica-
tion to estimate its parameters from partially annotated data and is enough fast
to make active learning realistic.
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Fig. 2. Features referred to in POS tagging (window width m′ = 3, n = 1, 2, 3).

2.3 Flexible Language Resource Usage by Pointwise Prediction

WS or POS tagging based on the pointwise prediction allows us to use the
following new types of language resources, making it possible to more efficiently
adapt the tagger to new domains.

1. Partially annotated corpora: Only some points between two characters in a
sentence are annotated with word boundary information or only some words
are annotated with POSs. For MA a corpus annotated only with word bound-
aries is also a partial annotation corpus. Partially segmented or partially
POS-annotated corpora also fall in this category.

2. Word dictionary: A list of words without POSs. This type of dictionary is
often available in many domains. We can use this for automatic WS.

Of course the pointwise prediction can use a fully annotated corpus in which
all the sentences are completely segmented into words and all the words are
annotated with their POSs, and a list of words with POSs. These fully annotated
corpora and dictionaries are sometimes difficult to prepare in a target domain,
but partial annotations are relatively easy to prepare. Thus, MA based on the
pointwise prediction makes it easier to adapt to new domains by making it
possible to retrieve information even from these various language resources.

3 2-Step POS Estimation

The PW-MA described in the previous section can not use the POS sequence
information in the training corpus. This information may be, however, important
for POS estimation. In this paper we assume that the domain dependency of POS
transition tendencies is low and propose a new method for POS estimation based
on this assumption. In this method, we use stacking to combine pointwise and
sequence-based predictors, with the domain-specific pointwise predictor captur-
ing domain knowledge, and the domain independent sequence-based predictor
reranking the POS estimation result of PW-MA.
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Fig. 3. POS reranking by sequence labeling.

3.1 Overview of the Proposed Method

The proposed method combines the following three processes in a cascade:

1. word boundary estimation by a pointwise prediction,
2. POS-confidence pair estimation by pointwise prediction, and
3. POS reranking by sequence prediction.

Given an input sentence, first we segment it into a word sequence by word
boundary estimation based on a pointwise prediction. This process is completely
the same as the one described in Sect. 2.1. Then we estimate a POS for each word
in the word sequence. This process is similar to the one described in Sect. 2.2,
but we enumerate all the possible POSs with confidences. Finally we rerank the
POS sequences based on sequence-based prediction referring to the confidences.

3.2 POS Estimation with Confidence by the Pointwise Prediction

The pointwise POS estimation described in Subsect. 2.2 outputs only one POS
for each word. In the proposed method, however, we calculate the confidences for
all the possible POSs for a word and we use these confidences in the reranking
process (see Fig. 3).

The confidence of a POS for a word is defined as follows. First let dr be
the distance (margin) from the separation hyper-plane of the r-th (r ≥ 1) POS
candidate. And we define the confidence of the r-th POS candidate as cr =
dr − d2. As a result, the confidence of the first candidate is a positive value
(in almost all cases cr � 100 because of L2 regularization), that of the second
candidate is 0, and those of the other candidates are negative values. If there
is no POS candidate (the case 4 in Sect. 2.2), this process returns a noun with
confidence 0. And if there is only one POS candidate (the case 2 or 3 in Sect. 2.2),
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this process returns that POS with confidence 100 (a special value). Figure 3
shows an example of POS candidates and their confidences.

3.3 POS Reranking by a Sequential Prediction

We have a word sequence and all the possible POSs with confidences as the
output of the process above. Then we search for the best POS sequence among
all the possible POS sequences by referring to the POS-confidence pair estimation
result and the POS sequence statistics taken in the training corpus. Note that the
word boundaries estimated by the pointwise word segmentation are not changed,
because we do not rerank the word boundaries.

As a sequential prediction method we use CRFs [7], a standard method for
sequence labeling problems because of their flexible feature design and high clas-
sification accuracy. The correct labels in the training data are the POS sequences
in the full annotation corpus. The features are divided into two types: context
features and confidence features, which we describe in detail in the subsequent
section. In the prediction step the CRFs output the most likely POS sequence
taking the output of the pointwise prediction results with confidence as the input.
In the example shown in Fig. 3, the CRFs output the POS sequence connected
by the solid line, where the POS of the word “” (child) has been changed into
prefix from noun.

3.4 Features

As we mentioned, the CRFs for POS reranking refer to context features and
confidence features. The confidence features are the followings calculated from
the POS-confidence pairs output by the pointwise prediction.

Rule 1:
If the word has multiple POS candidates, the t-th feature (1 ≤ t ≤ T ) is the
confidence of the t-th POS.

Rule 2:
If the t-th POS is not a candidate, the (T +t)-th feature (T +1 ≤ T +t ≤ 2T )
is set be 1.

Rule 3:
If the t-th POS is the only candidate, the (2T + t)-th feature (2T + 1 ≤
2T + t ≤ 3T ) is set be 1.

When the condition of each rule is not satisfied, the feature value is set to be
“NULL” (i.e. many features are NULL). The rationale of the rule 2 is to provide
information about the POSs not in the candidate list. That of the rule 3 is to
indicate POSs with high confidence according to the pointwise prediction, that
may not need to be changed.

The other feature set is the context. We list them as follows:

1. word n-grams in the window width m′′ including the word in focus at the
center.
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2. character type set n-grams of the words in the window width m′′ including
the word in focus at the center.

The character type set is a set of character types included in the spelling of
a word. We set 6 character types, which are the same as those used in the
word boundary prediction (Subsect. 2.1). Thus the character type set has 26 − 1
combinations. The character type set n-grams are sequences of the character
types for a word sequence.

3.5 Training Data Creation

As the training data of the CRFs for POS reranking, we need the correct POS tag
sequence and those estimated by the pointwise prediction for a word sequence for
feature creation. The estimated POS tag sequence should be similar to that given
at the runtime. Thus the confidence estimation target has to be different from the
training data of the pointwise prediction for the POS-confidence pair estimation.
So we propose the following procedure similar to deleted interpolation [5].

1. Divide the training corpus C into k subsets C1, C2, . . . , Ck.
2. For each i ∈ {1, 2, ..., k}

(a) Train the i-th pointwise MA from k − 1 subsets except for Ci

(b) Estimate POS-confidence pairs on Ci by the i-th pointwise MA with the
model obtained by the step (a)

Figure 4 illustrates the above procedure in the case of k = 3. The above proce-
dure produces the subsets annotated with POS candidates and their confidences
C ′

1, C ′
2, . . . , C ′

k. By adding the correct POS tag sequence in C to them, we
have the training data of our CRFs for POS reranking.

Word segmentation by
pointwise prediction

Word segmentation by
pointwise prediction

Word segmentation by
pointwise prediction

1st 1/3 sub-corpus 2nd 1/3 sub-corpus 3rd 1/3 sub-corpus

Training corpus (word/POS full annotation)

1st 1/3 sub-corpus
with confidence

2nd 1/3 sub-corpus
with confidence

3rd 1/3 sub-corpus
with confidence

T
es

t

Train

POS reranking by
sequence prediction

Train

Fig. 4. Procedure for generating the training corpora for POS reranking by sequence
labeling (k = 3).
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by pointwise prediction

POS estimation
by pointwise prediction

POS reranking
by sequence prediction

Fig. 5. Relationship between the proposed method and various types of corpora. The-
oretically we can use language resources connected by both dotted and solid lines for
each process indicated by the ovals. Practically we use language resources connected
by solid lines.

Fig. 6. Examples of various types of corpora.

3.6 Proposed Method and Language Resource

At the end of this section, we discuss the relationship between the proposed
method and the corpus types. In the general domain, many fully annotated cor-
pora (GTF in Fig. 5), in which the sentences are divided into words completely
and all the words are annotated with POSs, are available. Almost all annotated
corpora produced through corpus annotation research [4,9] fall in this category.
The annotation work for the target (adaptation) domain corpus requires, how-
ever, domain knowledge in addition to the linguistic knowledge of the annotation
standard. Thus the full annotation corpus in the target domain is costly. But
a partial annotation corpus, in which some words are identified and some are
annotated with POSs, is relatively easy to prepare. Figure 6 shows examples.
In Fig. 6, we use a notation called the extended 3-valued notation, which is our
extension of the following 3-valued notation [13].
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| : There is a word boundary.
- : There is no word boundary.
� : There is no information.

As an extension we add “/” to denote the POS of the word after it like
|s-p-e-l-l-i-n-g/POS| if annotated. The following are the information that
we can extract from various types of corpora.

– GWF, AWF: Word sequence and surrounding characters of word boundaries
– GWP, AWP: Surrounding characters of word boundaries
– GTF, ATF: Word sequence, surrounding characters of word boundaries, POS

sequence, word-POS pair sequence, and surrounding characters of word-POS
pairs

– GTP, ATP: Word sequence, surrounding characters of word boundaries, and
surrounding characters of word-POS pairs

Theoretically speaking the WS based on a pointwise prediction can use any
type of corpora containing one or more word boundaries with the characters
surrounding them. So the pointwise WS can be trained from all types of corpora.
The POS tagging based on a pointwise prediction can use any type of corpora
containing one or more words annotated with their POSs with the characters
surrounding them. In the above list, this applies to GWP, GWF, AWP, and
AWF. POS tagging based on a sequence prediction can use corpora in which
sentences are divided into a word sequence and the words are annotated with
their POSs without any missing elements. In the above list, this applies to GTF
and ATF.

In practical domain adaptation situations the available training data are a
large GTF and AWP or ATP which are relatively easy to build. Full annota-
tion corpora (AWF and ATF) are costly because it requires both linguistic and
domain knowledge to build them. Figure 5 summarizes these remarks. In this
figure the corpora connected by solid lines are usable by the processes listed on
the right hand side: the WS or POS tagging based on pointwise prediction and
the POS reranking based on sequence prediction.

4 Evaluation

In order to test the effectiveness of the proposed method, we conducted two
experiments. One is a comparison on the general domain among existing methods
and the proposed method. The other is a comparison among the major methods
in a domain adaptation situation. We set the parameters n in n-gram to 2 and the
window width m, m′, and m′′ to 5 in all cases based on the results of preliminary
experiments. We divided the training corpus into 9 parts in the training data
creation for the POS reranking (see Sect. 3.5). For the sequence labeling we used
CRFsuite [17].
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4.1 Corpus

The corpus we used is the core part of Balanced Corpus of Contemporary Written
Japanese (BCCWJ) [9] The sentences are divided into words and each word is
annotated with a POS. We only used 21 coarse grained POS tags. The sources
are white papers, books, newspapers, and Yahoo!QA. As [9] states, Yahoo!QA is
different from the others. Thus we regard Yahoo!QA as the target domain and
the others as the general domain. Table 1 shows the corpus specifications.

Table 1. Corpus specification.

Name Source Usage #Sent. #Words #Char.

BCCWJ White paper, Book, Newspaper Training 27,338 782,584 1,131,317

(General domain as GTF) Test 3,038 87,458 126,154

Yahoo!QA Training 5,800 114,265 158,000

(Target as ATF or ATP) Test 645 13,018 17,980

4.2 Evaluation Criterion

As an evaluation criterion we follow [14] and use precision and recall based on
word-POS pairs. First the longest common subsequence (LCS) is found between
the correct answer and system output. Then let NREF be the number of word-
POS pairs in the correct sentence, NSY S be that in the output in a system, and
NLCS be that in the LCS of the correct sentence and the output of the system,
so the recall R and precision P are defined as follows:

R =
NLCS

NREF
, P =

NLCS

NSY S
. (1)

Finally we calculate F-measure defined as the harmonic mean of the recall and
the precision:

F =
{

1
2
(R−1 + P−1)

}−1

=
2NLCS

NREF + NSY S
. (2)

4.3 Evaluation 1: Comparison with Existing Methods

First we compared our method with popular existing methods in the general
domain. The methods are based on POS 2-grams model2 [14], word-POS pair
n-grams (n = 2,3) [12], CRFs (MeCab) [6], or pointwise prediction (KyTea) [16].
In this experiment, we assumed that only the full annotation corpus (GTF in
Figs. 5 and 6) is available to compare our method with existing ones trained
from the same language resources.
2 [14] reports POS 3-gram model but POS 3-gram model is less accurate than word-

POS pair 3-gram model.
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Table 2. Accuracies of WS and the joint problem on the general domain.

Method Word boundary estimation Joint

Prec. [%] Rec. [%] F-measure Prec. [%] Rec. [%] F-measure

POS 2-gram model
(HMM)

96.32 96.84 96.58 93.77 94.27 94.02

Pair 2-gram model 97.44 98.52 97.98 96.58 97.65 97.11

Pair 3-gram model 97.49 98.53 98.00 96.70 97.73 97.21

CRFs (MeCab) 97.19 98.30 97.74 96.72 97.84 97.28

Pointwise (KyTea) 98.73 98.71 98.72 98.07 98.06 98.06

Pointwise +
Reranking

98.73 98.71 98.72 98.38 98.37 98.38

Table 3. Accuracies of WS and the joint problem on the target domain (Yahoo!QA).

Method Word boundary estimation Joint

Prec. [%] Rec. [%] F-measure Prec. [%] Rec. [%] F-measure

POS 2-gram model
(HMM)

93.17 94.44 93.80 86.78 87.96 87.36

Pair 2-gram model 94.52 96.65 95.57 92.01 94.09 93.04

Pair 3-gram model 94.52 96.71 95.60 92.10 94.24 93.16

CRFs (MeCab) 94.89 96.87 95.87 93.69 95.65 94.66

Pointwise (KyTea) 96.93 97.26 97.09 95.19 95.51 95.35

Pointwise +
reranking

96.93 97.26 97.09 95.86 96.18 96.02

To train the CRFs for reranking in the proposed method, we used the corpus
generated from the general domain corpus produced by the procedure described
in Subsect. 3.5. We tested the methods on the corpora in general domain and in
the target domain. First we performed MA using pointwise prediction and then
reranked the resulted POSs using sequence-based prediction.

Tables 2 and 3 show the accuracies in the general domain and the target
domain respectively. In these tables, “pointwise” means the results of “pointwise
prediction,” the second oval from the top in Fig. 5. “pointwise + reranking”
means the results of the POS reranking by the proposed method, that is the
third oval in Fig. 5. Since we do not rerank the WS results, word boundary
estimation accuracies of these two methods are the same. From the tables we
can say that the proposed method improves the joint problem accuracy both
in the general domain and the target domain. The improvement is larger in
the target domain. From these results, our assumption that the POS transition
tendencies does not depend on the domain (see Sect. 3) is plausible and we
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can improve PW-MA based on this assumption without losing the flexibility in
choosing language resources. From the above observations, we can say that the
proposed method is effective.

4.4 Evaluation 2: Adaptation Case

Second, we evaluate our method in a domain adaptation scenario. The existing
method that is the most flexible in this scenario is pointwise MA, as it is trainable
from partial annotations. In the experiment, we emulated active learning by
adding partially annotated sentences. Along with the proposed method we tested
pointwise MA and sequence-based MA. We started with the training corpus in
the general domain and added partially annotated sentences gradually.

The concrete procedure is as follows (see Fig. 7).

1. Train the pointwise MA from the training corpus in the general domain (GTF
in Figs. 5 and 6),

2. Estimate confidences of the training corpus in the target domain by the above
obtained model without referring to the correct tags.

3. Annotate 100 points of low confidence in the corpus in the target domain
with word boundary or POS producing a partial annotation corpus in the
target domain (ATP in Figs. 5 and 6), and

4. Add the above partial annotation corpus to training corpus and train the
model again and go to 2).

We repeated this procedure for 200 iterations. Each time we measured the
accuracies on the target domain. The baselines are the pointwise MA (point-
wise:part) trained from the same corpus as the proposed method (point-
wise+CRFsuite:part) and the CRFs with new words appearing in the partially
annotation corpus added to the dictionary (CRF:part).

Training corpus in the general domain
(full annotation)

Training corpus in the target domain
(partial annotation)

1. TrainTest corpus in the
target domain

Word segmenter and
POS tagger based on
pointwise prediction
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es

t
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Fig. 7. Domain adaptation scheme based on active learning using partial annotation.
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Fig. 8. Learning curve in the case of domain adaptation.

The result is shown in Fig. 8. From this graph we see that the proposed
method outperforms the pointwise MA consistently. In addition the proposed
method improves the accuracy in the domain adaptation case. Putting it in
other words, the proposed method successfully increased the accuracy without
losing the domain adaptability of pointwise MA. Therefore we can say that the
proposed method is superior to existing ones in this case as well.

5 Conclusion

In this paper we have proposed a POS tagging method allowing flexible usage of
language resources. The method is based on pointwise prediction and reranking
by sequence-based prediction combined in the cascaded manner. The experi-
mental results showed that the accuracy in the resource-rich domain is higher
than existing methods. In a domain adaptation scenario where we add partially
annotated corpora, the proposed method outperformed the existing pointwise
method constantly. These results showed that the proposed method is capable
of providing high domain adaptability while keeping high accuracy in the general
domain.

Interesting research directions include testing POS tagging in other languages
and the application of our reranking technique in various sequence labeling prob-
lems in NLP or other fields.
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Research Grant Numbers 26280084, 26540190, 24240030, and 26280039.
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Abstract. In this paper we describe that the hierarchical tag context
tree (HTCT) approach improves the accuracy of semantic role labeling
on Japanese text. In Japanese language there are functional multiword
expressions such as no-tame-ni and yotte that have potential to designate
semantic relations between a predicate and its arguments. Since these
expressions come to the end part of each argument, the performance
of the CRF-based semantic role labeler can be improved by taking into
account the last morphemes of each argument as features. We apply our
proposed system to the annotated corpus of semantic role labels on a
balanced Japanese corpus. The experimental results show that the CRF-
based labeler with features extracted by HTCT approach outperforms
the normal CRF-based labeler.

Keywords: Hierarchical Tag Context Trees · Semantic role labeling ·
CRFs

1 Background Issues

Analyzing semantic roles of arguments for a predicate must be a fundamen-
tal technology to capture deeper semantic relations between sentences. Since
annotated corpora of semantic role labels (i.e., SRLs) and their frames are well
developed in English, e.g., FrameNet [1] and PropBank [2], a lot of SRL detection
systems have been developed mainly on English language [3–5]. In contrast to
this, the most of the recent annotated corpora of predicate-argument structure
in Japanese [6–8] are not on the level of semantic roles but on the level of surface
case marker level.

In this situation, recently several language resources such as Japanese
FrameNet [9] and Predicate Thesaurus (PT) [10] containing annotated semantic
role information are constructed on Balanced Corpus of Contemporary Written
Japanese (BCCWJ) [11]. Since the balanced corpus contains various text genres,
the annotated data of SRLs on BCCWJ must be a profitable language resource
for constructing a robust SRLer for Japanese. Currently the annotated corpus

c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 21–32, 2016.
DOI: 10.1007/978-981-10-0515-2 2
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Fig. 1. An example of multiword expression no-tame-ni.

based on PT is available1 thus we use PT-based annotated corpus as a gold
standard of SRLs that contains 72 types of SRLs2.

The previous work on constructing English semantic role labeling system [3,4]
reveals that syntactic information is indispensable feature for recognizing SRLs,
however, Japanese case markers, which are main clues of syntactic structure, do
not have enough variety compared with prepositions in English; for example,
English prepositions in, at, with, by can be mapped to a Japanese case marker
de. Thus it must not be possible to apply the approaches of English SRL systems
to a Japanese SRL system.

Besides case markers, functional multiword expressions (e.g., no-tame-ni
(because of), to-shi-te (as), and so on) can be clues to estimate semantic rela-
tion types between a predicate and its arguments. The example of no-tame-ni
(because of) is shown in Fig. 1.

In Fig. 1 the brackets indicates arguments for the predicate chuushi-sa-re-
ta, and Reason and Theme are SRLs in Fig. 1. Functional multiword no-tame-
ni (because of) indicates that the SRL of the first argument must be Reason.
Functional multiwords are manually collected and distributed as a dictionary
Tsutsuji3, however,

(1) Japanese dependency parser (e.g., cabocha+mecab) does not detect the
functional multiwords; and then the functional multiwords are separated
into morphemes and are sometimes wrongly POS-annotated depending on
the context, and

(2) even though the functional multiword dictionary is available, there is still
possibility to exist unrecognized functional multiwords.

Therefore we propose an approach to improve performance of SRL system
by capturing the functional multiword expressions in each argument. In this
paper, we apply hierarchical tag context tree model (HTCT) [13] that can extract
automatically effective sequences of morphemes and/or POSes. The extracted
sequences of morphemes and/or POSes are applied to a CRF-based SRL system
as features. In the experimental results we show that the CRF with HTCT
system outperformed a simple CRF-based SRL system.

1 http://pth.cl.cs.okayama-u.ac.jp.
2 The EDR corpus [12] also contains SRLs on Japanese texts, however, the texts are

not balanced, thus we select PT corpus.
3 http://kotoba.nuee.nagoya-u.ac.jp/tsutsuji/.

http://pth.cl.cs.okayama-u.ac.jp
http://kotoba.nuee.nagoya-u.ac.jp/tsutsuji/
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2 Hierarchical Tag Context Tree Approach for Extracting
Effective Sequences

The basic idea of the HTCT-based proposed approach is almost the same as an
approach to construct a context tree from input sequences. The context tree is
a framework to capture frequent sequences, and the characteristics of HTCT is
that a context tree is constructed not only for input words but also for tags (e.g.,
POSes) taking into account a hierarchy of tags [13]. In the rest of the section, we
describe the information-theoretical framework of how we find effective sequences
from input sequences with hierarchical tags, and then describe how we adapt the
HTCT framework for finding effective feature sequences of SRLs.

The key issue of constructing a context tree from input sequences is to define
a criteria where a new context should be added to a tree or not. Assuming the
situation to add a new tag b to a context sequence s at a leaves of a context tree,
we define δ(sb) as an evaluation measure that indicates the gain of expanding
the context s to a new context sb on the basis of Kullback-Leibler divergence
between the probability distributions given the context sequences sb and s. The
equation is shown in Eq. (1).

δ(sb) = n(sb)
∑
a∈A

n(a|sb)
n(sb)

log
P (a|sb)
P (a|s)

= n(sb)
∑
a∈A

P (a|sb)logP (a|sb)
P (a|s)

= n(sb)DKL(P (·|sb), P (·|s)) (1)

Where n(sb), P (·|sb) denote the number of occurrence of sb and the condi-
tional probability of a target given by sb, respectively. The idea of the evaluation
measure is that the new tag b should be added to the tree node s when the new
context sb gives enough information gain compared with the base context s. Then
a new tag will be added when the measure δ(sb) is larger than the threshold we
define in Sect. 3.

The algorithm of construction of a context tree for input sequences is
processed by a greedy algorithm, i.e., the possibility of adding new tags are eval-
uated only on the leaves of the context tree that have already been fixed. This
situation is shown in Fig. 2, where each node indicates a context tag sequence
and each arrow indicates a tag added to a leaf of the context tree; the first node
ε denotes an empty context; the dashed nodes and arrows denote not generated
nodes and arrows, respectively.

In Fig. 2 once a new arrow r is rejected to add the context s by the above
evaluation using Eq. (1), our approach will not take the context sr into account
any more. This indicates that even if the longer context src was an effective
context sequence, our approach would not take the context src because the
context sr was not registered in the base context tree.

In the above description, tags are flat, and now we incorporate tags that have
a hierarchical structure. Since the unit of the tags are morphemes in Japanese,
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Fig. 2. Making a context tree with a greedy algorithm.

Fig. 3. Hierarchical structure of tags.

we assume that four-layer is-a hierarchy, i.e., part-of-speech, reading, lemma and
surface are annotated to all the morphemes in the corpus (see Sect. 3).

Figure 3 shows an example of a hierarchy of Japanese case marker ‘ni’ whose
POS is Particle, reading is ‘ni’, lemma is ‘ni’ and surface is ‘ni’. Since the hierar-
chical structure expresses abstraction levels of a morpheme, our approach takes
only one element from the four hierarchical levels for a morpheme on the basis of
Eq. 1. This indicates that the elements (i.e., tags) in a context sequence contain
surface expressions, lemmas, readings and POSes of morphemes, and then our
approach takes the best tag from all of the possible morphemes with hierarchical
tags in extending a context tag sequence.

In the above explanation, we describe the theoretical framework of HTCT
approach, and now we describe how we adapt the HTCT framework for finding
effective tag sequences for SRLs.

As described in Sect. 1, case markers and multiwords i.e., functional mor-
pheme sequences at the end of arguments can be effective for disambiguation of
SRLs. Thus we apply the HTCT approach to extraction of effective tag sequences
of ending morphemes in each argument of sentences.

To realize this adaptation, we prepare an annotated corpus of SRLs such as
Fig. 1 and apply the HTCT approach to the annotated corpus by the following
modification steps.
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Fig. 4. Construction of an HTCT for finding effective tag sequence of SRLs.

(1) An HTCT is constructed not for morphemes but for SRLs, and
(2) An HTCT is constructed backward from the last morpheme of each argument.

In the modification step (1), we define the target a ∈ A in Eq. 1 as SRLs.
Thus we need to evaluate the conditional probability of SRLs given by various
context tags such as P (Theme| · ) and P (Reason| · ) using the annotated corpus.

To describe the details of the modification (2), Fig. 4 shows the situation of
constructing an HTCT for no-tame-ni and tame-wo. The left bracket denotes the
target SRLs and each node has a conditional probability of SRLs given the con-
text tag sequence. For example, at the top node ε, the conditional probabilities
are defined as P (Theme) and P (Agent) which indicate no context tags, while at
the second node, e.g., ni, the conditional probability is defined as P (Theme|ni).
Since these conditional probabilities of SRLs are used in the evaluation measure
of Eq. (1), the extracted context tag tree can be effective for predicting SRLs.

Figure 4 shows that the context tree is constructed backward, i.e., the first
level of the context tags are evaluated on the morphemes ni and wo, and then
the second level of the context is evaluated on tame. Since a leaf node of the
context tree will be extended if the information gain of the new node is enough
large, the context tag tree is expected to capture characteristic tag sequences as
long as possible.

In every step of adding a new tag to a leaf of context tree, the proposed
approach takes into account hierarchical tags for the target morphemes. Figure 4
shows the case that the surface level, i.e., ni and wo are selected at the second
nodes of the context tree. Since hierarchical consistency will be kept in the
context tree, if the POS level, i.e., PARTICLE were selected at the second nodes,
the surface level nodes ni and wo might be merged into PARTICLE node; and
then the third node tame would be evaluated in the context of PARTICLE-tame.
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Table 1. Top 10 SRLs in the annotated corpus

Name of SRL Freq. of SRLs

Theme 1391

Agent 567

Experiencer 242

Time 233

Manner 223

Goal 178

Adverbial 165

Reason 161

Modificant 152

Method 140

Total 4844

3 Experiments of Semantic Role Labeling and Discussions

3.1 Experimental Set Up

The PT corpus contains 2662 annotated sentences and head verbs and their
arguments (4844) are annotated with the 62 types of SRLs in the sentences of
BCCWJ. In the corpus all of the sentences are broken down to morphemes, and
then SRLs are annotated to the morphemes with IOB2 tag format for arguments.
The statistics of the top 10 SRLs are shown in Table 14. The top two frequent
SRLs are Theme and Agent that are the same as an English SRL annotated
corpus PropBank [5].

Since each chunk, i.e., argument is annotated, the proposed CRF-based SRL
system recognize (1) boundary of each argument and (2) SRL for each argument.
The performance of the system is evaluated by precision, recall and f-measure.
Let an output of the system be correct if the system correctly detect both a
boundary and its SRL.

To evaluate the SRL system, we divide the TP corpus in half, i.e., training
corpus and test corpus. In the both corpora all of the morphemes are correctly
annotated with surface, lemma, reading, and POS on the basis of UniDic [11].

3.2 CRF Model and CRF with HTCT Model

We execute three types of experiments. The first is applying normal CRFs5 with
taking into account a fixed number of morphemes at the end of each argument
(Table 7); the second is CRFs with variable length features from the HTCT

4 See more details of the annotated corpus at http://pth.cl.cs.okayama-u.ac.jp.
5 We use CRF++ http://crfpp.googlecode.com/svn/trunk/doc/index.html?source=

navbar.

http://pth.cl.cs.okayama-u.ac.jp
http://crfpp.googlecode.com/svn/trunk/doc/index.html?source=navbar
http://crfpp.googlecode.com/svn/trunk/doc/index.html?source=navbar
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Table 2. Base features of CRF

No. Description of feature

1 Surface of the target morpheme

2 Lemma of the target morpheme

3 Reading of the target morpheme

4 POS of the target morpheme

5 Surface of the final Noun morpheme in the argument

6 Lemma of the final Noun morpheme in the argument

7 Case marker of the argument

8 Lemma of the head verb

Table 3. Contextual features of CRF

No. Description of feature

t1 Surface of the next morpheme

t2 Surface of the previous morpheme

t3 Reading of the next morpheme

t4 Reading of the previous morpheme

t5 POS of the next morpheme

t6 POS of the previous morpheme

model6; and the third is CRFs with the first experiments’ settings and the fea-
tures extracted from the HTCT model. In the rest of the section, we describe
how we utilize the HTCT to a CRF model as well as the details of the features
in each CRF model.

We prepare three types of CRF-based models with different features; they
are (1) normal CRF (denoted as CRF), (2) CRF taking into account the fea-
tures of the last a few morphemes in arguments (denoted as CRF+2suf and
CRF+3suf, respectively), and (3) CRF that extends the second model by adding
the combinations of features of the last two morphemes of arguments (denoted
as CRF+3suf+c).

Table 2 shows the base features of the CRF model. The features No. 7 and 8
must be key information to decide SRLs. The features of the normal CRF model
has also the contextual information as seen in Table 3 and the combinatorial
features in Table 4. The features defined in Tables 2, 3 and 4 are used in the all
of CRF models.

Table 5 shows the features of the last three morphemes used in the CRF+3suf
model, while the CRF+2suf model uses the features of the last two morphemes
in arguments, i.e., the features from No. l5 to l12 in Table 5. These features
consist of four attributes, that are, surface, lemma, reading, and POS, and thus

6 We set the threshold to 0 in these experiments.
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Table 4. Combination of base features in CRF

No. Description of feature

c1 Combination of 1 and t1

c2 Combination of 1 and t2

c3 Combination of 4 and t5

c4 Combination of 4 and t6

c5 Combination of 5 and 8

c6 Combination of 6 and 8

c7 Combination of 7 and 8

c8 Combination of 5, 7 and 8

c9 Combination of 6, 7 and 8

Table 5. Features of enhancing the last three morphemes in arguments for CRF+3suf

No. Description of feature

l1 Surface of the third last morpheme in the argument

l2 Lemma of the third last morpheme in the argument

l3 Reading of the third last morpheme in the argument

l4 POS of the third last morpheme in the argument

l5 Surface of the second last morpheme in the argument

l6 Lemma of the second last morpheme in the argument

l7 Reading of the second last morpheme in the argument

l8 POS of the second last morpheme in the argument

l9 Surface of the last morpheme in the argument

l10 Lemma of the last morpheme in the argument

l11 Reading of the last morpheme in the argument

l12 POS of the last morpheme in the argument

the CRF models can learn various kinds of abstracted levels of the characteristics
of ending multiwords of arguments.

The features of the CRF+3suf+c model consist of combinations of the fea-
tures in Table 6 and the features used in the CRF+3suf. Table 6 shows all of the
binary combinations between the second last morpheme and the last morpheme;
the base features are surface, lemma, reading, and POS, and then the combi-
nations are 16 features in total. Thus the CRF+3suf+c can capture effective
combined features for SRLs.

Next, we describe the CRF with HTCT models. The first model is the CRF
model with the features using the output of the HTCT model for characterizing
the ending multiwords of arguments instead of using fixed length features of the
last a few morphemes, i.e., the features of the CRF with HTCT model are the
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Table 6. Combination of features at the last two morphemes in CRF+3suf+c

No. Description of feature

f1 Combination of l5 and l9

f2 Combination of l5 and l10

f3 Combination of l5 and l11

f4 Combination of l5 and l12

f5 Combination of l6 and 19

f6 Combination of l6 and l10

f7 Combination of l6 and l11

f8 Combination of l6 and l12

f9 Combination of l7 and 19

f10 Combination of l7 and l10

f11 Combination of l7 and l11

f12 Combination of l7 and l12

f13 Combination of l8 and 19

f14 Combination of l8 and l10

f15 Combination of l8 and l11

f16 Combination of l8 and l12

base features of CRF in Tables 2, 3 and 4 with a feature of the best context tag
sequence outputted by the HTCT. Several HTCT models are constructed with
varying different maximum depth of context tag trees from two to five, and then
they are denoted as HTCT-2 to HTCT-5 learned from the training corpus. The
second models of the CRF with HTCT take all the features of the CRF model
and the HTCT model that shows the best performance among HTCT models in
the experiments of Sect. 3.3.

3.3 Experimental Results and Discussions

In this section we will show the preliminary experimental results of detecting
SRLs for the test data; that is, all of learning CRF models and construction
of HTCT models are done on the training corpus, and the following scores are
evaluated on the test corpus described in Sect. 3.1.

Table 7 shows the experimental results of detecting SRLs by the CRF models.
In the table, the normal CRF without the features of the ending morphemes
of arguments does not work well compared with the cases taking care of the
ending morphemes of arguments. Note that the normal CRF also takes into
account all of the morphemes in arguments, that is, multiwords at the end of
arguments are contained in the features; however, the functional multiwords are
separated to individual morphemes then it must be hard for the CRF model
to associate the morphemes with the SRLs. In consract, the CRF+2suf model
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Table 7. Experimental results of CRF + fixed length of the last a few morphemes in
arguments

Model Precision (%) Recall (%) F-measure

CRF 46.74 19.61 27.63

CRF+2suf 47.74 33.96 39.69

CRF+3suf 48.77 37.26 42.25

CRF+3suf+c 47.90 37.22 41.89

Table 8. Experimental Results of CRF + HTCT

Model Precision (%) Recall (%) F-measure

HTCT-2 48.85 35.51 41.12

HTCT-3 51.05 34.53 41.20

HTCT-4 51.09 31.55 39.01

HTCT-5 50.35 29.27 37.02

Table 9. Experimental Results of CRF + fixed + HTCT

Model Precision (%) Recall (%) F-measure

CRF+3suf+HTCT-3 49.71 37.87 42.99

CRF+3suf+c+HTCT-3 49.42 39.79 44.08

and the CRF+3suf model take two or three morpheme sequences as one new
features, then the performance of recognizing SRLs is significantly improved.

Comparing the results between the CRF+2suf and the CRF+3suf models,
we found that the length of the effective morpheme sequences would be three.
Besides, comparing the CRF+3suf with the CRF+3suf+c, the simple application
of the combinatorial features of the last two morphemes in arguments does not
work well in SRL detection.

The experimental results of the CRF with HTCT model are shown in Table 8.
Comparing the different length models of HTCT in F-measure, the HTCT-3
model shows the best performance. This indicates that the HTCT model esti-
mates the effective morpheme length for SRLs must be three on the training
corpus, which is the same results in Table 7. Comparing the HTCT models with
the CRF+3suf in F-measure, however, the CRF+3suf outperforms all of the
HTCT models. If we focus on the precision rates, the HTCT-3 model performs
51.05 % in precision rate whose score is better than the CRF+3suf. This indicates
that the arguments annotated correctly by the HTCT model might be different
from those by the CRF+3suf, and thus there might be room for improvement
of the performance of detecting SRLs by using both features.

The experimental results of the CRF+3suf model or the CRF+3suf+c model
combined with HTCT-3 are shown in Table 9. The table shows that the both
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combined models outperforms the original models, i.e., CRF+3suf, CRF+3suf+c
and HTCT-3 in F-measure. Especially comparing the results in Table 9 with
those in Table 7, both the precision and recall rates are improved. These are
preliminary results, however, these improvements must indicate that the con-
text tag sequences extracted by HTCT would be different characteristics from
manually defined features, and those must be effective for annotating SRLs.

4 Conclusion

We proposed a hierarchical tag context tree approach for capturing the multi-
word expressions in arguments of Japanese sentences and show the effectiveness
of extracting SRLs by applying the extracted hierarchical context tag sequences
to the feature of CRFs. In the future work we will do more detailed analysis of
these results.

Acknowledgments. This research received support from JSPS KAKENHI Grant
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Abstract. We present a study on sentence-level Arabic Dialect
Identification using the newly developed Multidialectal Parallel Corpus
of Arabic (MPCA) – the first experiments on such data. Using a set
of surface features based on characters and words, we conduct three
experiments with a linear Support Vector Machine classifier and a meta-
classifier using stacked generalization – a method not previously applied
for this task. We first conduct a 6-way multi-dialect classification task in
the first experiment, achieving 74 % accuracy against a random baseline
of 16.7 % and demonstrating that meta-classifiers can large performance
increases over single classifiers. The second experiment investigates pair-
wise binary dialect classification within the corpus, yielding results as
high as 94%, but also highlighting poorer results between closely related
dialects such as Palestinian and Jordanian (76 %). Our final experiment
conducts cross-corpus evaluation on the widely used Arabic Online Com-
mentary (AOC) dataset and demonstrates that despite differing greatly
in size and content, models trained with the MPCA generalize to the
AOC, and vice versa. Using only 2,000 sentences from the MPCA, we
classify over 26 k sentences from the radically different AOC dataset with
74 % accuracy. We also use this data to classify a new dataset of MSA
and Egyptian Arabic tweets with 97 % accuracy. We find that charac-
ter n-g are a very informative feature for this task, in both within- and
cross-corpus settings. Contrary to previous results, they outperform word
n-grams in several experiments here. Several directions for future work
are outlined.

1 Introduction

The Arabic language, the official language of more than 20 countries, is com-
prised of many regional dialects with the Modern Standard Arabic (MSA) variety
having the role of a common dialect across the Arabic-speaking population.

Arabic is a morphologically sophisticated language with many morphemes
that can appear as prefixes, suffixes or even circumfixes. These mark grammati-
cal information including case, number, gender, and definiteness, amongst others.
This leads to a sophisticated morphotactic system. Its orthography is very dif-
ferent to English with right-to-left text that uses connective letters. Moreover,
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 35–53, 2016.
DOI: 10.1007/978-981-10-0515-2 3
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this is further complicated due to the presence of word elongation, common lig-
atures, zero-width diacritics and allographic variants – resulting in a degree of
orthographic ambiguity. All of these properties pose a challenge for NLP [1].

These varieties of Dialectal Arabic (DA) and MSA vary among each other
across the major linguistic subsystems, including phonology, morphology, orthog-
raphy and to a lesser degree, syntax. For written Arabic – the focus of the present
work – the greatest differences exist in lexicon, morphology and orthography.1

The availability of robust and accurate dialect identification models can be of
great benefit to Arabic NLP tasks and this has fuelled the recent drive in inves-
tigating Arabic Dialect Identification (ADI). Potential applications of ADI are:

– As a useful preprocessing step for other tasks, such as statistical machine
translation. Here they could be used to determine the most suitable dialect-
specific models to be used for the input data.

– For building dialect-to-dialect or dialect-to-MSA lexicons, such as the work
presented in [3] which uses information mined from the web to induce such lex-
icons. Another example is [4], which presents an electronic three-way lexicon,
Tharwa, comprising Dialectal Arabic, Modern Standard Arabic and English
correspondents. This can be helpful in linguistic research and can also aid
learners who are studying a specific dialect.

– The generated dialectal mappings can be used in Natural Language Genera-
tion (NLG) for selecting the appropriate lexeme or morphological inflection
using dialect-based word choice criteria [5]. This is useful for tailoring the
output for a particular dialect or region.

– As a tool for Authorship profiling and attribution in the forensic linguistics
domain.

– In an Information Retrieval context this method can be used to filter doc-
uments according to their dialect. Practical applications include, inter alia,
filtering of news articles or search engine results according to user preferences.

These potential applications have generated recent interest in the task of
automatically identifying the Arabic dialect of given texts.

The rise of microblogs and social media have also spurred researchers to
investigate NLP tasks at smaller scales.2 In this spirit, our work also focuses on
dialect identification at the sentence level. This is a more challenging task due
to sparsity and the amount of information available per item.

There have been concerns that the word unigram models used in previous
research are affected by topic bias, as discussed in Sect. 2. We attempt to inves-
tigate this by running the first ADI experiments using a parallel corpus that is
inherently balanced by topic. We further investigate this issue by using cross-
corpus evaluation on previous datasets.

Another limitation with previous work is that almost all studies have distin-
guished between only two classes. There are likely to be many more classes in

1 See [2, §2] for a more detailed discussion.
2 e.g. on short texts such as Tweets, SMS messages and status updates.
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practical application and we perform a 6-way dialect identification experiment
to evaluate our system.

In sum, the broad aim of the present study is to assess the utility of surface
features for multi-class Arabic dialect identification on a parallel corpus that is
balanced by topic and size across classes. In addition to the standard single-
classifier setup, we also experiment with a meta-classifier approach which to the
best of our knowledge, has not hitherto been applied to dialect identification.
Finally, we also aim to evaluate the generalizability of models trained on specific
datasets through cross-corpus evaluation.

2 Background

A number of recent works have attempted to perform automatic dialect identi-
fication of Arabic texts.3 In this section we briefly review some of this previous
work.

The Arabic Online Commentary (AOC) Dataset, a 52 m word monolingual
dataset rich in dialectal content was developed in [7]. A total of 108 k sen-
tences were labelled for dialect and used for automatic dialect identification.
The authors take a Language Model approach and report an accuracy of 69.4%
on a 4-way classification task (MSA and three dialects). On a binary classifica-
tion between Egyptian Arabic and MSA, an accuracy of 80.9% was reported.

Similarly, [8] also take a supervised learning approach to sentence-level binary
classification of Egyptian Arabic and MSA data from the AOC dataset. They
utilize a Naive Bayes classifier along with word n-grams combined with core
(token- and perplexity-based features) and meta features. Their system achieves
as accuracy of 85.5%, an improvement over the 80.9% reported in [7] for the
same task.

In [9] the authors extend their previous work on the AOC dataset to include
letter and word features. They report that word unigrams are the best perform-
ing feature. They report an accuracy of 81.0% on a 4-way classification task
(MSA vs. three dialects). For Egyptian Arabic vs. MSA, an accuracy of 87.9%
is reported.

Also focusing on the Egyptian-MSA binary classification task, [10] use a range
of lexical and morphological features to classify 700 tweets with 95% accuracy
against a 50% baseline. This set of 700 tweets was constructed specifically for
evaluation and is different to the training data. A total of 880 k Arabic tweets
were crawled from Twitter in March 2014 and this manually selected subset of
350 Egyptian and MSA tweets were selected to create the test set. We also use
this test set in our cross-corpus evaluation.

Much of the previous work in Arabic Dialect Identification has used the
Arabic Online Commentary (AOC) dataset. This dataset is not controlled for
topic and the number of sentences across the different dialects are not balanced.
The authors of [10] state that since the data are sourced from singular sources,

3 Spoken Arabic dialect identification is a another area of research, as discussed in [6].
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Fig. 1. An example of a dataset that is not balanced by topic: class 1 contains mostly
documents from topic A while class 2 is dominated by texts from topic B. Here, a
learning algorithm may distinguish the classes through other confounding variables
related to topic.

these models may not generalize to other data as they implicitly capture topical
cues and are thus susceptible to topic bias. This is a claim that we aim to assess
in this work.

Topic bias can occur as a result of the themes or topics of the texts to be
classified not being evenly distributed across the classes, leading to correlations
between classes and topics [11,12]. For example, if in our training data all the
texts written by Egyptian Arabic speakers are on topic A, while all the MSA
texts refer to topic B, then we have implicitly trained our classifier on the topics
as well. In this case the classifier learns to distinguish our target variable through
another confounding variable. This concept is illustrated in Fig. 1.

3 Data

For our experiments we use the Multidialectal Parallel Corpus of Arabic (MPCA)
which was recently released by [2]. They present the first parallel multidialectal
Arabic dataset, comprised of 2,000 sentences in Modern Standard Arabic, five
regional dialects, as well as English. This data was transcribed native-speaker
translators who translated the source sentences into their dialect. This corpus
is a valuable resource as such parallel cross-dialect translations do not occur
naturally and are useful for studying dialectal differences while controlling for
topic bias. Moreover, as this data has been transcribed, it is not prone to the
issues found in noisy social media or web crawled data.

The corpus covers seven dialects/languages: Modern Standard Arabic (MSA),
English (EN), Egyptian (EG), Tunisian (TN), Syrian (SY), Jordanian (JO) and
Palestinian (PA). An example sentence is shown in Fig. 2, which highlights the
wide ranging differences among the dialects. We use 1,000 sentences4 from the
Arabic data for our experiments, excluding the English translations.
4 Given that this is a parallel corpus, this is 1,000 sentences per dialect, 6,000 sentences

in total.
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Fig. 2. A comparison of the translations for one sentence in the Multidialectal Parallel
Arabic Corpus. We use the six Arabic dialects in our experiments.

In this work we also explore cross-corpus evaluation and use AOC and
Egyptian-MSA tweet datasets, both described in the previous section, to test
our system.

4 Methodology

We take a supervised classification approach for this task, similar to previous
research. Our features, classifier and evaluation method are described in this
section.

4.1 Features

We employ two lexical surface feature types for this task, as described below.
We do not perform any preprocessing steps (e.g. tokenization or orthography
normalization) prior to feature extraction.

Character n-grams. This is a sub-word feature that uses the constituent char-
acters that make up the whole text. When used as n-grams, the features are
n-character slices of the text. From a linguistic point of view, the substrings
captured by this feature, depending on the order, can implicitly capture various
sub-lexical features including single letters, phonemes, syllables, morphemes and
suffixes.
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Word n-grams. The surface forms of words can be used as a feature for clas-
sification. Each unique word may be used as a feature (i.e. unigrams), but the
use of bigram distributions is also common. In this scenario, the n-grams are
extracted along with their distributions.

The features frequencies are weighted using the tf-idf weighting scheme. This
choice is based on our preliminary experiments showing that they outperformed
a binary feature representation.

4.2 Classifier

We use a linear Support Vector Machine to perform multi-class classification
in our experiments. In particular, we use the LIBLINEAR5 SVM package [13]
which has been shown to be efficient for text classification problems with large
numbers of features and documents. We use cross-validation to optimize the
SVM’s C hyperparameter.

Ensemble classifiers have been found to be useful in other multi-class text
classification tasks including language identification [14] and Native Language
Identification [15,16]. In this work we also experiment with a stacked general-
ization model [17]. This is done through creating an ensemble of classifiers by
training a single linear SVM classifier for each feature type and using the class
probability outputs from each of these classifiers to train a higher level classifier.
This meta-classifier, also a linear SVM, may be able to map the outputs from
the lower level classifiers to their true labels by learning patterns such as certain
classifiers being more likely to misclassify some classes [18, §3.6].

4.3 Evaluation

We report our results as classification accuracy under cross-validation. We exper-
iment with two types of cross-validation.

Consistent with most previous studies, we use k-fold cross-validation, with
k = 10. For creating our folds, we employ stratified cross-validation which aims
to ensure that the proportion of classes within each partition is equal [19].

The accuracy estimated by k-fold cross-validation is a variable value that
depends on the randomly chosen splits of the data. To reduce the variabil-
ity introduced by this random splitting we also experiment with Leave-one-out
(LOO) cross-validation where each data point is predicted by a learner trained
on every other data point.6

No previous baselines are available here as this is the first application of
dialect identification to this data. We use a random baseline for comparison
purposes. This is commonly employed in classification tasks where it is calculated
by randomly assigning labels to documents. It is a good measure of overall
performance in instances where the training data is evenly distributed across

5 http://www.csie.ntu.edu.tw/%7Ecjlin/liblinear/.
6 For a dataset with n items, this is equivalent to n-fold cross-validation.

http://www.csie.ntu.edu.tw/%7Ecjlin/liblinear/
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Table 1. Arabic Dialect Identification classification accuracy for all six dialects, using
our feature set. The best results for each column are in bold.

Feature Accuracy (%)

10-fold CV LOO CV

Random Baseline 16.67 16.67

Oracle Baseline 81.21 81.74

(1) Character unigrams 46.12 46.27

(2) Character bigrams 62.16 62.40

(3) Character trigrams 65.26 65.60

(4) Character 4-g 59.62 60.12

(5) Word unigrams 57.53 57.76

(6) Word bigrams 24.10 24.27

All Character n-grams (1–4) 65.60 66.10

Character 1/2/3-g (1–3) 66.48 66.63

All Word n-g (5–6) 54.40 54.44

All features combined (1–6) 65.25 66.07

Meta-classifier (all features) 74.32 74.35

the classes, as is the case here. For example, an 11-class dataset has a random
baseline of 1

11 = 9.1%.
Additionally, we also compare against the oracle baseline used by [20]. Here

the oracle correctly classifies a text if any single feature type alone correctly pre-
dicts its label. It is useful in defining an upper-bound for classification accuracy.

5 Experiments and Results

5.1 Multi-dialect Classification

Our first experiment evaluates our feature set for distinguishing all of the dialects
from each other. This is a 6-way classification task with a random baseline of
16.67%. The oracle baseline – the estimated maximum accuracy possible on
this data – is 81%, meaning that not any of our feature types can correctly
classify around 19% of this data. The results for all of our features under both
cross-validation methods are shown in Table 1.

These results show that character n-grams are the best feature type, with
trigrams yielding the highest accuracy and performance dropping sharply with
4-g. Word unigrams are also an informative feature, although not as accurate as
the other features.

We also experiment with combining different feature types into a single fea-
ture vector, with results shown in the third section of Table 1. Here we observe
that a combination of character 1/2/3-g provides the best result for this type of
simple combination.
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Finally, we also test our stacked generalization model for this task with all
6 feature types, achieving an accuracy of 74%. This is an 8% increase over the
best single-classifier model and is only 7% lower than the oracle upper-bound.

Fig. 3. The confusion matrix of our multi-class classification using stacked generaliza-
tion with all features, visualized as a heatmap.

We can also assess the degree of confusion between classes; a confusion matrix
of the results obtained using the stacked generalization model is presented in
Fig. 3. Egyptian Arabic has the highest degree of confusion, mostly with MSA
and Palestinian Arabic. We also see a significant amount of confusion between
Jordanian Arabic and the Syrian and Palestinian varieties. This is not surprising
and likely a result of geographical proximity as all three classes are Levantine
dialects. MSA and Tunisian are the dialects that are most accurately identified.

Finally, we can also assess the learning curve for our best feature, a combi-
nation of character 1/2/3-g. This is shown in Fig. 4. It can be seen that there is
rapid increase with the first 1,000 training instances and steady increases until
the curve begins to stabilize at around 4,000 training examples. The accuracy
does continue to increase after this, albeit at a slower pace. This suggests that
the addition of more training data could help increase performance.
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Learning Curve for Character 1/2/3-grams

Fig. 4. The learning curve for Character 1/2/3-g. The curve begins to stabilize after
around 4 k training sentences.

5.2 Pairwise Classification

Given that much of the previous dialect identification work has focused on binary
classification of two dialects, we perform pairwise classification between all six
varieties in the MPCA dataset. The results are shown in Table 2.

MSA and Jordanian Arabic are the most distinguishable pair with an accu-
racy of 93.8%. Conversely, Palestinian and Egyptian Arabic are the most chal-
lenging to discriminate, resulting in the lowest accuracy of 74.9%. Most other
pairs are discriminated well. The accuracy for the widely-investigated MSA-
Egyptian pair is similar to the previous results reported in Sect. 2.

5.3 Cross-Corpus Evaluation

Our final experiment aims to assess the generalizability of the features learned
by our system. We do this through a cross-corpus evaluation using the MPCA
and the AOC dataset described in Sect. 2. Additionally, we also test our system
on the set of tweets constructed by [10].

As the datasets cover different dialects, we use the overlapping MSA and
Egyptian dialects for binary classification. We take 2,000 sentences from the
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Table 2. Pairwise Arabic Dialect Identification classification accuracy using Character
1/2/3-g.

EG JO MSA PA SY TN

EG 83.0 82.8 74.9 81.6 82.3

JO 83.0 93.8 76.3 80.8 86.0

MSA 82.8 93.8 91.4 90.7 90.2

PA 74.9 76.3 91.4 83.1 87.3

SY 81.6 80.8 90.7 83.1 87.9

TN 82.3 86.0 90.2 87.3 87.9

MPCA dataset and 26,039 sentences from the MSA-Egyptian portion of the
AOC dataset.7 We also test against the Twitter dataset composed of 700 tweets.

What is interesting about this setup is that the data differ significantly in
size and content; one is a parallel corpus while the other contains web-sourced
user comments.

Using our Character 1/2/3-g and Word unigram features, we train on the
MPCA and test on the AOC dataset, and vice versa. We also train a single
model using both the AOC and MPCA data and test it against the tweets. The
results for all of these evaluations are listed in Table 3.

These results again show that the character features perform very well in
both cross-corpus scenarios. The accuracy for training on the MPCA is over 20%
higher than the AOC baseline. This is particularly impressive considering that
we are using only 2 k sentences from one corpus to classify over 26 k sentences
from a radically different corpus with 73.6% accuracy. Word unigrams are also
useful and only a few percentage points behind the character n-grams.

This pattern is mirrored for training and the larger AOC and testing on the
MPCA, but with higher accuracies. This is not surprising given that the training
data is 13 times larger. Character n-grams provide the best cross-corpus accuracy
of 83.85% compared to 80.20% for the word unigrams, both of which are against
a 50% random baseline.

A key finding here is that the models trained here do generalize across
datasets with a high degree of accuracy, despite their striking differences in
size and content. Although this result does not evidence the absence of topic
bias, it may indicate that its negative effects are tolerable.

These results also suggest that, at least for small dataset like the MPCA,
character n-grams generalize the most. However, it may be the case that word
unigrams may perform better with a large enough dataset; character n-grams
may be performing better here as there may not be much lexical overlap between
the unrelated datasets.

7 This contains 13,512 MSA sentences, resulting in a majority class baseline of 51.89 %.
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Table 3. MSA vs. Egyptian Arabic cross-corpus classification results for training on
one dataset and testing on the other, and vice versa. Bold indicates best result in
column.

Cross-corpus accuracy (%)

Train MPCAa AOC AOC+MPCA

Test AOCb MPCA Tweetsc

Baseline 51.89 50.00 50.00

Character 1/2/3-g 73.60 83.35 94.00

Word unigrams 68.82 80.20 96.71

All Features 73.16 83.00 95.14
a Includes 2,000 sentences, distributed evenly across
the two classes.
b Has 26,039 sentences, majority baseline used as not
evenly distributed
c Includes 700 Tweets distributed equally across both
classes.

6 Error Analysis

In this section we isolate and analyze the misclassified sentences in the MPCA
data to gain a better understanding of the challenges for sentence-level dialect
identification.

6.1 Sentence Length Analysis

Sentence length, measured by the number of tokens, is an important factor to
consider in sentence-level classification tasks [21,22]. There may not be enough
distinguishing features if a sentence is too short. Conversely, very long sentences
will likely have more features that facilitate correct classification. Here we inves-
tigate the length of misclassified items.

The MPCA data has a mean sentence length of 8.9 tokens (SD=5.3) while
the misclassified subset has a substantially smaller average length of 6.8 tokens
per sentence (SD=4.07). Histograms for this data are shown in Fig. 5. We also
observe that very few of the longer sentences are misclassified.

An analysis of the cumulative frequency shown that 65% of the misclassified
sentences have 7 tokens or less. In sum, evidence from this analysis points to the
challenges of distinguishing smaller sentences.

6.2 Human Evaluation of Misclassified Sentences

We also perform a human evaluation on the misclassified sentences. Such analyses
of misclassified items can help better understand the difficulty of a task [20] and
provide further insights about the task.
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Fig. 5. Histograms of the sentence lengths (tokens) in our data for the entire corpus
(left) and only for misclassified sentences (right).

For this analysis 20 misclassified sentences from each dialect were randomly
selected to create a set of 120 sentences. The second author, a native speaker
with experience in dialectal Arabic research, was then required to label each
sentence with the most probable dialect.

Only 23 sentences (19.17%) were correctly classified, only slightly above the
random baseline of 16.67%. Analysis and evaluator feedback from the task pro-
vided some relevant insights:

– A large proportion of the sentences are very short and therefore lack contextual
and dialect-specific cues that can be effective in determining the dialect class
accurately.

– The above issue results in many texts being acceptable into any of dialect
classes.

– A number of other instances can be confidently ruled out as being MSA, but
it is not clear which non-MSA dialect they belong to.

– A narrower subset of sentences can fit within any of the Levantine dialects.
– Most of the correctly labelled sentences (65%) were MSA or Egyptian Arabic.

These results and highlighted issues comport with our confusion matrix and
sentence length analyses. All of these findings could also explain why the MPCA
data has an oracle baseline of 81%.

Future work can use an oracle classifier [20] to isolate the subset of sentences
that no feature type can predict correctly.
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7 Feature Analysis

In this section we perform an analysis of the most discriminative features associ-
ated with each class in the MPCA data. We do this using the method proposed
by [23] to extract lists of features associated with each dialect.

7.1 Egyptian Arabic

A large portion of discriminative features here are dialect specific function words
and highly dialectal content words. Some discriminative features are shown in
Fig. 6.

Fig. 6. Discriminative features for Egyptian Arabic.

7.2 Jordanian Arabic

The discriminative features of Jordanian Arabic tend to be more content words
rather than function words. We also note that some of the content words are
conversational (i.e. ). This might reflect a genuine trend in
this dialect or it could merely be an artefact due to the size of the dataset.
Example features are listed in Fig. 7.
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Fig. 7. Discriminative features for Jordanian Arabic.

Fig. 8. Discriminative features for Palestinian Arabic.

7.3 Palestinian Arabic

This dialect is also distinguished by more unique content words rather than
function words. Some examples from this dialect are listed in Fig. 8.

7.4 Syrian Arabic

This dialect has some features that overlap with the other Levantine dialects.
Examples are shown in Fig. 9.
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7.5 Tunisian Arabic

As shown by the features in Fig. 10, this dialect has a set of highly specific
negators, prefixes, intensifiers, interrogative prefixes and verbs.

7.6 Modern Standard Arabic

Function words are the most discriminative features for MSA, some of which are
listed in Fig. 11.

8 Discussion and Conclusion

We presented a number of Arabic dialect identification experiments using the
newly released MPCA dataset. These results inform current research in several
ways.

We demonstrated the utility of a parallel corpus for ADI, achieving 74%
accuracy on a 6-dialect classification task with a random baseline of 16.7%.
Pairwise binary dialect classification within this corpus also yielded results as
high as 94%, but also highlighted poorer results between closely related dialects
such as Palestinian and Jordanian (76%). This was also evident in our feature
analysis where we observed that the Levantine dialects share a lot of common
features, making it harder to distinguish them. The results also show that leave-
one-out cross-validation leads to very similar results as 10-fold cross-validation.

We demonstrated that a meta-classifier can provide significant increases for
multi-class dialect identification. This is a direction that requires further inves-
tigation as this is the first application of such a method for this task.

Fig. 9. Discriminative features for Syrian Arabic.
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Fig. 10. Discriminative features for Tunisian Arabic.

Fig. 11. Discriminative features for Modern Standard Arabic (MSA).

Our cross-corpus experiment demonstrated that models trained with the
MPCA generalize to other data. This was also the case for the AOC dataset
when tested against the MPCA. Data from both corpora was also used to clas-
sify 700 Egyptian Arabic and MSA tweets with 97% accuracy.
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Similar to the results of [10], we find that character n-grams are in most
scenarios the best single feature for this task, in both within- and cross-corpus
settings. This is in contrast to the results of [7–9] that establish word unigrams
as being the best feature type. This discrepancy merits further scrutiny and we
plan to investigate it in future research.

One possibility is that previous experiments report higher accuracies due to
topic bias within their corpora, which is most strongly present in words. This
may also be due to the smaller size of our dataset; there may not be a sufficient
amount of data and unique tokens to train a learner on words.

The use of the two feature types is not mutually exclusive. In a system that
operates on both the token and sentence levels, such as that of [8], the character
n-grams could be used to classify out of vocabulary (OOV) tokens which are
previously unseen.

The key shortcoming of this study, albeit beyond our control, is the limited
amount of data available for the experiments. In this regard, we are surprised by
relatively high classification accuracy of our system, given the restricted amount
of training data available. Future work includes the application of our methods
to additional data as it becomes available. Only 1 k parallel sentences from the
MPCA dataset were available to us at the time of our study, but this is to be
expanded in the future.

Another limitation is the absence of data preprocessing. The integration of
additional task-specific preprocessing steps, namely tokenization and orthogra-
phy normalization, could lead to improved performance according to the results
reported by [8, p.459].

There are also a number of other potential directions for future work. The
overall accuracy can be increased by focusing on improving the most commonly
confused classes (as shown in the confusion matrix in Sect. 5.1) and the worst
performing dialect pairs from the pairwise classification analysis.

We also note that conducting an even more comprehensive error analysis
could also provide to be a fruitful line of future inquiry. This analysis could
provide valuable insights about the most common errors being committed by the
current system – such as those related to the above-mentioned class confusion –
thus helping guide future efforts in this area.

Another possibility is to experiment with a wider range of features and to
assess the diversity of these features, for example, using the method proposed
by [24].

Further to increasing the dataset sizes, the number of dialects can also be
increased. More datasets could also be used to perform additional cross-corpus
experiments. This data can be sourced from everyday natural language produc-
tions found in social media and Twitter.

Acknowledgments. We would like to thank Houda Bouamor for making the MPCA
data available. We also thank the three anonymous reviewers for their helpful com-
ments.
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Abstract. Detecting filled pause in spontaneous speech recognition is very
important since most of the speech is spontaneous and the most frequent phenom‐
enon in Indonesian spontaneous speech is filled pause. This paper discusses the
detection of filled pauses in spontaneous speech of Indonesian by utilizing
acoustic features of the speech signal. The detection was conducted by employing
statistical method using Naïve Bayes, Classification Tree, and Multilayer Percep‐
tron algorithm. To build the model, speech data were collected from an enter‐
tainment program. Word parts in the data were labeled and its features were
extracted. These include the formant and pitch stability, energy-drop, and dura‐
tion. Half an hour of sentences contains 295 filled pause and 2082 non-filled pause
words were employed as training data. Using 25 sentences as testing data, Naïve
Bayes gave best detection correctness, 74.35 % on a closed data set and 71.43 %
on an open data set.

Keywords: Spontaneous speech · Filled pause · Acoustic

1 Introduction

Speaking is one way of conveying information. Despite many kinds of speaking styles,
it can be divided into three categories based on the preparation: prepared speech; semi-
spontaneous; and spontaneous. A prepared speech is produced when the speaker read a
text that has been prepared in advance. Semi-spontaneous speech means the speaker
already has a topic prepared but delivers it freely. Spontaneous speech does not have
any preparation or guidance that must be followed.

Speech in everyday life expressed spontaneously and becomes a common way to
communicate with others [12]. Generally people speak while thinking what they would
say later. This makes spontaneous speech has some phenomena [10]. These phenomena
are not appeared in the prepared speech whose speech transcription will be exactly same
as the prepared text. These phenomena can cause problems in processing the speech.
Some of these phenomena are [5, 17].

1. Filled pause is a sound created by the speaker which has no related meaning to the
rest of the sentence, for example /ah/, /uh/, /um/, etc.

2. Repetition means a phrase correction which is the same with previously uttered word.
Generally, the edit region structure consists of a reparandum, an interruption point
(IP), an optional interregnum, and a repair region.
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3. Revision is a case where the repair phrase corrects the reparandum.
4. Restart (also called as a false start) happens when an utterance is aborted and then

restarted with a new thought.
5. Interjection is extraneous phrases, usually for showing the speaker’s feeling about

what he just said or stating it’s just his opinion.
6. Ellipsis is a style of speaking where the speaker only delivers necessary information,

like label specification or amount, without a proper sentence’s forms.
7. Wrong grammatical sentence.

Phenomenon 1 to 4 is generally classified as disfluencies in spontaneous speech.
These phenomena also occur in semi-spontaneous speech. They will affect the result
transcription of spontaneous and semi-spontaneous speech processing. Because the
similarity of speech phenomena on both speaking style, henceforth in this paper we will
call both as spontaneous speech for short.

One technology that processes information from the sound signal as input is speech
recognition technology. Speech recognition technology transforms a computerized
voice signal into words in the written form. Recognized words can be a final output as
well as an input into other systems, including NLP (Natural Language Processing).

Speech generated by reading the text is able to be recognized with accuracy above
95 % by utilizing state-of-the-art sound processing technology. However, the accuracy
of such systems decreases dramatically when recognizing spontaneous speech. This is
because the acoustic models and language models are generally made of a set of proper
grammar sentences, instead made of spontaneous speech. Since spontaneous speech and
prepared speech has some different both in terms of acoustics and grammar, the char‐
acteristics of spontaneous speech have not been handled well here.

Research on spontaneous speech and the development of spontaneous speech recog‐
nition has been widely applied to several languages such as English [1, 8], Japanese [7],
and Dutch [15, 16]. For Indonesian, speech recognition is now able to process prepared
or read speech with good accuracy. However research for Indonesian spontaneous
speech is still on the preliminary stage. The paper presents our experiment as a prelimi‐
nary study in developing speech recognition for Indonesian spontaneous speech.

Table 1. Disfluencies in indonesian spontaneous speech

Respondent Frequencies of phenomena

Filled pause Revision Repetition Restart

1 28 9 13 3

2 28 7 13 –

3 36 10 6 6

4 24 7 2 4

total 116 33 34 13
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In order to study phenomena that usually be appeared in Indonesian spontaneous
speech, a preliminary experiment about speech disfluencies in Indonesian was conducted
by involving 4 respondents. They were asked to answer some questions for about 10 min.
Speech disfluencies in their spontaneous answers are recorded in Table 1.

The experiment result shows filled pause as the most occurred speech disfluency in
Indonesian spontaneous speech. Therefore, filled pause was chosen as the main focus
in this study. Filled pause is one of speech disfluency which can show speaker hesitance,
asking time for thinking or as a signal of revision or repetition. It can take form as a
word or phrase but has no meaning in the uttered speech [3, 16]. Based on the conducted
preliminary experiment, filled pauses in Indonesian spontaneous speech can be classified
into two categories:

1. Filled pause which has no meaning as a standalone word. Example: /aah/, /əəh/, /
um/, /ng-/, etc.

2. Filled pause which has a meaning as a standalone word. This filled pause group
consists of words listed in the dictionary, but sometimes used as filled pause. They
can be a word or a phrase, and can be vary depending on the speaker characteristic
and speaking habits. Some example of this filled pause group are jadi, terus, ya,
itu, and apa ya. English word for those examples respectively: so, then, yeah, that’s,
like what.

In this work, we built an automatic system to detect filled pause in Indonesian spon‐
taneous speech. In order to build such system, we built a filled pause and non-filled pause
model from Indonesian spontaneous speech. Indonesian spontaneous speech that is used
in the experiments is explained in Sect. 2. Section 3 explains filled pause detection
methods while Sect. 4 explains the selected method to be conducted in this experiment.
The experiment itself is explained in Sect. 5, and the conclusion of the experiment is
shown in Sect. 6.

2 Corpus

Currently, there is no Indonesian spontaneous speech corpus. To build such corpus, we
used Indonesian TED1 presentation videos which are semi-spontaneous speech. There
were 9 presentations (7 male speakers and 2 female speakers) of half an hour long
selected and cut into 225 sentences. Most of the speech sentences contain at least one
filled pause.

Next, we labeled the sentences manually by employing the Transcriber [2]. There
are 4 kinds of labels:

1. Filled Pause (FP) for filled pause, revision word, and not fully-form word,
2. Non-Filled pause (NFP) for meaningful word,
3. Short Pause (SP) for short pause, and
4. Short Pause Noise (SP-noise) for labels pause contains noises like sound of breath

captured by microphone, claps, and other technical problem.

1 http://www.youtube.com/user/TEDxTalks.
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The statistical information about label distribution is shown in Table 2.

Table 2. Total labels

Label Count

FP 330

NFP 2,318

SP 2,130

SP-noise 919

total 5,697

3 Filled Pause Detection Method

Various methods for detecting filled pause can be divided into 4 major lines:

1. Detection using voice features, the voice feature is subdivided into using prosodic
features, spectral, and acoustics [1, 7, 8, 11, 15];

2. Detection using acoustic models [18];
3. Detection using language models [13];
4. The merger of two or more of the methods above [9, 14].

A combination of several studies of filled pause voice features characteristics such
as duration, pitch, spectral, and formant outlined in a filled pause detection method
proposed in [8]. First of all, energy of the speech signal is analyzed to detect silent, low
energy areas. Since the duration of vowels in a filled pause is longer than the duration
of fluent vowels, only voiced parts with duration greater than 0.5 times the average
voiced duration are extracted. In this step, the words that are often confused as a filled
pause such as ‘a’, ‘the’, ‘me’, and ‘you’ can be excluded. The next step is calculating
four formant frequencies (F1, F2, F3, F4) from parts with stable F0. Having knowledge
that the energy of the filler dropped dramatically at the end of the speech, Edrop (energy

Fig. 1. Formants of filled pause /aah/and /eeh/in a sentence
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drop) of the extracted parts is also calculated from energy of the latter part of voiced
region. These six categories are named as the stable F0 transition (F0sd), minimum
standard deviation of formant (F1sd, F2sd, F3sd, and F4sd), and the maximum end-
utterance spectral Edrop and combined in to a single decision factor which was calcu‐
lated as follows:

(1)

Giving the formula means a filled pause is detected when the decision factor is
smallest for a given utterance. The testing of filled pause detection using 60 sentences
as data test from 3 different speakers with only one filled pause was present in each
segment achieves detection accuracy of 80 %.

Up until now, filled pause detection is not possible to be made independently of
languages. Some language has different characteristics of filled pause. Take Indonesian
as an example. In Indonesian, we face a condition that there exist two categories of filled
pause (see Sect. 1, categorization of filled pause in Indonesian). The second category
rarely happens in spontaneous speech from other languages. Therefore, a research for
spontaneous speech should be conducted for each language.

4 Method Selection

Research on the filled pause in Indonesian has never been conducted before. This
resulted in the absence of references to the filled pause in Indonesian, including variants
of filled pauses that are often used in everyday life. This experiment is a preliminary
study to detect filled pause. Due to the lack of information regarding the filled pause in
Indonesian, detection using acoustic models and language models are difficult to be
conducted. By taking the hypothesis that the voice feature of filled pause is different
from the non-filled pause, detection using voice features was chosen.

The method outlined in Sect. 3 above brings the formant stability in the filled pause
words. It turns out that this is true in most filled pause in Indonesian. Formant illustration
of the word in a sentence can be seen in Figs. 1 and 2. Both figures show that the filled
pause in Indonesian has a fairly stable formant. Formant depicted by dots in the center

Fig. 2. Formants of filled pause /ehm/in a sentence
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of the image, respectively from the bottom is the F1, F2, F3, F4, and a bit of F5. This
experiment utilized only the first four formant frequencies while F5 is ignored.

5 Experiment

The experiment utilized extracted voice features from 10 ms segments of each label such
as formant frequencies, pitch, and edrop. Training and testing data were used in the form
of labels features. Testing was conducted by calculating the decision factors and by using
models built from training data with machine learning algorithms. The correctness of
the classification using decision factor was calculated by sorting the value of decision
factor. The correctness of classification using the model was obtained by calculating the
percentage of correctly recognized labels.

Experiments conducted in [8] utilizing VAD (Voice Activity Detector) to extract
non-pause sections. Then these sections are processed. However, because the owned
data is spontaneous utterances contain unnecessary pauses and noises, it is difficult to
completely extract the meaningful non-pause parts using VAD. The purpose of
processing data with VAD is to take words of the sentence, which in fact, has been done
through manual labeling. For subsequent experiments, the data, that is processed, is only
the FP and NFP labeled data.

Required features of 10 ms samplings from FP and NFP labeled data were extracted.
The required features are F0, F1, F2, F3, F4, and intensity. Duration feature was also
collected at the level of words. Features extraction was conducted using Praat [4].

Words whose duration less than 0.1 s were eliminated. Elimination aimed to reduce
the non-filled pause words consisting of only one syllable and also have stable features
for example ke ‘to’, di ‘in’, and yang ‘the’. Words such as these can be considered as
filled pause because of their similar features. The average durations of this kind of non-
filled pause words are distributed around 0.1 s. The value of formant and pitch stability
of each word were taken from SD (Standard Deviation) values throughout the 10 ms
sampling.

In experiment [8], they calculated edrop in the spectral envelope of the last 20
samples of each voiced segment. That criterion couldn’t be conducted in this experiment.
In our data, the shortest duration is 0.1 s which is only contains 10 samples. Based on
this, we calculated edrop only of the last 7 samples of each segment. If the energy of a
segment is really dropped toward the end of the word, last 7 samples are indeed affected
regardless the duration. Thus, features of each label are the SD of the four formants
F1SD, F2SD, F3SD, F4SD; SD values of pitch F0SD; Edrop; and word duration.

Testing whether a label is a filled pause or not was conducted in two ways. The first
way is by calculating Decision factor of all features using formula (1). The second way
is by building a model with Naïve Bayes algorithm, Tree J48, and Multilayer Perceptron
with Weka [6].
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5.1 Experiment I

Filled pause detection was conducted by calculating the decision factor with the formula
(1) in Sect. 3. Starting with the assumption that filled pause has stable both pitch and
formant and has energy that dropped dramatically at the end of the word, then the filled
pause has a small value of decision factor. The difference in this experiment with the
experiment in [8] lies in the selection of label which considered as filled pause. Experi‐
ment in [8] used artificial data where there is only one filled pause in each sentence,
while the data used for this experiment has some sentences that contain more than one
filled pause. Therefore, the ranking method based on the smallest decision factor and
duration limits was used. FP and NFP labels of 25 sentences as the testing data were
processed and decision factor was calculated. Testing data contains 35 FP and 236 NFP
segments.

The graph in Fig. 3 shows the results of filled pause detection by ranking values of
each feature ascendingly and values of all features incorporated in the calculation of the
smallest decision factor. Of the top 35 ranking which has the smallest decision factor,
16 filled pause words are correctly detected. Thus, the classification correctness is
45.7 %. Classification by ranking the feature values ascendingly is also can be used
against each feature group. By simply using F2SD, 20 filled pauses are found from top
35 rank of the smallest F2SD with 57.1 % classification correctness.

Fig. 4. FP and NFP classification (detection) correctness

Fig. 3. FP detection graph result from experiment I
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Fig. 5. FP classification (detection) correctness

5.2 Experiment II

The model was built from F1SD, F2SD, F3SD, F4SD, F0SD, and Edrop data of each
word. Two hundred sentences containing 295 FP and 2082 NFP words were used as
training data while the rests, 25 sentences, were used as data test. Because of the unbal‐
anced distribution of the data, balancing the amount of data through oversampling was
also conducted. Oversampling was performed by multiplying FP labeled data until reach
the same amount as NFP labeled data using weka. From this more balanced data, a model
was also been built. The overall comparison of classification correctness from all models
can be seen in Fig. 4 while the correctness of FP classification can be seen in Fig. 5.

From Fig. 4 we can see that the highest correctness was achieved by the model built
from the normal amount of data using multilayer perceptron algorithm. Unfortunately,
that same model did not provide good correctness in classifying FP. Because the purpose
of the experiment is for detecting FP, we focused on FP classification correctness in
Fig. 5 instead of overall classification correctness in Fig. 4. Figure 5 shows that models
built from a balanced amount of training data provided better FP detection result than
the ones with unbalanced amount of data. Of the three algorithms used, Naïve Bayes
gave the best results in the FP detection.

Fig. 6. The word buku ‘book’ (third from left) has fairly stable formants
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The NFP word di ‘in’ is often recognized as the FP because it is very similar to the
FP characteristic used in training data: consists of only one syllable which generates a
stable formant. Beside di, NFP words such as buku ‘book’, akan ‘will’, adalah ‘is’, atau
‘or’, mereka ‘them’, and itu ‘it’ are also recognized as FP. The similarity of these words
is having only one kind of vowel that is almost in all syllables, yielding a stable formant
frequency. Formant stability of the buku word can be seen in Fig. 6.

FP words such as /um/, /er/, /hmm/, terus ‘continue’ and others FP words that have
striking consonants do not have fairly stable features, causing they are often recognized
as NFP. In some occasions, FP like apa ‘what’ is also recognized as an NFP. This word
belongs to the second category (see Sect. 1, categorization of filled pause in Indonesian).
FPs that are almost always recognized correctly are /aah/and /eeh/which have fairly
stable features and in accordance with the filled pause characteristics described in [8].
FP from the second category like ya ‘yeah’ is also recognized correctly sometimes,
although not as much as /aah/and /eeh/do. Three of them have same feature: consists of
only one syllable and does not have striking consonants. From this result, it can be
concluded that the proposed method in [8] can be used to recognize filled pause that
consists of only one syllable and not have a striking consonants, such as /aah/, /eeh/, and
ya.

5.3 Testing Method Comparison

Testing methods in experiment I and II were compared. Naïve Bayes models using
training data with oversampling was selected to detect filled pauses on the closed set
(using training data) and open testing data set. Classification by using decision factor
was also conducted on the closed and open data set.

The graph in Fig. 7 below shows a comparison of the overall classification correct‐
ness throughout the FP and NFP of four experiments. NB(c) means classification using
Naïve Bayes model on closed set while NB(o) means classification using Naïve Bayes
model on open set. On the other hand, DF(c) and DF(o) means classification using
Decision factor in closed and open testing data consecutively. The graph shows

Fig. 7. FP and NFP classification correctness using Naïve Bayes and decision factor

Naïve Bayes models provided better correctness compared to results using decision
factor method though the numbers do not differ much.
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The graph in Fig. 8 shows a comparison of the FP classification correctness of those
four experiments. The classification correctness using Naïve Bayes models with over‐
sampled data gives the best results when detecting FP alone. This applies to both the
closed and open data set.

6 Conclusion

We have presented our study in detecting filled pause in Indonesian spontaneous speech.
Given the FP classification correctness 74.35 % on closed data set and 71.43 % on open
data set, it can be considered that filled pause in Indonesian spontaneous speech can be
detected by collaborating the method proposed in [8] and supervised learning algo‐
rithms. The results reveal that detecting filled pause containing many same vowels and
does not have striking consonants such as /aah/, /eeh/, and ya by using acoustic features
such as the stability of the first four formant frequencies, pitch stability, and large energy
drop at the end of the word gives good results because the filled pause has values of
formant frequencies and pitch that tends to be more stable. Unfortunately, filled pause
containing a short vowel and striking consonant sound like /um/have less stable formant
frequencies and pitch, so it is difficult to detect them using these methods. Most filled
pause words belong to the second category also have striking consonants so they are
also difficult to be detected.

There are also some suggestions for future related research. The Indonesian speech
recognition that is developed by employing large corpus can be utilized to handle the
incorrectly recognized non-filled pause as a filled pause. To cut down the process, a
VAD (voice activity detection) can be employed so that the input can be a complete
sentence without having to define all words manually.
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Abstract. This paper discussed how to collect phonetically rich and balanced
verses as speech corpus for quranic recognition system. The Quranic phonology
was analyzed based on the qira’a of ‘Asim in the riwaya of Hafs to transform
arabic text of Holy Quran into alphabetical symbols that represent all possible
sounds (QScript) when Holy Quran is read. The entire verses of Holy Quran
were checked to select verses-set which met the criteria of a phonetically rich
and balanced corpus. The selected verses contained 180 verses of 6236 whole
verses in Quran. Statistical phonemes distribution similarity of selected verses
was 0.9998 compared to phonemes distiribution in whole Quran. To determine
the effect of using this corpus, early development speaker-dependent Quranic
recognition system based on CMU Sphinx was developed. MFCC was used as
feature extraction. The system used HMM with 3-emitting-states based on
tri-phone. For language model, the system used N-gram with word as a basis.
The system was trained using recitation from 3 speakers and obtained a
recognition accuracy of 97.47 %.

Keywords: Phonetically rich and balanced quranic corpus � Quranic automatic
speech recognition � Quran phonology � Acoustic model � Statistical language
model

1 Introduction

Automatic speech recognition for many languages has been developed. One of them is
automatic speech recognition for Arabic Language [1, 5, 8]. Arabic, as main language,
is used only by a large community in the Middle East and Africa. But there is the Holy
Book written in Arabic and also known by almost all people of the world, namely
Al-Quran. Al-Quran must be recited correctly as elaborated in tajweed. Reciting the
Quran has a variety styles and rhythms (qira’a) leaning from one of the seven priests
qurra (qira’a Nafi’, qira’a Ibn Kathir, qira’a ‘Ashim, etc.) according to the guidance of
the Prophet Muhammad [3]. In the development of Quranic speech recognition system,
tajweed and qira’a contributes to the determination of Quranic phonology such as the
duration of long vowel and imalah (occurance of phoneme ‘e’) in Quran. The correct
method to learn Quran is talaqqi. During talaqqi, teachers dictate how to recite Holy
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Quran correctly to a student [2]. However, teacher’s availability and time requirement
for doing talaqqi became obstacles of this method. By acknowledging this, many
researchers began to develop an automatic speech recognition of Quranic recitation to
assist learners in learning Quran independently [4, 7, 9].

H. Tabbal et al. (2006) establish a system “Automatic Delimiter Quranic Verse”
based on HMM. The system is trained using about 1 h recitation of surah Al-Ikhlas
recited by 20 different speakers. System obtained correct recognition in range of 85 %–

92 %. There is also a system namely E-Hafiz. This system uses vector quantization as a
data compression technique. E-Hafiz uses training data from first 5 chapters recited by
30 speakers. Recognition accuracy rate of the system are 92 %, 90 %, and 86 % for 10
speakers men, 10 women, and 10 children respectively [4].

As mentioned above, the existing Automatic Speech Recognition (ASR) system for
the Quran only modeled first 5 chapters and short chapters in 30th section of the Quran.
Whereas, the ASR system for the Quran requires an acoustic model that covers all
phonetic aspects when the Quran is recited. Basically, modelling the entire Quranic
verse is necessary due to the limitation of sound variations in Quran recitation. It
means, a new sound is not possible to be found except if it occurs because of qira’a
differences or error recitation. However, modelling the entire Quranic verse takes a
long time and requires large space in the database. Therefore, providing minumum
amount of Quranic verses but covering all phonetic aspects when the Quran recited is
required. This concept is also known as phonetically rich and balanced corpus.

In this research, the corpus was collected by implementing an algorithm to process
the entire Quranic verse until phonetically rich and balanced corpus was obtained.
However, extracting the entire Quranic speech corpus directly is not possible to be
done. Hence, the extraction process was done by using the Quranic transliteration
written by alphabetical symbols to represent Quranic sounds. Here, it is called QScript.
QScript was developed independently by analyzing Quranic phonology based on the
qira’a of ‘Ashim in the riwaya of Hafs and tajweed rules. A phonetically rich and
balanced corpus is then used in speaker-dependent ASR system for the Quran.

This paper is organized as follows. Section 2, describes analysis to build QScript.
Then, an explanation about algorithm to select phonetically rich and balanced verses
and statistic of the verses is given in Sect. 3. Section 4 explains the experiment using
the corpus in speaker-dependent quranic recognition system. The last Sect. 5 gives
conclusion of the work.

2 Constructing QScript

Many references provide Quranic verse transliteration using particular symbols. The
right transliteration for Qur’anic verse was not easy to obtain. This is due to several
things, such transliteration verses of the Quran is not freely accessible, has elusive
pattern, and has invalid source. Therefore, in this paper the standardized Buck-walter
Arabic transliteration was used to build Quranic transliteration. The mapping of Arabic
symbols to Buck-walter notation given in Table 1 [6]. To get Buckwalter transliteration
of the entire Quran, quran-uthmani.xml developed by Dukes (2009), is converted into
Buckwalter transliteration.
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Table 1. The mapping of Arabic symbols to Buckwalter notation

(Continued)
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Although, Quran is written in Arabic, the correct pronunciation of some letters on
Quranic verses may totally change from its original sound [10]. Tajweed explains the
rules how to pronounce Al-Quran correctly. Thus, these rules give an effect to the
Quranic phonology. According to Hamid (2005), the phonological aspects of the Quran
can be summarized in 5 conditions, which are pronunciation of emphatic letter Raa ,”ر“
pronunciation of letter Noon ,”ن“ pronunciation of letter Meem ,”م“ extra lengthening
of vowel and semivowel, and agitation qalqala “ هلقلقلا ”. Not only tajweed, the
differences qira’a used while reciting the Quran also produces different sound. Here,
Buckwalter notation was analyzed and modified, according to the Quranic phonology
based on tajweed rules [7, 8] and the qira’a of ‘Ashim in the riwaya of Hafs, to build
QScript. QScript is representative text of the Quranic sound using alphabetical sym-
bols. It will be used to get phonetically rich and balanced corpus. A total 44 phonemes,
with 34 basic phonemes in Arabic, 28 consonants, 3 short vowels and 3 long vowels
[7], and additional 10 phonemes, was used in the constructing QScript. Given in

Table 1. (Continued)
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Table 2 is the statistical frequency of all used phonemes in QScript. The analysis of
additional 10 phonemes are:

1. Representative phoneme for the empathic of short vowel denoted by “o”. For
example, fatha qaf (قَ) written as “qo”,

2. Representative phoneme for the empathic of long vowel denoted “O”. For example,
اق written as “qO”

3. Representative phonemes for diphthong sounds, “ai”, “au”, “oi”, and “ou” denoted
by “Y”, “W”, “V”, and “Q” respectively. For example نيب written as “bYna”, فوس
written as “sWfa”, ريخ written as “xVr”, and لوق written as “qQl”

4. Representative phoneme for lam jalalah in word الله denoted by “L”
5. Representative phoneme for ghunnah in ikhfa rule denoted by “N”
6. Representative phoneme for imala sound denoted by “F”. This sound occurs only

once in 41th verse of 11th chapter, based on the qira’a of ‘Ashim in the riwaya of
Hafs.

7. Representative phoneme for tasheel sound denoted by “G”. This sound occurs only
once in 44th verse of 41th chapter, based on the qira’a of ‘Ashim in the riwaya of
Hafs.

Table 2. List of used phonemes in QScript and its frequencies

Phonemes Frequency Frequency
percentage (%)

Phonemes Frequency Frequency
percentage (%)

a 78181 15.6059 d 6615 1.3204
i 36810 7.3477 N 5316 1.0611
l 35888 7.1637 c 5269 1.0518
m 33956 6.7780 H 4150 0.8284
A 31328 6.2534 O 4146 0.8276
u 27891 5.5674 j 3435 0.6857
n 27610 5.5113 Y 2759 0.5507
e 19420 3.8765 x 2543 0.5076
w 15528 3.0996 S 2431 0.4853
h 15010 2.9962 X 2388 0.4767
t 13553 2.7053 L 1936 0.3864
r 13476 2.6900 W 1804 0.3601
b 12768 2.5486 z 1777 0.3547
y 11855 2.3664 D 1766 0.3525
U 11733 2.3420 v 1451 0.2896
I 11465 2.2886 T 1417 0.2829
k 10707 2.1372 g 1221 0.2437
E 9414 1.8791 Z 1008 0.2012
f 8915 1.7795 Q 633 0.1264
o 8773 1.7512 V 570 0.1138
q 7365 1.4701 F 1 0.0002
s 6689 1.3352 G 1 0.0002
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Overall, the process of QScript construction is equipped with the modified sample
script, can be seen in Fig. 1. QScript has some limitations. These are:

1. Stop sign
When reciting the Quran, the ways to stop reading are quite flexible. There are stop
signs such as compulsory stop, prohibited stop, good stop, etc. Also, reciter may
stop their reciting depend on the length of their breath and then continue reading in
the right way. In quran-utsmani.xml file, there is no symbol to represent waqaf/
stops. It makes QScript also has no stop symbol.

2. Rules of optional recitation
Tajweed rule, especially for mad/extra lengthening vowel and semi-vowel has an
optional rule to recite it. For example mad jaiz munfasheel may be read for 2 or 5
harakah. To symbolize this sound in QScript, one of several rules was selected.

Fig. 1. Summary of QScript construction
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Because the script in QScript will be used as transcription of corpus, using the
corpus in ASR system makes the recognition process of the recognized speech strict to
the transcription.

3 Corpus Selection

An algorithm was implemented to select phonetically rich and balanced corpus from
QScript, by adapting the algorithm of Two-stage Sentence Selection Algorithm proposed
by Wang (1998) [12] with some modifications. The main ideas of the algorithm are:

1. To cover all Quranic phonemes in corpus
2. All phonemes in the corpus should resemble frequencies distribution as close as

possible to the original corpus/references text (QScript)
3. A corpus contains a minimum verses.

The algorithm consisted of two stages. Figure 2 shows the flow chart of algorithm
to select phonetically rich and balanced corpus. The first stage tried to cover all pho-
nemes with minimum verses. In the second stage, verses selection was done to achieve
balance distribution phonemes of the corpus candidates corresponding to QScript. In
this algorithm, the inspection of phonemes collection was done only for 42 phonenems,
excluding phonems “F” and “G”. Both of them appear only once, for each phoneme, in

Fig. 2. Flow chart of the algorithm selection corpus
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a long verses of Quran. Meanwhile, in order to meet the balancing of statistical data,
the selected verses was limited to the verses that contain 4–7 words. Adding too short
or too long verses in the first step of the algorithm might confuse the algorithm in
getting the statistical phonemes frequencies information.

The result of the algorithm gave 180 phonetically rich and balanced verses. The
phonemes distribution in this verse set had a quite high similarity value of 0.9998
compared to reference text Quran (QScript). Statistical phonemes distribution and
richness phonemes coverage of corpus candidate is given in Table 3.

4 Testing and Evaluation

The use of phonetically rich and balanced verses was tested for small speaker-
dependent system.

4.1 Collecting Speech Corpus

Subjectively, sound recording of three reciter (Ibrahim Al-Akhdar, Emad Zuhair, and
Muhammad Ayyub) was chosen based on the following characteristics:

1. The recitation tend to be constant and monotonous
2. The speed not too fast or too slow
3. Low noises and echos

Speech corpus collection was done manually. The usage of the existing developed
corpus is not possible to do because the existing corpus is constructed only by several
part of the Quran. Whereas, the verses for building phonetically rich and balanced
corpus was selected “randomly” from the entire Quran by the algorithm.

4.2 Acoustic Model

The system used 3-emitting-states of Hidden Markov Model (HMM) based on
tri-phone. The transition probabilities of Context-Independent (CI) HMMs are esti-
mated using Baum-Welch algorithm [11]. For Context- Dependent (CD), 45 phonemes
(including silence) were refined into tri-phones. For each tri-phone HMM state was
build. There are 31441 number of tri-phones obtained during modelling process.

Table 3. Statistic distribution richness and balanced phonemes

Dokumen cos(α)
sim

(α) Balance
(phones)

Richness
Verses Mono-phone Bi Phone Tri-phone

QScript – – – 6236 44 1077 8845
CorpusSt1 0.962 0.276 3 13 42 175 232
CorpusSt2 0.9998 0.017 29 180 42 548 1955
CorpusSt2 + 2verses 0.9998 0.019 30 182 44 557 2000
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To get the best accuracy, the experiment to choose optimal modelling parameter
was done. Combination of 2 tied-state values (8, 16) and 3 senone numbers (200, 250,
500) was compared. The optimal parameter was combination of 16 tied-state and 250
senones. Figure 3 show the visualization of accuracy rate corresponding to the com-
binations of tied-state and senone.

4.3 Language Model and Lexicon

Language model for the system was based on statistical approach, n-gram model.
The CMU Sphinx toolkit, CMUCLTK, for building language model is used [11]. The
checking of uni-gram, bi-gram and tri-gram words sequences was assumed to be
adequate to get the context of verses during the modeling process. Furthermore, the
development of lexicon was done by checking all unique words contained in QScript.
Identified 20599 unique words appear in QScript.

4.4 Testing and Evaluation

The testing of the system used similar verses and speaker between training data and test
data. Data description is given in Fig. 4. After the testing phase, the system obtained
97.47 % accuracy rate and word error rate (WER) 2.53 %. This rate is good enough for
speaker-dependent automatic speech recognition system. The errors identification was
found mostly in long duration phonemes recitation. Long duration recitation is one of the
challenging aspects in Quranic phonology that affected accuracy rate of automatic speech
recognition system. Every speakers can recite mad (tajweed rules of long duration sound)
with different duration but keep recitation consistently. The different style of long
duration recitation cannot be recognized as wrong recitation. In order to correct this error,
the manual checking to match between transcription and audio recitation for every
speaker can be done. Another error was found in wrong recognition of similar phonemes
characteristic. For example, the word “YUQSIRUN” recognized wrongly as “YUB-
SIRUN” by the system. The phonemes Q and B in Arabic, represent qaf (ق) and ba (ب)
respectively. Both of Q and B are included in voiced and plosives sound.

Fig. 3. Accuracy rate corresponding to combination tied-state and senone
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5 Conclusion

In this research, phonetically rich and balanced Quranic corpus was built. This work
created the entire Quran transcription, named Qscript, and implemented proposed
algorithm to achieve phonetically rich and balanced corpus. The usage of this corpus in
Quranic speaker-dependent recognition system should help system to recogize Quran
recitation with fairly high recognition accuracy rate.

For future research, the development of Quranic speaker independent recognition
system using phonetically rich and balanced corpus is recommended. To achieve this
goal, it is necessary to collect corpus from various speakers, about 30 speakers or more.
In this work lexicon was contructed by mapping one pronunciation for each word.
Lexicon development to provide some alternative pronunciation for each word shall be
done.
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Abstract. A high-quality parallel corpus needs to be manually cre-
ated to achieve good machine translation for the domains which do
not have enough existing resources. Although the quality of the cor-
pus to some extent can be improved by asking the professional transla-
tors to translate, it is impossible to completely avoid making any mis-
takes. In this paper, we propose a framework for cleaning the existing
professionally-translated parallel corpus in a quick and cheap way. The
proposed method uses a 3-step crowdsourcing procedure to efficiently
detect and edit the translation flaws, and also guarantees the reliability
of the edits. The experiments using the fashion-domain e-commerce-site
(EC-site) parallel corpus show the effectiveness of the proposed method
for the parallel corpus cleaning.

Keywords: Parallel corpus cleaning · Crowdsourcing · Machine
translation

1 Introduction

Bilingual sentence-aligned parallel corpora are essential language resources
for corpus-based machine translation systems. The translation quality highly
depends on the quality and quantity of the parallel corpora. Parallel sentences
can be extracted from the Web [14] for general domain translations. For some
domains such as patent documents [15] or parliamentary proceedings [8], par-
allel sentences can be extracted from the existing resources. Some methods of
extracting parallel sentences [6,13] or fragments [5] from comparable corpora
have also been proposed. However, for the domains without existing language
resources, researchers have to create parallel corpora manually.

Constructing a parallel corpus by hand is both time-consuming and expen-
sive. A number of studies have been done recently in the direction of reducing
the translation costs by post-editing the output of machine translation systems

c© Springer Science+Business Media Singapore 2016
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[3,12], but this kind of framework may not work well when constructing a paral-
lel corpora for a new domain. Another solution to reduce the translation cost is
using crowdsourcing [1,2]. Crowdsourcing workers basically are not professional
translators, and some of them “cheat” on completing the task by using online
translation services, which is why it is difficult to guarantee the translation qual-
ity. Some researchers have tried to predict the hidden reliability of translators
and translations to choose the more appropriate translations [16], but still it is
difficult to achieve the quality level of professional translators.

Another important issue, which is the main target of our study, is detecting
and editing translation flaws in human-translated parallel corpora. Although we
ask professionals to perform translation, the outcome occasionally contains trans-
lation flaws for various reasons. If the target text size is small, we can reduce the
number of mistakes by making several reviewers check the translation. However,
high-quality machine translation requires tens of thousands of parallel sentences
to hundreds of thousands of parallel sentences; thus it is almost impossible to
check the whole corpus. In this paper, we propose a framework to detect and
edit the translation flaws contained in the existing manually-translated paral-
lel corpus. The framework uses crowdsourcing in 3 steps: Step 1 detects the
translation flaws, Step 2 edits the flaws and Step 3 validates the edits. By using
crowdsourcing, corpus cleaning process can be done quicker and cheaper com-
pared to professional cleaning. In addition, by dividing the cleaning into 3 steps,
the quality of cleaning can be guaranteed.

The organization of the present paper is as follows: In Sect. 2, we briefly
describe the fashion-domain e-commerce-site (EC-site) parallel corpus which we
use in our experiments. We explain the way of constructing this corpus, and
the translation flaws it contains. Section 3 explains the proposed framework for
the parallel corpus cleaning. Sections 4 and 5 show the experimental results of
parallel corpus cleaning and translation, and Sect. 6 summarizes this paper.

2 Fashion-Domain EC-site Parallel Corpus

Yahoo! JAPAN was running an e-commerce site named “Yahoo! China Mall”1

where customers could purchase Chinese items using Japanese interface. Orig-
inally, the descriptions of items were automatically translated into Japanese
using a rule-based machine translation system. However the quality of trans-
lation was quite poor. We launched a joint project to improve the translation
quality by changing the translation paradigm from rule-based to corpus-based.
The Chinese-Japanese Fashion-Domain EC-site parallel corpus (we call it FDEC
corpus) containing 1.2 M sentences (6.3 M Chinese words, 8.7 M Japanese words)
was created during the project.

The FDEC corpus was created by manual translation of the Chinese sen-
tences from the fashion item pages. The pages are basically composed of 3 sec-
tions, Title, Feature and Description. Although longer sentences can be extracted
from the Description section, the sentences in the Title and Feature sections are
1 Unfortunately, this service has been closed now.
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shorter or sometimes containing only one word. The parallel corpus construc-
tion of EC-site is different from that of novels [4] and newspapers [17]. In this
section, we present some of the issues we have discovered so far and describe the
know-how which we acquired during the corpus construction.

2.1 Translation Company Selection

The translation company should be carefully chosen because the quality of the
machine translation highly relies on the quality of the parallel corpus. We first
prepared trial sentences to check the translation quality of each company, and
asked 3 different companies to translate the trial sentences. After considering the
translation quality and price per unit, we have chosen two translation companies
as contractors. Choosing multiple companies provides some flexibility in case of
unexpected matters such as decrease of the translation quality or increase of the
unit price. Moreover, we can acquire various translation choices because each
company has its own characteristics in the translations, and also two companies
can uses their own translation technology, which can balance the drawbacks of
each company’s translation.

2.2 Notes for Chinese-Japanese EC-site Translation

It is important to pay attention to the technical terms, ambiguities of words, and
the difference of cultures to create a high quality parallel corpus in a specific
domain. Below we describe some examples which we took care of during the
corpus creation.

Domain-Specific Expressions. Some of the basic words have different mean-
ings in a specific domain. For example, the Chinese word “ (disorder)”
is also used in Japanese “ (disorder)”. However, in fashion domain, it is
used like “ (wavy skirt)”. In this case, it is meaningless to translate
it as “ (disorder)”, but it should be translated as “ (wavy)” or
“ (flare)”.

Similarly, “ ” originally means “wood ear” in both Chinese and Japanese.
However it should be translated as “ (frill)” in Japanese.

EC-Specific Expressions. Some expressions appear in all EC-sites (not only
those belonging to the fashion domain): for example, “ (sold out in no
time)” or “ (bargain sale)”. Many EC-sites have a seller-ranking system.
In our case, there are ranking names “ (diamond)”, “ (silver crown)”,
“ (gold crown)”, and so on. It is important to take this fact into
consideration in order to provide correct translation.

We also need to identify items which should not be translated (user IDs in
the review posts, for example). These are proper nouns, which is why it is better
not to translate them.
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Cultural Difference. Blatant expressions are more commonly used in Chinese,
while euphemistic expressions are favorable in Japanese. This holds true for
EC-sites. For example, “ (larger size ladies’ wear)” in
Japanese is expressed as “ (fat ladies)”. If Japanese female customers see
the direct translation of the Chinese, they will displeased. Chinese descriptions
often contain words like “ (we)” and “ (you)”. However the corresponding
Japanese expressions are “ (our shop)” and “ (customers)”.

Some slang words are also used in the EC-site. For example, “MM” and
“GG” in Chinese mean “girls” and “boys”, respectively. These come from the
Chinese pronunciation of “ (MeiMei/girls)” and “ (GeGe/boys)”. These
words had better to be translated properly to convey the intent correctly.

Unnatural or Unsuitable Compound Nouns in Japanese. Chinese and
Japanese share Chinese characters, and some of the Chinese compound nouns
make sense in Japanese as they are. In the Chinese-to-Japanese translation,
translators tend to preserve Chinese compound nouns as they are without con-
sideration. However, in some cases, they are unnatural or unsuitable in Japanese.
For example, the Chinese compound noun “ (special) (emphasis)” is
understandable in Japanese but “ (caution)” is more natural. Another
example is “ (wear) (effect) (figure)”: it means not “figure of effect
to wear”, but “picture of wearing”.

Technical Terms, Proper Nouns. Technical terms and proper nouns are
often difficult to translate, which also holds for the case of EC-site translation.
General item names such as “ (fleece)” and “ (windbreaker)” have their
corresponding Japanese translations, but some items such as “ 2” do not
have corresponding translations in languages, other than Chinese. In addition,
company names are often not translated into other languages. The rules for
handling these kinds of words should be defined beforehand. In our project, only
proper nouns that have corresponding Japanese expressions were translated into
Japanese.

Extremely Long Chinese Sentences. Chinese sentences tend to be long
because Chinese sub-sentences are often joined by commas. When performing
Chinese-Japanese translation, it is better to divide translations of sub-sentences,
if there is no strict relation between the sub-sentences. For example, the sentence
in Fig. 1 is easy to understand if it is translated after being divided into three
sub-sentences at the || marks.

Repetitions. There are many fixed expressions repeatedly used in the EC-site
such as sales copies, material names and so on. If we translate whole item page
every time, we cannot increase the coverage of the parallel corpus because of

2 Pants for children without the inside of a thigh being sewn up.
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Fig. 1. Very long Chinese sentence joined by commas, and its Japanese translation
provided by the translation company (it is natural to divide the sentence at || marks).

the repetitions. It is necessary to carefully choose the sentences to be translated
so as not to repeat the translation process for the sentences which have already
been translated before.

2.3 Translation Specification for Parallel Corpus Construction

Parallel corpus construction for MT has certain specific requirements, which are
different from those for usual publishing translation:

– Avoid liberal translations
Liberal translations are hard to be correctly handled by the majority of the
current MT systems. We requested the translators to translate obediently
rather than finically.

– Prohibit omissions and additions
Omissions and additions (adding explanations of some technical terms using
parentheses, like this) decreases the machine translation quality.

– Stick to one-to-one sentence translation
Most of the current MT systems assume that the sentences in the parallel
corpus have one-to-one correspondences.

– Respect the sections
We requested to the translators to pay attention to the characteristics of each
section: the Title section should be translated as a noun phrase, and the Fea-
ture section should be translated as a sequence of nouns or numerals. For exam-
ple, Chinese expression “ ” should be translated as “ (Arrival!)” in
the Title section, and “ (is arrived!)” in the Description section.

– Divide the long sentences into appropriate units
The background of this request is as follows:
• The original Chinese sentences are automatically extracted from Web

pages; thus they contain errors of sentence boundary detection.
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• Chinese sentences tend to be joined by commas, which results in gener-
ating very long sentences (see Sect. 2.2). However it is natural to divide
them into smaller parts in other languages.

We documented the translation guidelines to correctly convey these requests
along with the notes for Chinese-Japanese translation (Sect. 2.2) to the transla-
tion companies. However, some mistakes are still present, even after using the
guidelines’ recommendations. Table 1 shows examples of translation flaws found
in the sampling survey. In addition, there are some sentences forcibly translated
as one sentence by joining with commas as in Fig. 1. Translation companies have
many translation workers and it is difficult to ask all the workers to thoroughly
obey the guidelines; thus translation flaws are unavoidable.

To reduce the number of translation mistakes to the minimum and keep
the quality of the parallel corpus high, we conducted sampling survey of the
translations by Japanese-native observers who can understand Chinese. The low-
quality translations and translation flaws were sent to the translation companies
as feedback to improve translation in future. The translation companies have
also sent feedback to us which points out the unclear or ambiguous parts of the
guidelines. We can improve the guidelines by modifying the imperfections and
augmenting it to handle new phenomena.

However, this kind of solution cannot modify the sentences which have been
already translated. Taking into consideration the high costs, it would have been
unwise to send the completed translation to the companies back for additional
post-editing. Therefore, we propose using crowdsourcing to clean the existing
parallel corpus in a comparatively quick and cheap way.

3 Parallel Corpus Cleaning Using Crowdsourcing

Although the percentage of the sentences which include translation mistakes is
small, it is difficult to automatically detect them. We need to check the whole
corpus in order to correct all the translation flaws, which is quite expensive.

To solve this problem, we propose a framework of cleaning an existing corpus
efficiently and cheaply using crowdsourcing. The framework is composed of 3
steps:

1. Fluency Judgement
2. Edit of Unnatural Sentences
3. Verification of Edits

In the crowdsourcing, any number of workers paticipate the task, and each worker
completes the very small part of it. Each step is basically conducted by the
monolingual workers of the target language (in our case, Japanese workers). The
number of monolingual workers is much greater than that of bilingual workers;
thus the tasks can be done efficiently. This framework mainly aims at correcting
the unnatural sentences as in Table 1. In the following sections, each step is
explained in detail.
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Table 1. Examples of translation flaws.

3.1 Step 1: Fluency Judgement

The first step detects the translation flaws by asking the crowd workers to judge
if the sentences are natural and grammatically correct. This task is done by
only showing the translated sentences. Some technical words and proper nouns
remain in the translated sentences as they are in the source sentences, and the
workers may judge them as unnatural. The workers are instructed to ignore such
special words.

This is a choice-based task. If we ask two or more workers to answer the same
task, we can increase the reliability of the judgement by putting all decisions
together.

3.2 Step 2: Edit of Unnatural Sentences

In the second step, the workers are asked to edit the translated sentences. This
task is also done by only showing the translated sentences. However it is possible
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to show the source sentence as well for the reference3. The bilingual workers, if
they are available, would edit the translations more precisely with the reference
source sentence, and monolingual workers just ignore them.

This is a free writing task. If we ask two or more workers to answer the same
task, we can acquire a variety of edits. Different from the studies to create a
parallel corpus using crowdsourcing (see Sect. 1), this task is just editing, not
translating.

3.3 Step 3: Verification of Edits

In the last step, each edit made by each worker is validated by asking the workers
to judge if the edited translation is better than the original one. This step is
important to further improve the quality of the outcome because the edits are
not necessarily correct.

This is a choice-based task; thus we can increase the reliability of the judge-
ment by asking two or more workers to answer the same task.

4 Corpus Cleaning Experiments

To evaluate the effectiveness of the proposed framework, we conducted corpus
cleaning experiments using the FDEC corpus introduced in Sect. 2. We used
Yahoo! Crowdsourcing4 as the crowdsourcing service. We can carry out several
styles of crowdsourcing tasks such as Yes/No questions and free writings with
this service. In the following sections, we explain the experimental settings and
discuss the results. The service is run in Japan; therefore most of the workers
are Japanese. In addition we cannot select the workers by their abilities, and
the workers who participated in our experiments do not necessarily understand
Chinese (perhaps almost all of them does not).

4.1 Step 1

We used 358,085 sentences from the FDEC corpus with length between 10 and
130 characters excluding numerals, Roman characters, symbols and white spaces.
We asked 5 different workers to answer the same question. Table 2 shows the
results. 108,340 sentences (30.2 %) are flawed translations if we set the threshold
of the flawed translation at 3 or more, and 48,104 sentences (13.4 %) are flawed
if we set the threshold at 4 or more. Below are examples of the results.

– 5 workers judged as unnatural

– 4 workers judged as unnatural

3 In our experiments, we showed both source and translated sentences.
4 http://crowdsourcing.yahoo.co.jp.

http://crowdsourcing.yahoo.co.jp
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– 3 workers judged as unnatural

– 2 workers judged as unnatural

– 1 worker judged as unnatural

– 0 worker judged as unnatural

We asked Japanese native speakers to check the results and confirmed that
the results are reasonable. It is surprising that the parallel corpus is constructed
manually and yet contains 30 % incorrect translations. One reason for this is that
most of the sentences are translated by native Chinese speakers, not Japanese
speakers. It is often said that translations should be done by native speakers of
the target language. However, native speakers of the source language are very
knowledgeable about the source sentences including culture and background,
and this is an advantage for correctly translating the input sentences.

Table 2. Experimental result of fluency judgement.

# unnatural judegement # sentences percentage

5 13,056 (3.6 %)

4 35,048 (9.8 %)

3 60,200 (16.8 %)

2 83,150 (23.2 %)

1 93,187 (26.0 %)

0 73,444 (20.5 %)

4.2 Step 2

From the results of Step 1, we used 47,420 sentences which were judged as
unnatural by 4 or more workers5 in Step 2. We asked 3 different workers to edit
the translations. The workers can skip the task if they think that the sentences
do not need to be edited. The original Chinese sentences are also shown to the
workers. However the workers do not necessarily understand the Chinese.

The results are shown in Table 3. 34,542 sentences (72.8 %) are edited and a
total number of 54,550 edits are acquired. The following are examples of edits.

5 We excluded some sentences which are garbled.
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We asked Japanese native speakers to check the edits and confirmed that the
edits are reasonable and correct.

Table 3. Statistics of the edits of unnatural sentences.

# workers edited # sentences percentage

3 3,755 (7.9 %)

2 12,498 (26.4 %)

1 18,289 (38.6 %)

0 12,878 (27.2 %)

4.3 Step 3

The quality of a total number of 54,550 edits were verified. The workers were
asked to judge which of the original and edited translations is more natural. The
original Chinese sentences were also shown along with the two translations. We
asked 5 different workers to answer the same question.

Table 4 shows the results of the validation looking at each edit independently.
49,237 edits (90.3 %) were judged to be better than the original translations by
the majority of the workers, which is much greater number than the other. This
result clearly shows that the proposed parallel corpus cleaning framework works
well. Looking at the result by the original sentence, 32,244 sentences (93.3 %)
among 34,542 edited sentences have one or more better edits. The following are
examples of the validations.
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Although the edited sentences are natural as Japanese sentences, they might
be incorrect as translations. We reviewed the 100 edits randomly sampled from
the ones which are judged to be more natural than the original sentence by
5 workers. We found three types of inequalities: (1) deletion of symbols, (2)
omission and (3) mistranslation, and the number of each inequality was 8, 13
and 5 respectively. The following are examples of the inequalities.

In the first example, the symbols at the end of the sentence are removed. This
effect can be avoided by correctly instructing the workers to keep the symbols.
In the second example, the Chinese word “ ” is omitted. Actually this is a
very complicated problem. The Chinese word “ ” has several meanings such
as generous, liberal and stylish. There is the same word in Japanese, but it means
almost or nearly which is completely different from the Chinese meanings. The
professional translators left the word in the Japanese sentence. However it is
completely unnatural, and the crowd workers removed it.

In the third example, “ (yellow diamond)” is the name of a rank in the
rating system of the EC-site. However, the crowd workers thought it as the real
diamond, and edited the sentence incorrectly. The second and third effects are
difficult to prevent, and this is left as future work.
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Table 4. Validation results of each edit.

# judged better # sentences percentage

5 25,053 (45.9 %)

4 16,478 (30.2 %)

3 7,706 (14.1 %)

2 3,338 (6.1 %)

1 1,462 (2.7 %)

0 513 (0.9 %)

4.4 Crowdsourcing Cost

In our experiments, Step 1 costs 2 million Japanese Yen (JPY), Step 2 costs 310
thousand JPY and Step 3 costs 280 thousand JPY, in total 2.6 million JPY.
Of course the fee varies depending on the number of workers for each question
(this time 5, 3 and 5 workers respectively). We cannot directly compare with
professional editing, but one editing company costs at least 6 JPY per English
word6. If we apply this rate to our Chinese-to-Jpanaese translation editing, all
the sentences containing 6.8 M words costs about 40 million JPY, which is 15
times larger than using crowdsourcing.

As for the editing time, Step 1 took 115 h, Step 2 took 35 h and Step 3 took
36 h, in total 186 h. Note that this is not the sum of the active working time of
all the workers, but the time from when we submit the task until we get the
results. The professional edits 4000 words per day; thus it takes 1700 days to
edit all the sentences. Using crowdsourcing, we can greatly reduce both the time
and cost.

5 Translation Experiment

To evaluate the crowdsourcing cleaning extrinsically, we also conducted a trans-
lation experiment. We used the original FDEC corpus as the baseline and divided
it into training, development and test sets. Then, part of the Japanese sentences
were replaced by the edits which were judged to be reasonable by the majority
of the workers in Step 3. For the sentences which have more than one edits, we
duplicated the sentences to use all the edits (cleaned 1) or randomly chose one
(cleaned 2) for only development and test sets. We did not use cleaned 2 for
the training data because bigger training data basically makes the translation
quality better. Table 5 shows the statistics of the corpus.

We used a dependency tree based alignment model [9] for word alignment and
KyotoEBMT system [11] for decoding with the default settings and evaluated
the translation quality by BLEU [10] score. The results are shown in Table 6.
The baseline (setting 1) score was 21.39 and it was improved by 0.3 points BLEU
score in setting 2 where only the training data is cleaned. The p-value calculated

6 http://www.editage.com.

http://www.editage.com
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by the bootstrap resampling [7] was 0.052. From this result we conclude that
the proposed framework actually cleans the parallel corpus, and it contributes
to improve the translation quality.

In other settings where one or both of the development and test data sets
were cleaned, the BLEU scores slightly decreased. We think this is due to the
inequalities between the original Chinese and the edited Japanese (See Sect. 4.3).
The effect of the inequalities in the training data can be moderated during
word alignment by handling them as NULL aligned words. However those in the
development and test data are not negligible because all the automatic evaluation
scores suppose the content of the input and output are strictly equal.

Table 5. The number of sentences for the translation experiments.

original (OR) cleaned 1 (CL1) cleaned 2 (CL2)

train 1,220,597 1,256,908 -

dev 11,186 11,489 11,186

test 11,200 11,495 11,200

Table 6. Experimental Results.

setting 1(base) 2 3 4 5 6

train OR CL1 CL1 CL1 CL1 CL1

dev OR OR CL1 CL1 CL2 CL2

test OR OR OR CL1 OR CL2

BLEU 21.39 21.69 21.34 21.12 21.37 21.09

6 Conclusion

This paper proposed a framework of cleaning existing corpora efficiently and
cheaply using crowdsourcing. The framework is composed of 3 steps and is able
to clean existing parallel corpora containing noise reliably. The experimental
results show the effectiveness of the proposed method.

As stated in Sect. 4.3, there still remain translation flaws which are not easy
to prevent and correct, and solving this problem is future work. One possible
solution is to ask the workers to give confidence scores of their edits. By only
passing the edits with low confidence to the professional checkers, we might clean
the corpus more reliably while keeping the cost low.

Another remained issue is that this framework can improve the translation
fluency, but not able to improve the translation accuracy. We need to come up
with a new idea to effectively improve the translation accuracy of the existing
parallel corpora.
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Abstract. In this paper, an active learning method of domain adapta-
tion issues for word sense disambiguation is presented. In general, active
learning is an approach where data with high learning effect is selected
from an unlabeled data set, then labeled manually, and added to the
training data. However, data in the source domain can deteriorate clas-
sification precision (misleading data), which extends errors to the domain
adaptation. When data labeled by active learning is added to training
data, an attempt is made to detect misleading data in the source domain
and delete it from the training data. In this way, compared to standard
learning classification precision is improved.

Keywords: Active learning · Domain adaptation · Word sense disam-
biguation

1 Introduction

When a natural language processing task is performed, the training and test
data are usually in the same domain. However, sometimes the data comes from
different domains. Recently, studies into domain adaptation have fine-tuned the
classifier by using the training data of a learned domain (source domain) to
match the test data of another domain (target domain) [5,7,11].

If the subject of the domain adaptation is problematic due to lack of target
domain labels, active learning [8,10] and semi-supervised learning [1] are effec-
tive. In this paper, we use active learning for domain adaptation for Word Sense
Disambiguation (WSD).

Generally, active learning is an approach that gradually increases the pre-
cision of the classifier by selecting data with a high learning effect from an
unlabeled data set, labeling the data, and adding it to the training data, thereby
increasing the amount of training data monotonically. However, in domain adap-
tation, there are data that have a negative influence on the target domain due to
classification in the source domain training data. Here we refer to such data as
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 97–107, 2016.
DOI: 10.1007/978-981-10-0515-2 7
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“misleading data” [3]. In this paper, we detect such data in the source domain
training data and delete it to construct training data suitable for the target
domain using active learning.

In the experiment, we use three domains: Yahoo! Answers (OC), Book
(PB) and newspaper (PN) from the Balanced Corpus of Contemporary Writ-
ten Japanese (BCCWJ [4]). The data set, which is provided by a Japanese WSD
SemEval-2 task [6] has word sense tags attached to parts of these corpora. There
are 16 multi-sense words with a certain frequency across all domains, and six pat-
terns of domain adaptation (OCPB, PBPN, PNOC, OCPN, PNPB, and PBOC).
We investigate domain adaptation for WSD using the proposed active learning
method for 16 × 6 = 96 patterns and show the effectiveness of the proposed
method.

2 Active Learning with Deleted Misleading Data

2.1 Active Learning

Active learning is an approach that reduces the amount of manual labeling when
building effective training data.Using a classifier trained on the current training
data, we selected data with as high a learning effect as possible from an unlabeled
data set. Then, we manually assign correct labels to the selected data and add
it to the training data. Consequently, the amount of labeled data is increased
and the classifier is improved.

The key question of active learning is how to choose data with a high learning
effect. There are many active learning methods [10]; however, one particularly
effective method is widely used. This method selects data with the lowest clas-
sification reliability determined by a powerful classifier such as a support vector
machine (SVM) classifier [9].

2.2 Detecting and Deleting Misleading Data

The initial labeled data in a general active learning is fixed. This is not prob-
lematic because all labeled data is useful. However, the initial pool of labeled
data for domain adaptation, i.e., labeled data in the source domain can include
harmful data.Here we refer to such data ‘misleading data.’ When general active
learning is applied to domain adaptation, misleading data in the source domain
prevents active learning from improving the classifier. Therefore, when we add
labeled data to the training data, we detect misleading data and delete it from
the labeled training data in the source domain.

Figure 1 shows the algorithm of our method. The initial labeled data in the
source domain is denoted D0, and the labeled data added to training data during
the active learning process is denoted A, where initial A is empty. D1 is the union
of D0 and A, and h1 is the classifier learned through D1. By using h1, we classify
D0; the classification result is denoted L1. Like general active learning, we classify
the unlabeled data set U in the target domain using h1 and assign a correct label
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D0 is set labeled data in source domain
U is set unlabeled data in target domain
A ← {} ; labeled data added by Active Learning
D1 ← D0 ∪ A
h1 is set the classifier learned through D1

L1 is set the classification of D0 by h1

repeat 10 times do
is the labeled data obtained by active learning for U using h1

U ← U − { }
A ← A ∪ { }
D2 ← D0 ∪ A
h2 is set the classifier learned through D2

L2 is set the classification of D0 by h2

is the misleading data detected through L1 and L2

D0 ← D0 − { }
D1 ← D0 ∪ A
h1 ← h2

L1 ← L2

done

h2 is the final classifier

Fig. 1. Our proposed active learning

to identify data b with the lowest classification reliability. Data b is added to A.
D2 is the union of D0 and A, and h2 is the classifier learned through D2. We use
h2 to classify D0 and denote the classification result as L2. We detect misleading
data z using L1 and L2 by following procedure. Using to following cases (a),(b)
or (c), we can identify misleading data. (a) There are false classifications in
L2. In this case, we identify the data with the highest classification reliability
among the false classifications. (b) There are no false classifications. In this case,
by comparing L1 with L2, we identify the data with the greatest decrease in
reliability from L1 to L2. (c) There are no false classifications and no data with
decreased reliability. In this case, no misleading data is identified. As shown in
Fig. 1, this procedure is repeated 10 times.

In this study, active learning is complete when 10 data have been added to the
labeled training data set. The only difference between general active learning and
active learning for domain adaptation is the distribution of the initial labeled
data set. Thus when labeled data is increased through active learning, there
are very few differences. Therefore, we evaluate the proposed method with 10
repetitions of active learning.

3 Experiment

In the experiment, we use three domains: OC, PB and PN from the Bal-
anced Corpus of Contemporary Written Japanese (BCCWJ [4]). As mentioned
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Table 1. Target words of experiment

Word # of meanings OC PB PN

in dictionary Freq. Meanings Freq. Meanings Freq. Meanings

(Iu) 3 666 2 1114 2 363 2

(Ireru) 3 73 2 56 3 32 2

(Kaku) 2 99 2 62 2 27 2

(Kiku) 3 124 2 123 2 52 2

q (Kodomo) 2 77 2 93 2 29 2

(Jikan) 4 53 2 74 2 59 2

(Jibun) 2 128 2 308 2 71 2

o (Deru) 3 131 3 152 3 89 3

(Toru) 8 61 7 81 7 43 7

(Baai) 2 126 2 137 2 73 2

(Hairu) 3 68 4 118 4 65 3

O (Mae) 3 105 3 160 2 106 4

(Miru) 6 262 5 273 6 87 3

(Motsu) 4 62 4 153 3 59 3

(Yaru) 5 117 3 156 4 27 2

(Yuku) 2 219 2 133 2 27 2

Average 3.35 193.9 2.94 150.6 2.88 75.56 2.69

previously the data set, which was provided by a Japanese WSD SemEval-2 task
[6], has word sense tags attached to part of these corpora. There are 16 multi-
sense words with some frequency across all domains. These 16 target words are
shown in Table 1.1 There are six direction patterns of (OCPB, PBPN, PNOC,
OCPN, PNPB, and PBOC). Consequently 16× 6 = 96 types of domain adapta-
tion of WSD are used in the experiment.

In each direction of domain adaptation (e.g., OCPB), we conducted active
learning for 16 target words. We evaluated the active learning method for domain
adaptation using the average of these 16 precision.

We tried three methods. The first method is active learning to select added
data at random (Random), the second is standard active learning (AL), and the
third is our proposed active learning (Our AL). For all methods, the classifier
is a SVM. We use the SVM tool ‘libsvm’ 2 to train the classifier. Using the -b
option, we can obtain the reliability of the classification.

We show the result of the experiment in Figs. 3, 4, 5, 6, 7 and 8. Each figure
shows the result of each domain adaptation. In this experiment, active learning

1 The word “(Hairu)” has three senses in a dictionary. However, it has four senses in
OC and PB domain. The fourth sense is new. In Japanese WSD SemEval-2 task,
tagging the new sense was attempted.

2 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

http://www.csie.ntu.edu.tw/~{}cjlin/libsvm/
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Table 2. Average precision of the final classifier (%)

AL Our AL Random

OCPB 78.25 78.98 75.94

PBPN 84.06 84.46 80.38

PNOC 75.51 78.41 75.31

OCPN 79.54 80.24 77.04

PNPB 80.81 81.13 79.08

PBOC 78.00 78.52 76.33

Average 79.36 80.29 77.35

Fig. 2. Comparison of average precisions

stops after 10 repetitions. After 10 repetitions, the current classifier is presented
in Table 2 and Fig. 2. Our proposed active learning method outperforms standard
active learning in every domain adaptation type.

4 Discussion

4.1 Existence and Detection of Misleading Data

We do not know whether the data as misleading data in the experience are actu-
ally misleading data. Here, we use the data labels to determine if the detected
data are in fact misleading data, and we examine whether the method for detect-
ing misleading data is effective.

At first, we identify the misleading data individually following a previously
proposed method [13]. The labeled data D in S of target word w exists in
domain adaptation for fine-tuning the domain S to T . Next we measure the
correct answer rate p0 of the classifier T learned by D, delete data x from D,



102 H. Shinnou et al.

Fig. 3. Active learning for “OCPB”

Fig. 4. Active learning for “PBPN”

and measure the correct answer rate p1 of the classifier T learned by D − {x}.
When p1 > p0, we consider data x to be misleading data. We perform this
procedure for all data across D and find the misleading data of target word
w. Table 3 shows the amount of misleading data found by this process. The
numerical values in the parentheses are the amount of all data.

From the data presented in Table 3, we investigate whether misleading data
detected by the experimental procedure are true or not. The result are shown
in Table 4. The numerical values in the parenthesis are the amount of detected
data, and the numerical values next to the parenthesis are the amount of the true
misleading data. From Table 4, it is evident that the amount of detected data
is 959, the amount of true misleading data is 121, and the precision is 0.1262.
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Fig. 5. Active learning for “PNOC”

Fig. 6. Active learning for “OCPN”

It is thought that this value is low. However, precision is not always reduced
deleting false detected data. Therefore, we believe that the detected data were
not related to classification.

4.2 Instance Weight

In domain adaptation tasks, labeled data in the target domain are more impor-
tant than labeled data in the source domain. Therefore, instance weight learning
is effective in domain adaptation [3]. Generally, the weight of the instance is
defined by the probability density ratio [12]. Here, we investigate active learning
weighting of the detected target domain data. We simply weight detected data
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Fig. 7. Active learning for “PNPB”

Fig. 8. Active learning for “PBOC”

by doubling the frequency of such data. Table 5 shows the average precision of
the final classifier obtained by active learning.

From Table 5, we can confirm the effect of weighting on target domain labeled
data. This experiment is simply weighting double heaviness. We intended to
investigate the potential for improvement in future work.

4.3 Feature Weight

Because target domain labeled data are added by active learning, we can use
the supervised domain adaptation method.
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Table 3. Misleading data

Word OCPB PBPN PNOC OCPN PNPB PBOC

(Iu) 159 (666) 75 (1114) 82 (363) 158 (666) 35 (363) 127 (1114)

(Ireru) 6 (73) 15 (56) 3 (32) 28 (73) 1 (32) 19 (56)

(Kaku) 21 (99) 2 (62) 12 (27) 39 (99) 15 (27) 0 (62)

(Kiku) 26 (124) 0 (123) 4 (52) 21 (124) 27 (52) 26 (123)

q (Kodomo) 5 (77) 1 (93) 12 (29) 0 (77) 13 (29) 12 (93)

(Jikan) 1 (53) 0 (74) 0 (59) 8 (53) 5 (59) 0 (74)

(Jibun) 13 (128) 0 (308) 0 (71) 25 (128) 1 (71) 0 (308)

o (Deru) 14 (131) 32 (152) 22 (89) 10 (131) 10 (89) 39 (152)

(Toru) 6 (61) 18 (81) 12 (43) 5 (61) 22 (43) 10 (81)

(Baai) 0 (126) 13 (137) 14 (73) 0 (126) 9 (73) 7 (137)

(Hairu) 36 (68) 27 (118) 27 (65) 11 (68) 42 (65) 38 (118)

O (Mae) 8 (105) 1 (160) 15 (106) 5 (105) 2 (106) 10 (160)

(Miru) 10 (262) 12 (273) 8 (87) 3 (262) 28 (87) 3 (273)

(Motsu) 8 (62) 11 (153) 1 (59) 0 (62) 1 (59) 2 (153)

(Yaru) 0 (117) 0 (156) 0 (27) 0 (117) 0 (27) 0 (156)

(Yuku) 17 (219) 1 (133) 3 (27) 0 (219) 3 (27) 15 (133)

Table 4. Correct answer rates of detection of misleading data

Word OCPB PBPN PNOC OCPN PNPB PBOC

(Iu) 2 (10) 2 (10) 2 (10) 3 (10) 1 (10) 2 (10)

(Ireru) 2 (10) 3 (10) 2 (10) 4 (10) 0 (10) 2 (10)

(Kaku) 1 (10) 1 (10) 5 (10) 3 (10) 5 (10) 0 (10)

(Kiku) 1 (10) 0 (10) 2 (10) 1 (10) 4 (10) 1 (10)

q (Kodomo) 1 (10) 1 (10) 3 (10) 0 (10) 5 (10) 0 (10)

(Jikan) 0 (10) 0 (10) 0 (10) 0 (10) 0 (10) 0 (10)

(Jibun) 0 (10) 0 (10) 0 (10) 2 (10) 0 (10) 0 (10)

o (Deru) 1 (10) 1 (10) 2 (10) 2 (10) 0 (10) 1 (10)

(Toru) 2 (10) 2 (10) 4 (10) 1 (10) 4 (10) 2 (10)

(Baai) 0 (10) 2 (10) 3 (10) 0 (10) 1 (10) 0 (10)

(Hairu) 5 (10) 2 (10) 4 (10) 1 (10) 7 (10) 3 (10)

O (Mae) 0 (10) 0 (10) 1 (10) 1 (10) 0 (10) 1 (10)

(Miru) 0 (10) 1 (10) 0 (10) 0 (10) 1 (10) 0 (10)

(Motsu) 1 (10) 0 (10) 1 (10) 0 (10) 0 (10) 0 (10)

(Yaru) 0 (10) 0 (10) 0 (9) 0 (10) 0 (10) 0 (10)

(Yuku) 1 (10) 0 (10) 0 (10) 0 (10) 1 (10) 1 (10)
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Table 5. Active learning with instance weight (%)

Our AL Our AL with

instance weight

OCPB 78.98 77.70

PBPN 84.46 84.75

PNOC 78.41 78.05

OCPN 80.24 80.15

PNPB 81.13 82.25

PBOC 78.52 79.81

Average 80.29 80.45

Table 6. Use of Daumé’s method in active learning (%)

AL Our AL AL with Daumé Our AL with Daumé

OCPB 78.25 78.98 77.09 76.24

PBPN 84.06 84.46 82.08 79.00

PNOC 75.51 78.41 78.98 75.50

OCPN 79.54 80.24 79.37 78.75

PNPB 80.81 81.13 81.01 74.57

PBOC 78.00 78.52 80.83 80.75

Average 79.36 80.29 79.89 77.47

Here, we combine Daumé’s method [2] with active learning. We convert vector
xs of the source domain into a triple length vector (xs,xs,0), and vector xt of
the target domain into a triple length vector (0,xt,xt) using Daumé’s method.
We classify the target domain data with the standard classification using the
tripled vector. This method weights the common (overlapped) features of the
source domain and the target domain.

When the Daumé’s method is combined with active learning, we only have
to convert source domain data xs into (xs,xs,0), and target domain data xt

into (0,xt,xt). The result for ten repetitions are shown in Table 6.
From Table 6, it is evident that using the proposed method with Daumé’s

method is not effective; however standard active learning combined with
Daumé’s method is effective. It is thought that the influence of misleading data
becomes small with Daumé’s method; consequently, the proposed method with
Daumé’s method was not effective. In future, we intend to investigate this pos-
sibility.
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5 Conclusion

In this paper, we proposed a new active learning method of domain adaptation
for WSD. In standard active learning, labeled training data increases monoton-
ically. However, data in the source domain can deteriorate classification pre-
cision (misleading data), which extends errors to the domain adaptation. Our
proposed method detects and deletes misleading data in the source domain dur-
ing the standard active learning process. Through an experiment using three
domains (OC, PB and PN) in BCCWJ and 16 common target words, the pro-
posed method outperformed standard active learning. In future, we intend to
investigate methods to detect misleading data more accurately and to assign
proper weight to instances and features during the active learning process.
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Abstract. Word embeddings obtained through neural language models
developed recently can capture semantic and grammatical behaviors of
words and very capably find relationships between words. Such word
embeddings are shown to be effective for various NLP tasks. In this
paper, we develop a supervised method for word sense disambiguation
(WSD) that employs word embeddings as local context features. Our
experiments show the usefulness of word embeddings in the WSD task.
We also compare the methods with different vector representations and
reveal their effects on the WSD task.

Keywords: Word sense disambiguation · Word representation · Super-
vised machine learning

1 Introduction

Polysemous words are a major obstacle in many natural language processing
(NLP) tasks. To circumvent this obstacle, NLP researchers have been devel-
oping methods for word sense disambiguation (WSD) [3,8,12,22]. Supervised
learning approaches have performed especially well in many NLP tasks includ-
ing the WSD task. Since the words in the neighborhood/context of the target
polysemous word provide clues to the disambiguation, bag-of-words (BoW) of
the context (usually a few words preceding or following the target word) is often
used as a basic feature set. In addition to the local context features such as
the BoW, there are several features that have been usually used in supervised
WSD: topical features, syntactic features, and semantic features [18]. Other fea-
tures also exist for the WSD task. For example, Agirre et al. [1] used Word-
Net [17] as a resource for representing domains in WSD and constructed two
domain features: the domain that is the most relevant with the context, and a
list of domains the relevance of which is above a predefined threshold. It has
been expected that combining these additional features with the local context
features will contribute to the improvement of the system performance.
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 108–119, 2016.
DOI: 10.1007/978-981-10-0515-2 8
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When we use BoW as local context features, the context words in the test
data that do not appear in the training data cannot be effective, even if their
synonymous words are found in the training data. One of the approaches which
attacks the problem of the sparseness is using concepts of context words rather
than the words themselves as features. In this approach, the concepts are usu-
ally based on a thesaurus or a knowledge base. The other way is to use vector
representation of words as representation of local context features. When we use
the vector representation, cosine similarity between two vectors is usually used
for calculating similarity between two words. Therefore, we can say that two
words are similar when their two vector representations look similar. To solve
the above-mentioned problem, in this paper, we attempt to represent the sense
of each context word by means of the vector representations of words.

Many researchers have attempted to represent the word meanings as real-
valued vectors. Recently, neural language models, such as the feed-forward neural
network language model [5] and the recurrent neural network language model
[15], have succeeded in obtaining the word representation (or embedding) that
captures the semantic and grammatical behaviors of words. There are a number
of implementations and variants of those neural language models above. Among
them, Mikolov et al. proposed a skip-gram model and a continuous bag-of-words
(CBOW) model [14,16]. Both the skip-gram model and the CBOW model are
log-linear models without any nonlinear hidden layer. The word embeddings
obtained by the skip-gram model and the CBOW model have been shown to
be very useful to calculate word similarity. In particular, the word embeddings
obtained by the skip-gram model achieved the best performance in their exper-
iments.

The high performance in measuring word similarity suggests that the word
embeddings obtained through the neural language models are good candidates
for the vector representations of context words for WSD. Therefore, we employ
word embeddings obtained by neural language models as features for supervised
sense classifiers and confirm the usefulness of word embeddings in a WSD task.
To support this claim, we also compare the word embeddings by neural language
models with other vector representations in terms of the accuracy of WSD.

2 Background

The skip-gram model is a language model proposed by Mikolov et al. [14,16].
This language model predicts words that appear within a context window of an
input word, which consists of Ne word tokens to the left and another Ne tokens
to the right.

The skip-gram model differs from the models based on simple co-occurrences
of words in the context window, because it assumes that each word in the context
window, as well as the word in the center (“walking” in the example below), also
has its own embedding and that the co-occurrence is caused by the two embed-
dings. Therefore, this model learns vector representations of words to assign
larger co-occurrence probability to word pairs co-occurring more frequently.
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The skip-gram model has two different types of parameters: input and output
vector representations for each word. The first type of vector represents the
word wI in the center of the context window, while the second type of vector
represents the other words wO in the context window. The probability of wO

appearing within a context-window of wI is defined as follows:

p(wO|wI) =
exp(v′

wO
· vwI

)∑
w∈W exp(v′

w · vwI
)

(1)

where vw and v′
w are the vector representations of input and output of w, and

W is the vocabulary. Thus, this model assigns a large conditional probability to
word pair wI and wO if the inner product of vwI

and v′
wO

is large.
Specifically, the model maximizes the average of the logarithm of probability:

1
T

T∑
t=1

∑
−Ne≤j≤Ne,j �=0

log p(wt+j |wt) (2)

where T is the number of words in the training corpus and wt is the t-th word
in the corpus.

For example, suppose that there are two sentences in the training corpus:
- The cat is walking in the bedroom.
- The cat was running in the room.

If Ne is set to 2, the words in the context window of “walking” are “cat”,
“‘is”, “in”, and “the” in this example. Also, the words in the context window of
“running” are “cat”, “was”, “in”, and “the”. The skip-gram model increases the
probabilities of each pair of the word in the center (e.g.,“walking” and “running”)
and a context word (e.g., “cat” for both examples) by bringing the input vector of
the word in the center and the output vector of the context words close together,
i.e. the cosine similarity between these vectors becomes large. Thus, the vector
pair (vwalking and v′

cat) get close to each other. The pair (vrunning and v′
cat) also

get close to each other. As a result, input vectors of words with similar context
(vwalking and vrunning) become similar to each other through the output vector
(v′

cat).
Word embeddings are usually used as the input layer of neural network mod-

els [10,21]. Collobert and Weston [10] proposed a single convolutional neural
network architecture that performs multi-task learning. Their model learns each
word embedding as feature representations of each task. Although these (deep)
neural network models work very well, the computational cost is mostly high. It
is therefore practically important to consider how to represent instances of the
data in supervised learning by using word embeddings learned from an unlabeled
corpus, because feature representations are fundamental to supervised classifiers
that have lower computational cost. Yu et al. [23] employed the feature that rep-
resents words by a cluster of embeddings. They used the support vector machines
(SVM) and the multilayer perceptron with their features on chunking and named
entity recognition tasks.

Some researchers have extended vector space models to deal with polysemous
words. Agirre et al. [2] proposed a method of using the inter-word similarity
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on the basis of latent semantic analysis (LSA). They applied the method to
the domain adaptation of word sense disambiguation. Cai et al. [7] used latent
Dirichlet allocation (LDA) [6] to create a naive Bayesian classifier, and achieved
a high accuracy in the Semeval 2007 coarse-grained lexical sample task [20].
Chen et al. [9] proposed a unified model for joint word sense representation and
disambiguation, which assigned a distinct representation for each word sense.
Their model achieved state-of-the-art performance on the coarse-grained all-
words dataset and domain-specific WSD dataset. Neelakantan et al. [19] also
focused on a method for obtaining word sense representation. They proposed
two models: one has a fixed number of word senses, and the other automatically
determines the number of word senses.

3 Methodology

In this section, we first describe the task definition of WSD and then present
the features of the supervised classifier that employ word embeddings.

3.1 Task Definition

The word sense disambiguation is a task to choose appropriate senses of polyse-
mous words in the given context. The possible senses of each word are based on
external knowledge, such as WordNet, in most cases. In the lexical sample task
of WSD, the corpus annotated with word senses is usually given as the training
data, and the WSD task is reduced to a supervised classification task. Since a
single polysemous word can have three or more senses, we should construct a
multi-class classifier.

3.2 Proposed Feature Representation

For a classifier, we use the support vector machines (SVM) together with the one-
versus-rest approach to extend SVMs to a multi-class classifier. In this section,
we explain feature representation based on word embeddings and we call it Con-
text Word Embeddings. Since we compare four types of context features in our
experiments in the next section, we explain them all in this section. Two are
based on BoW, and the others are based on word embeddings.

Bag-of-Words (BoW)
This type of feature indicates whether a word appears within the context win-
dow of size N . The dimension of the feature space is equal to the vocabulary
size |W |.

Position-Bag-of-Words (PosiBoW)
With this feature set, each feature vector is represented as a concatenation
of one-of-V representations. One-of-V representation represents each word
by a binary vector, in which only the element associated with this word is
1, and the others are 0. The one-of-V representations of words within the
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Fig. 1. Example of each feature

context window are concatenated to make a feature vector of 2 × N × |W |.
While the simple BoW described above does not contain position information,
PosiBoW does. We use this feature for comparison, because the following
Context-Word-Embeddings feature takes positions into consideration.

Average-Word-Embeddings (AveWE)
This feature set uses word embeddings, but does not take into account the
position of each context word. The feature vector is the average of vector
representations of words in the context window. The dimension of the feature
space is the same as the dimension of each word embedding.

Context-Word-Embeddings (CWE)
This feature vector is a concatenated vector of the real-valued vectors of the
words in the context window. If the window size is N and words appearing in
the context window are w−N , . . . , w−1, w+1, . . . , w+N , this feature vector is a
vector concatenating vw−N

, . . . , vw−1 , vw+1 , . . . , vw+N
, where vw represents an

embedding of word w. If the dimension of each word embedding is d, the size
of this feature vector is 2 ×N × d.

Fig. 1 shows a simple example of each feature representation. Please assume
that only four words “cat,” “machine,” “around,” and “well” are in the vocab-
ulary (the vocabulary size |W | is 4). In the top, word embeddings for each word
are shown (the dimension of each word embedding d is 3). The instance data
to be represented as feature representation is shown in the middle, where the
target word is “run” and the window size N is 1. In the bottom, four types of
context features are shown.
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4 Experiments

We evaluated word embedding based features on an English lexical-sample data
set. We also investigated the effect of the difference in word embeddings.

4.1 Experimental Settings

We used the SemEval 2007 lexical sample task (task17) dataset [20]. This dataset
contains training and test data for 100 polysemous words. The average numbers
of instances are 222 for the training set and 48 for the test set.

We lemmatized each word by using the lemmatizer in the Natural Language
Toolkit1 that is based on WordNet. We chose the skip-gram model [16] to learn
embeddings. Mikolov et al. [16] distributed word embeddings learned from news
articles containing about 100 billion words2. We used this data to compare fea-
tures based on binary vector and features based on word embeddings. The dimen-
sion of these vectors is 300. We also used linear SVM (LIBLINEAR [11]) as a
classifier and used five-fold cross validation on the training dataset in order to
determine the value of soft-margin parameter C by changing its value from 0.1
to 1 with a step size of 0.1 and from 1 to 10 with a step size of 1.

4.2 Comparison of BoW and CWE

We used four types of features explained in Sect. 3: BoW, PosiBoW, AveWE,
and CWE. We also tested their combinations in experiments. Table 1 shows the
experimental results.

Table 1. Classification results of each feature and combination of features

Features Accuracy

BoW 84.72 %

PosiBoW 85.53 %

AveWE 84.56 %

CWE 87.51 % † ‡

PosiBow+CWE 87.18 % † ‡

BoW+CWE 87.80 % † ‡

‘†’ and ‘‡’ denote significant
differences from BoW and
PosiBoW, respectively.

We performed McNemar’s test [13] at the significance level of 1 % to assess
whether two classifiers were performing significantly differently. ‘†’ and ‘‡’ mean
1 http://www.nltk.org/.
2 https://code.google.com/p/word2vec/.

http://www.nltk.org/
https://code.google.com/p/word2vec/
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that the corresponding feature set significantly outperforms BoW and PosiBoW,
respectively. This result shows that CWE is better than BoW, PosiBoW, and
AveWE in this task. This also shows that PosiBoW outperforms BoW. There-
fore, position information of words would be helpful on WSD. However, the
system using PosiBoW+CWE performed worse than that using BoW+CWE.
We conjecture that PosiBoW+CWE does not work better than BoW+CWE
despite the useful information from word positions, because CWE itself contains
position information. CWE worked very well, but AveWE did not work well.
There are two possible reasons: one is that the size of context window was not
enough to represent context, and the other is that simply averaging vectors can
not represent context well. Actually, we tried AveWE with broader context win-
dows, but obtained worse results. Thus we consider this is because averaging
word-representations obscures information about which words appear in local
context. We conclude simple averaging is not enough to represent context from
this result. Actually, we tried AveWE with broader context window, but it shows
worser result. Thus, we consider this is because averaging word-representations
lose information about what words appear in local context. We conclude simple
averaging is not enough to represent context from this result.

If many words in an instance data to be classified do not appear in the
training dataset, it is difficult to classify the instance correctly, especially when
we use BoW. However, when we use word embeddings, information of words that
do not appear in the training set is expected to be leveraged for classification.
To confirm this assumption, we checked the number of words that do not appear
in the context window when we train classifiers for each instance in the test set.
Hereinafter, we call such words unknown word (UNKs), and we also examine
the correlation between the accuracy and the number of UNKs.

Table 2 shows the number of instances per the number of UNKs and Fig. 2
shows the ratios (%) of correct and incorrect outputs per the number of UNKs.
The first figure shows the ratios with BoW only, and the second figure shows
the ratios of the system using BoW and CWE.

Table 2. The number of instances per the number of UNKs

0 1 2 3 4 5 6 7 8 9 10

564 765 872 846 766 525 321 109 50 21 12

The first and second rows denote the number of
UNKs and the number of instances, respectively.

Vertical and horizontal axes of both graphs are the ratios and the number of
UNKs, respectively. Thus, the rightmost bar represents cases in which all words
are UNKs, and the leftmost bar represents cases in which neither words are
UNKs. Right cases are expected to be more difficult to classify than left cases.
When we used only BoW, the ratio of incorrect outputs increased as we had
assumed. Next, we focus on bars representing the ratios of cases whose result
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Fig. 2. Effect of UNKs on accuracy

Table 3. The relationships between the accuracy and the sizes of training sets

Feature The size of training set

100% 75 % 50 % 25%

PosiBoW 85.53 % 83.67 % 82.81 % 80.64%

CWE 87.51 % 86.94 % 86.44 % 84.85%

diff. 1.98 % 3.27 % 3.63 % 4.21 %

became correct when we used BoW and CWE (bars with blue slash). These
ratios did not monotonically decrease even if the number of UNKs increased.
These results show that CWE can utilize of UNKs, while BoW cannot.

The feature set based on word embeddings would alleviate the sparseness
problem. Thus, we next examined how the performance of the classifier changed
depending on the size of training data. The size of test data was the same as
in the above experiment, although we changed the size of training data in this
experiment. We randomly divided each piece of training data of each word into
quarters and then gradually removed quarters from training data. Each piece
of divided data has almost the same amount of data for each sense. Table 3
shows the relationships between the accuracy and the number of the training
instances. The row diff. shows the accuracy differences between PosiBoW and
CWE. Table 3 shows that the difference between two systems is large when the
number of training instances is small. This result suggests that the CWE feature
is useful, especially when only a small training data set is available.

4.3 Effect of the Methods for Constructing Vector Representations

A method for constructing vector representation is crucial for a high perfor-
mance of WSD. To investigate how the choice of vector representation affects
the performance of WSD, we used the singular value decomposition (SVD) and
word2vec3 (skip-gram model) to obtain vector representation. We also used

3 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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Table 4. Classification results of each word representation

CWE BoW + CWE

EnWiki SVD 83.54 % 86.15 %

EnWiki w2v 86.45 % 86.58 %

Google w2v 87.51 % 87.80 %

(BoW) 84.72 %

English Wikipedia4 data to obtain vector representations of words. This data
contains 1.7 billion words. This is 0.5 % size of the corpus used in learning vectors
distributed by Mikolov et al. [16].

We chose a method using SVD following Baroni et al. [4]. We regarded two
word tokens as having co-occurred when their distance was less than Ne. We
then made the co-occurrence matrix by using their method and factorized the
matrix as X = UΣV T. In this study, X represents the co-occurrence matrix. We
assume that each row of U represents the vector of the word associated with the
row. When we used word2vec, we chose the skip-gram with negative-sampling as
a model and set the number of negative-samples to 10. We also set the dimension
of vectors to 300 both for skip-gram and SVD.

We compared three vector representations: vectors obtained by SVD from
English Wikipedia (EnWiki SVD), vectors obtained by word2vec from English
Wikipedia (EnWiki w2v), and vectors distributed by Mikolov et al. that are
trained on part of the Google News dataset (Google w2v). Table 4 shows the
experimental results.

With the word representation by SVD, the system using both BoW and CWE
(BoW+CWE) outperformed BoW, although CWE did not outperform BoW.
On the other hand, with the word representation by word2vec, both CWE and
BoW+CWE outperformed BoW even when using English Wikipedia data to
obtain the vector representation. This result suggests that the word embeddings
obtained by the skip-gram model contain very helpful information for WSD.

4.4 Examples of Word Embeddings Affecting the Results

Table 5 shows instances, for which BoW predicted the wrong sense and
BoW+CWE with Google w2v predicted the correct sense. The blue italicized
words in the table represent UNKs, and the red bold words are the target words.
In the examples of the sense 2 of the noun “management”, which means the peo-
ple who direct a business, there are some UNKs that are names of companies
or organizations: “Younkers”, “swift”, and “Wedtech”. Well-learned embeddings
would capture the similarity between these names appearing in training data and
test data, resulting in a high performance of CWE for “management”.

UNKs could also be clues for predicting the sense in the examples of the
verb “begin”. Senses shown in the examples of “begin” are all sense 2, i.e., take

4 We accessed the Wikipedia dataset in August 2014.



Context Representation with Word Embeddings for WSD 117

Table 5. Examples improved by using CWE

Word Sense Examples improved by using CWE

management.n

2 Younkers management is likely to buy a 10 % to 20 %
interest in the chain in January , said Fred S. Hubbell ,
Equitable ’s president and chief executive officer .

2 Subcontractors will be offered a settlement and a swift
transition to new management is expected to avert an
exodus of skilled workers from Waertsilae Marine ’s two
big shipyards , government officials said .

2 Wedtech management used the merit system .
2 New management at Kentucky Fried Chicken, a unit of

PepsiCo Inc. , has fought back with new medium and large
chicken sandwiches for the lunch crowd .

begin.v
2 If the investor does n’t put up the extra cash to satisfy

the call , the brokerage firm may begin liquidating the
securities .

2 General Motors Corp. said it had discussed the possibility
of a joint venture with Jaguar before Ford began buying
shares .

2 Precision Castparts Corp. , Portland , Ore. , will begin
trading with the symbol PCP .

the first step or steps in carrying out an action. In these examples, two gerunds
(“buying” and “liquidating”) are UNKs. However, since “trading” appears in the
training data and the cosine similarities between the embeddings of “trading”
and those gerunds are large, these examples were correctly disambiguated by
means of CWE. Note that although these words are not synonyms, they are
given a high similarity by CWE because they are semantically related and have
the same type of inflection (i.e., -ing). We thus consider the system outputs of
these instances changed to correct answers because CWE captured the similarity
of these words.

5 Conclusion

In this paper, we investigated the effects of features based on word embeddings
on a WSD task. We confirmed that the classifier based on the word embeddings
feature set outperforms those based on bag-of-words features. Our experiments
also confirmed that the feature set based on word embeddings was more robust to
the sparseness problem than features based on binary representation. We expect
that the features that we used will contribute to the performance of a supervised
classifier by being combined with other features. Although the feature sets that
take word positions into account (CWE and PosiBoW) outperformed those that
do not, they also have a downside: they are sensitive to the slight difference in
positions of context words. A better way to handle the positions of context words
would improve the performance of WSD.
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Abstract. The automatic identification of location expressions in social
media text is an actively researched task. We present a novel app-
roach to detection mentions of locations in the texts of microblogs and
social media. We propose an approach based on Noun Phrase extraction
and n-gram based matching instead of the traditional methods using
Named Entity Recognition (NER) or Conditional Random Fields (CRF),
arguing that our method is better suited to noisy microblog text. Our
proposed system is comprised of several individual modules to detect
addresses, Points of Interest (e.g. hospitals or universities), distance and
direction markers; and location names (e.g. suburbs or countries). Our
system won the ALTA 2014 Twitter Location Detection shared task with
an F-score of 0.792 for detecting location expressions in a test set of 1,000
tweets, demonstrating its efficacy for this task. A number of directions
for future work are discussed.

Keywords: Location detection · Location identification · Twitter ·
Tweet · Microblog · Social media

1 Introduction

Locations are a key piece of information in social media discourse, often linked to
specific events or news that are being discussed. In this context, the identification
of location expressions in social media has attracted the attention of researchers
and the extraction of this data from Twitter messages, called tweets, is actively
researched [7,18].

The specific goal of this task is to identify all mentions of locations in the
text of tweets. A location can be defined as any specific mention of a country,
region, city, suburb, street address, or other POI (Point of Interest). A POI
can be a library, such as “Central Library” or the name of an airport such as
“Manchester Airport”. These location expressions can appear in the text itself,
or in hashtags (e.g. #china) and mentions (e.g. @Visit Japan). Some example
tweets and their identified locations are shown in Fig. 1. Some tweets can contain
multiple locations, as shown in Fig. 2. Applications of such systems include the
early detection of emergencies, crises and natural disasters in real time [12,15,19].
They could also be employed for targeted advertising purposes [17].

The overarching aim of the present work is to propose and evaluate a method-
ology for the detection of such location mentions in microblogs and social media.
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 123–134, 2016.
DOI: 10.1007/978-981-10-0515-2 9
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Fig. 1. Several example tweets and the location expressions that they contain. Repro-
duced from [13].

2 Related Work

Researcher have been actively working on detecting such location mentions in
both social media data as well as formal texts. In this section we briefly look at
some previous approaches to this task.

One approach to this task has been based on Named Entity Recognition
(NER), which is the process of identifying names, locations and organizations
within texts. When applied to our target problem, this can be viewed as a sub-
task of NER where we are only interested in locations.

A set of tools for performing tasks such as NER specifically on Twitter was
developed by [16]. The system, known as T-NER, was designed to also perform
geo-location detection in tweet data. This system augmented the Stanford NER
system with information from Freebase [3] to improve performance and achieved
an F-score of 0.77 in detecting locations.

Another approach proposed by [6] has a 2-stage architecture and makes use
of Conditional Random Field (CRF) modelling. Furthermore, they also used
gazetted resources from Wikipedia to augment their system.

The authors of [5] also applied NER to the task and compared various tools
with the standard models as well as NER models trained only on Twitter data.
They conclude that existing NER tools should be re-trained on microblog data
before being applied to Twitter data.



Location Mention Detection in Tweets and Microblogs 125

Fig. 2. An example tweet which contains more than one distinct location expression.
Reproduced from [13].

We should also note that such content-based approaches are not limited to
English data or Twitter; other researchers have also tested them on other lan-
guages and microblogs such as Weibo [1].

3 Data

Data for the task included a training set of 2,000 tweets with manually annotated
location information and 1,000 test tweets to be processed. To ensure a blind
evaluation, the location annotations for the test tweets were not made available
until after testing. This data was collected as part of the research presented by
[5] and more details can be found in their work.1

4 Methodology

In contrast with the work described in Sect. 2, we take a different approach to
this problem. Instead, we opt to use syntactic parse trees to identify potential
location information. Parse trees have been used in other NLP tasks such as
Native Language Identification [9–11] and other tree representations such as
parent-annotated trees [8] have also been tested.

It is well known that microblog data is noisy and contains large proportions
of non-standard words which pose challenges for most NLP systems trained on
well-formed text. These include misspellings, hashtags, abbreviations, malformed
sentences and other slang and colloquial terms. Although NER methods are
highly effective in detecting locations in formal texts, they do not perform as well
for Twitter data [5]. It is most likely this noisy nature of tweets and microblog
data that makes it more challenging to distinguish the syntactic environments
that predict locative arguments.

Yet another disadvantage of supervised NER systems is the requirement for
sufficient amounts of annotated training data, preferably sourced from microtext
sources if they are to be trained specifically for such target texts.
1 Requests for the data should also be directed to the authors of [5].
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Given the above reasoning, we opt to develop an unsupervised approach based
on a combination of syntactic parse trees and gazetteer information.

During the last decade, there has been growing interest and work in the
development of geo-information databases and resources which could be utilised
for such tasks. These gazetteers are usually made available in machine-readable
format or web services. GeoNames2 is one such data source and we use it in the
present work.

The GeoNames geographical database3 contains over 10 million geographical
names and consists of over 9 million unique features of 2.8 million populated
places and 5.5 million alternate names. The database is updated regularly and
the information is sourced from dozens of unique sources.4

The remainder of this section focuses on describing how we achieve this
through the various components of our system.

4.1 Preprocessing

As a first step, non-English tweets are detected using a dictionary-based language
identification approach and discarded.

The tweets are then processed to normalize mentions and hashtags within the
text by removing the @ and # symbols. These tokens are also stored separately
in the original form for further processing in later stages. URLs are also stripped
from the text and we do no process them.

4.2 Syntactic Parsing

Next, the Stanford CoreNLP5 suite of NLP tools and the provided pre-trained
English models are used to tokenize, POS tag and parse each tweet. This infor-
mation is stored on separate annotation layers from the original tweet text. This
is so that we can recover the untokenized strings in the original tweet.

4.3 Noun Phrase Extraction

The extraction of noun phrases is a critical component of our system. This is
due to the fact that locative information is generally expressed through nouns
and we can exploit this by discarding tokens that have been identified as other
phrase types, such as verbs. After parsing, we use the generated constituency
parses to extract the noun phrases (NPs) from within each tweet.

Many of the NPs found in the data can be considered complex NPs,6 and in
these cases we only extract the constituent NPs they contains. This is achieved
through a rule-based tree splitting method that breaks the tree at certain

2 http://www.geonames.org/.
3 Available for download free of charge under a creative commons attribution license.
4 http://www.geonames.org/data-sources.html.
5 http://nlp.stanford.edu/software/corenlp.shtml.
6 A noun phrase that contains other NPs, for example, within prepositions.

http://www.geonames.org/
http://www.geonames.org/data-sources.html
http://nlp.stanford.edu/software/corenlp.shtml
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Fig. 3. An example of a complex noun phrase (NP) which contains additional NPs
embedded within it. In such cases it may not be possible to match the entire NP as a
single location since it contains constituent NPs with different locations.

branches. Our method works by recursively breaking down the NP at non-NP
branches, such as prepositions, in order to extract only the simpler constituent
NPs. Figure 3 shows an example of a complex NP and its constituent NPs.

One important advantage of this approach is that the parser will tag any
words that it does not recognize (such slang), or tokens that are not part of a
sentence (e.g. a trailing list of tags after a post) or incomplete text fragments as
NPs. These tokens may contain locations that would likely not be identified by
NER or CRF systems due to the lack of appropriate syntactic context.

4.4 N-gram Based Location Matching

The extracted noun phrases may still contain more than one location or other
non-location tokens – e.g. “Christchurch New Zealand earthquake” or “Bangkok
residents” – making it difficult to precisely match the locations. We resolve this
by using an n-gram based matching approach. Here, we first attempt to match
the whole NP as a single location, and if no exact match is found, we consider
all of its n-gram subsets. For an NP of N tokens, this include all n-grams of
order N − 1 through to unigrams. It is important to process the subsets in
this descending in order to match maximal subsets of the NPs. If an n-gram is
matched as a location, its subsets will not be considered.

Let us illustrate this with an example noun phrase “Buckleys Rd Dunmore”,
as shown in Fig. 4. This NP contains two location mentions (Buckleys Road in the
suburb of Dunmore) within a single phrase. As a first step we attempt to match
the entire NP as a location, but no precise match can be found. Consequently, we
then consider the subset 2-grams and 1-grams, as shown in the second and third
rows of Fig. 4. These two location mentions are then matched by two separate
components of our system: the address matching and geographic lookup modules,
respectively. These components are described later this section.
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Fig. 4. A demonstration of how our n-gram based matching works. Successful location
matches are shown in red. The first (row 1) attempts to match the whole string as a
unique location. When this fails, its constituent n-grams are considered (row 2) and
an address is matched. Any n-grams that were not matched are further broken down
and checked (row 3) (Color figure online).

Fig. 5. Some examples of how our partial matching method can detect the location
tokens (shown in red) within noun phrases. Without using an n-gram based matching
approach, some of the non-location tokens may be erroneously detected as locations,
increasing the detector’s false positive rate (Color figure online).

In our experiments, not processing the phrases via this n-gram matching
procedure leads to a higher false positive rate as some extra parts of NPs may
be matched as locations.

This procedure is also helpful when processing noun phrases with partial
location information, e.g. “China earthquake report”. Only one noun in the NP
is a location expression here. Some examples of how this method can capture
the location-relevant subsets of NPs is shown in Fig. 5.

We now describe several subcomponents of our system that are used to deter-
mine if these n-gram candidates are location expressions.

Address Matching. Addresses are a crucial piece of location information. The
generally structured format of addresses makes them suitable for matching via
regular expressions. To this end we developed a set of regular expressions to cap-
ture NPs containing address expressions using a wide array of street types along
with their abbreviations. Examples of such road types include Arcade, Avenue,
Boulevard, Road, Street, Highway, Overpass, etc. The regular expressions are
also designed to capture street numbers. Some sample addresses extracted by
our system are listed in Table 1.

Point of Interest Matching. Another type of location we are interested in
are Points of Interest (POIs). A POI can be, inter alia, a hospital, airport, river,
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Table 1. Some example addresses matched by our regular expressions.

Orchard Rd Yanilla Ave

Warrego Hwy Hawkesbury River Bridge

Forge Creek Rd North West Coastal Highway

Wedderburn-brenanah Rd Kaban Rd

School Rd overpass Princess Street

333 Manly Road Batemans Bay

Table 2. Some example Point Of Interest (POI) locations matched by our regular
expressions.

Kumbarilla State Forest Nudgee Golf Club

Princess Alexandra Hospital Melbourne Airport

Wong Wong bakery Thomas Jefferson University Hospital

Navigator College Khartoum arms factory

university, park or shopping center. We compiled a list of such locations and
created a set of regular expressions to match NPs that contain them. Some
example results are shown in Table 2.

Location Name Matching. We employ the above-described GeoNames data-
base to match non-address locations, such as suburbs, countries and other land-
marks. To do this, we utilize the advanced search features offered by the web
service, including fuzzy matching to help address misspellings.7 The location
candidates are sent via the API and they are marked as locations if a match is
reported.

Some example locations matched by GeoNames include Guatemala,
Wahroonga, Syria, Ultimo, Greece, Brisbane, New Jersey, and Manchester.

Distance and Direction Marker Matching. The final component of our
system matches distance and direction markers, which were also annotated in
our training data. This type of information, e.g. “25 km North of Beijing”, is
often found within complex locative NPs.

We compiled a list of such directional and distance markers and created a
rule-based module to match them, again using regular expressions. Some example
of markers found in our data are shown in Fig. 6.

4.5 Hashtag and Mention Matching

In developing the above-described components we discovered that these methods
could not match locations that were embedded within hashtags and mentions
7 The web service offers a number of advanced features that can help increase search

specificity.
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Fig. 6. Some example of various distance and direction markers, highlighted in red,
as matched by our matching module. These segments provide important info for pin-
pointing a specific location within a broad geographical area (Color figure online).

that included multiple concatenated words, e.g. “#ChinaFlooding”. The key
issue here is the concatenation of the words which prevent our modules from
detecting the location words [2]. To address this, these compound word tokens
need to be segmented to decompose them into the constituent words. An example
of this segmentation is shown in Fig. 7.

We attempt to address this issue by applying a word segmentation method.
More specifically, we employ an approach based on language models, as described
by [14]. Using this method a segmenter is built using unigram and bigram models
of word frequency and attempts to find the word boundaries using a naive Bayes
approach. We augment our language models with additional location information
from GeoNames and other tokens that have been detected by our system.

We apply this method in our system to process hashtags and mentions before
passing them to our detection modules. Some example segmentation results
extracted from our data are shown in Fig. 8.

4.6 Caching

Optionally, the matched locations can be cached for faster lookups in processing
future entries. There are many common location mentions that appear with great
frequency and storing a cached mapping of NPs/hashtags/mentions to their
particular location mentions can provide a significant improvement in processing
large amounts of data.

5 Evaluation Method

Evaluation for this task is usually performed using the F1 score. This is a metric
based on precision – the ratio of true positives (tp) to predicted positives (tp +
fp) – and recall – the ratio of true positives to actual positives (tp + fn). The
F1 metric is calculated as:

F1 = 2
pr

p + r
where p =

tp

tp + fp
, r =

tp

tp + fn

Here p refers to precision and r is a measure of recall.8 Results that maxi-
mize both will receive a higher score since this measure weights both recall and
8 See [4] for more details about these metrics.
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#lakemacquariensw

lake macquarie nsw
Fig. 7. An example of applying word segmentation to a Twitter hashtag. The aim
here is to find the perfect segmentation boundaries to recover the intended words in a
concatenated hashtag. In this example the hashtag has been correctly segmented into
the three words and it refers to a location.

Fig. 8. Some examples of hashtags/mentions and their segmentations on the right.
This is an important step in finding tokens that are location expressions, particularly
those that are contained in tags with multiple words, such as “nsw”.

precision equally. It is also the case that average results on both precision and
recall will score higher than exceedingly high performance on measure but not
the other.

Furthermore, the evaluation here is conducted on a per-token basis and par-
tial location mentions are also included. This means for a text with a location
mention “Northern Canada”, annotating just “Canada” would receive a preci-
sion of 1

1 and recall of 1
2 .

6 Experiment and Results

Our system was used to enter the Twitter Location Detection competition at
the 2014 Australasian Language Technology Association (ALTA) Workshop [13].
We run our system on the test set of the data which contains 1, 000 tweets.
The location annotations were not made available to us. Our described system
achieved an F-score of 0.792 on the test set, ranking first among the shared task
entries and winning the competition.

We believe that this is a good result which proves the efficacy of our proposed
system in a demonstrable manner.
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An analysis of our system results shown that all components contribute to
the system. The GeoNames components is one of the most important modules
and responsible for much of the performance.

We also want to emphasize the important of hashtag segmentation for this
task; our results improved by around 0.05 through the addition of the compound
word decomposition functionality, making it an important component.

7 Discussion and Conclusion

We presented a novel unsupervised approach for detecting location mentions in
microblogs and social media texts.

A key contribution here is the definition of various location expression types
and methods to detect them independently. The inclusion of hashtag segmenta-
tion was also found to be a key factor in maximizing performance.

There are a number of directions for future work. The application of lexical
tweet normalization techniques could help improve the parsing results which
could in turn improve the accuracy of our NP extraction.

Information from other services such as Yahoo BOSS Geo Services9 could also
be incorporated into the system. Data sourced from more granular gazetteers
that include street-level information, such as OpenStreetMap10 could help
improve the accuracy of the location expression matching. This can help over-
come some limitations of our address matching modules. The following tweet is
a particular example which highlights a weakness of this module:

“The road to Easy Street goes through the sewer. It is a rough road
that leads to the heights of greatness.”

Here the tokens in bold have been erroneously marked as location expressions,
even though they are only figurative expressions. Having street level data could
help reduce these false positives.

We also note that conducting a comprehensive error analysis could also pro-
vide to be a fruitful line of future inquiry. This analysis could provide valuable
insights about the most common errors being committed by the current sys-
tem — similar to the above example — thus helping guide future efforts in this
area.

Displaying the locations on a map, in conjunction with an interactive system,
is an interesting idea for future work which can help users find tweets pertaining
to a specific geographic space. Such methods are also useful for visualization and
can help find trends within the data.

Acknowledgments. We would like to thank our three anonymous reviewers for their
valuable comments. The data and the task’s original idea is from John Lingad’s Honours
project (The University of Sydney) co-supervised with Jie Yin (CSIRO). The shared
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9 https://developer.yahoo.com/boss/geo/.
10 http://www.openstreetmap.org/.
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Abstract. In this work we present a rule-based system for recogniz-
ing and normalizing temporal expressions in Indonesian documents.
We adapt an existing temporal expression normalizer for English,
TimeNorm, for Indonesian language. We then build a finite state trans-
ducer based on the crafted TimeNorm grammar for Indonesian, to recog-
nize temporal expressions in texts. The system yields good results of
92.87 % F1-score and 85.26 % F1-score for recognizing and normalizing
temporal expressions respectively.

Keywords: Temporal expression tagging · Temporal expression nor-
malization · TIMEX3 · TimeML

1 Introduction

Research on temporal processing has been gaining a lot of attention from the
NLP community in the recent years. The goal is to automatically extract tem-
poral entities from texts in natural language. TimeML [1] annotation format
is specifically designed for this purpose. The main goal is to automatically
extract temporal entities to support a question answering system in answering
temporally-based questions.

One of the main tasks in TempEval-3 [2], which is the most recent evalu-
ation campaign in temporal and event processing, is the automatic extraction
of temporal expressions. The task includes recognizing the extents of tempo-
ral expressions in TimeML documents and determining their types and values
(normalization). Recognizing and normalizing temporal expressions is the cru-
cial steps in order to time-stamp events and ordering events (in a timeline) with
respect to one another.

For English, the current state-of-the-art temporal expression tagging sys-
tems achieve around 90 % F1-score (relaxed matching) and around 82 %
F1-score (strict matching) for recognizing the extents, and around 81 % F1-score
for normalizing the values of temporal expressions.

Unfortunately, there exists no temporal expression tagging system, which
annotates documents in TimeML specification, for Indonesian language yet.

We propose a rule-based system for recognizing and normalizing temporal
expressions for Indonesian documents. For normalizing temporal expressions,
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 135–147, 2016.
DOI: 10.1007/978-981-10-0515-2 10
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we extend an existing normalizer for English, TimeNorm [3]. We report some
modifications of the tool required for Indonesian language, with respect to
the different characteristics of Indonesian temporal expressions compared with
English.

For recognizing (and determining the types of) temporal expressions, we
build a finite state transducer heavily influenced by the crafted TimeNorm’s
time grammar for Indonesian. Even though it is shown that the machine learn-
ing approach can be as good as rule-engineering for recognizing temporal expres-
sions, since there is no available Indonesian TimeML corpus yet, we resort to the
rule-based approach. We believe that annotating sufficient data for the machine
learning approach is more time-consuming than hand-crafting a transducer.

The evaluation is done on 25 news articles, containing 9,549 tokens (com-
parable with the TempEval-3 evaluation corpus with 9,833 tokens). The system
yields 92.87 % F1-score in recognizing temporal expressions and 85.26 % F1-score
in normalizing them.

2 Related Work

TempEval-3 [2], being the most recent shared task (with published results)
focused on temporal and event processing, defined three main tasks:

1. Task A: Temporal expression extraction and normalization
2. Task B: Event extraction and classification
3. Task ABC: Annotating temporal relations (which entails performing tasks A

and B)

The best performing systems participating in Task A can be perceived as
the current state-of-the-art systems for the automatic extraction of temporal
expressions in English documents.

For recognizing the extents of temporal expressions (including determining
the types), the statistical-based system ClearTK [4] performed best at strict
matching with 82.71 % F1-score, and the rule-based systems NavyTime [5],
SUTime [6] and HeidelTime [7] performed best at relaxed matching with 90.32 %,
90.32 % and 90.3 % F1-scores respectively.

While rule-engineering and machine learning are equally good at the tem-
poral expression recognition task, normalization is currently done best by
rule-engineered systems. The best performing system for normalizing temporal
expressions at TempEval-3 is HeidelTime [7] with 77.61 % F1-score. However,
apart from TempEval-3, there are some other systems for the temporal expres-
sion normalization, such as TIMEN [8] and TimeNorm [3]. TimeNorm is shown
to be better than HeidelTime and TIMEN for most evaluation corpora, specifi-
cally with 81.6 % F1-score on the TempEval-3 evaluation corpus [3].

Regarding multilinguality, HeidelTime is perhaps the temporal expression
tagging system covering the most languages. HeidelTime currently understands
documents in 11 languages, including English, German, Dutch, Vietnamese, Ara-
bic, Spanish, Italian, French, Chinese, Russian, and Croatian. Unfortunately,
Indonesian is not yet included.
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The recent work on temporal expression tagging for Indonesian documents [9]
only covers temporal expressions of date type. Moreover, the annotated doc-
uments are not in the TimeML annotation format, which is the widely used
annotation format for temporal expression tagging. As far as we know, we are
the first to implement a system for annotating temporal expressions in Indone-
sian documents with the TimeML format.

3 TimeML and TIMEX3 Annotation

TimeML [1] is a language specification for events and temporal expressions,
which was developed in the context of TERQAS workshop1 supported by the
AQUAINT program. The main purpose is to identify and extract events and their
temporal anchoring from a text, such that it can be used to support a question
answering system in answering temporally-based questions like “In which year
did Iraq finally pull out of Kuwait during the war in the 1990s?”.

The design of TimeML is primarily based on the TIDES TIMEX2 annota-
tion effort [10], which introduces a value attribute whose value is an ISO time
representation of the ISO 8601 standard, and the temporal annotation language
presented in Andrea Setzer’s thesis [11].

There are four major data structures that are specified in TimeML: EVENT,
TIMEX3, SIGNAL, and LINK. The EVENT tag is used to annotate a term for
situations that happen or occur, or predicates describing states or circumstances.
The TIMEX3 tag, which is compliant with the TIMEX2 tag in TIDES(02)
guidelines [10] but introduces some more extensions, is used to annotate tempo-
ral expressions. The SIGNAL tag is used to annotate terms (typically function
words) indicating how temporal entities are related to each other, e.g. before, dur-
ing. Finally, one of the major innovations introduced in TimeML is the LINK tag,
falling under three categories: (i) TLINK for specifying temporal relationships
between two events or between an event and a temporal expression; (ii) SLINK
for specifying subordinate relationships between events; and (iii) ALINK for
representing relationships between an aspectual event and its argument event.

We are particularly interested in the TIMEX3 tag for annotating temporal
expressions in texts. According to the TimeML Annotation Guidelines version
1.2.1 [12], the attributes (and the attribute values) for the TIMEX3 tag are
defined as follows:

– tid (non-optional), a unique ID number to identify each TIMEX3 expression.
– type (non-optional), which can be date (e.g. the summer of 1964 ), duration

(e.g. 24 h), time (e.g. half past noon), or set (e.g. twice a week).
– value (non-optional), which is exactly as specified in TIDES(02) [10] Sects. 3.2

and 3.3, adopting the ISO 8601 standard.
– mod (optional), representing modifiers such as approx (about three years

ago), mid (mid-February), etc.

1 http://www.timeml.org/site/terqas/index.html.

http://www.timeml.org/site/terqas/index.html
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– temporalFunction, a binary value representing whether a temporal expression
needs to be evaluated through a function (e.g. last week) or not (e.g. Saturday,
January 10, 2015 ).

– anchorTimeID (optional), the tid of another temporal expression to which
the TIMEX3 is temporally anchored.

– functionInDocument, which can be creation time, modification time,
publication time, release time, reception time, expiration time or
none.

– beginPoint and endPoint, which is used when a temporal expression of dura-
tion type is anchored by another temporal expression, hence, the value is the
tid of the anchor.

– quant and freq, which is used when a temporal expression is of set type, e.g.
3 days each week (quant =each, freq = 3d).

In this work, we focus on annotating a TimeML document with TIMEX3
tags for temporal expressions, and completing the TIMEX3 tags with the non-
optional attributes, i.e. tid, type and value.

4 Temporal Expression Tagging

The actual steps in temporal expression tagging are (i) recognizing the extent of
a temporal expression, (ii) determining its type, then (iii) normalizing the tem-
poral expression (resolving its value). However, during the development phase,
we first develop the system to normalize temporal expressions based on an exist-
ing system for English. Then, based on the created time grammar, we develop a
finite state transducer to do both recognizing temporal expressions’ extents and
determining their types in one step.

4.1 Normalizing Temporal Expressions

Temporal expressions in Indonesian language are quite similar with the ones
in English. Therefore, for normalization, we decided to extend TimeNorm [3]
to cover Indonesian temporal expressions. TimeNorm is a tool for normalizing
temporal expressions based on a synchronous context free grammar, developed in
Scala. Given an anchor time, TimeNorm parses time expressions and returns all
possible normalized values of the expressions. A temporal expressions is parsed
with an extended CYK+ algorithm, then converted to its normalized form by
applying the operators recursively. The normalization value is determined as
specified in TIDES(02).

The time grammar in TimeNorm, based on a synchronous context free gram-
mar formalism, allows two trees (one in the source language and one in the target
language) to be constructed simultaneously. Figure 1 shows a synchronous parse
for tiga hari yang lalu [three days ago], where Fig. 1a is the source side (an
Indonesian expression), Fig. 1b is the target side (a temporal operator expres-
sion), and the alignment is shown via subscripts.
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[TimeSpan]1

[Period]2

[Int]3

tiga

[Unit]4

hari

yang lalu

(a)

[TimeSpan]1

MoveEarlier Present [Period]2

[Int]3

3

[Unit]4

Days

(b)

Fig. 1. The synchronous parse from (a) the source language tiga hari yang lalu [three
days ago] to (b) the target formal time representation MoveEarlier(PRESENT, Sim-
ple(3, Days)). Subscripts on non-terminals indicate the alignment between the source
and target parses.

Extending TimeNorm for a new language is very straightforward, we just
need to translate the existing time grammar for English into Indonesian. How-
ever, there are some differences on expressing time in American English and
Indonesian, as shown in Table 1; in particular the order of numbers in dates (e.g.
3/21/2015 vs 21/3/2015 ) and the punctuations used (e.g. 5:30 vs 05.30, 2.5 vs
2,5 ). Therefore, several adjustments are required to cope with those differences,
as well as to comply with the TIDES(02) standard:

– Dates are always in the Day-Month-Year order.
– Roman numerals are added since they are used in describing century (e.g.
abad XVII [17th century]).

– The expression for time is written with dot (.) instead of colon (:), and the
same applies for time duration.

– The ‘am/pm’ expression is not used since hours range from 0 to 24.
– Comma (,) is used as the decimal separator instead of dot (.).
– There is no distinction between plural and singular time units following quan-

tifiers (e.g. tahun [year] denotes both year and years).
– There are three time zones in Indonesia, namely WIB (UTC+07:00), WITA

(UTC+08:00) and WIT (UTC+09:00). In normalizing the temporal expres-
sion, we decided to ignore the time zones even though they are included in
the extents.

– Indonesia has only two seasons, musim hujan [rainy season] and musim kema-
rau [dry season], which are not available in the standard. Hence, we normalize
musim hujan and musim kemarau as Winter and Summer respectively.

– Sore and petang could mean both ‘afternoon’ and ‘evening’. We decided to
normalize sore as Afternoon, while petang as Evening.

– The ‘DayOfWeek malam’ [DayOfWeek night] expression, can also be
expressed with ‘malam DayOfWeek-after’, e.g. malam Minggu [night (of)
Sunday] means Sabtu malam [Saturday night]. A special rule is needed to
handle this case, which is quite similar with the rule for ‘Christmas Eve’ or
‘New Year’s Eve’.
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Table 1. Differences on expressing time in English and Indonesian.

English (US) Indonesian

March (the) 21(st), 2015 (tanggal) 21 Maret 2015

3/21/2015 21/3/2015

3-21-2015 or 21-3-2015

’80s tahun 80-an

1980s tahun 1980-an

eighties tahun delapan puluhan

21st century abad ke-21

abad XXI

5:30 (am) (pukul) 05.30

5:30 (pm) (pukul) 17.30

1 h 34’ 56” 1.34.56 jam

2.5 h 2,5 jam

a year setahun

5 years 5 tahun

few years beberapa tahun

years bertahun-tahun

Apart from the grammar, there are several modifications of the TimeNorm
code in order to support Indonesian temporal expressions:

– In Indonesian language, being an agglutinative language, some temporal
expressions contain affixes. In the numerals, the prefix se- when attached
to a Unit (e.g. tahun [year]) or a PartOfDay (e.g. pagi [morning]) means
one. Hence, setahun denotes a year and sepagian (with suffix -an) a whole
morning. Moreover, to make a Unit become plural, the prefix ber- is added
to the reduplicated Unit, e.g. berjam-jam [hours]. In order to have a concise
grammar, we need to isolate the affixes from the root expressions before giving
the temporal expressions to the parser.

– The term minggu is ambiguous, which could mean ‘week’ (a Unit) or ‘Sun-
day’ (a DayOfWeek). However, as in English, a DayOfWeek is always
capitalised. Therefore, we disambiguate the term according to this rule before
giving it to the parser.

4.2 Recognizing Temporal Expressions and Determining the Types

Based on the time grammar for TimeNorm, we construct regular expression rules
to label tokens with [Int], [Unit] or [Field], e.g. hari → Unit. The defined
labels are as follows:

– [Int:Numeral], e.g. satu [one], puluh [(times) ten]
– [Int:Digit], e.g. 12, 1,5, XVII [17]
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– [Int:Ordinal], e.g. ke-2 [2nd], ketiga [third], ke XVII [17th]
– [Unit], e.g. hari [day], musim [season]
– [Unit:Duration], e.g. setahun [a year], berjam-jam [hours]
– [Field:Year], e.g. ’86, 2015
– [Field:Decade], e.g. 70-an [70’s], limapuluhan [fifties]
– [Field:Time], e.g. 08.30, WIB
– [Field:Date], e.g. 10/01/2015
– [Field:PartOfDay], e.g. pagi [morning]
– [Field:DayOfWeek], e.g. Selasa [Tuesday]
– [Field:MonthOfYear], e.g. Januari [January]
– [Field:SeasonOfYear], e.g. kemarau [dry], gugur [autumn]
– [Field:NamedDay], e.g. Natal [Christmas]

In expressing Time and Date, some tokens are commonly used preceding
the temporal expression, which by themselves cannot be considered a temporal
expression (e.g. pukul 08.30 [08:30], tanggal 10 Januari [January 10]). Hence,
we define labels for those tokens as follows:

– [Pre:Time], i.e. pukul
– [Pre:Date], i.e. tanggal

Apart from [Int], [Unit] and [Field], some tokens can be considered a single
temporal expression. Moreover, some tokens preceding or following [Int], [Unit]

and [Field] can be included in the temporal expression extent to further define
the expression. Such tokens are labelled as follows:

– [Date:Solo], e.g. dulu [in the past], kini [now]
– [Date:Begin], e.g. masa [period], zaman [times] (they are usually combined

with other tokens, e.g. masa lalu [the past], zaman sekarang [nowadays])
– [Duration:Solo], e.g. sebentar [for a while]
– [Quantifier], e.g. beberapa [a few]
– [Modifier], e.g. sekitar [around], penghujung [the end of]
– [Current], e.g. ini [this], sekarang [now]
– [Earlier], e.g. kemarin [yesterday], lalu [last]
– [Later], e.g. besok [tomorrow], mendatang [next]
– [Set], e.g. setiap [each], sehari-hari [daily]

q0start q1 q2 q3 q4

[Int:Numeral]:date [Unit]:duration yang:date [Earlier]:date

[Int:Digit]:date

akan:date

[Later]:date

[Later]:date

[Field:MonthOfYear]:date

[Field:Year]:date

Fig. 2. Part of the FST’s transition diagram used to recognize tiga hari yang lalu [three
days ago] as a temporal expression of date type.
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We then build a deterministic finite state transducer (FST) to recognize a
temporal expression and to label it with one of the TIMEX3 types, i.e. date,
duration, time and set. We define the FST T = (Q,Σ,Γ, δ, ω, q0, F ) such that:

– Q is a finite set of states;
– Σ as the input alphabet is a finite set of previously defined token labels

{[Int:Numeral], [Int:Digit], ..., [Later], [Set]} ∪ {yang, ke, akan, dan}
(i.e. function words that are often used in temporal expressions);

– Γ as the output alphabet is a finite set of temporal expression types {date,
duration, time, set};

– δ : Q × Σ → Q is the transition function;
– ω : Q × Σ → Γ is the output function;
– q0 ∈ Q, is the start state;
– F ⊆ Q, is the set of final states;

Figure 2 shows a small part of the developed FST’s transition diagram that
is used to recognize the temporal expression tiga hari yang lalu [three days ago]
as of date type, with tiga is initially labelled as [Int:Numeral], hari as [Unit]

and lalu as [Earlier] using the regular expression rules.
We used OpenFST 2 to minimize the built FST, resulting in a deterministic

FST with 26 states (of which 8 are final states) and 177 arcs. The complete
FST is specified in a text file using the AT&T FSM format3, and visualized as
a transition diagram using OpenFST4.

4.3 Temporal Expression Tagging System

Given a document in the TimeML annotation format, we first parse the docu-
ment creation time (DCT) inside the DCT tag and the document content inside
the TEXT tag. The content is further tokenized following a simple splitting rule
with white-spaces and punctuations as delimiters, except for tokens containing
digits (e.g. 08.30, ’86, ke-2, 70-an, 10/01/2015 ).

Given a list of tokens and the document creation time, the tagging algorithm
goes as follows:
Input: list of tokens tok, DCT dct, FST T
Output: string out of text annotated with TIMEX3 tags

Recognizing temporal expressions
1: starts ← empty dictionary
2: ends ← empty list
3: timex ← empty dictionary
4: start ← −1
5: end ← −1
6: tmx type ← O

2 http://www.openfst.org.
3 http://github.com/paramitamirza/IndoTimex/blob/master/lib/fst/timex.fst.
4 http://github.com/paramitamirza/IndoTimex/blob/master/lib/fst/timex.pdf.

http://www.openfst.org
http://github.com/paramitamirza/IndoTimex/blob/master/lib/fst/timex.fst
http://github.com/paramitamirza/IndoTimex/blob/master/lib/fst/timex.pdf
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7: i ← 0
8: while i < length of tok do
9: tlabel ← token label of tok[i] based on regex

10: if start is −1 then
11: if tlabel is in input labels of T.initial then
12: start ← i
13: (q, type) ← T.transition(q0, tlabel)
14: if q is in T.final then
15: end ← i
16: tmx type ← type
17: end if
18: end if
19: else
20: if T.transition(q, tlabel) is not null then
21: (q, type) ← T.transition(q, tlabel)
22: if q is in T.final then
23: end ← i
24: tmx type ← type
25: end if
26: else
27: if start > −1 and end > −1 then
28: starts[start] ← tmx type
29: Add end to ends
30: timex[start] ← tok[start...end]
31: end if
32: start ← −1
33: end ← −1
34: tmx type ← O
35: end if
36: end if
37: i ← i + 1
38: end while

Normalizing temporal expressions
39: timex norm ← empty dictionary
40: for key in timex do
41: timex norm[key] ← normalize(timex[key], dct)
42: end for

TIMEX3 tagging
43: out ← empty string
44: tid ← 1
45: for i = 0 to length of tok do
46: if i in keys of starts then
47: timex id ← tid
48: timex type ← starts[i]
49: timex value ← timex norm[i]
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50: out ← out + TIMEX3 opening tag (with timex id, timex type and
timex value) + tok[i] + space

51: tid ← tid + 1
52: else if i in ends then
53: out ← out + tok[i] + TIMEX3 closing tag + space
54: else
55: out ← out + tok[i] + space
56: end if
57: end for
58: return out

The complete system, called IndoTimex5, is implemented in Python and
made available for download6. The system takes as input a TimeML document
(or a collection of TimeML documents) and gives as output a TimeML document
(or a collection of TimeML documents) annotated with temporal expressions
(TIMEX3 tags).

Table 2. Corpora used in development and evaluation phases.

Corpus # of docs # of tokens

Development 50 17,026

Evaluation 25 9,549

5 Evaluation

5.1 Dataset

The dataset comprises 75 news articles taken from www.kompas.com, and is
made available for download7. The preparation of the dataset includes cleaning
the HTML files and converting the text into the TimeML document format. As
shown in Table 2, during the development phase only 50 news articles are used
to develop the time grammar and the transducer. The rest 25 articles are used
for the evaluation phase.

5.2 Results

Table 3 shows the performance results of each task in temporal expression tag-
ging, including temporal expression recognition and normalization. As there is
no gold standard available yet for Indonesian TimeML, the results are obtained
through manual observations.

There are 211 temporal expressions identified by our method in the evalua-
tion data. With 189 correctly identified entities, 22 false positives and 7 false
5 http://paramitamirza.ml/indotimex/.
6 http://github.com/paramitamirza/IndoTimex.
7 http://github.com/paramitamirza/IndoTimex/tree/master/dataset.

www.kompas.com
http://paramitamirza.ml/indotimex/
http://github.com/paramitamirza/IndoTimex
http://github.com/paramitamirza/IndoTimex/tree/master/dataset
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Table 3. Performance results on temporal expression recognition and normalization
tasks on Indonesian documents, in terms of precision (P), recall(R), F1-score (F1) and
accuracy (Acc).

Task P R F1 Acc

Timex recognition 89.57 % 96.43 % 92.87 % -

Timex normalization 88.04 % 82.65 % 85.26 % 85.71 %

negatives, the system yields 89.57 % precision, 96.43 % recall and 92.87 %
F1-score.

Among the false positives, 11 entities which are actually flight numbers (e.g.
8501 ) are tagged as date, while 5 entities which are part of a geographic coordi-
nate (e.g. 08 derajat 50 menit 43 detik selatan [08 degrees 50 minutes 43 seconds
south] or 03.22.46 Lintang Selatan [3◦ 22’ 46” South]) are tagged as duration

or time. There are 6 entities identified incorrectly due to the ambiguous nature
of dulu/dahulu, which could mean ‘in the past’ or ‘first’ (as in “John wants to
say goodbye first before leaving”) depending on the context.

Registering an assumption on the reasonable maximum year number that
could appear in a text (e.g. year 3000) will decrease the number of falsely
extracted flight numbers (e.g. 8501) because it is in the same format as a year. It
might also help to include temporal signals such as pada [on/at] or selama [dur-
ing] in the transducer, to ensure that the following tokens are indeed temporal
expressions.

We could also include in the transducer the expressions that can rule out
the following tokens to be part of temporal expressions. For example, if we find
derajat [degree], we can make sure that even though the following tokens are
usually part of temporal expressions (i.e. menit [minutes] and detik [seconds]),
the transducer will end up in a non-final state. The same strategy could be
applied if the following tokens denote geographical directions such as Lintang
Selatan [South] or Bujur Timur [East].

The false negatives include esok hari [tomorrow] and setengah hari [half
a day], which are due to the incomplete transducer. Another cases are jauh-
jauh hari sebelumnya [many days before] and 2–3 menit [2–3 min], which are
due to the incomplete regular expressions to recognize indefinite quantifiers for
expressing durations (i.e. jauh-jauh [many] and 2–3).

In determining the temporal expression types (i.e. date, time, duration
and set), the system achieves a perfect accuracy. Meanwhile, for normalizing the
correctly identified temporal expressions, the system achieves 85.71 % accuracy,
resulting in 85.26 % F1-score.

Most incorrect cases in the normalization task are because of the wrong
anchor time, since we always use the document creation time as the anchor time
in resolving the values. For example, in the documents, the expressions saat itu
[that moment] mostly refer to the previously mentioned temporal expressions of
time type.
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There are 3 temporal expressions of which TimeNorm failed to normalize,
including saat yang sama [the same moment], tanggal 24 kemarin [24th yester-
day] and pukul 13.25 kemudian [13:25 later].

6 Conclusion

We have developed a rule-based system for recognizing and normalizing tempo-
ral expressions in Indonesian documents. For recognizing temporal expressions,
the built framework can be easily extended to accommodate other low resource
languages, requiring only modifications of the regular expression rules and the
finite state transducer.

Similarly, for normalizing temporal expressions, the adaptation of the existing
tool for English, i.e. TimeNorm, is quite straightforward, with few modifications
in order to deal with the characteristics of Indonesian temporal expressions.

Even though the system could still be improved, particularly by completing
the regular expression rules and the finite state transducer for recognizing tempo-
ral expressions, the system achieves good results of 92.87 % F1-score and 85.26 %
F1-score for recognizing and normalizing temporal expressions respectively.

For the future work, including temporal signals (e.g. pada [on/at], selama
[during]) in the transducer to make sure that the following tokens are indeed
part of temporal expressions, as well as including expressions that rule out the
following or preceding tokens to be part of temporal expressions (e.g. derajat
[degree], Lintang Selatan [South]), might be useful to reduce the number of false
positives.

Furthermore, we could implement some strategies to select the correct anchor
time for some temporal expressions, in order to correctly resolve their values.
The best approximation would be to use the preceding temporal expressions of
the same type (if any) as the anchor time.
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Abstract. In this paper we propose a named entity recognizer (NER)
which we can train from partially annotated data. As the natural lan-
guage processing is getting to be applied to diverse texts, there arise high
demands for the NER for new named entity (NE) definition in different
domains. For these special NE definitions, only a small annotated corpus
is available in the beginning, and a rapid and low-cost development of
an NER is needed in practice. To satisfy the needs, we propose the use
of partially annotated data, which is a set of sentences in which only a
limited number of words are annotated with NE tags. Our NER method
uses two-pass search for sequential labeling of NE tags: (1) enumerate
NE tags with confidences for each word independently from the tags for
other words and (2) the best NE tag sequence search referring to the tag-
confidence pairs by CRFs. For the first-pass module, our method uses
partially annotated data to improve the accuracy in the target domain.
By this two-pass search framework, our method is expected to incor-
porate tag sequence statistics and to outperform state-of-the-art NERs
based on a sequence labeling while keeping the high domain adaptability.
We conducted several experiments comparing state-of-the-art NERs in
various scenarios. The results showed that our method is effective both
in the normal case and in adaptation cases.

Keywords: Partial annotation · Incomplete data · Named entity recog-
nition · Pointwise prediction · Sequence labeling · Recipe

1 Introduction

One of the important natural language processing (NLP) is to recognize spans
of words in a text corresponding to the real world and classify them into one
of the classes defined in advance. In newspaper articles, which were the main
target of NLP for long time, the classes are person names, company names,
amount of money, etc. as defined in [5]. In the researches they are called named
entities (NEs) and the task of automatically recognizing them is called the NE
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 148–160, 2016.
DOI: 10.1007/978-981-10-0515-2 11
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recognition (NER). NERs are useful for information retrieval from newspaper
articles, question and answering about the world knowledge, and others. The
NER task can be considered as a sequence labeling and tried many methods such
as hidden markov model, conditional markov model, support vector machine
(SVM) with dynamic programming (DP), conditional random fields (CRFs),
etc. [3,7,12].

As the NLP is getting to be used more and more widely, the NER is applied
to various texts in many languages. In addition, NLP users started to notice that
task dependent definitions of NEs are useful for a special purpose instead of the
general definition. Famous one is medical NE [1]. Obviously body part names,
disease names, and protein names are important for information retrieval or text
mining in medical texts. Nowadays there are many applications of NLP. For the
reputation analysis of a company it is important to distinguish the product
names of the company from those of its competitors. For recipe search it is
important to recognize food name correctly in a certain context. For example,
a recipe entitled “hamburger of steak house” is not a steak recipe. So we want
to figure out that “steak” in this context is not a food. For these special NE
definitions in the beginning only a small annotated corpus is available and a
rapid and low cost development of an NER is called for.

In this background we propose an NER which we can train from partially
annotated data. In NER case partially annotated data is a set of sentences
in which only some words are annotated with NE tags and others are not. In
practical cases they may be new NEs not appearing in a small fully annotated
data. Our method is composed of two modules: (1) Enumerate NE tag with
confidence for each word independently from the tags for other words and (2) NE
tag sequence search referring to the tag-confidence pairs. We conducted several
experiments comparing state-of-the-art NERs in various scenarios. The results
showed that our method is effective both in the normal case and in adaptation
cases.

2 Related Work

The task we solve in this paper is NER. NER is a sequence labeling problem and
many solutions have been proposed [3,21, inter alia]. To our best knowledge one
of the state-of-the-art methods is based on CRFs [10]. In this method first they
convert the training corpus annotated with NE tags into so-called extended BIO
system. B, I, and O stand for begin, intermediate, and other, respectively. Let us
assume that there are NE types T1, T2, . . . , TJ , they annotate a word sequence
w1, w2, . . . , wn of an NE of type Tj as w1/Tj-B, w2/Tj-I, · · · , wn/Tj-I and a
word not included in any NE as w/O. In the BIO system, there are 2J + 1 tags
and a word is annotated with one of them. The problem is similar to POS tagging
which assign a grammatical category tag to each word, but in NER there are con-
straints on tag sequence. For example, (wi/O, wi+1/Tj-I), (wi/Tj-B, wi+1/Tk-I)
and (wi/Tj-I, wi+1/Tk-I) (j �= k), are illegal and we cannot interpret them. The
NER based on CRFs automatically captures these constraints and outputs a
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legal sequence for an input word sequence. Some researches use a pointwise
(PW) classifier such as a SVM or a logistic regression (LR) combined with a tag
sequence search module based on dynamic programing (DP).

These NERs based on SVM+DP or LR+DP has an advantage that they
can use a partially annotate data for training, in which only some words are
annotated with BIO tags and many other words are not. This advantage is
very beneficial especially in resource-poor situations such as NER for a new NE
definition or a new language. As it is well known, the coverage has a strong rela-
tionship with the NER accuracy. And the trainability from partial annotations
allows annotators to focus on new NEs or an active learning [4,22,23,25,26]
to select annotation unit smaller than a sentence. These methods help us to
build an NER for short time and lower cost. This advantage may also allow
researchers to try to devise an NER method for using natural annotations like
HTML tags in Wikipedia, which is a hot topic in the word segmentation research
recently [11,30]. Our method extends these pointwise NERs with a reranker
based on CRFs. Our BIO tag sequence search is more accurate than DP, so our
method is expected to be better than the pointwise NERs without losing their
advantage, trainability from partially annotate data.

As the input of our NER we assume a word sequence but not tagged with a
part-of-speech (POS) tag. So when we apply our method to languages without
obvious word boundary we need a word segmenter [18,24]. The reason why
we do not assume POS tagger results is that some research has reported a
severe degradation in the POS tagger accuracy on texts in a new domain [8].
By assuming a word sequence as the input, we can skip an adaptation of a POS
tagger to the target domain. As a result we can avoid that an entire NLP system
including our NER loses its domain adaptability in real use.

The domain in which we test our NER in the experiment is cooking recipe.
In the past the main target of NLP was newspaper articles but nowadays NLP
is used in various texts. For example, a special definition of NE for medical texts
has been defined and medical NER had a great success [1,19]. Our application,
recipe texts, is one of the user generated contents and have many potential
applications ranging from researches to real uses: recipe search [29], procedural
text understanding [13], computer vision [15,20], cooking robot [2], etc. The
recipe NER has not been as mature as the medical NER and only small training
data is available. So it is a good test bet for an NER trainable from various types
of training data, which is important in resource-poor domain and/or language.
The NER method which we propose in this paper is not limited to this domain
but is applicable to others.

3 Recipe Named Entity

The test data we use in the experiment is named entity specially defined for recipe
texts (r-NE) [14]. Their structure is the same as the general NE [5]. An r-NE is a
span of one ormorewordswithout overlap.NoNEboundary occurs in themiddle of
a word. So a word in a sentence belongs to at most one r-NE. An r-NE has one type
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Table 1. r-NE tags.

r-NE tag Meaning

F Food

T Tool

D Duration

Q Quantity

Ac Action by the chef

Af Action by foods

Sf State of foods

St State of tools

label listed in Table 1. So we can say that only the type definition is different from
the general NE. The types for the general NE are designed to be useful for infor-
mation retrieval from the newspaper articles. Contrary r-NE types are useful to
recognize actions, objects, and their status in the recipe texts. They are important
for recipe text search [29], its understanding [2], and symbol grounding for cooking
videos [15,20]. Similar to NER for the general NE, NER for r-NE can be formalized
as a sequence labeling problem and many solutions for the general NE [3,21, inter
alia] are applicable.

The reason why we use r-NE instead of the general NE is that we want to
solve a practical problem, in which some NLP application is under development
and we want to increase the NER accuracy in a resource-poor situation. Our
NER method is, however, applicable to the general NE and other NE such as
medical NE etc.

4 2-Step Named Entity Recognition

The NER method which we propose in this paper is composed of two modules:

1. Enumerate BIO tag with confidence for each word independently from the
tags for other words,

2. BIO tag sequence search referring to the tag-confidence pairs.

In this section we explain these one by one.

4.1 Tag-Confidence Pair Enumeration

Given an input word sequence, the first module provides pairs of a tag and its
confidence for each word to the second module. In order to make this module
trainable from partially annotated data, we propose to use a pointwise classifier
which refers, as features, only to the information contained in the input word
sequence but not to the estimation results (so-called dynamic features).
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Table 2. Feature set of the LR.

Type Feature templates

Character n-gram x−1, x+1,

x−2x−1, x−1x+1, x+1x+2

x−2x−1x+1, x−1x+1x+2

Character type n-gram c(x−1), c(x+1),

c(x−2)c(x−1), c(x−1)c(x+1), c(x+1)c(x+2),

c(x−3)c(x−2)c(x−1), c(x−2)c(x−1)c(x+1),

c(x−1)c(x+1)c(x+2), c(x+1)c(x+2)c(x+3)

Table 3. Feature set of the CRFs.

Type Feature templates

Word n-gram w−1, w+1,

w−2w−1, w−1w+1, w+1w+2

Word type n-gram c(w−1), c(w+1),

c(w−2)c(w−1), c(w−1)c(w+1),

c(w+1)c(w+2),

c(w−2)c(w−1)c(w+1),

c(w−1)c(w+1)c(w+2)

Tag-confidence pair (LR+CRF only) 〈t1, si,1〉, 〈t2, si,2〉, · · · , 〈t2J+1, si,2J+1〉

As it is clear from the above design, this module is trainable from partially
annotated data, because we can just use only the annotated words and its context
as the training data. The following example:

ex.) Sprinkle black/F-B pepper/F-I and salt,

where only two words are annotated with BIO tags, is converted into the training
data as follows:

Left context Word Right context Tag

〈BOS〉 Sprinkle black pepper –

〈BOS〉 Sprinkle black pepper and F-B

Sprinkle black pepper and salt F-I

black pepper and salt 〈EOS〉 –

pepper and salt 〈EOS〉 –

We train a pointwise classifier such as SVM or LR [6], which estimate the tag
for a word.
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Fig. 1. DP search for the most likely tag sequence.

Estimate tag-confidence pairs
by pointwise classifier (2nd+3rd)

Estimate tag-confidence pairs
by pointwise classifier (1st+3rd)

Estimate tag-confidence pairs
by pointwise classifier (1st+2nd)

1st 1/3 sub-corpus 2nd 1/3 sub-corpus 3rd 1/3 sub-corpus

Training corpus (word/BIO full annotation and partial annotation)

1st 1/3 sub-corpus
with tag-confidence pairs

T
es

t

BIO-tagging by
sequence labeling
(1st + 2nd + 3rd)

Train

2nd 1/3 sub-corpus
with tag-confidence pairs

3rd 1/3 sub-corpus
with tag-confidence pairs

Train

Test corpus
Test

Fig. 2. Procedure for generating the training corpora for BIO tagging by the sequence
labeling (N = 3).

At runtime, different from the normal classification task, the classifier enu-
merates all the possible tags and their confidence. As the confidence we can use
the margin from the separation hyper-plain in the SVM case or probability in
the LR case. In this paper we use an LR as the classifier and the confidence si,j
for each tag tj for a word wi in the context of x−, wi,x

+ is calculated as follows:

si,j = PLR(tj |x−, wi,x
+). (1)

The features are listed in Table 2. c(·) is a function, which maps the character
type of a word or a character (Chinese character, hiragana, Arabic number, etc.).
So we have (〈t1, si,1〉, 〈t2, si,2〉, · · · , 〈t2J+1, si,2J+1〉), where 2J + 1 is the size of
the BIO tag set and si,j is the confidence of BIO tag tj for word wi.

4.2 Search for the Best Sequence

The second module is to search the best tag sequence given a word sequence
annotated with tag-confidence pairs provided by the first module.
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DP Search. We can use a DP search to select the most likely tag sequence,
where the likelihood can be defined the product of the probabilities as follows:

t̂
m

1 = argmax
t1, t2, ..., tm

m∏
j=1

si,j . (2)

Figure 1 illustrates this DP search. The numbers in the bold face indicate the
selected node. In the search, we take the constraints on the BIO tag sequence
into consideration. For example, as shown in Fig. 1, “black/T-B pepper/F-I” is
illegal. This is one of the baselines and we test this in the experiments.

Sequence Labeling. Instead of the naive DP search, we propose to use a
sequence labeling to search for the best sequence. By using a sequence labeling
based on machine learning techniques we can take more context information into
consideration such as tag sequence tendency for a certain word sequence, etc.

The input of this module at runtime is a word sequence annotated with
tag-confidence pairs provided by the first module. Since at runtime the word
sequence in focus is new for the first module, we have to emulate this situation
at the training time of the second module for the model to be effective for new
texts. Thus we execute the following procedures:

(i) Divide the training corpus into N parts of equal size,
(ii) Build the i-th pointwise classifier from N−1 parts of training corpus exclud-

ing the i-th part, and
(iii) Enumerate all the BIO tags with their confidence for each word in the i-th

part by using the i-th pointwise classifier.

Figure 2 shows these procedures.As a resultwe can annotate thewords in the train-
ing corpus with tag-confidence pairs (〈t1, si,1〉, 〈t2, si,2〉, · · · , 〈t2J+1, si,2J+1〉) esti-
mated by a pointwise classifier built from training data not containing the words
in focus1. That is to say, we can successfully emulate the runtime situation.

Now we are ready to train the second module. This part is formulated as a
sequence labeling. The training data is a set of word sequences annotated with
tag-confidence pairs provided by the first module. The training data is similar to
Fig. 1 except that the correct tags for each word (label sequence) are attached in
addition. As the sequence labeling we use CRFs [10], but we can use any other
sequence labeling methods such as structured SVM [27]. Table 3 lists the features
referred to by the second module. Note that in many NER researches POSs of
the word in focus or in the context are also referred to as features, but we do not
do it to keep the domain adaptability of our method in the entire system as we
stated in Sect. 2. If we assumed the POS as the input, we would have to spend
time and cost to adapt a POS tagger to the target domain in order to build a
practically valuable NER system.
1 We can also use so-called leaving-one-out technique [9], but it is computationally too

costly because we have to build as many models as the number of words in the training
data.
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Table 4. Corpus specification.

Usage #recipes #sentences #r-NEs #words #characters

Train 386 2,946 17,243 54,470 82,393

Test 50 371 1,996 6,072 9,167

(Total) 436 3,317 19,239 60,542 91,560

Table 5. Experimental settings about training corpus.

Training corpus set #sentences #r-NEs #BIO tags

1/2 FULL 1,473 8,543 27,119

1/2 FULL + 1/2 PART 2,946 10,810 31,770

1/1 FULL 2,946 17,243 54,470

5 Evaluation

As evaluations of our NER, we measured the accuracies of our NER and other
methods under various settings. In this section we present the results and eval-
uate our NER.

5.1 Experimental Settings

The domain in the experiments below is cooking recipe. The NE definition is
described in Sect. 3 which is different from the general one for newspaper arti-
cles [5]. So we test our method mainly in a relatively resource-poor situation.
The corpus we used is procedural text sentences fully annotated with r-NE [14].
Table 4 shows the specifications of the corpus. We see in this paper that the
number of sentences, 2,946 + 371, is much smaller than the corpus annotated
with general domain NE (normally more than 10,000 sentences). In addition the
sentences tend to be much shorter than newspaper articles, thus the number
of annotated NE instances is much smaller that the general NER case. For a
detailed description about the NE definition and the corpus the readers may
refer to [14].

In the experiments we divided the training data into two parts in order to
test our NER and others simulating resource-poor situations, or the beginning
of a project which NLP is applied to. The concrete settings are as follows:

– 1/2 FULL: The first half of training data is available as fully annotated corpus,
– 1/2 FULL + 1/2 PART: In addition to the first half, the second half is available

as a partially annotated corpus,
– 1/1 FULL: The entire training data is available as fully annotated corpus,

that is the training data size is twice as large as the 1/2 FULL case.

Table 5 shows the numbers of r-NEs and those of BIO tags in the above
settings. In the partially annotated corpus, 1/2 PART, we emulated the situation



156 T. Sasada et al.

Table 6. Result:1/2 full annotaion corpus.

Method BIO Accu. Precision Recall F-measure

CRF 0.8949 0.8491 0.8372 0.8438

LR 0.8930 0.8441 0.8407 0.8424

LR+DP 0.8951 0.8397 0.8477 0.8437

LR+CRF (proposed) 0.8989 0.8591 0.8402 0.8495

Table 7. Result: 1/2 full and 1/2 partial annotaion corpus.

Method BIO Accu. Precision Recall F-measure

CRF 0.8990 0.8612 0.8452 0.8531

LR 0.8995 0.8559 0.8452 0.8505

LR+DP 0.9012 0.8539 0.8552 0.8546

LR+CRF (proposed) 0.9112 0.8773 0.8632 0.8702

where new r-NEs not contained in 1/2 FULL are annotated three times (if the
frequency is less than 3, that number of times).

The methods we compared are as follows:

– CRF: Sequence labeling by conditional random fields trainable from partially
annotated data [28],

– LR: Pointwise classification by a logistic regression [6] without DP search,
– LR + DP: LR with DP search,
– LR + CRF: LR with the best tag sequence search by conditional random

fields trained from the fully annotate data only (proposed method; see Sect. 4).

In LR + CRF, we divided the fully annotate training into 3 to create the
corpus containing sentences of words with tag-confidence pairs (see Sect. 4.2 and
Fig. 2).

As the implementation of CRFs which we can train from partially annotated
data [28] we used partial-crfsuite toolkit2 [11]. As an LR classifier we adopt
KyTea toolkit3 [18]. Tables 2 and 3 show the feature sets of CRF and LR,
respectively. The 2nd module of LR + CRF uses the tag-confidence pairs as
features in addition.

5.2 Evaluation Criterion

We adopt two criteria. The first one is the tag accuracy, the percentage of the BIO
tags correctly estimated by the NER system. The second is F-measure, which is
the standard criterion for the NER task. The F-measure is the harmonic mean

2 https://github.com/ExpResults/partial-crfsuite.
3 http://www.phontron.com/kytea/.

https://github.com/ExpResults/partial-crfsuite
http://www.phontron.com/kytea/
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Table 8. Result: 1/1 full annotaion corpus.

Method BIO Accu. Precision Recall F-measure

CRF 0.9065 0.8759 0.8627 0.8693

LR 0.9056 0.8713 0.8582 0.8647

LR+DP 0.9069 0.8696 0.8652 0.8674

LR+CRF (proposed) 0.9157 0.8853 0.8742 0.8798

Fig. 3. NER accuracies.

of precision and recall. Let Nsys, Nref , and Nint be the number of the estimated
NEs, the gold standard NEs, and their intersection, respectively. Then precision
= Nint/Nsys, recall = Nint/Nref , and F-measure = 2Nint/(Nref + Nsys), the
harmonic mean of them.

5.3 Evaluation

We compared our method LR + CRF with three methods: CRF, LR, and
LR + DP under three settings, 1/2 FULL, 1/2 FULL + 1/2 PART, and 1/1
FULL. Tables 6, 7, and 8 show the results. And Fig. 3 shows the F-measures of
the same results in graph form. As we see in Fig. 3, the proposed method, LR
+ CRF, outperforms the other three methods, CRF, LR, and LR + DP) in
all the cases. Below we discuss the results in detail.

When a large full annotation corpus is available, that is the case of Table 8,
CRF is better than LR, and LR + DP. This is the reason why CRF is used as
the state-of-the-art method for NER task in recent researches [16]. However, in
case where the size of the full annotation corpus is small (Table 6) or a partially
annotated corpus is available additionally (Table 7), LR + DP is better than
CRF. LR + DP is simple and not so bad because the machine learning part
is pointwise, not sequence labeling, thus its training time is much shorter than
CRF especially when a partially annotated corpus is available. As we see in the
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paper [28], training CRF from a partially annotated corpus requires a number
of iterations calculating the expected values of the possible tags for each words
without annotation and the time needed for training tends to be long. Contrary
LR is based on a pointwise classifier and we can train it for short time just by
using the annotated words [17]. Thus we can say that in the beginning of an
NE tagging project with a new NE definition, LR + DP is suitable allowing
frequent model updates especially when use an active learning technique [18,23].

In real situations, we want to maximize the accuracy for a certain annotation
cost. As we have pointed out, it is good to concentrate annotation work on
informative words. One simple strategy is to annotate new r-NEs for a few times
to increase the coverage. 1/2 FULL + 1/2 PART represents this situation, where
new r-NEs are annotated at most for three times4. As we have pointed out above,
our method, LR + CRF, is the best in this case as well. The important point
is, however, the differences in F-measure between LR + CRF and the others
are very large in this case (see Fig. 3). This result indicates that our method
is effective for constructing an NE recognizer in real situations. Surprisingly
Fig. 3 clearly shows that LR + CRF trained from 1/2 FULL + 1/2 PART is
better than the others trained from 1/1 FULL. As shown in Table 5, the number
of additional r-NE annotations for 1/2 FULL + 1/2 PART from 1/2 FULL
(2, 267 = 10, 810 − 8, 543) is around a quarter of 1/1 FULL from 1/2 FULL
(8, 700 = 17, 243 − 8, 543). So we can say that with LR + CRF we need less
annotation work to achieve a higher accuracy. In addition the time needed for
training LR + CRF from a partially annotated corpus is as short as LR and
LR + DP, and much shorter than CRF, because we only need to update the
first part, the pointwise classifier which is the same as those in LR and LR
+ DP. Therefore we can say that after development of a small fully annotated
corpus it is a good strategy to annotate new NEs providing a partially annotated
corpus and to use our method, LR + CRF, which is trained from that partially
annotated corpus.

6 Conclusion

In this paper we have proposed a method for recognizing named entities. Our
method is trainable from partially annotated data and we have experimentally
shown that our method is better than extisting ones in both the situations
where only fully annotated data is available and where partially annotated data
is additionally available. Thus our method is useful not only for the normal
setting but also for resource-poor domains and/or languages.

An interesting research direction is to try to improve NER by using partially
annotated texts converted from wikipedia or other hyper texts. Active learning
is another good research direction. Our method allows more flexible units to be
annotated selection to make active learning more effective.

4 This is a simulation and does not include real annotation work. An experiment with
the real annotation time is a future work.
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Abstract. Research works on relation extraction have put a lot of attention on
finding features of surface text and syntactic patterns between entities. Much less
work is done using semantically relevant features between entities because
semantic information is difficult to identify without manual annotation. In this
paper, we present a work for relation extraction using semantic information as
we believe that semantic information is the most relevant and the least noisy for
relation extraction. More specifically, we consider entity type matching as one of
the additional feature because two entities of a relation must be confined to certain
entity types. We further explore the use of trigger words which are semantically
relevant to each relation type. Entity type matching controls the selective prefer‐
ence of arguments that participate in a relation. Trigger words add more positive
evidences that are closely related to the target relations, which in turn help to
reduce noisy data. To avoid manual annotation, we develop an automatic trigger
word identification algorithm based on topic modeling techniques. Relation
extraction is then carried out by incorporating these two types of semantic infor‐
mation in a graphical model along with other commonly used features. Perform‐
ance evaluation shows that our relation extraction method is very effective,
outperforming the state-of-the-art system on the CoNLL-2004 dataset by over
13 % in F-score and the baseline system without using these semantic information
on Wikipedia data by over 12 %.

Keywords: Relation extraction · Semantic information · Trigger word · Entity
type

1 Introduction

Relation extraction plays an important role in information acquisition from web text and
such information can be useful in a wide range of applications such as Question
Answering, bio-informatics etc. [12, 14, 16, 18]. Some algorithms use hand-written extrac‐
tion patterns [1, 3, 7]. Others apply supervised methods, such as tree kernel methods [4,
21], maximum entropy model [8], and joint modeling approach [9, 18]. Unlike these super‐
vised methods that rely heavily on annotated training data, distant supervision approaches
are particularly attractive because supervised relation extractors can be learned from a large
amount of facts in some available knowledge base [8, 15, 17]. Most feature selections for
relation extraction focus more on lexical words in the context with additional features such
as lexical order, word capitalization/place, syntactic patterns, POS tags and path of a parse
tree between entities [5, 8, 9, 15, 17, 22]. Because of the difficulty in obtaining semantic
information, much less work is done using semantically relevant features between entities.
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DOI: 10.1007/978-981-10-0515-2_12



In this paper, we propose a relation extraction method using two pieces of simple
semantic based information to improve relation extraction performance. The first
semantic information requires that two entities in question must have matching entity
types for a given relation type. The second is the presence of a set of trigger words (in
lexical form) that are semantically relevant to a given relation type. To address the issue
of manual annotation, trigger words are automatically learned through a topic modeling
method for each relation type [2]. Relation extraction is then carried out using a graphical
model that can add the proposed semantic information to an existing set of features.
When no annotated training data is available, we use distant supervision based approach
to obtain training data from some existing knowledge base.

The rest of this paper is organized as follows. Section 2 describes related works.
Section 3 gives algorithm design. Section 4 is performance evaluation. Section 5
concludes this paper.

2 Related Works

Relation extraction targets at mining knowledge from free text. Relation in this paper
refers to a semantic link between two entities of a given relation type. For example,
Sibling is a relation type that can exist between two persons. Relation extraction refers
to the analysis of text at the sentence level to identify the relation given in the text through
the use of explicit text features and implicit knowledge through annotation or other
means. Given an example of a running text:

“Mona Shaito is a Lebanese international fencer, who along with her brother Zain
Shaito, will represent Lebanon in foil at the 2012 Olympic/Games held in London”, it
describes the Sibling relation between two entities whose name are “Mona Shaito” and
“Zain Shaito”, mentioned in the text. Note that the literal strings in the text, such as
“Mona Shaito” and “Zain Shaito” are referred to as name mentions or entity mentions
in relation extraction.

Different approaches have been proposed to extract relations between entities for
certain relation types. Earlier systems are more likely to use hand crafted rules [1, 3, 7]
which require a lot of expertise and often use very strict patterns. They have a general‐
ization issue over heterogeneous data. Supervised approaches treat relation extraction
as a classification problem [5, 9, 22]. Kambhatla [9] used a maximum entropy classifier
with lexical and syntactic features including words and path of a parse tree between
entities. Culotta, McCallum, and Betz [5] presented a conditional random field model
to extract relations on biographical text using features such as neighboring words,
syntactic information and hand crafted relation deductions (e.g., cousin = father’s
sister’s son). To make use of the rich features to represent text data, kernels are used to
define similarity between entities in a high dimensional space. Tree kernels and shortest
path dependency kernels are designed to calculate similarity based on shallow parse tree
of text and have been used with SVMs and Voted Perceptron to extract relations [4, 21].

These supervised methods work in a pipeline manner by extracting entities first
and then predicting relations between entities. Another line of supervised methods
jointly extract entity and relations. Kate and Mooney [10] took a joint approach to
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extract entities and relations simultaneously using a card-pyramid parsing tech‐
nique. Features used include part-of-speech (POS) tags of words, context words,
capitalization, suffix, and alphanumeric pattern of characters. Roth and Yih [19] used
separate classifiers for entities and relations, and then compute a most likely glob‐
ally consistent set of entities and relations using linear programming. Features used
include capitalization, suffix, bigram, number of words and geo-names. The diffi‐
culty of these approaches lies in the fact that manually annotated data are expensive
to obtain.

For this reason, distant supervision approach has attracted more attention in recent
years because distant supervision makes use of relational facts in an existing knowl‐
edgebase so as to minimize annotation efforts [1, 8, 17]. In distant supervision based
algorithms, relations of known types are first obtained from a knowledgebase such as
Freebase1. Then, training data are automatically obtained by extracting sentences
containing the relevant entity mentions from some reliable language resource such as
Wikipedia articles. Lexical features, lexical order, and syntactic features of these
extracted sentences are used to learn a model without any annotation. The main issue in
the distant supervision approach is how to eliminate noises from a language resource to
reduce the mismatch of automatically obtained training data to the truths in the knowl‐
edgebase used.

3 Algorithm Design

In this paper, we take the pipeline approach for relation extraction so we assume that
entities and their entity types such as locations, person names, etc. are already available.
The task is then to extract relations between entities of some given types. We propose
a relation extraction method which makes use of two additional semantics based infor‐
mation to improve the performance of relation extraction. The first semantic information
requires that the two entities in question to have matching entity types for a given relation
type. For instance, for the Birthplace relation type, the first entity should be a Person
and the second should be a Location. Since for each relation type, the matching of entity
types is fixed and thus can be manually prepared as static knowledge to serve as a
semantic feature.

The second semantic information is the presence of a set of trigger words (in lexical
form) that are semantically relevant to a given relation type. Manual supply of a list of
trigger words is ad-hoc and would be subjected to question on their relevance. A system‐
atic approach is to develop an automatic method to extract trigger words for each given
relation type.

3.1 LDA Based Trigger Word Extraction

In this work, we apply the Latent Dirichlet Allocation algorithm (LDA) used in topic
modeling [2] to identify trigger words of a given set of relation types. The LDA originally
works at the document level to capture topics through word co-occurrence patterns.

1 http://www.freebase.com/.
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It cannot be applied directly in relation extraction because training data are a collection
of sentences and applying LDA at sentence level will suffer from data sparseness issue.
To solve this problem, we randomly split n training sentences of a given relation type
to m groups and aggregate the sentences in each group into one document. On the basis
of m documents, the topic model using LDA is then trained to find the best topic for
each document. The LDA algorithm will identify a ranked list of topics (each will contain
a set of words associated with that topic). We then choose the most frequent top-ranked
topic as the topic of the document set associated with one relation type.

Since there are different ways to group training sentences, for robustness reason, we
introduce an algorithm parameter, MaxIter, to do random grouping MaxIter times to
obtain MaxIter number of topics (and thus MaxIter groups of topic words). Among the
different topics of the document set, only the most frequent appeared K topic words will
be selected as the trigger words. Details of the algorithm are given as follows.

Input:  n sentences for a relation type R, m (m n), i=1, MaxIter, l ( m), K

• Step 1: Randomly split n sentences into m groups 
• Step 2: Aggregate sentences in m groups to form m documents
• Step 3: Train the LDA (l) model over m documents to identify the topic 

distribution for each document
• Step 4: Select the most frequent top-ranked topic Ti (and the TWordi topic words) 

among m documents
• Step 5:  i++, if i < MaxIter, go back to Step 1

Output: Select the top K frequent topic words from TWord1 to TWordMaxIter

Given MaxIter as the algorithm parameter, the algorithm iterates from Step 1 to Step
5. Each time, the training data is randomly grouped before running the LDA Algorithm l
is the LDA parameter that fixes the number of topics2. K is another algorithm parameter
for selecting the total number of K trigger words.

Table 1 shows the trigger words automatically extracted for the five relations. These
trigger words are informative and semantically relevant for their corresponding relations
and can be used as features in relation extraction.

3.2 Relation Extraction by Graphical Model

The two semantic information entity type matching and relation-specific trigger words
need to be incorporated into an existing relation extraction model. Generally speaking,
to verify the usefulness of the semantic information, we can use different learning
methods to see which learning method is more effective. In this work, we have conducted
some experiments using different methods (as will be shown later in the experiment),
and the conditional random field (CRF) using undirected probabilistic graphical model
[10] gives the best result. So, we briefly introduce how the model works with the two
additional semantic features added.

2 Other parameters used in LDA are not listed here.
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Table 1. Trigger word examples.

Relation type Trigger words

Organization.founders founded, founder, leader, …

Organization.parent_child subsidiary, acquisition,…

Organization.headquarter headquarter, based,…

People.education degree, professor, graduate, …

People.sibling brother, sister, younger, …

Person.place_lived living, moved, grew, residing, …

Kill assassin, shot, convicted, killing, …

In a factor graph, factors are usually formulated as an exponential function of

weighted features, that is, , where  is a vector of feature

functions and  is a vector of model parameters, x is a list of features and y is a hidden
variable. To incorporate semantic information into this model, we treat the general bias
of the model towards a particular relation for two entities as factor  and the additional
semantic information and their related observations as factor . The conditional prob‐
ability distribution over these hidden and observation variables is defined as the product
of  and , formulated by,

(1)

where, as a feature value, refers to the words before the first entity mention, after the
second entity mention or between the two entity mentions;  and  are the  and 
entity mentions used by  and ;  and  are the newly introduced entity types used in

, and  are the newly introduced trigger words for relation  in . To differentiate
the triggers from other words used in the feature set, we concatenate the relation label
with the trigger word, for example, “professor” + employment_tenure.

In this model, factor  assesses the general bias of the model towards a particular
relation for two entities. Take this sentence for example, “Robert Rynasiewiez is a
professor of Philosophy at Johns Hopkins University …”, “Robert Rynasiewics” and
“Johns Hopkins University” should participate in the employment_tenure relation. It is
defined over the relation variable  and its corresponding entity mentions  and , as
formulated by,

(2)

where  is the weight for the kth feature function . The following shows
a feature function,
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(3)

This example feature returns 1 only if  is employment_tenure and two entity
mentions matches: “Robert Rynasiewics” and “Johns Hopkins University”.

Factor  examines the compatibility between entity mentions, entity types and
trigger words. It is defined by,

(4)

where  is the weight for the lth feature function . Here is an example feature
function,

(5)

This feature fires when the first entity is a Person and the second entity is an Organ‐
ization. And the word “professor” is a trigger for the target relation type.

Figure 1 shows some details of an instantiated factor graph for the employ‐
ment_tenure relation between two entity mentions (“Robert Rynasiewicz” & “Johns
Hopkins University”), their types (person and organization), and trigger word
(“professor”). In general, the hidden variables encode various relationships among the
entities: for example,  indicates the most likely relation between two entity mentions

 and  and.
In this model, factors  and  compute the inner product of the vectors of features

 and parameters . In the two factor templates, higher positive

Fig. 1. Factor graph that measures the compatibility between entities, entity types and trigger
words.

166 J. Xu et al.



weights  imply the corresponding features contribute more to the target rela‐
tion whereas the negative weights will downgrade the contribution of the feature func‐
tion for that relation.

Given these observation variables , , ,  and , the inference procedure is to
compute the marginal distribution  or find the most likely relation
assignment

(6)

Maximum a posterior inference (MAP) is used to predict relations for a new pair of
entities. In this task, Gibbs sampling is used. The Gibbs sampling method, as a Markov
chain Monte Carlo algorithm, randomly selects a relation variable,  and samples the
relation value conditioned on all the remaining observation variables. At test time, the
temperature of the sampler is decreased to find an approximation of the MAP estimate,
thus assigning larger weights to higher probable relation variable.

The goal of learning is to find a configuration to the parameters  that
yields the highest prediction for . However, learning parameters in complex factor
graphs is a very challenging task because computing gradients requires inferences over
the full dataset before the parameters are updated. The SampleRank method remedies
this problem by performing parameter updates within each step of the MCMC inference
[20]. It computes gradients between neighboring configurations in an MCMC chain.
Parameters are updated when the model’s ranking of any pair of neighboring configu‐
rations disagrees with the ranking by the objective function (the ground truth function).
Suppose at the current time step t, we have the sample  and let the previous sample be

 at time step  in the chain, a perceptron-style update of model parameters is
taken in case of disagreement of objective function and model ranking,

(7)

where  refers to feature functions between relations and a sequence of
inputs. η is the learning rate. In this work parameter estimation is done by running the
SampleRank in Gibbs sampler using AdaGrad updates with Hamming loss [6].

4 Features

We now describe the set of features we use in this CRF based graphic model. For the
factor , we used two features:

1. Surface text of entity mentions, for example, the person “Robert Rynasiewics”,
we will have two surface features extracted: Robert and Rynasiewics.
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2. Part of speech of the entity mentions, for the person “Robert Rynasiewics”, entity
mentions are labeled as NNP as their Part-of-Speech tag for “Robert” “Ryna‐
siewics” generated by the Stanford CoreNLP tool3.

For the factor φ2, we use the following features. Some features are semantic as new
ones introduced by this paper and these new semantic features are marked by under‐
scores.

1. Entity type: entity type feature, for example, “London” is a Location, “Defense/
Ministry” is an Organization, and “Carlos/Santana” is a Person.

2. Trigger word: we assign the corresponding relation to a trigger word, for example,
we can have “married” linked to person.marriage and “capital” to loca‐
tion.capital_of, if they are in the sentences where the two entity mentions are located
in.

3. Entity type+trigger word: we combine the entity type with trigger words. If a
sentence with the two entities has trigger word (s), we will associate the entity types
with the trigger word (s), for example, LOCATION + born, PERSON + brothers
and so on.

4. Entity mention+part of speech: we link the entity mentions with their corre‐
sponding part of speeches, for example, Reagan + NNP and Normandy + NNP.

5. First entity type+token+second entity type: this feature allows one token in-
between two entities and only entity types are used in order to have a wide coverage
of entity mentions. This feature is introduced because we observe that in terms of
the location.capital_of relationship, most of these sentences contain no trigger words
such as “capital”, yet these entities are separated by a token, such as a comma.
Below is an example of a very common type of sentences:

Marc/Laurick, born August/20/,/1963 in Trenton, New/Jersey, is a Seattle-based bass
player, songwriter, singer, and producer.

We can see that between “Trenton” and “New Jersey”, there is the comma symbol
and we know that “Trenton” is the capital city of “New Jersey”. We have randomly
sampled 500 sentences from the training data, and found that 301 (60.2 %) sentences
are expressed in this way. For example, Austin, Texas; Warsaw, Poland; Harbin,
Heilongjiang all have the pattern LOCATION_, _LOCATION and the first entities are
capital cities of the second entities.

In CoNLL-2004 dataset, the Located_In relation between two locations is expressed
in this way, for example,

It is roughly bounded by Ostined COMMA Lesny and Liberec in Czechoslovakia
and Gmund in Austria.

Moreover, this feature will cover the pattern LOCATION_[in/at]_ LOCATION in
which the prepositions can be inserted between two entities. “Liberec in Czechoslo‐
vakia” is an example.

6. Context features: we use the contextual features around the entity mentions, cases
are:

3 http://nlp.stanford.edu/software/corenlp.shtml.
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Tokens or POS tags before the first entity
Tokens or POS tags after the second entity
Tokens or POS tag between the first and second entities
Examples for contextual features can be,
real, JJ; acquired, VBN
Attacks, NNS; Database, NNP; begin, VB

In addition to these features, we also use the regular expression patterns for the
context tokens between two entities, before the first entity and after the second entity.
They are prefixes, punctuations, all capitals.

7. Distance value: we employ the distance value between two entities. Distance
between entities is an integer. For these distance features, we apply a method to bin
the features and convert them into categorical values.

It is noteworthy that we did not incorporate parsing features in our model. In other
words, we did not use the dependency path features which are used in previous
researches [8, 15, 17].

Regular Expression feature: we also use the regular expression patterns for the
context tokens between two entities, before the first entity and after the second entity.
They are given in Table 2 below.

Table 2. Regular expression features

Features Regular expressions

All capitals Token matches [A–Z]+

Numeric
number

Token matches [0–9]+

Punctuation Token matches [-,\\.;:?!()]+

Prefix Length of token prefix is 3

Table 3. Evaluation of individual semantic information on the CoNLL-2004 dataset

Systems P (%) R (%) F (%)

PolyU14 –ET–TW 59.46 73.84 65.59

PolyU14 +ET–TW 64.25 79.73 70.92

PolyU14 –ET+TW 69.67 76.77 72.81

PolyU14 +ET+TW 76.46 83.31 79.49
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5 Performance Evaluation

For evaluation, experiments are conducted on two datasets: (1) CoNLL-20044 with
7,254 sentences from the TREC corpus; (2) Wikipedia Data from 1.052 million
sentences extracted based on relation facts in Freebase. Precision (P), recall (R) and a
harmonic mean F-score (F) are used as performance measures.

For trigger word identification, we set m = 20 for CoNLL-2004 and m = 50 for
Wikipedia data because Wikipedia dataset is much larger. The number of topics used
in LDA is l = 505. To generate a robust set of trigger words, we use MaxIter = 20. We
then take K = 10 to extract only 10 trigger words for each relation type. To predict
relations using the graphical model, we rank the test examples by sampling 20 iterations
with a low temperature of 0.0001 in the Gibbs sampler using the Factorie tool [13].

5.1 Evaluation on CoNLL-2004 Dataset

In the CoNLL-2004 dataset, five relations are given: Located_In (406), Work_For (394),
OrgBased_In (451), Live_In (521) and Kill (268). The average number of sentences per
relation is 408. For a sentence that does not contain any of the five predefined relations,
we introduce an additional relation NONE. We then run 5-fold stratified cross-valida‐
tions for each relation.

The first experiment is to examine the individual contribution of the two types of
semantic information. The results are shown in Table 3. Our proposed algorithm is
labeled as PolyU14 and we use the subscripts ET and TW to indicate the use of Entity
Type and Trigger Words as features. The positive (+) sign and the negative (–) sign
indicate if such features are being used or not. The baseline system, PolyU14 – ET –
TW, uses all the features listed in Sect. 4 except those four features marked by under‐
scores because they are related to the additional two types of semantic information in
our work. These are very common features used in other works too. Table 3 shows that
the combination of the entity type and the trigger words gives the best overall perform‐
ance. Note that the use of any single semantic information can improve both the precision
and recall. But their effect on precision and recall are slightly different. Among the three
variations, the use of trigger words (PolyU14 – ET + TW) has a larger increase in
precision (10.21 %), and the use of Entity type (PolyU14 + ET – TW) has a larger
increase to recall (5.89 %). It should also be noted that these two types of semantic
information are not closely correlated, and are thus quite complementary to each other
because PolyU14 + ET + TW gives 21.19 % improvement in F-score, much better than
the use of a single type of information.

4 http://cogcomp.cs.illinois.edu/Data/ER/conll04.corp.
5 Other parameter values of LDA are α = 0.1, β = 0.1 with 100 iterations.
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Table 4. Performance for overall system and indivial five relations

To compare to other systems, we made a detailed listing of our work with two other
state-of-art systems in Table 3. The first reference system is by Roth and Yih [18], labeled
as RY07 Pipeline and RY07 Joint, respectively. The second reference system is by Kate
and Mooney [9], labeled as KM10 Pipeline and KM10 Joint, respectively.

Table 4 shows both the overall system performance as well as that of the individual
relation types. Table 4 shows that PolyU14 has the best performance achieving 79.49 %
average F-score, an increase of 13.13 % when compared to the state-of-the-art system
KM10 Joint (66.36 %) which translates to an improvement of 19.8 %. A more detailed
examination shows that our algorithm can give cross-the-board improvement in recall.
However, precision is improved in only two relation types: Kill and Live_In. Through
the analysis of data, we find that entity type matching is more related to recall and trigger
words are more related to precision. By examining the automatically extracted trigger
words, we find that trigger words for Kill are: “assassination”, “death”, “killing” etc.,
and for Live_In are: “native”, “home”, “born” etc. These trigger words are quite relevant
and specific enough to the corresponding relation types. But, for the Located_In relation,
the trigger words such as “officials”, “government”, “state” etc., do seem to be more
general words, and their relevance to Located_In is not as specific to this particular

Table 5. Relation types on wikipedia data

Person.birthplace Person.deathplace

Person.sibling Person.place_lived

Organization.parent_child Person.marriage

Person.parents_children Person.education

Organization.founders Person.nationality

Organization.headquarters Location.capital_of

Administrative_divisions Employment_tenure

Organization.membership Location.contains

Location.partially_contains Location.neighborhood
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relation type. Similarly, it is harder to find relation specific trigger words for the
Work_For and OrgBased_In relations. Take the Located_In relation for example and
take the following testing data:

“Officials in Perugia in Umbria province said five people were arrested there Tuesday
night after police stopped their car and found 1 million in bogus bills in trunk”.

The relation Located_In (“Perugia”, “Umbria”) is not explicitly expressed with a
preposition in.

5.2 Evaluation on Wikipedia Dataset

Supervised methods for relation extraction need human tagged training data, which is
costly and labor intensive. To examine how our system can be applied to automatically
obtain training data as what was done in [8, 15, 17], we also take distant supervised
approach to obtain labeled training and testing data automatically using facts from Free‐
base. We use a snapshot of Freebase dated June 23, 2013. Out of the 27,538 relations,
we took the 39 most frequent relations from Freebase, and mapped them into 18 prede‐
fined relation types as listed in Table 5. This additional mapping process is needed
because some of the relation types in Freebase are equivalent. Others might simply be
variations of the same relation due to rotation of the entities.

To find the training sentences, we use the Wikipedia dump of April 03, 2013. Out
of the 4,064,234 articles from this dump, we use the Stanford CoreNLP tool to preprocess
articles including POS tagging, named entity recognition. Then we associate these
mentions with Freebase entities by simple string matching and then extract sentences
containing entity mentions sharing a relation in Freebase to obtain a total of 1.052 million
sentences. The extracted data is split into separate training and testing sets with a ratio
at about 2.33. To evaluate the performance without annotated gold answers, we made
the assumption that all facts in Freebase are correct; the training data extracted using
these facts are correct and correspond to the relational facts in Freebase similar to what
are done in other works [8, 15, 17]6.

Table 6. Evaluation of individual semantic information on wikipedia data

Systems P (%) R (%) F (%)

PolyU14–ET–TW 84.95 80.64 82.32

PolyU14+ET–TW 87.69 84.34 85.69

PolyU14–ET+TW 91.88 89.08 90.31

PolyU14+ET+TW 95.82 94.29 95.00

Table 6 shows the performance evaluation of these 18 relation types showing the
different use of the two types of semantic information. Comparing to the baseline system

6 To test this hypothesis, we manually examined 100 actual sentences for each relation type and
found the margin of error to be within 15 %.
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PolyU14 – ET – TW, using either entity type information (PolyU14 + ET – TW) alone
or trigger words (PolyU14 – ET + TW) alone can improve both precision and call. Unlike
the CoNLL-2004 dataset, where trigger words contribute more to precision improve‐
ment and entity type contributes more to recall. Trigger words give the best improvement
for both precision and recall. In other words, trigger words are more effective as a single
semantic feature for this dataset. Compared to CoNLL-2004 where triggers words are
only extracted from about 7 K sentences, this dataset has more than one million sentences
as training data, and thus the trigger words extracted for each relation type are more
relevant. For example, “based”, “headquarters”, “headquartered” are extracted for the
Organization.headquarters relation; “son”, “daughter”, “father” are detected for the
Person.parents_children relation; “founded”, “founder” are learned for the Organiza‐
tion.founders relation and so on. It should be noted that we did not include the perform‐
ance of any systems which also used the same type of resources under the distant super‐
vision approach [8, 15, 17]. Even though our performance is better compared to their
works in the literature using similar approaches, it is not fair to compare with them
because distant supervision relies on knowledge base which is evolved over time and
Freebase now contains more facts than it had in 2009 where the previous works were
based on.

Note that in the evaluation of Wikipedia data, we have not included the NONE class
as what is done for the CoNLL-2004 data. This is because some of the relation that exists
in Wikipedia may not be covered in Freebase. So the NONE result may not mean the
relation does not exist. Take the following sentences in Wikipedia as examples:

“Wierzyca/Pelpin is a football club based in Pepin, Poland.”,
“He also had a daughter Chrysie, who married Dardanus and brought the Palladium

to Troy.”,
“Grayven is the third son of Darkled, born of an unknown mother, younger brother

to Kalibak and Orion”,
The three relations Organization.headquarters, Person.marriage, and

Person.parents_children do hold. But Freebase contains no record for these relation
instances.

We also found that training sentences in Wikipedia may contain relations of two or
more types. But our algorithm can only select one relation type. Take a look at the
following example:

Table 7. Probability rankings for an entity pair

Rank Relation type Probability

1 Organization.founders 0.6866

2 Busness.employment_tenure 0.3128

3 Person.education 5.25E-4
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Table 8. Comparison of classifiers on CoNLL-2014 dan wikipedia data

CoNLL-2004 Data Wikipedia Data

“It is known for the involvement of Gulfstream Aerospace founder Allen Paulson,
who was CEO from 1994 to 2000, and former Chrysler chairman Lee Iacocca, who has
been a major investor in the company since 1995”.

This sentence contains the Organization.founders relation because “Allen Paulson”
is the founder of the “Gulfstream Aerospace” organization; it also contains the Business.
employment_tenure relation because of the trigger word “CEO” after the second argu‐
ment “Allen Paulson”. In other words, if you look at an entity pair, they have different
probabilistic distribution over different relation types. Table 7 shows the probability
rankings for the entity pair (Gulfstream Aerospace, Allen Paulson).

Among the 18 relation types, we found that the second relation Business.employ‐
ment_tenure has a high enough probability that we cannot ignore. However, in our
current system, only the top ranked relation will be identified as the result. Investigation
in the future can be explored to identify multiple relations at sentence level.

5.3 Comparison with Other Learning Methods

To evaluate the effectiveness of our graphical model as machine learning method with
respect to the use of the two semantic information, we also show in Table 8 and the
results of several commonly used learning algorithms: Naive Bayesian classifier (NB),
K-Nearest Neighbors (KNN, K = 5 in this paper), Voted Perceptron (VP, itera‐
tions = 500) implemented in the Weka tool7, multiclass Support Vector Machines
(SVM)8 with default parameters on the CoNLL-2004 data. The first group of data on
the left column does not use any of the semantic information proposed in this work. So,
the performance results on the left serve as the baseline for comparison. The basic sets
of features are stemmed word surface form, part-of-speech of words, word prefix, capi‐
talization, punctuation or numerical value of a word.

In Table 8, we evaluate the use of semantic features using different classifiers. We
can see that all classifiers have shown quite significant improvement in both precision
and recall when the two types of semantic information (SemInfo) are used. This further

7 http://www.cs.waikato.ac.nz/ml/weka/.
8 http://www.cs.cornell.edu/people/tj/svm_light/svm_multiclass.html.
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confirms that these two semantic features are effective. Out of the five classifiers, NB
has no algorithm parameter, and its performance is the worst. Among the four learning
algorithms which require parameter tuning, our system, PolyU14, which uses the graph‐
ical model, outperforms all the other three classifiers in F-scores. Furthermore, relation
extraction using the graphical model is a good fit to model relations between two entities
because the additional semantic information can be easily incorporated into the model
and parameter learning allows it to make good use of different features and to capture
the correlations between latent and observable variables in an explicit fashion.

6 Conclusion and Future Works

In this paper, we present a novel approach to improve relation extraction using two
additional semantic features of entity type matching and trigger words in a graphical
model. Entity type matching controls the selective preference of arguments that partic‐
ipate in a relation. Trigger words add more positive evidences that are closely related to
target relations, which in turn help to reduce noisy data. In the evaluation of the
CoNLL-2004 dataset, we obtained a 79.49 % average F-score, an increase of 13.13 %
compared to the state-of-the-art system. In the evaluation of Wikipedia data, we obtained
a 95 % average F-score, an increase of 12.68 % compared to the baseline system.

A major advantage of our approach is its extensibility because trigger words from
any domain can be learned automatically and be added into the graphical model for
various relation types. This is particularly effective in distant supervision based relation
extraction which extracts relations from a large knowledgebase. Our approach, however,
is currently restricted to only the three major entity types. The extension to other entity
types, for example Date, Movie Names, etc., can be very helpful in extracting date/time
for a person’s activity (birthdate, death date or date of marriage), and also extending
relations that can help answer more type of internet queries.
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Abstract. With its rapid users growth, Twitter has become an essential
source of information about what events are happening in the world. It
is critical to have the ability to derive the topics from Twitter messages
(tweets), that is, to determine and characterize the main topics of the
Twitter messages (tweets). However, tweets are very short in nature and
therefore the frequency of term co-occurrences is very low. The sparsity
in the relationship between tweets and terms leads to a poor characteri-
zation of the topics when only the content of the tweets is used. In this
paper, we exploit the relationships between tweets and propose intLDA,
a variant of Latent Dirichlet Allocation (LDA) that goes beyond con-
tent and directly incorporates the relationship between tweets. We have
conducted experiments on a Twitter dataset and evaluated the perfor-
mance in terms of both topic coherence and tweet-topic accuracy. Our
experiments show that intLDA outperforms methods that do not use
relationship information.

Keywords: Topic derivation · Twitter · Tweets relationship

1 Introduction

With around 350 thousands Twitter messages (tweets) per minute at the time
of writing1, Twitter has become one of the best places on the Internet to get an
understanding of what is happening in the world. With such rapidly-changing
information, the ability to derive the most important topics from Twitter data
is critical to provide an effective way to navigate through the data and explore
the information.

In this paper we aim to determine the most important topics of a Twitter
dataset by performing topic derivation. For the purposes of this paper, topic
derivation of a collection of tweets is the process of determining the main topic

1 http://www.internetlivestats.com/twitter-statistics/.
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of every tweet and characterizing the main topics of the collection of tweets by
listing their most important words.

Unlike traditional documents with lengthy and structured content, a tweet is
limited to 140 characters. Additionally, a tweet could include expressions in infor-
mal language, such as emoticons, abbreviations, and misspelled terms. Given
their short-text nature, deriving topics from tweets is a challenging problem. The
very low co-occurrences between terms will heavily penalize the topic derivation
process. Because of this sparsity problem, conventional methods for topic deriva-
tion such as Latent Dirichlet Allocation (LDA) [2], PLSA [7] or NMF [10] do
not work well in the Twitter environment, as they focus only on content.

Several studies in the literature address the sparsity problem on microblog-
ging environments. For example, [1,17] presented a content expansion method
based on an external document collection. Relying on external resources, this
approach would become difficult to deal with a highly dynamic environment like
Twitter. The study of [19] exploited the semantic features of Twitter content by
building the term correlation matrix, but this still potentially suffers from the
sparsity problem since the term co-occurrences in Twitter are very low.

The limitations of those methods have inspired us to go beyond content to
address the sparsity problem. We investigate the possibility of incorporating
the social interaction features in Twitter. Studies by [9,14] show that social
interaction features in Twitter play an important role on both topic quality and
credibility.

We propose a new method, intLDA, that uses the contents of tweets and
specific relationships between tweets to perform topic derivation. In this paper,
we define the relationships between tweets as the interactions based on users
(mentions), actions (reply and retweet) and content similarity. Our analysis and
experimental results show that our proposed method can significantly outper-
form other advanced methods and configurations in terms of topic coherence
and cluster quality. The main contribution of the paper can be summarized as
follows:

– We observe that tweets are related to each other through both interactions
and content features. Our analysis reveals that a matrix of tweet relation-
ships have a higher density than one based on term-to-term or tweet-to-term
relationships.

– We develop a novel extension of the LDA method, intLDA, which incorporates
the tweet relationships into topic derivation. Our proposed intLDA method
can effectively determine and characterize the main topic of each tweet.

– We conduct comprehensive experiments on a Twitter dataset, using widely
accepted topic derivation metrics. The experimental results demonstrate sig-
nificant improvements over popular methods such as LDA, Plink-LDA [18]
and NMF. We also discuss an implementation of a simple variation to LDA
that takes into account tweets relationships (eLDA) and show that intLDA is
still far better in comparison to this simpler method.

The rest of the paper is organized as follows. Section 2 presents the task
of topic derivation and justifies its use for characterizing the most important
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topics of a collection of tweets. Section 3 introduces the relationships that exist
between tweets based on their interactions and content. Section 4 describes how
to incorporate the tweet relationships into LDA. Details of the experiments and
evaluation are presented in Sect. 5. We discuss the related work in Sect. 6 and
conclude in Sect. 7.

2 Topic Derivation

Social media in general, and Twitter in particular, are being used by a large com-
munity of people worldwide to post short pieces of information on any matters
that are directly relevant to them. People might post for a wide range of reasons,
such as to state someone’s mood in the moment, to advertise one’s business, or
to report an accident or disaster. The widespread and continuous use of Twitter
by such a large community makes it a desirable source for information sharing.
In this paper, we aim to characterize the most salient topics being discussed in
Twitter at any point in time by detecting the most important topics and listing
their most representative words. This is useful for a wide range of applications.
For example, in emergency relief agencies (e.g., fires, floods and other disasters),
detection of possible burst of epidemics by health monitoring institutions, and
marketing studies to identify possible trends in large communities of potential
users.

Topic modeling methods such as Latent Dirichlet Allocation (LDA) [2] model
a document as a bag of words drawn from a mixture of topics. LDA has been used
to determine the most likely distribution of words per topic, and the most likely
distribution of topics in documents. After performing LDA, it is straightforward
to determine the most salient topics in a document and the most salient words
in a topic. However, since a document is considered as a mixture of topics, it is
not trivial to determine the most important topics in the collection.

We have performed LDA on the first 500 tweets of our collection (see Sect. 5.1
for details of our dataset) and observed a marked predominance of one topic
per tweet, as we describe below. For any tweet, let t1 be the topic with the
highest probability (p1) and t2 the next ranking topic (with probability p2), as
determined by performing LDA on the 500 tweets. We call the ratio of p1/p2
the “Prominent Factor” or PF . If t1 is much more prominent than t2, PF will
be high. Figure 1 shows the prominent factor for each tweet, after performing
LDA with 20 topics. The ratio of the prominent factor in this figure is sorted
in ascending order. The values are clipped at a factor of 8, but we observed
a maximum factor of 2000. Furthermore, 271 tweets (54 %) have a prominent
factor over 100. The figure shows that 85 % of the tweets have a prominent factor
of 1.4 or higher. A factor higher than 1.4 (e.g.: 0.418 for the highest probability
and 0.279 for the next ranking) or higher means that one topic is relatively
predominant for this tweet. The larger the factor, the more predominant the
topic.

Given the marked preference of one topic in each tweet for most tweets, it
is sensible to characterize a tweet by its most salient topic. By establishing this
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Fig. 1. Topic prominence in the tweets of a collection of 500 tweets, sorted by promi-
nence factor (ratio between the highest and the second highest topic probability for
each tweet). The values are clipped at a factor of 8.

one-to-one mapping from tweets to topics, we can determine the importance of
a topic in the collection of tweets by counting how many tweets are mapped
to the topic. We therefore perform topic derivation of a collection of tweets by
determining the main topic of every tweet by grouping tweets on the same topic
and by characterizing the most important topics of the collection of tweets by
listing their most important words.

3 Observing the Relationships Between Tweets

Topic derivation by straight LDA suffers from the fact that the tweets are very
short. Directly applying LDA on Twitter data may produce a poor characteri-
zation of the topics due to the sparse relationship between the tweets and the
terms [5]. Several studies in the literature address the sparsity problem that
occurs when dealing with short text. For example, [1] presented a query expan-
sion method based on an external document collection. Relying on external
resources, this approach would become difficult to predict what relevant content
will be relevant to add in a highly changing environment like Twitter. Yan and
his colleagues in [19,20] exploited the semantic features of a document content
to build the term correlation matrix, but this still potentially suffers from the
sparsity problem since the term co-occurrences in Twitter are very low.

A number of researchers have investigated the possibility of incorporating
social interactions in Twitter. For example, studies by [9,14] show that social
interaction features in Twitter play an important role on the determination of
both topic quality and its credibility. In the approach presented here, we use the
interactions between tweets as means to address the sparsity problem to achieve
better topic coherence and higher topic quality.

Owing to the social networking nature of Twitter, there are various relation-
ships on the Twitter platform. Twitter provides a following-follower mechanism
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to connect users, so that all followed users’ tweets will be shown on a user’s
home page. In addition, Twitter offers several interactive features enabling users
to interact with each other through tweets, such as mention, reply, retweet and
hashtag. These features have made Twitter a network of not only people but
also information. In this paper, we define the relationships between tweets as
the interactions based on users (mentions), actions (reply and retweet) and con-
tent similarity.

Mention and reply are helpful methods for initiating or joining a conversation
in Twitter. Intuitively, all tweets belonging to the same conversation have a high
probability of sharing the same or similar topic even if no terms co-occur in their
content. A mention, denoted as ‘@ ’ followed by a user name, directly refers to
another user. In contrast, a reply is used to send out a message in reply to a
specific tweet. In a reply tweet, the user name of the original tweet’s author is
included in the message.

Different from the mention and reply relations, a retweet is a re-posting
of someone else’s tweet. This can be used to further disseminate a tweet, for
example to ensure one’s followers see it. Since a retweet has many words in
common with the original tweet, the term co-occurrence between the two tweets
(original and reteweet) will be high, and both tweets are likely to share a topic.

To capture the interactions in Twitter, we classify the interactions based on
people po(i, j) and on actions act(i, j). Let pi be the number of people mentioned
in tweet i. Then, po(i, j) uses the mention relationship and is defined as the
number of common mentioned people in tweets i and j, normalized by the number
of people involved in both tweets.

po(i, j) =
|pi ∩ pj |
|pi ∪ pj | . (1)

act(i, j) is determined by the retweet and reply relations between two tweets.
If tweet i is a retweet or reply of tweet j or vice-versa, or if both tweets are reply-
ing or retweeting the same tweet, the act(i, j) value will become 1, otherwise 0.
Generally speaking, an act(i, j) value of 1 means that two tweets have a strong
relationship with each other, and most likely they share the same topic.

act(i, j) =

{
1, (rtpi = j) or (i = rtpj) or (rtpi = rtpj)
0, otherwise

(2)

where rtpi stands for the retweet or reply information in a tweet i.
There are many self-contained tweets in the Twitter platform, where a tweet

does not have any references (mention, reply or retweet relation) to another tweet
[13]. We thus also include content based interactions in the relationship between
tweets for the purposes of topic derivation. We use content similarity (sim(i, j))
between two tweets i and j to measure the content based interaction. In this
paper we will simply use the word overlap between i and j. Thus, if Wi denotes
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the set of words of tweet i after preprocessing the text as described in Sect. 5.1,
then:

sim(i, j) = |Di ∩ Dj |. (3)

We can now formalize the relationship between tweets i and j (Rij) based
on their interactions (based on people, actions and content), as shown in Eq. 4:

Rij =

⎧⎪⎨
⎪⎩

1 if po(i, j) > 0 or act(i, j) > 0
or sim(i, j) > 0

0 otherwise.
(4)

Table 1. Comparison of the density between the relationships of tweet-to-tweet (R),
term-to-term (T ), and tweet-to-term (W )

# of tweets # of terms R T W

5K 6119 32.93 % 0.37 % 0.13 %

10K 9103 32.07 % 0.29 % 0.09 %

15K 11973 32.88 % 0.24 % 0.07 %

20K 14283 32.67 % 0.22 % 0.06 %

25K 16121 32.64 % 0.21 % 0.05 %

Table 1 compares the density between the relationships of tweet-to-tweet (R),
term-to-term (T), and tweet-to-term (W) from a Twitter dataset. The table
shows that the relationship between tweets has the highest density by a large
margin. Adding information about tweet relationships can thus dramatically
decrease the sparsity of information.

4 Incorporating Tweet Relationships into LDA

In this section, we discuss our method of incorporating the tweet relationships
into the LDA process. We present two LDA implementations which directly
incorporate the relationships. We first discuss the basic LDA method, then a
simple method we call eLDA, our näıve way of expanding the tweet content
by adding the new content from the related tweets. We then present our pro-
posed method intLDA, another variant of LDA that directly incorporates the
relationships between tweets.
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4.1 Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA) was presented by Blei et al. [2]. This method
is used to automatically discover the topics from a collection of documents, with
the intuition that every document exhibits multiple topics. LDA models the
words of a document as generated randomly from a mixture of topics where
each topic has a latent distribution of word probabilities. The documents and
their words are generated according to the following generative process:

1. For each document d, draw a topic distribution θd, which is randomly sampled
from a Dirichlet distribution with hyperparameter α. (θd ∼ Dir(α))

2. For each topic z, draw a word distribution φz, which is randomly sampled
from a Dirichlet distribution with hyperparameter β. (φz ∼ Dir(β))

3. For each word n in document d:
(a) Choose a topic zn sampled from the topic distribution θd. (zn ∼ Cat(θd))
(b) Choose a word wn from p(wn|zn, β), a multinomial probability condi-

tioned on the topic zn. (wn ∼ Cat(φzn))

4.2 eLDA: Expanding Tweet Content Based on Tweet Relationship

From the generative process shown in previous subsection, we can see that LDA
works solely on the tweet content, without incorporating the relationships that
may exist between tweets. It has a “bag of words” assumption where the order
of the words in the documents does not have any effect on the topic deriva-
tion process. When dealing with short texts such as tweets, term co-occurrences
amongst tweets can be low, which hurts the topic derivation process. A näıve way
of improving the LDA method is to augment the tweet content to increase the
term co-occurrences. While expanding the content of the tweets using external
documents seems to be ideal [1], the method would become difficult to deal with
Twitter’s highly dynamic environment, as already mentioned. Furthermore, the
language used in tweets is mostly informal, and therefore the words occurring in
a tweet may not easily match those terms in external corpora.

A simple, intuitive use of the tweet-relationship matrix R consists in expand-
ing the tweet content by adding the words from the related tweets (tweets with
the observed tweet relationships discussed in Sect. 3). In this approach, we add
only words that are not already occurring in the original tweet. Our implemen-
tation of this content expansion is denoted as eLDA in this paper. A possible
drawback of this method is that the added words might not be related to the
tweet, therefore introducing noise.

4.3 intLDA: Incorporating the Tweet Relationship to Improve the
Tweet-Topic Distributions

In LDA, each tweet i defines a multinomial distribution θi of topics. The global
tweet-topic distribution θ can be learned based on the observed words present
in each tweet through a Markov Chain Monte-Carlo algorithm such as Gibbs
sampling [6].
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Since working only on content makes LDA suffer from the sparsity problem,
we extend the model to directly incorporate the observed relationships between
tweets R in the process of learning θ. We use R to add an additional constraint
to the θ distributions, so that if two tweets are related, then the θ of those two
tweets will be simultaneously adjusted based on the sampled topic.

The difference between LDA and intLDA is in the process of sampling the
tweet-topic distribution using Gibbs sampling. In each iteration of Gibbs sam-
pling, LDA updates the document-topic counts of each tweet i independently of
each other. In contrast, intLDA updates the document-topic counts of tweet i,
as in LDA, but in addition it updates the document-topic counts for the sampled
topic z of all tweets j that are related to i as defined by Ri,j . In other words,
the estimation of the document-topic distribution θi for tweet i is affected by
information from related tweets.

The posterior probability used to estimate the parameters in the Gibbs sam-
pling is shown in Eq. 5.

P (z(d,t)|z−(d,t),W,R, α, β) =
P (z(d,t), z−(d,t),W,R, α, β)

P (Z−(d,t),W,R, α, β)
(5)

where z(d, t) denotes the z hidden topic of the nth word token in the dth tweet, W
is the vocabulary, and R denotes the relationship between tweets. In Algorithm 1,
the difference between LDA and intLDA is the addition of lines 14 to 16.

Algorithm 1. intLDA Gibbs Sampling
INPUT: tweets t, number of tweets D, number of topics K
OUTPUT: topic assignments z and counts cdt, cwt and ct

1: randomly initialize z and increment counters
2: for i = 1 → D do
3: for l = 1 → Ni do
4: w ← ti,l

5: topic ← zi,l

6: cdti,topic− = 1; cwtw,topic− = 1; cttopic− = 1
7: for k = 1 → K do
8: pk = (cdti,k + αk)

cwtk,w+βw

ctk+β×W

9: n topic ← sample from p
10: zi,l ← n topic
11: cdti,n topic+ = 1;
12: cwtw,n topic+ = 1;
13: ctn topic+ = 1
14: foreach j such that Rij == 1 do
15: cdtj,topic− = 1
16: cdtj,n topic+ = 1
17: return z, cdt, cwt, ct
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5 Experiments

In this section, we discuss the details of our experiments, including the experi-
mental dataset, the baseline methods and the evaluation metrics, and the results.

5.1 Dataset

For the experiments, we use Twitter messages collected from 03 March 2014
to 07 March 2014 using the Twitter public stream API2. Our experiments deal
with only English tweets. Our data set includes 729,334 tweets involving 509,713
users, 12,221 reply tweets and 101,272 retweets.

A preprocessing step was performed against the test dataset by removing
all irrelevant characters (e.g., emoticons, punctuations) and stop words, and
performing spelling correction and lemmatization using NLTK python packages.
For the purposes of evaluation, around 20 % of the tweets were manually labeled
as the training set (one label/topic for every tweet).

5.2 Baseline Methods

We evaluate eLDA and intLDA against the following alternatives.

– LDA. This is a straight use of LDA [2].
– Plink-LDA. This is a variant of LDA that uses relationships between docu-

ments as prior information for topic derivation [18]. This variant of LDA is
thus closest to our approach. However, the implementation of the prior infor-
mation in the topic sampling process seems to have no direct impact on the
document topic distributions, as the sparse relationship between content and
vocabulary still has a higher negative effect on the quality of the topics. For
the purpose of this evaluation, we use our observed tweet relationships as the
link information between tweets.

– NMF. This is a popular algorithm of Non Negative Matrix Factorization that
factorizes a tweet-term matrix into tweet-topic and topic-term matrices [10].

5.3 Evaluation Metrics

We evaluated both the quality of tweet-topic distributions and the coherence of
words in the topics.

As mentioned in Sect. 2, for each tweet we chose the topic with highest value
in the topic distribution. We subsequently clustered the tweets by their chosen
topic and compared the clusters against the clusters generated by our manu-
ally labeled training set. We used pairwise F Measure and Normalized Mutual
Information (NMI ) metrics to compare the clusters with the annotations.

2 https://dev.twitter.com/streaming/overview.

https://dev.twitter.com/streaming/overview
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The pairwise F-Measure [11] computes the harmonic mean of both precision
p and recall r.

F = 2 × p × r

p + r
. (6)

where precision p is calculated as the fraction of pairs of tweets correctly put in
the same cluster, and recall r is the fraction of actual pairs of tweets that were
identified.

NMI [16] measures the mutual information shared between tweet-topic clus-
ters and the training set I(K;C), normalized by the entropy of the clusters
H(K) and training set H(C). The value of NMI ranges between 0 and 1 (higher
is better).

NMI(K,C) =
I(K;C)

[H(K) + H(C)]/2
. (7)

To measure the coherence between words in a topic, we adopt the metric
defined in Eq. 8, in which Co(k,W ) is the measurement of topic coherence for a
topic k described by its topic-terms in W [12].

Co(k,W ) =
M∑

m=2

m−1∑
l=1

log
T (wm, wl) + 1

T (wl)
(8)

where wm, wl ∈ W ; T (∗) and T (∗, ∗) are document frequency and co-document
frequency functions, representing the number of tweets which contain a given
term or a pair of terms respectively; M is the size of the set W of topic-terms.

5.4 Discussion

We have conducted experiments on several possible setups for all the methods.
We set the number of the topics starting from 20 (k = 20, 40, 60, 80, 100) to
assess the performance of the methods for a different number of topics. For every
value of k, we ran the algorithms over the dataset 30 times and noted the mean
of each evaluation metric. In each experiment, we retrieved the 10 words with
highest values in the topic probability distribution as the representative words
for the topic.

Figure 2 shows that intLDA presents a significant improvement of F-measure
in comparison to the other methods for every evaluation setup. The method
of expanding the tweet content (eLDA) also provides an improvement over the
straight LDA method, Plink-LDA and NMF. However, the performance of eLDA
remains below that of intLDA. This suggests that incorporating the observed
tweet relationships directly in the Gibbs sampling process is more robust to
noise than introducing words from the related tweets.

The noise from expanded content on the eLDA method has a big impact on
the entropy. As shown by Fig. 3, the eLDA method has the worst performance
due to a higher entropy of information. In the NMI evaluation, our proposed
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Fig. 2. Experiment results using F-Measure metric

Fig. 3. Experiment results using NMI metric

method intLDA gives the best result over the other baseline methods. Plink-LDA
is the next best method, showing that incorporating the relationships between
tweets can produce higher mutual information than straight LDA.

Our evaluation of the topic coherence for each method (Table 2) confirms the
results of the F-measure of cluster quality. A higher topic coherence value means
that the topic is more readable [12]. Table 2 shows that intLDA always performs
best on any number of topics. The expanded eLDA method shows only a small
improvement over the original LDA.

The improvement of intLDA over the original LDA method for topic deriva-
tion in Twitter shows that incorporating social interactions is useful to improve
topic quality. Our model tries to introduce additional information directly into
the original LDA process, which previously worked solely on content. By having
the ability to incorporate additional information on LDA, this method could
potentially be extended for different tasks in Twitter, such as recommendation
systems or collaborative filtering.
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Table 2. Comparison of topic-coherence values

Methods K=20 K=40 K=60 K=80 K=100

intLDA 59.12 48.97 45.69 42.30 41.27

eLDA 58.51 47.93 43.96 41.79 40.00

LDA 58.39 47.52 43.75 41.52 38.39

Plink-LDA 55.42 46.34 43.78 41.13 38.68

NMF 54.04 44.48 43.72 40.43 37.82

6 Related Work

Popular topic modeling methods, such as PLSA [7], LDA [2] and NMF [10],
exploit the document content to infer topics of documents. However, as already
mentioned, the short-text nature of Twitter provides very low term co-occurrence
which heavily penalizes the qualities of topics. In order to work on Twitter,
certain extensions of these methods were proposed, e.g., [4,8,15,19]; however,
they are still suffering from the sparsity problem caused by the short-text nature
of Twitter.

The study of [1] tackled the short-text issue by exploiting external document
collections. However, this brings the extra burden of identifying relevant corpora
to augment the documents. In a rapidly changing environment such as Twitter,
this is problematic. In addition, the language used in the tweets might not match
that of the external corpora, due to the frequent informal language used on
Twitter. Likewise, the study of [19] built a term-correlation matrix from the
content of the documents, then jointly use document-term and term-correlation
matrices to address the sparsity problem in short-text environments. However, as
shown in Table 1, the term-to-term relationships as the term-correlation matrix
only provides a small improvement with respect to density in comparison with
the original tweet-to-term relationships.

The study of [15,17] exploited content based social features such as hashtag
and url to improve the quality of the topics. The user’s following-follower mech-
anism has also been investigated [3] for determining the popularity of authors
to refine the topic learning process in Twitter. However, analyzing the relation-
ships based on following-follower suffers from scalability issues in the Twitter’s
streaming environment, since user details information needs to be queried apart
from the dataset itself.

Plink-LDA [18] is a variant of LDA that is close to our approach as it uses rela-
tionship information. This approach has been developed to analyze a collection
of publications and their links via citations. It uses the link between documents
as prior information. In contrast, we work on much shorter documents, and we
integrate the link between tweets in the Gibbs sampling algorithm. As discussed
in Sect. 5, our approach outperformed Plink-LDA in the Twitter data.

Within the domain of social media, [14] applied user context to topic model-
ing. This approach takes into consideration only conversation patterns, ignoring
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the tweet contents. The study of [9] suggested that the topics discussed through
interactions on social networks had higher credibility than those specified by
content-based extraction methods. These studies are aligned with our experi-
ments with respect to the impact of interactions, in their case on topic qualities.
However, our research discovered that deriving topics from only the socially con-
nected tweets will lose a great number of important topics in the Twitter envi-
ronment, as the self-contained tweets occupy the majority of the total tweets.
Taking this research into account, intLDA effectively incorporates both social
interactions and content similarities in the topic derivation process to achieve
high quality results.

7 Conclusion

In this paper, we present a method that incorporates information about tweets
relationship for topic derivation. intLDA is an extension of LDA that incorpo-
rates the relationship information directly in the Gibbs sampling process.

We have conducted several experiments of topic derivation on a Twitter
dataset. Our experiments demonstrate that the defined relationships between
tweets are helpful to improve the quality of the topic derivation result. Our
evaluation results show that intLDA consistently outperforms eLDA, Plink-LDA
and other methods that do not incorporate relationship information.

The relationships intLDA takes into account are based on the interactions of
people, actions and content similarity between tweets. We are currently investi-
gating more complex social features to observe their effects on topic derivation.
Having achieved an improvement over LDA, Plink-LDA and NMF, we will also
extend the study to incorporate the tweet-relationships for topic derivation in a
real-time situation using an online and incremental version.
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Abstract. Existing knowledge bases including Wikipedia are typically
written and maintained by a group of voluntary editors. Meanwhile,
numerous web documents are being published partly due to the pop-
ularization of online news and social media. Some of the web documents
contain novel information, called “vital documents”, that should be taken
into account to update articles of the knowledge bases. However, it is
virtually impossible for the editors to manually monitor all the relevant
web documents. As a result, there is a considerable time lag between an
edit to knowledge base and the publication dates of the web documents.
This paper proposes a realtime detection framework of web documents
containing novel information flowing in massive document streams. The
framework consists of two-step filter using statistical language models.
Further, the framework is implemented on the distributed and fault-
tolerant realtime computation system, Apache Storm, in order to process
the sheer amount of web documents. The validity of the proposed frame-
work is demonstrated on a publicly available web document data set, the
TREC KBA Stream Corpus.

Keywords: Negative feedback · Realtime processing · Text data
streams · Wikipedia

1 Introduction

Large knowledge bases, such as Wikipedia and Freebase, are used by many peo-
ple in their daily lives and also utilized to improve the performance in various
information processing tasks, such as query expansion [9,21], entity linking [16],
question answering [6] and entity retrieval [3]. For this reason, maintaining the
quality of these knowledge bases is very important.

Knowledge bases typically contain a large number of articles. For example,
the English version of Wikipedia has over 4.5 million articles and they are main-
tained by small workforces of humans, about 1,300 editors1. If those editors

1 http://en.wikipedia.org/wiki/List of Wikipedias.
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took charge of the same number of articles for the total of 4.5 millions, an editor
would be responsible for maintaining about 3,500 articles. In the meantime, the
amount of web documents continues to grow due to the exploding popularity of
social networking service (SNS), such as Twitter and Facebook, across the world.
Currently, editors manually monitor relevant document streams and edit articles
when they notice novel information. Consequently, there is a considerable time
lag between the date of an edit to knowledge base and the publication date of
vital documents. It is reported that the length of the time lag often become a
year [11].

In this paper, we propose a realtime detection framework of such vital
documents containing novel information flowing in massive document streams.
Here, novel information is defined as those which requires an update of articles
of knowledge bases. The Text REtrieval Conference (TREC) Knowledge Base
Acceleration (KBA) track [10] targeted this particular problem, referred to as
the “vital filtering” task. The participants of the track have developed a variety
of system, but they are generally suffered from the three issues, that is, (1) no
consideration of poor training data, (2) poor performance of detection of web
documents containing novel information in relevant documents, and (3) no con-
sideration as to how to process massive document streams in realtime. To deal
with these issues, we take advantage of a pseudo relevance feedback model for
non-relevant documents and use statistical language models representing doc-
uments containing novel information. Furthermore, our proposed framework is
implemented on the distributed and fault-tolerant realtime computation system,
Apache Storm2, in order to process massive document streams in realtime.

The remainder of this paper is structured as follows: Sect. 2 reviews repre-
sentative approaches developed for the TREC KBA vital filtering task. Section 3
briefly introduces Apache Storm and its components and describes our proposed
framework. Section 4 evaluates our framework by reporting the results of empir-
ical experiments, and Sect. 5 concludes this paper with a brief summary and
possible future directions.

2 Related Work

Various approaches to detecting novel information in text streams have been
developed for the TREC KBA vital filtering task. Liu et al. [14], Dietz and Dal-
ton [8] proposed a feature expansion technique using topic information related
to the target entity (see Sect. 3.1 for the definition). Abbes et al. [1] employed
a classifier with a number of features, including the relative positions of key-
word occurrences in a document related to the target entity and whether or
not document titles mention the keywords. Kenter [12] used the similarity
between documents and the target entity, such as cosine and Jaccard similarities.
Belloǵın et al. [4] and Wang et al. [19] also trained classifiers using the features
mentioned above. While Belloǵın et al. trained a unique classifier for each target
entity, Wang et al. trained a general classifier for the whole topic set, achieving
2 http://storm.apache.org/.

http://storm.apache.org/
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the best performance at TREC KBA 2013. The reason why the general classifier
outperformed per-entity classifiers is that the number of training instances was
relatively small and thus insufficient if split across entities. In the present work,
we take advantage of pseudo feedback of non-relevant documents so as to rem-
edy the problem of small training data and build a unique language model for
each target entity. Most proposed approaches in the vital filtering task reported
high recall and low precision [10], which means there are a plenty of negative
feedback documents that can be used for our proposed framework.

Despite the various approaches proposed for the vital filtering task, there is
much room to improve for the performance in detecting web documents contain-
ing novel information. In fact, all the approaches in KBA 2013 did not make a
significant difference from a rather simple baseline [10]. It is presumably due to
the fact that there were no features used for representing documents containing
novel information. For instance, while term-based cosine similarity between a
document and the target entity would be an effective feature for identifying doc-
uments related to the entity [2], it has nothing to do with novelty. In the present
work, we build two statistical language models describing documents containing
novel information. One is built from a knowledge base article corresponding to
the target entity. Then, a document is judged to contain novel information when
the similarity between the language model and the document is lower. Note that
lower similarity means a small overlap between the two, which potentially indi-
cates the existence of novel information. Another language model is built from a
collection of documents containing novel information. This model is intended to
capture the common vocabularies to be used with novel information. Based on
the model, a document is judged to contain novel information when the similarity
between the language model and the document is higher.

In addition, the previous work mentioned above do not consider the processing
time. In order to recommend web/social media documents to the editors of knowl-
edge bases, it is important to achieve not only high accuracy in detecting novel
information but also to do realtime processing. To this end, our proposed frame-
work is implemented on the distributed realtime computation system, Apache
Storm.

3 Proposed Framework

Our proposed framework is developed on Storm, consisting of multiple fil-
ters using statistical language models. The next sub-sections first provide the
term definitions necessary to describe our proposed framework and then intro-
duce Apache Storm. After that, our proposed framework and other details are
presented.

3.1 Term Definitions

This sub-section provides the definitions of key terms used throughout this paper,
which follows those of TREC KBA.3
3 http://trec-kba.org/trec-kba-2014.

http://trec-kba.org/trec-kba-2014
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Fig. 1. Storm topology

Entity is a person, facility, organization and concept which is an article title of
a knowledge base, such as “Barack Obama”, “White House” and “Democratic
Party”. The aim of this study is to detect web documents containing novel
information related to a given entity.

Vital documents are those containing novel information that at the time it
entered the stream would motivate an update to the entity’s article of knowledge
base.

On the one hand, useful documents are those documents containing informa-
tion related to a target entity but not contain novel information, e.g., background
bio, primary or secondary source. Vital and useful documents are collectively
called relevant documents.

3.2 Apache Storm

Apache Storm is a distributed realtime computation system, processing
unbounded streams of data. McCreadie et al. [15] proposed online event detec-
tion approach from embarrassingly high volume social streams using Strom [18]
describes the use of Storm at Twitter Inc. To use Storm, one needs to define
“topologies” illustrated in Fig. 1. A topology is a graph of computation and each
node in a topology has processing logic and edges between nodes indicate how
data should be passed around between nodes.

There are two types of nodes, called “spouts” and “bolts”. A spout is a
source of streams (sequences of tuples) and a tuple is a unit of data processed
in Storm. In case of our proposed framework, a spout would read document
data from the provided corpus and emit them as a stream. A bolt receives any
number of input streams, does some processing, and may emit new streams. For
our framework, bolts would determine whether inbound documents from the
streams are relevant. Each node in a Storm topology executes in parallel and
one can specify how much parallelism he/she wants for each node.
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Fig. 2. Topology of our system developed on Storm.

3.3 Overview

Figure 2 depicts the topology of our proposed framework, where input spout
reads documents from a data source and sends them to surface form name (sfn)
filter bolt, followed by relevant filter bolt, vital filter bolt, and so on. These bolts
process the input stream of documents in parallel for a given target entity. Our
framework consists of two-step filter: relevant filter detects relevant documents
in input documents, vital filter detects vital documents in relevant documents.
The following paragraphs provide brief descriptions of the each type of nodes of
the topology.

First, input spout reads individual documents from the input stream and
sends them to sfn filter bolts. Note that each document is preprocessed as
described in Sect. 3.4.

Sfn filter bolt checks if each input document contains any surface form names
of a given target entity. Only the documents containing the surface form name(s)
are sent to the succeeding processes. There may be more than one surface form
name(s) for each entity. For instance, the surface form names of the entity
“Barack Obama” are “Barack Obama”, “Barack Hussein Obama”, “Barack H
Obama”, and so on.

Relevant filter bolt judges whether an input document is relevant (i.e., vital
or useful) or not. If judged to be relevant, the document is sent to vital filter
bolt. For this purpose, a negative language model built from a set of non-relevant
documents for the target entity is used. More details are found in Sect. 3.5.
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Then, vital filter bolt judges if a relevant document detected by our frame-
work is vital or useful. The predicted class are sent to output bolt. In addition,
the document judged to be vital (only) is sent to model update bolt (see Sect. 3.7
for more details). The classification between vital or useful is based on other two
language models; one is built from an article of knowledge base for the tar-
get entity, and another is built from a set of vital documents. The details are
described in Sect. 3.6.

Lastly, output bolt collects and outputs the results of the preceding vital
filter bolts. The following sub-sections give more details of the main components
of the system as well as document preprocessing.

3.4 Document Preprocessing

Before processing documents with our system, we preprocess the all input doc-
uments as follows:

– Uncapitalize words.
– Remove stop words and symbols.
– Apply the Porter stemmer [17].
– Build a document language model p(w|d) for each document d with Dirichlet

smoothing [22]:

p(w|d) =
c(w, d) + μp(w|C)

|d| + μ
(1)

where Google-Ngram4 (unigrams) is used to calculate the background lan-
guage model p(w|C), the value of μ is 2,000 described in [22].

3.5 Relevant Filter Bolt

Relevant filter bolt judges whether an input document is relevant (i.e., vital
or useful) or not. For this purpose, we use a negative language model (NLM)
built from non-relevant documents for the target entity in question adopting the
concept of MultiNeg [20], which has been shown effective for difficult queries
(topics) where the search results are poor.

MultiNeg is a model to improve ad-hoc retrieval by negative relevance feed-
back, which takes advantage of (pseudo) feedback of non-relevant documents.
More specifically, according to the similarity between the language models built
from non-relevant documents and an input document, the relevance score of the
document is adjusted. The non-relevant documents here mean those irrelevant to
search intention within the initial search result. For example, consider the case
where a user would like to search for information regarding Apple Inc. and uses
a query “apple”. The search results would contain documents regarding apples
(fruit), which are considered non-relevant documents in this case.

MultiNeg builds a NLM Θ = {θ1, ..., θf} for each of such irrelevant documents
L = {l1, ..., lf} using the standard EM algorithm [7]. In MultiNeg, the relevance

4 http://googleresearch.blogspot.jp/2006/08/all-our-n-gram-are-belong-to-you.html.

http://googleresearch.blogspot.jp/2006/08/all-our-n-gram-are-belong-to-you.html


Detecting Vital Documents Using Negative Relevance Feedback 199

score of the document S(q, d) is defined KL-divergence retrieval model [13], com-
puted based on the negative KL-divergence between query model θq and docu-
ment model θd, i.e.,

S(q, d) = −D(θq||θd) = −
∑
w∈V

p(w|θq) log
p(w|θq)
p(w|θd) (2)

Adjusted relevance score is defined as Eq. (3):

S(q, d) − S(NLM, d) (3)

where S(NLM, d) is penalty term based on NLM, defined as Eq. (4):

S(NLM, d) = max(
f⋃

i=1

{S(θi, θd)})

= −min(
f⋃

i=1

{D(θi||θd)})

(4)

This study uses Eq. (4) to filter out irrelevant documents. Specifically, our
system judges document d as relevant when Eq. (5) is satisfied:

S(NLM, d) < tr (5)

where tr is predefined threshold.

3.6 Vital Filter Bolt

Vital filter bolt judges if an input document is vital or useful using two lan-
guage models, that is, Knowledge base Article Language Model (KALM) and
Vital Language Model (VLM). KALM is a unigram language model, built from
an article of knowledge base for the target entity. In addition, known vital doc-
uments (i.e., training data) for the target entity are used in building KALM
because the information in those vital documents should be included in the cor-
responding article. VLM is also a unigram language model, built from a set of
known vital documents. We first identify the terms characterizing vital docu-
ments based on chi-square statistics using a known vital documents set vs. a
useful documents set. Table 1 shows the cross table, where Vw+ (Vw−) denotes
the number of documents when a term in question appeared (did not appear)
in the vital document set. Similarity, Uw+ (Uw−) are the number of documents
when a term in question appeared (did not appear) in the useful document set.
Chi-square statistics χ2 is calculated for each word w for each entity as in Eq. (6).

χ2 =
∑

i∈{+,−}

(Vwi − EV
wi)

2

EV
wi

+
∑

i∈{+,−}

(Uwi − EU
wi)

2

EU
wi

where EC
wi = Awi · C

A
(C ∈ {V,U})

(6)
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Table 1. Cross table for computing chi-square statistics.

Vital Useful Sum

Appear Vw+ Uw+ Aw+

Not appear Vw− Uw− Aw−
Sum V U A

Among the terms with high scores, those satisfying Eq. (7) is excluded. The
remaining terms are used as the vocabularies of VLM.

Vw+ < EV
w+ (7)

In filtering, the similarity between the language models and input documents
are computed based on Eq. (2), from which the document is judged to be vital
or not (i.e., useful). For KALM, the document is judged as vital if the similarity
is lower than a predefined threshold tvk. The rationale behind is that a docu-
ment more different from an article of knowledge base would contain more, and
possibly relevant, information not described in the article. For VLM, conversely,
the document is judged as vital if the similarity is greater than a predefined
threshold tvv. The assumption here is that the vocabularies often found in vital
documents, and the language model built on it, would capture some features
characteristic to vital documents and a document similar to it would be also
vital.

3.7 Model Update Bolt

Model update bolt receives a document which is judged as vital in the preceding
vital filter bolt and updates KALM or VLM. Specifically, the number of occur-
rence of each term in the received document is added to the current statistics
of KALM/VLM. Note that terms with low chi-square scores are not used to
update VLM. The updated model is sent back to vital filter bolt and will be
used afterwards. This update simulates the editing of knowledge base articles in
the light of new information related to the target entities.

4 Evaluation

4.1 Experimental Settings

We follow the evaluation methodology adopted at the TREC 2014 KBA vital
filtering task. The KBA track provided its participants with a large corpus,
called the TREC KBA Stream Corpus 20145. This corpus covers the time period
from October 2011 to April 2013, containing 20,494,260 documents, including
blogs, forum posts, and web pages. Each document in the corpus is associated
5 http://s3.amazonaws.com/aws-publicdatasets/trec/kba/index.html.
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with a time-stamp corresponding to its date of publication. The participants do
documents filtering in time order6. Documents within the predefined time range
is available as training data regardless of time-stamp. The number of target
entities is 67. The official metric of the vital filtering task is the macro-averaged
F1-measure (harmonic mean between precision and recall).

F1 =
2 · Pave · Rave

Pave + Rave
(8)

Pave =
1

|E|
∑
e∈E

P (e) (9)

Rave =
1

|E|
∑
e∈E

R(e) (10)

where P (e) and R(e) are precision and recall of entity e, respectively, and E
denotes the set of 67 target entities. Using F1, the performance of the partici-
pating systems was evaluated.

We used canonical names as the surface form names of target entities. The
canonical names were provided along with the Stream Corpus by the TREC KBA
organizers. In addition, for those entities which have their Wikipedia articles,
redirect7 information extracted from the Wikipedia dump on 1/4/20128 were
also utilized.

To estimate the NLM θi, our system used non-relevant documents in the
training data in the Stream Corpus. We considered documents which contain
surface form name(s) of a target entity but do not have a “vital” or “useful” label
as non-relevant documents. Note that if the number of documents containing a
surface form name is too large (>100k for our experiments), the name is unlikely
informative and thus was not utilized. Also, if a target entity did not have non-
relevant documents, relevant filter bolt was disabled for the entity. The threshold
tr was set to the smallest value among the thresholds based on which vital or
useful documents in the training data would be judged to be relevant.

To build the KALM, we used vital documents in training data. Similarly to
the extraction of redirect information described above, we also used the article
in the Wikipedia dump on 1/4/2012 for entities which have the Wikipedia arti-
cle. The same preprocessing described in Sect. 3.4 was applied to the extracted
articles. The VLM was built using vital and useful documents in training data.
The threshold tvk and tvv were set for each entity using the vital and useful
documents in the training data such that F1 measure is maximized based on
their similarity scores with the language model.

6 More precisely, it was also allowed to do hourly batch processing.
7 http://en.wikipedia.org/wiki/Wikipedia:Redirect.
8 http://s3.amazonaws.com/aws-publicdatasets/trec/kba/enwiki-20120104/index.

html.

http://en.wikipedia.org/wiki/Wikipedia:Redirect
http://s3.amazonaws.com/aws-publicdatasets/trec/kba/enwiki-20120104/index.html
http://s3.amazonaws.com/aws-publicdatasets/trec/kba/enwiki-20120104/index.html
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4.2 Results

Table 2 summarizes the five different settings of our system, where system id
“Exact Match” simply treated the documents which went through sfn filter bolt
as vital. That is, the documents containing surface form name(s) of the target
entities were judged as vital. Exact Match was treated as the baseline in the KBA
vital filtering task [10]. The other system, “KALM” and “VLM”, are results by
our developed system. Specifically, “KALM” used KALM at vital filter bolt,
whereas “VLM” used VLM. Note that “w/o updates” indicates that the system
does not use the model update bolt. In the other words, KALM or VLM was
not updated.

Table 3 shows the performance of vital documents detection and Table 4
shows that of relevant documents detection.

For the “vital documents detection” setting, both KALM and VLM improved
the baseline, suggesting the effectiveness of our language model-based filters.
VLM yielded the best result on average as shown in Table 3. However, statistical
significance was found only between Exact Match and KALM at the 5 % signif-
icance level by pair-wise t-test. For the “relevant documents detection” setting,
vital and useful documents are not distinguished and thus the performance of
KALM and VLM are exactly the same. In other words, this experiment focuses
on the effectiveness of relevant filter bolt only. The improvement from Exact
Match were found statistically significant at the 1 % significance level, showing
the effectiveness of the language model built from irrelevant documents.

Table 2. Summary of our system settings.

System id Description

Exact Match (baseline) Documents which went through sfn filter were judged as vital

KALM Using KALM in vital filter

KALM (w/o update) Using KALM without update in vital filter

VLM Using VLM in vital filter

VLM (w/o update) Using VLM without update in vital filter

Table 3. Performance of our system (vital documents detection), where bold font
marks the best performance.

System id Prec. Recall F1

Exact Match 0.099 0.953 0.179

KALM 0.112 0.845 0.197

KALM (w/o update) 0.109 0.853 0.193

VLM 0.129 0.609 0.213

VLM (w/o update) 0.143 0.407 0.211
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Table 4. Performance of our system (relevant documents detection), where bold font
marks the best performance.

System id Prec. Recall F1

Exact Match 0.191 0.666 0.297

KALM/VLM 0.209 0.655 0.317

Fig. 3. Runtime under different parallelisms of relevant filter bolt.

Figure 3 show the runtime needed to process all the documents in the corpus
under different parallelisms, i.e., the number of relevant filter bolts. When the
number of bolts was increased (until around five), the runtime became shorter.

4.3 Discussion

As shown in the previous sub-section, there was no statistical significance
for VLM, which is due to its larger variance of the performance than that of
KALM as contrasted in Fig. 4 for KALM and Fig. 5 for VLM. KALM improved
over the baseline for the majority of the entities, even though around a half
of them are marginal. On the other hand, while VLM’s improvement is more
noticeable, it also showed strong negative effects for some entities, including
“Lizette Graden” and “Corisa Bell”. It may be caused by the largely different
number of training data for each entity used in computing chi-square statistics.
Moreover, we found that some training data of entities were imbalanced even
when there were sufficient data.

Then, we examined the effect of the updates of the KALM and VLM. We
observed that there were slight improvement in the performance in F1 for both
KALM and VLM with the model updates. This result suggests that model
updates are effective if the original system (without updates) has high perfor-
mance.
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Fig. 4. Per-topic difference of F1 measures for each entity between KALM and Exact
Match.
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Fig. 5. Per-topic difference of F1 measures for each entity between VLM and Exact
Match.
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Fig. 6. Relation between the number of irrelevant documents and the difference of F1

measures between KALM/VLM and Exact Match.

In further investigation, we also noted that the number of irrelevant docu-
ments in building the language models was largely different from entity to entity.
Figure 6 shows a scatter plot between the difference of F1 of KALM/VLM and
Exact Match and the log number of irrelevant documents. The plot suggests that
the number of documents may have some influence to the performance improve-
ment. We will plan to investigate and leverage the relation in future work.

Regarding runtime, it became flat at around 6 min (360 s), where the number
of relevant filter bolts reached five. We then measured the runtime of input
spout for reading and sending all the documents in the Stream Corpus, which
took about 6 min. This indicates that our proposed system is able to process the
massive document streams in realtime by increasing the parallelism.

5 Conclusion

In this paper, we proposed a framework to detect vital web documents con-
taining novel information flowing in massive document streams. Our framework
employed a language model-based approach and used irrelevant documents for
identifying relevant (vital or useful) documents and articles of knowledge base
or, alternatively, known vital documents for further identifying vital documents,
where the KALM and VLM were updated given newly identified vital docu-
ments. The framework was implemented as a distributed realtime processing
system and the effectiveness was empirically demonstrated, improving the base-
line using the surface form names of the target entities. We also demonstrated
that our proposed system was able to process massive document streams in
realtime by increasing the number of bolts.

There are several directions to improve our framework. One is to incorpo-
rate time-aware features, which have been considered effective to detect vital
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documents [2,5]. We are planning to combine time-aware features with natural
language features using our models.
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Abstract. The Internet serves as a source of authentic reading material, enabling
learners to practice English in real contexts when learning English as a foreign
language. An adaptive computer-assisted language learning and teaching system
can assist in obtaining authentic materials such as news articles from the Internet.
However, to match material level to a learner’s reading proficiency, the system
must be equipped with a method to measure proficiency-based readability. There‐
fore, we developed a method for doing so. With our method, readability is meas‐
ured through regression analysis using both learner and linguistic features as
independent variables. Learner features account for learner reading proficiency,
and linguistic features explain lexical, syntactic, and semantic difficulties of
sentences. A cross validation test showed that readability measured with our
method exhibited higher correlation (r = 0.60) than readability measured only
with linguistic features (r = 0.46). A comparison of our method with the method
without learner features showed a statistically significant difference. These results
suggest the effectiveness of combined learner and linguistic features for meas‐
uring reading proficiency-based readability.

Keywords: Computer-assisted language learning and teaching · English as a
foreign language · Readability · Linguistic and learner feature

1 Introduction

When teaching English as a foreign language (EFL), teachers need to choose reading
materials that suit an EFL learner’s reading proficiency. The choice of the materials
plays an important role, especially when material is chosen from resources that are not
prepared for pedagogical purposes, but from those used by English speakers in daily
situations which can be inappropriate for a particular learner’s capabilities. Appropriate
materials will support effective EFL learning, and inappropriate materials can reduce
the learning motivation [1, 2] and be detrimental to the learning process.

Finding appropriate materials is a time consuming task for teachers. When teachers
gather teaching resources, they need to check the difficulty of the resources in order to
choose reading materials that suit for learners’ proficiency. The burden of this check-up
can be reduced if teachers use readability measuring methods, and calculate readability
scores for each candidate material.
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Here, readability is defined as the difficulty for EFL learners in understanding a
reading material. The readability is supposed to depend on the linguistic features of a
text such as the sentence length and word length.

The use of a readability measuring method has advantages not only for teachers but
also EFL learners. If a readability measuring method is available for EFL learners, they
can calculate the readability of resources found on the Internet, for instance. Thus, EFL
learners can choose for themselves materials that fit their interests from whatever
resources they can find, which enhances their learning motivation [1, 2].

Previous studies developed readability measurement methods for native English
speakers [3, 4]. However, the previous methods should not be used in calculating the
readability for EFL learners since EFL learners’ reading proficiencies differ from those
of native English speakers. Therefore, it is necessary to develop readability measurement
methods specifically for EFL learners [5–7]. Since the range of EFL learners’ reading
proficiencies is wider than that of native English speakers, it is necessary to take into
consideration each individual EFL learner’s proficiency when calculating readability.
The previous studies neglected the individual differences between EFL learners’ reading
proficiencies. Thus their methods account for a collective reading proficiency. There‐
fore, measured materials’ readability might fit some EFL learners, but not to others.

As a solution for this problem, we propose to measure readability based on both
linguistic and EFL learners’ features. EFL learners’ features demonstrate reading profi‐
ciency such as learning experience and reading comprehension test scores, and linguistic
features are classified into lexical, syntactic, and semantic features of a material. Our
readability measurement method was developed using these linguistic and learner
features as independent variables and readability as a dependent variable in a regression
analysis. In this study, we compared two types of readability: readability based on
linguistic features, and readability based on both the linguistic and learner features. The
experimental results showed that the latter readability expressed the readability for EFL
learners more accurately, which suggests the requirement of learner features in meas‐
uring the readability.

2 Previous Studies

Ozasa et al. [5] proposed a readability measuring method for EFL learners that examined
linguistic features on lexical and syntactic difficulties. Lexical difficulty was calculated
in terms of word and phrase difficulty as determined by teachers and researchers, and
syntactic difficulty was calculated by the sentence length. The performance of their
method was unremarkable in that it could correctly measure readability with an accuracy
of 41.2 % in terms of the contribution rate (r2 = 0.412).

Petersen and Ostendorf [6] proposed another readability measurement method for
EFL learners that examined linguistic features in more detail. Their method determined
the readability level on a four-point scale based on N-gram language models with scores
determined by examining the word and sentence length (Flesh-Kincaid readability). The
performance of this method was also unremarkable in that it could correctly measure
readability with an accuracy of 43.0 % in terms of the contribution rate (r2 = 0.430).
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Pilán et al. [7] proposed another method for learners of Swedish as a second or foreign
language that measures sentence readability as a binary classification, or in other words,
is suitable or unsuitable for learners. Their method employs machine learning, and
determines the readability levels based on lexical, syntactic, and semantic features. The
performance of this method is high in that it could correctly measure readability with
an accuracy of 71 % in terms of the contribution rate (r2 = 0.710).

Stenner [5] proposed a method that measures English native speakers’ reading
comprehension by examining syntactic and semantic features of a text. The syntactic
features account for the difficulty of sentence form in terms of the sentence length, as
used in the previous readability measuring methods [4]. However, the semantic features
account for the semantic difficulty in terms of the frequency of words used in the corpus:
the idea being that the more frequently a word is used, the more easily it is understood.
The performance of this method is high, in that it could correctly measure readability
with an accuracy of 86.5 % in terms of the contribution rate (r2 = 0.865).

3 Data to Develop Readability Measurement Methods

3.1 Data Outline

As our readability measuring method was developed with regression analysis, it was
necessary to collect training/test data consisting of dependent and independent variables.
Dependent variables needed to show the readability for EFL learners. We used reada‐
bility scores of a sentence, scored on a five-point Likert scale for ease of reading
comprehension judged by EFL learners where 1: easy, 2: somewhat easy, 3: average, 4:
somewhat difficult, and 5: difficult. Independent variables consisted of learner and
linguistic features. As described in Sect. 4, the learner features showed reading profi‐
ciency, and linguistic features showed the lexical, syntactic, and semantic difficulties of
a sentence.

3.2 Learners

Fifty-eight university EFL learners (43 males and 15 females; mean age 21.5 years,
standard deviation (S.D.) 2.9) took part in data collection and were paid for participation.
The EFL learners were asked to submit valid TOEIC (Test of English for International
Communication) scores, taken that year or the year prior then were checked for basic
computer literacy such as typing with a keyboard and controlling a mouse since a
computer was to be used for data collection.

3.3 Materials

The materials used in this study were news articles since they are often used as practice
reading materials for university EFL learners. Each news article included five multiple-
choice comprehension questions to let learners work on the reading task as they would
in an actual English language test. The questions were made in the [8] format: two true
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questions to choose a correct description about the article; two false questions to choose
an incorrect description about the article; and one content question to choose a correct
brief description of the article.

The news articles were chosen from the sections of the Voice of America (VOA)
site (http://www.voanews.com): the special section for English learners and the editorial
section for native English speakers. The English learners’ section’s news articles
consisted of short, simple sentences that avoided using idiomatic expressions and used
the 1,500 basic vocabulary of VOA. The editorial section’s news articles were made
without any restriction on vocabulary or sentence construction as long as they were
appropriate as news articles for English speakers.

3.4 Task

Each learner was asked to read four news articles, a total of 80 sentences, sentence-by-
sentence only once. After reading each sentence, they assigned a readability score for
the sentence from the five-point Likert scale. After reading the entire article, the EFL
learner answered five multiple-choice comprehension questions.

The EFL learners carried out the reading task using a data collecting tool. The tool
displayed a sentence to read on a computer screen, and icons to move on to the next
sentence and to select multiple-choice items for a readability score and comprehension
questions. It did not allow EFL learners to return to a sentence for reading again after
moving on to another sentence. It recorded the EFL learner’s choices of the readability
scores and answers for the comprehension questions.

The EFL learners were asked to complete the reading task as fast as possible during
the allotted time (8 min for each news article), and to stop working when the task was
completed or the experimenter and the data collecting tool alerted them of the end of
the allotted time. They were prohibited from using dictionaries or any other reference
books.

3.5 Readability Score

The training/test data consisted of 4,640 instances (58 learners × 80 sentences) of
readability scores. The mean readability score was 2.8 (S.D. 1.2). Figure 1 shows how
readability scores distribute according to the listening proficiency level. Learners
were classified into three proficiency levels based on TOEIC reading comprehen‐
sion scores: 18 advanced (score range: 335–480), 20 intermediate (score range: 230–
330), and 20 beginner (score range: 100–225).

The largest group was the readability score 3 “average” in these three groups, and
the smallest group was either the readability score 5 “difficult” or 1 “easy”. That is, the
reading materials were neither too difficult nor easy for the EFL learners.

As expected, the distribution of readability scores followed the proficiency levels.
Advanced learners tended to judge the reading materials as easy, intermediate learners
tended to judge them as moderate, beginner learners tended to judge them as difficult.
As a reviewer pointed out to us, this distribution supports the reliability of the readability
score data.
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4 Features for Measuring Readability

4.1 Learner Feature

Learner features need to explicate EFL learners’ reading proficiency. We used learner
features in terms of the English learning experiences, experiences of having visited
English speaking areas, frequencies of reading English, and reading comprehension test
scores (TOEIC reading comprehension scores).

Because EFL learners continue to study English, these learner features dynamically
change. From viewpoint of practical use of our method, it is necessary to update the
learner feature data, and to reconstruct a readability measuring method.

4.1.1 English Learning Experience
EFL learners’ reading proficiency is supposed to increase according to the learning expe‐
rience. Accordingly, we inquired how many months they had been studying English.

The learning experiences are summarized in Fig. 2. Most EFL learners had been
learning English for more than 72 months. This is the baseline of learning experiences
for university students in Japan, where English is taught for six years at least in junior-
and senior-high schools.

4.1.2 Visiting Experience
Similarly to learning experience, experience of having visited English speaking areas is
crucial for developing reading proficiency. As such, we asked EFL learners how many
months they had spent in English speaking areas.

The visiting experiences are summarized in Fig. 3. Most EFL learners had visiting
experience of less than 12 months. This visiting experience follows the Japanese govern‐
ment survey on visiting experience of high school students. Among more than three
thousand high schools students, only 3.4 % had visiting experience for more than

10.7
20.4 27.5

14.6

22.8
26.330.8

32.9
28.926.4

17
1417.5

6.9 3.3

0

20

40

60

80

100

100–225 230–330 335–480

P
er

ce
nt

ag
e 

of
 in

st
an

ce
s

TOEIC reading comprehension score

5

4

3

2

Fig. 1. Readability score distribution by the EFL learners’ proficiency levels

Measuring Readability for Learners of EFL by Linguistic and Learner Features 215



12 months (http://www.mext.go.jp/component/a_menu/education/detail/__icsFiles/
afieldfile/2013/10/09/1323948_02_1.pdf). As Japan is not adjacent to areas where
English is used in daily situations, few learners have experience of having visited English
speaking areas.
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4.1.3 Frequency of English Reading
If EFL learners read English texts outside classes, the reading proficiency grows. We
asked EFL learners how often they read English texts per week in a five-point Likert
scale: 1 infrequently, 2 somewhat infrequently, 3 moderate, 4 somewhat frequently, or
5 frequently.

The frequency of English reading is summarized in Fig. 4. Most EFL learners infre‐
quently read English texts, mostly because English is not a principal language in both
daily and academic situations in Japan.

4.1.4 Reading Comprehension Test Score (TOEIC Reading Comprehension
Score)

Among the learner features, reading comprehension test scores directly reflect the EFL
learners’ reading proficiency. Among various English language tests, TOEIC is the most
popular in Japan since companies utilize university students’ TOEIC scores as selection
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criteria to determine an applicant’s English proficiency. As TOEIC scores consist of
listening and reading comprehension parts (5–495 points for each part), we asked the
EFL learners for their scores on the reading comprehension part.

The TOEIC reading comprehension scores are summarized in Fig. 5. A Kolmogorov-
Smirnov test showed that the distribution of the TOEIC comprehension scores does not
differ from a normal distribution pattern (K = 0.51, P = 0.57).
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4.2 Linguistic Feature

Linguistic features need to explicate linguistic difficulties of a sentence. We used the
linguistic features shown in Table 1 that were extractable from sentences through
linguistic analyses by a computational linguistic analysis tool (Coh-Metrix [9]). The
Coh-Metrix-based analyses can explain the linguistic difficulties of a sentence from the
lexical, syntactic, and semantic perspectives. These linguistic features include well-
known features such as the number of words (the sentence length) and average syllable
per word (the word length).
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Table 1. Linguistic features of the proposed method

Lexical feature Average syllables per word

Ratio of pronouns to noun phrases

Personal pronoun incidence score

Mean hypernym values of nouns

Mean hypernym values of verbs

Raw, mean for content words (0–1,000,000) in the Celex
lexical database

Logarithm, mean for content words (0–6) in the Celex
lexical database

Raw, minimum in sentence for content words
(0–1,000,000) in the Celex lexical database

Logarithm, minimum in sentence for content words
(0–6) in the Celex lexical database

Concreteness, mean for content words

Syntactic feature Number of words

Incidence of positive causal connectives

Incidence of positive additive connectives

Incidence of negative additive connectives

Incidence of positive logical connectives

Incidence of negative logical connectives

Noun phrase incidence Score (per thousand words)

Logical operator incidence score (and + if + or + condi‐
tional + negation)

Mean number of modifiers per noun-phrase

Mean number of higher level constituents per word

Mean number of words before the main verb of main
clause in sentences

Semantic feature Incidence of causal verbs, links, and particles

Ratio of causal particles to causal verbs

Incidence of intentional actions, events, and particles

Mean of location and motion ratio scores
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5 Experiment

5.1 Method

The readability measurement method was constructed by support vector regression [10]
with readability scores as dependent variables and all the learner and linguistic features
shown in Sect. 4 as independent variables. Support vector regression was performed
using an algorithm implemented in the mySVM software [11]. The first order polyno‐
mial was set as a type of kernel function, and the other settings were retained as the
default ones.

Our readability measuring method was examined in a five-fold cross validation test
by comparing sample methods (Method I-IV) developed using linguistic features with
each type of the learner features. The baseline method (Method V) was developed using
only the linguistic features. The features used in each method are marked in Table 2.
Each method was examined by comparing the readability scores assigned by the EFL
learners and readability scores measured with one of the methods.

Table 2. Readability measuring methods

Our method Method I Method II Method III Method IV Method V

Linguistic features ● ● ● ● ● ●

Learning experience ● ●

Visiting
experience

● ●

Reading frequency ● ●

TOEIC reading
comprehension
score

● ●

5.2 Result

The correlation coefficients in Table 3 were statistically significantly different from zero
(the significant level α = 0.05). The difference in correlation coefficients with the base‐
line method (Method V) was examined using the Meng-Rosenthal-Rubin method [12].
The results showed that there was not a statistically significant difference between the
baseline method and Method I (learning experience), but significant differences were
found in the other methods (the significant level αʹ = 0.01 after Bonferroni correction
for five comparisons). The correlation coefficient of our method was marked as the
highest. This suggests that the readability for EFL learners is affected by both learner
and linguistic features.
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Table 3. Correlation coefficients (an asterisk: p < 0.01)

Our method Method I Method II Method III Method IV Method V

Learner feature all learning

experience

visiting

experience

reading

frequency

TOEIC reading

comprehen‐

sion score

none

Correlation

coefficient

0.60* 0.47 0.49* 0.50* 0.57* 0.46

Measurement errors from the cross validation test results are plotted in Fig. 6. Meas‐
urement error was calculated as an absolute value of the difference between a readability
score measured with a method and a readability score assigned by an EFL learner. Our
method had more instances in the ranges of small measurement error (0.0–1.0) than the
other methods, as seen in Fig. 6.
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5.3 Discussion

Our readability measuring method improved the performance of evaluating material by
combining linguistic and learner features, although the improvement by combining the
learner features was lower than expected. However, the results suggest the validity of
the use of learner features, as follows.

Among the learner features, the TOEIC reading comprehension scores showed the
highest contribution in measuring the readability for EFL learners as seen in Method
IV. This fact suggests that the readability for EFL learners highly depends on the reading
comprehension test scores. Hence, it is considered that the experimental result supports
our readability measuring method using the TOEIC reading comprehension scores.

The visiting experience (Method II) and the reading frequency (Method III) also
contributed to the readability for EFL learners. As the EFL learners’ proficiency depends
on the visiting experience and the reading frequency, these learner features are consid‐
ered to function as indices showing the EFL learners’ proficiency.
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However, the learning experience (Method I) showed no significant contribution to
the readability for EFL learners. We expected that the learning experience would func‐
tion as an index for the EFL learners’ proficiency, but the learning experience did not
reflect the proficiency. This is apparent since the learning experience showed the fact
that the EFL learners in this study merely had English learning experience in junior- and
senior high schools and university.

6 Conclusion

We proposed a method for automatically measuring readability for EFL learners. Unlike
the previous studies on readability, our method directly takes into account the EFL
learners’ reading proficiency as well as linguistic features of a text. Reading proficiency
consists of the learning experience, visiting experience, reading frequency, and TOEIC
reading comprehension scores.

In the experiment, the performance of our readability measuring method was
confirmed by comparing the method without the learner features. The experimental
results showed that among the learner features, learning experience was not statistically
significant for measuring readability. However, the use of learner features surely
improved the performance of a readability measuring method.

It is still unclear whether our method is practical for the effective choosing of reading
materials for EFL learners. Hence, further examination of the validity of our method
when used by teachers is required.
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Abstract. To overcome the conventional machine translation method,
Ikehara et al. proposed a machine translation scheme based on non-
compositional semantics. This machine translation scheme requires many
sentence patterns which can preserve the semantics of the expression
structure. To use this machine translation scheme for Japanese-English
machine translation, a compound and complex sentence pattern dic-
tionary, called “ToribankSPD”, have been developed. This dictionary
has three levels of sentence patterns: “word-level”, “phrase-level”, and
“clause-level”. In this paper, according to the machine translation scheme
based on non-compositional semantics, we implemented the Japanese-
English sentence-pattern-based machine translation method using the
word-level sentence patterns of ToribankSPD. In our experiments, the
pattern matching rate was low (about 10%). However, 72 out of 100
evaluated sentences used the sentence patterns that had an appropriate
expression structure, and the translation accuracy of 55 sentences was
high.

Keywords: Non-compositional semantics · Sentence-pattern-based
machine translation · Word-level sentence pattern · Linear component ·
Non-linear component

1 Introduction

The conventional machine translation method based on compositional semantics
has a problem in that it cannot generate the semantics of the sentence when it
generates the target sentence. To resolve this problem, Ikehara et al. proposed
a machine translation scheme based on non-compositional semantics [1]. This
machine translation scheme requires many sentence patterns that can preserve
the semantics of the expression structure. The sentence patterns have linear
components and non-linear components. Linear components are defined as com-
ponents that don’t change the semantics of the sentence when being replaced
with other components. And non-linear components are defined as components
that change the semantics of the sentence when being replaced with other com-
ponents. In translation, we conduct local translation of matched morphemes for
the linear components and insert these results into the target sentence pattern.
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 225–237, 2016.
DOI: 10.1007/978-981-10-0515-2 16
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To use this scheme for Japanese-English machine translation, a com-
pound and complex sentence pattern dictionary, called “ToribankSPD”, have
been developed [2]. The dictionary has 226,817 sentence pattern pairs from
Japanese/English compound/complex sentences pairs. It also has three levels
of sentence patterns: word-level (121,904 pattern pairs), phrase-level (79,438
pattern pairs), and clause-level (25,475 pattern pairs) [3]. Each level indicates
the range of alignments that are replaced with variables in Japanese/English
sentence pairs.

In this paper, according to the machine translation scheme based on
non-compositional semantics, we implement a Japanese-English sentence-
pattern-based machine translation method that involves ToribankSPD, a struc-
tural pattern matching (SPM) system [4], and a generation system. We evaluate
the translation accuracy of our word-level sentence-pattern-based machine trans-
lation method and describe the efficiency of and problems with the method. It is
said that machine translation methods with sentence patterns have high transla-
tion accuracy when the sentence patterns match to the input sentence. Most of
the machine translation methods with sentence patterns have only several hun-
dreds or thousands sentence patterns [5]. This paper is the first attempt as the
machine translation methods with about hundred thousands sentence patterns
to compound and complex sentences. As compound and complex sentences have
complicated structure, Our sentence-pattern-based machine translation method
is considered effective for these sentences.

2 ToribankSPD: Compound and Complex Sentence
Pattern Dictionary

To resolve the problem of the conventional machine translation method,
Ikehara et al. proposed a machine translation scheme based on non-compositional
semantics [1]. This machine translation scheme uses sentence patterns that have
linear components and non-linear components. This scheme is available to vari-
ous languages, and is especially effective in the language pairs that have different
language structure. To use this machine translation scheme for Japanese-English
machine translation, a compound and complex sentence pattern dictionary,
called “ToribankSPD”, have been developed [2]. The original sentences of Torib-
ankSPD were collected from various Japanese-English and English-Japanese dic-
tionary. In total, 226,817 sentence patterns have been created.

Table 1 shows an example of our sentence patterns. Sentence patterns have
letters, variables, functions, and markers. Japanese/English word/phrase/clause
alignments are replaced with variables that are equivalent to the linear compo-
nents. Word-level patterns have word variables. Phrase-level patterns have word
and phrase variables, and clause-level patterns have all of three variables. The
variables in Japanese sentence patterns have semantic codes. These codes are
used for sentence pattern selection.

Non-linear components are described as letters and functions. The terms
“.hitei” and “.kako” are modality and tense functions, respectively. “.hitei”
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matches negative expressions, and “.kako” matches the past tense. English func-
tions have a role to assign a word form. “N2ˆposs” means N2 is the possessive
case in English. “V5ˆpast” means V5 is the past tense. In Japanese, a subject is
often omitted, so <N1 > means whether the subject is omitted in the pattern.
In English patterns, <I|N1> is “N1” if Japanese matches N1, or “I” if not.

The semantics of the expression structure is composed from non-linear com-
ponents, word forms, parts of speech of linear components, and an order of
components. The sentence patterns preserve the semantics of the expression
structure of sentence.

Table 1. Example of sentence pattern pairs in ToribankSPD

Japanese Sentence

English Sentence I never expected his mother to be so young.

Word-Level Japanese
Pattern

<N1 >N2(NI:23,NI:24) N3(NI:80,NI:49)
AJ4(NY:5) V5(NY:32,NY:31).hitei.kako

Word-Level English
Pattern

<I|N1> never V5ˆpast N2ˆposs N3 to be so AJ4.

Phrase-Level Japanese
Pattern

< N1 > NP2(NI:49,NI:80) AJ3(NY:05)
V4(NY:31,NY:32).hitei.kako

Phrase-Level English
Pattern

<I|N1> never V4ˆpast NP2 to be so AJ3.

3 Japanese-English Word-Level Sentence-Pattern-Based
Machine Translation Method (Proposed Method)

In this section, we describe our word-level sentence-pattern-based machine trans-
lation method. Figure 1 shows an overview of the method. The translation steps
are as follows.

Step 1) Sentence pattern matching is conducted.
Step 2) Pattern selection with semantic codes is conducted.
Step 3) Candidates of English sentences are generated using the word-level
generation system.
Step 4) Only one English sentence is selected with use of the translation prob-
ability and word trigram.

3.1 Japanese Sentence Pattern Matching

We developed the structural pattern matching (SPM) system [4]. It implements
the augmented transition network (ATN) algorithm [6] with breadth-first search
and uses sentence patterns. The input sentence for the SPM is already morpho-
logical and has semantic codes added. It conducts pattern matching between the
input sentence and sentence patterns. Moreover, it outputs the pattern matching
results. Figure 2 shows an example of an input sentence.
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Fig. 1. Word-level sentence-pattern-based machine translation method

Fig. 2. Example of input sentence

In the first line in Fig. 2, is a Japanese morpheme, “1710” is the
tagging code, and “NI:23,NI:48” are indeclinable semantic codes [7]. In the sixth
line, “NY:5” is a declinable semantic code. Each line shows a Japanese morpheme
and semantic information.

Table 2 shows the SPM results. “Japanese Pattern” is a matched Japanese
pattern for input sentence. “English Pattern” is a corresponding English pattern
to that Japanese pattern. In “Matched Morpheme”, for example, shows
that the morpheme matches the noun variable N2.

3.2 Sentence Pattern Selection with Semantic Code

If several sentence patterns match, we select sentence patterns with semantic
codes. We use the semantic codes in “Nihongo-Goi-Taikei” [7]. These codes consist
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of indeclinable and declinable semantic codes, which have a hierarchical structure.
The steps of sentence pattern selection are as follows.

Step 1) Semantic codes of the input sentence and matched sentence patterns
are extracted.
Step 2) A range for sentence pattern selection is extracted from a matched
morpheme for a variable. A parent code of a matched morpheme and all its
children codes are determined as this range.
Step 3) If all semantic codes of variables in the Japanese sentence pattern are
included within those ranges, these sentence pattern pairs are used for transla-
tion.

3.3 Word-Level Sentence-Pattern-Based Machine Translation

Word Dictionary. In the word-level generation system, word translation of a
morpheme is done with a word bilingual dictionary. ToribankSPD has alignments
of words, phrases, and clauses. We use this word alignments for creating a word
dictionary.

In this dictionary, translation probabilities are given to each Japanese-English
word pair. Table 3 lists examples of the word dictionary.

Translation probabilities in Table 3 are calculated using Equation (1).

P =
C(e, j)
C(j)

× C(e, j)
C(e)

(1)

where C(e, j) is the number of co-occurrences of each word pair in the alignments
list, C(j) is the number of occurrences of each Japanese word, and C(e) is the
number of occurrences of each English word. The first to fourth rows in Table 3
show English verbs “hit”, “kick”, “turn down”, and “stamp out” coupled with
the Japanese verb “ ”, and the translation probabilities are “0.01”, “0.29”,
“0.05”, and “0.06”, respectively.

Word-Level Generation System. An English sentence is translated with
matched sentence pattern pairs with the word-level generation system. The word-
level generation system performs word translation for the Japanese morphemes
of the SPM results. Word translation is done using the word dictionary. Several
results of word translation are inserted into the English pattern, and a single
maximum likelihood sentence is selected with use of the translation probability
and English word trigram. The translation steps of the word-level generation
system are as follows.

Table 2. Results of SPM
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Table 3. Example of word dictionary

Fig. 3. Example of generation

Step 1) Word translations of Japanese morphemes are done.
Step 2) Word translation results are changed to the assigned form.
Step 3) Candidates of word translation are inserted into the English sentence
pattern.
Step 4) The maximum likelihood combination of words is selected with use of
the translation probability and English word trigram.

Example of English Sentence Generation. In the last generation step, the
maximum likelihood combination of words is selected with use of the translation
probability and English word trigram. Figure 3 shows an example of English
sentence generation.

Selection of an Output Sentence from Candidates. If several sentence
patterns are obtained in pattern matching and pattern selection, all matched
sentence patterns are used for translation. As one translation candidate is
obtained from one sentence pattern, in this case, several translation candidates
are obtained. One translation candidate with the maximum translation proba-
bility and English word trigram (Sect. 3.3) is selected as an output sentence.



Machine Translation Method Based on Non-compositional Semantics 231

4 Experiments

4.1 Experimental Conditions

We carried out an open-test to investigate the effectiveness of the proposed
method. We used 100,000 sentence patterns for translation experiments and
created a word dictionary from word alignments extracted from these 100,000
sentence patterns. Word trigrams were trained from about 280,000 English sen-
tences. In these sentences, 100,000 were original English sentences of these
100,000 English patterns and about 180,000 were English sentences from an
other Japanese-English parallel corpus [8]. We used 5,000 original Japanese sen-
tences of the remaining sentence patterns as input sentences.

4.2 Baseline System

We used the phrase-based SMT (MOSES) [9] as the baseline system for compari-
son. We used 100,000 sentence pairs (same as sentence pairs of sentence patterns
for pattern matching) for training of the translation model and about 280,000
English sentences (the same as in Sect. 4.1) for training of the language model.
We conducted parameter tuning with MERT.

4.3 Evaluation Method

Translation accuracy was measured using automatic metrics and manual evalu-
ation. We used the evaluation tools BLEU [10], TER [11], METEOR [12], and
RIBES [13]. Manual evaluation was done from the point of view of adequacy
[14], and Table 4 shows the scoring criteria.

4.4 Results

Out of the 5,000 input sentences, 502 sentences had at least one matched sentence
pattern. Table 5 lists the automatic evaluation results of these 502 sentences. In
all metrics, the proposed method outperformed the baseline.

We carried out manual evaluation for 100 randomly extracted sentences from
the 502 sentences. Table 6 lists the manual evaluation results of these 100 sen-
tences. The value of each evaluation criteria is the number of sentences. In
Table 6, the number of Eval. 1 and Eval. 2 of proposed method are smaller
than baseline, and the number of Eval. 4 and Eval. 5 are larger than baseline.
And the average of proposed method is higher than baseline. These results show
that the proposed method outperformed the baseline.

An example of the translation results is shown in Table 7. “Japanese Sentence
Pattern” and “English Sentence Pattern” is the sentence pattern pair used for
translation of output sentence. “Original Japanese Sentence” is the original sen-
tence of this Japanese sentence pattern, and “Original English Sentence” is the
original sentence of this English sentence pattern.
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Table 4. Criteria of manual evaluation

Table 5. Automatic evaluation results

BLEU TER METEOR RIBES

Proposed 0.358 0.489 0.642 0.806

Baseline 0.307 0.549 0.583 0.780

Table 6. Manual evaluation results

Eval. 1 Eval. 2 Eval. 3 Eval. 4 Eval. 5 Average

Proposed 4 26 15 11 44 3.65

Baseline 21 37 11 9 22 2.74

5 Discussion

The translation accuracy of the proposed method was high (3.65 : the aver-
age of human evaluation), but the pattern matching rate was low (about 10 %:
502/5,000). In this section, we discuss the reasons for these results and describe
the efficiency of and problems with the proposed method.
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Table 7. Example of translation results

5.1 Efficiency of Proposed Method

We assumed that a expression structure can be preserved in a sentence pattern.
We discuss whether a used sentence pattern for output is appropriate. In the
100 sentences used for manual evaluation, 72 sentences were appropriate and 28
sentences were not. Table 8 lists the causes of not using an appropriate sentence
pattern in the 28 sentences.

In Table 8(c), (d) and (e) were caused by an error in each process. The error
of annotations of semantic codes to morphemes causes the problem of (c). We can
improve this problem by adding the words to the annotation list used by the anno-
tation program. To improve the problem of (d), We need to correct these sentence
pattern pairs manually. We omit the discussion about the problem of (e).

If we assume these processes were correctly performed, only 8 sentences did
not use an appropriate sentence pattern. These results suggest that 72 out of the
80 sentences matched an appropriate pattern when all processes were correctly
performed. Fifty-five out of these 72 sentences had high translation accuracy
(Eval. 4 or 5). The other 17 sentences had problems in word translation, and the
translation accuracy of those sentences was low. Therefore we confirmed that
the proposed method obtained high translation accuracy by using appropriate
sentence patterns.

Problem in Way of Making Sentence Patterns. Table 9 shows an exam-
ple of cause (a) in Table 8. This example has two problems. One is concern-
ing English functions. English functions have a role to determine word form
of word translation results. This input sentence is an imperative sentence, but
the verb variables in the used English pattern are not added a function which
assign an original form of verb. This results in the wrong form in the output,
such as “gets”. This problem can be resolved by adding appropriate English
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Table 8. Causes of not using appropriate sentence pattern

Cause Number of sentences

(a) Problem in way of making sentence patterns 5

(b) Multi-word expression is decomposed and matched for variable 3

(c) Failure in pattern selection 14

(d) Error in sentence pattern 4

(e) Error in morphological analysis and SPM 2

Table 9. Example of problem in way of making sentence patterns

functions. The other problem concerns markers for a zero pronoun. In gen-
eral Japanese imperative sentence, the object ordered by speaker at input is
not included in that sentence. This input is a unique sentence that includes
the object ( of order as a subject . The
Japanese pattern in Table 9 matches the input by a marker for a zero pronoun

. In this case, adding this marker to this sen-
tence pattern is not necessary. This problem can be resolved by deleting unnec-
essary markers from each sentence pattern.

Problem of Multi-word Expression. Table 10 shows an example of cause
(b) in Table 8. In the input, is a multi-word expression. The
meaning of this expression is closest to “sensitive”. However, a corresponding
expression in the output is “tinier sensibilities”. This result is caused by splitting
this expression and matching each morpheme to each variable
(N2 and AJ3). If we use word-level sentence patterns, we need a sentence pattern
that describes as letters to obtain an appropriate result.
However, it is possible to obtain an appropriate result by using phrase-level
sentence patterns.

Low Translation Accuracy of Word Translation. With the proposed
method, word translation is done using the word dictionary, and a single maxi-
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Table 10. Example of multi-word expression decomposed and matched for variables

Table 11. Example of problem in word selection

Input

Output He is fruitless.

Reference There is no meaning in what he says.

Value of manual Eval. 2

Japanese Sentence Pattern N1 ( | | | ) AJV2

English Sentence Pattern N1 @be AJ2 .

Matched morpheme N1= AJV2=

Original Japanese Sentence

Original English Sentence You are truthful.

mum likelihood sentence is selected with use of the translation probability and
English word trigram. In Sect. 5.1, 55 out of 72 sentences that had an appropri-
ate sentence pattern had high translation accuracy. However, the remaining 17
sentences had low translation accuracy due to problems in word translation.

If a matched morpheme is not in the word dictionary, the morpheme is out-
putted as an unknown word. Nine out of the 17 sentences had this problem. This
problem can be resolved by adding new words to the word dictionary.

The remaining 8 sentences exhibited a problem of not selecting an appropri-
ate word from the translation probability and word trigram. Table 11 shows an
example of the problem in word selection. “Fruitless” in the output is different
from the meaning of [nonsense]. There are appropriate candidates in
the word dictionary, for example “meaningless”, but “fruitless” is selected with
use of the translation probability and word trigram.

5.2 Pattern Matching Rate

The pattern matching rate was about 10 %, which means that 100,000 word-level
sentence patterns are not enough to cover compound and complex sentences for
translation. Our sentence pattern dictionary has word-level, phrase-level, and
clause-level sentence patterns. We have already carried out a pattern matching
test with phrase-level patterns in the same situation as Sect. 4.1, and the pattern
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matching rate was about 40 %. In the future, we will evaluate the translation
accuracy of our sentence-pattern-based machine translation method with those
phrase-level sentence patterns.

6 Conclusion

The conventional machine translation method based on compositional semantics
has a problem in that it cannot generate the semantics of the sentence when it
generates the target sentence. To resolve this problem, Ikehara et al. proposed a
machine translation scheme with sentence patterns based on non-compositional
semantics. In this paper, according to this machine translation scheme, we imple-
mented a Japanese-English sentence-pattern-based machine translation method
using our word-level sentence patterns. We carried out translation experiments
with compound and complex sentences as inputs. In the experiments, the pat-
tern matching rate was low (about 10 %). However, 72 out of the evaluated 100
sentences used the sentence patterns that had an appropriate expression struc-
ture, and the translation accuracy of 55 sentences was high. For future work, we
will evaluate the translation accuracy of the machine translation method, using
our phrase-level sentence patterns.
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References

1. Ikehara, S., Tokuhisa, M., Murakami, J., Saraki, M., Miyazaki, M., Ikeda, N.:
Pattern dictionary development based on non-compositional language model for
Japanese compoundandcomplex sentences. In:Matsumoto,Y., Sproat,R.W.,Wong,
K.-F., Zhang, M. (eds.) ICCPOL 2006. LNCS (LNAI), vol. 4285, pp. 509–519.
Springer, Heidelberg (2006)

2. Ikehara, S., Tokuhisa, M., Murakami, J.: Non-compositional language model and
pattern dictionary development for Japanese compound and complex sentences. In:
Proceedings of the 22nd International Conference on Computational Linguistics,
vol. 1, pp. 343–360, Manchester (2008)

3. Tori-Bank (2007). http://www.unicorn/toribank
4. Tokuhisa, M., Murakami, J., Ikehara, S.: Pattern search by structural matching

from Japanese compound and complex sentence pattern dictionary (in Japanese).
IPSJ SIG Technical report, 2006-NL-176, pp. 9–16 (2006)

5. Yin, D., Zhang, D.: Construct chunk-level templates for improving rule-based
machine translation. J. Comput. Inf. Syst. 9(14), 5505–5512 (2013)

6. Shapiro, S.C.: Generalized augmented transition network grammars for generation
from semantic networks. Am. J. Comput. Linguist. Arch. 8(1), 12–25 (1982)

7. Ikehara, S., Miyazaki, M., Shirai, S., Yokoo, A., Nakaiwa, H., Ogura, K., Ooyama,
Y., Hayashi, Y.: Goi-Taikei: A Japanese Lexicon (in Japanese). Iwanami Shoten
(1997)

http://www.unicorn/toribank


Machine Translation Method Based on Non-compositional Semantics 237

8. Murakami, J., Hujinami, S.: Japanese-English parallel sentences collection from
digital media (in Japanese). JCL Workshop 2012 (2012)

9. Koehn, P., Hoang, H., Birch, A., Callison-Burch, C., Federico, M., Bertoldi, N.,
Cowan, B., Shen, W., Moran, C., Zens, R., Dyer, C., Bojar, O., Constantin, A.,
Herbst, E.: Moses: open source toolkit for statistical machine translation. In: Pro-
ceedings of the 45th Annual Meeting of the Association for Computational Lin-
guistics on Interactive Poster and Demonstration Sessions, pp. 177–180, Prague
(2007)

10. Kishore, P., Roukos, S., Ward, T., Wei-Jing, Z.: BLEU: a method for automatic
evaluation of machine translation. In: Proceedings of the 40th Annual Meet-
ing of the Association for Computational Linguistics, pp. 311–318, Philadelphia,
Pennsylvania (2002)

11. Snover, M., Dorr, B., Schwartz, R., Micciulla, L., Makhoul, J.: A study of trans-
lation edit rate with targeted human annotation. In: Proceedings of the 7th Con-
ference of the Association for Machine Translation in the Americas, pp. 223–231,
Cambridge (2006)

12. Banerjee, S., Lavie, A.: METEOR: an automatic metric for MT evaluation with
improved correlation with human judgments. In: Proceedings of the 43th Annual
Meeting of the Association of Computational Linguistics on Intrinsic and Extrinsic
Evaluation Measures for MT and/or Summarization, pp. 65–72, Ann Arbor (2005)

13. Isozaki, H., Hirao, T., Duh, K., Sudoh, K., Tsukada, H.: Automatic evaluation of
translation quality for distant language Pairs. In: Proceedings of the 2010 Confer-
ence on EmpiricalMethods in Natural Language Processing (EMNLP), pp. 944–952,
Massachusetts (2010)

14. Koehn, P., Monz, C.: Manual and automatic evaluation of machine translation
between European languages. In: Proceedings of the Workshop on Statistical
Machine Translation, pp. 102–121, New York (2006)



The Application of Phrase Based Statistical
Machine Translation Techniques to Myanmar

Grapheme to Phoneme Conversion

Ye Kyaw Thu1(B), Win Pa Pa2, Andrew Finch1, Jinfu Ni3, Eiichiro Sumita1,
and Chiori Hori3

1 Multilingual Translation Laboratory, NICT, Kyoto, Japan
{yekyawthu,andrew.finch,eiichiro.sumita}@nict.go.jp

2 Natural Language Processing Lab, UCSY, Yangon, Myanmar
winpapa@ucsy.edu.mm

3 Spoken Language Communication Laboratory, NICT, Kyoto, Japan
{jinfu.ni,chiori.hori}@nict.go.jp

Abstract. Grapheme-to-Phoneme (G2P) conversion is a necessary step
for speech synthesis and speech recognition. In this paper, we attempt to
apply a Statistical Machine Translation (SMT) approach for Myanmar
G2P conversion. The performance of G2P conversion with SMT is mea-
sured in terms of BLEU score, syllable phoneme accuracy and processing
time. The experimental results show that G2P conversion with SMT is
outperformed a Conditional Random Field (CRF) approach. Moreover,
the training time was considerably faster than the CRF approach.

Keywords: G2P · SMT · CRF · Phoneme · Myanmar language

1 Introduction

G2P conversion is the task of predicting the pronunciation of words given only
the spelling. A grapheme is the smallest semantically distinguishing unit in a
written language analogous to the phonemes of spoken languages. The corre-
spondence between graphemes and phonemes of the Myanmar language is not
as simple as one to one. The relationship between syllables and pronunciations is
context dependent, depending on adjacent syllables, and there are many excep-
tional cases. Some syllables can be pronounced in more than 4 ways depending
on the context and Part of Speech (POS) of the syllable.

This is the reason Myanmar G2P conversion cannot be performed sufficiently
well using Dictionary based approaches or rule-based approaches. Some Myan-
mar words’ pronunciation can vary across different dialects of Myanmar. We will
focus only on standard Myanmar pronunciation in this paper.

We took into account Myanmar subscript words or Pali words and foreign
words in this work. The transcription of foreign words pronunciation is not stan-
dardized for Myanmar language, therefore some foreign words can be written in

c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 238–250, 2016.
DOI: 10.1007/978-981-10-0515-2 17
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Myanmar in more than one way and there can be an out of vocabulary (OOV)
problem.

We applied phrase based SMT for sentence level Myanmar language G2P
conversion. Phoneme tagged training and test sentences are prepared manually.
The performance of G2P conversion on SMT was compared with CRF approach.

The rest of this paper is organized as follows. Section 2 describes Related
Work for G2P and Sect. 3 explains G2P Mapping. Preparing Training Data and
Pronunciations of syllables is explained in Sects. 4 and 5. Section 6 is Experiment
of G2P with SMT and CRF, Sect. 7 presents results of experiment, Sect. 8 is
about discussion and Sect. 9 concludes the paper.

2 Related Work

There is only one published paper for Myanmar language G2P conversion so far.
It was a dictionary-based approach and worked on only Myanmar syllables and
did not consider Pali or subscript consonants [1]. The main drawback is out of
vocabulary word (OOV) since it was a dictionary-based approach. G2P conver-
sion for English and non-English languages have been proposed using rule-based,
data-driven and statistical methods [8–11]. [8] compared different G2P methods
and found that data-driven methods outperform rule-based methods. A novel
modified Expectation-Maximization (EM)-driven G2Psequence alignment algo-
rithm that supports joint-sequence language models, and several decoding solu-
tions using weighted finite-state transducers (WFST) is presented in [10].

G2P conversion using SMT is proposed by [2,3]. In [2], it shows that applying
SMT gives better results than a joint sequence model-based G2P converter for
French. The automatic generation of a pronunciation dictionary is proposed in
[3] and it used the Moses phrase-based statistical machine translation toolkit
[12] as G2P conversion.

3 Grapheme to Phoneme Mapping

The Myanmar Language Commission (MLC) Pronunciation Dictionary can be
used as a basis for pronunciation mapping [4]. We found it necessary to extend
the dictionary with foreign pronunciations. In the proposed mapping table there
are 23 phonetic symbols for 33 consonants (some consonants share the same
pronunciation, for example in Table 1), 87 vowels combi-
nations and 20 special symbols for foreign word pronunciations.

Characters are grouped according to their pronunciation; the groups are un-
aspirated, aspirated, voiced and nasal and are shown in Table 1. Many Myanmar
syllables containing un-aspirated and aspirated consonants are pronounced as
voiced consonants depending on the neighboring context.

Some foreign pronunciations have to be expressed by special vowel combina-
tions because Myanmar pronunciations do not include some pronunciations. See
Table 1. MLC dictionary was extended by defining 26 more symbols to include
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Table 1. Groups of Myanmar consonants

phoneme mappings for foreign words for example, the Myanmar phonetic rep-
resentation of the foreign name “Alex” “ ” is e:le’S (here, S is for )
and “Swift” “ ” is hswi’HPHT (here, HP is for and HT is for .

4 Preparing Training Data

We built two types of data for training. The first one was a phonetic dictio-
nary based on the MLC phonetic dictionary that contains pronunciations of
26,588 unique words. Myanmar language data from the multilingual Basic Travel
Expression Corpus (BTEC) [6], which is a collection of travel-related expressions,
was the second type of data used for training.

4.1 Building the Phonetic Dictionary

The phonetic dictionary was built for training the G2P conversion model by
modifying entries for existing words, and by adding new words to the MLC
phonetic dictionary. The following steps were applied for syllable-to-phoneme
alignment to the dictionary in order:

1. Words from MLC dictionary were broken into syllables using a heuristic app-
roach, which is 100.

2. Syllables were aligned to their phonemes using a combination of rules and
human annotation. Initially, single syllable words were used to align by exact
match on the phoneme sequences. This was sufficient to unambiguously align
about 80.

3. Map MLC phonemes to the proposed phoneme set using a manually prepared
conversion table.

The size of the upgraded dictionary was 28,393 unique words (2,489 unique
syllables, 1,906 unique phonemes).



The Application of Phrase Based Statistical Machine 241

4.2 Sentence Selection with a Greedy Algorithm

The size of BTEC1 subset of the BTEC corpus used in these experiments was
160 K sentenced and manually phoneme-tagging all these sentences would be a
time consuming task. Therefore a phonetically balanced sample was taken that
contained all syllables by applying the greedy algorithm proposed in [7]. We
briefly describe this algorithm below.

To select such a sentence set S from a large text corpus, it is necessary to
define the metric of unit coverage of the sentence set. Let unit type, X, have
elements {μx

1 , μx
2 , . . . , μx

nx}, where nx is the number of elements. X can be a
syllable, a diphone, or other defined unit. Assume p(μx

i ) the occurrence frequency
of μx

i in the text corpus. By definition,
∑nx

i=1 p(μx
i ) = 1. The unit coverage of S

to X, denoted by CX
S , is defined as CX

S =
∑nx

i=1 p(μx
i )×σ(μx

i ), where σ(μx
i ) = 1,

if μx
i ∈ S. Otherwise, σ(μx

i ) = 0. When given a text corpus and the size of S
in the number of sentences, say n, the goal is to select in sentences from the
text corpus to maximize CX

S . In this paper, four types of units are considered,
namely, syllable, di-phone spanning two syllables, tri-phone.

The main steps of the algorithm are briefly described as follows.

Step 1: Calculate the occurrence frequency of units in the text corpus and set
none to S.

Step 2: Scan the whole text corpus to select one sentence and add the sen-
tence to the current sentence set S. The selected sentence is that which
maximizes the unit coverage of S according to the following priority:
(1) Maximizing Csyllable

S (or simply denoted by Csyl
S ).

(2) Maximising Cdiphone spanning two syllables
S , if (1) is satisfied.

(3) Maximizing Cdiphone
S , if (1)–(2) are satisfied.

(4) Maximizing Ctriphone
S , if (1)–(3) are satisfied.

In this way, the algorithm can find the best sentence set that simultaneously
maximizes the coverage of syllables, di-phone spanning two syllables, di-phones,
and tri-phones in the priority mentioned above.

Step 3: Halt, if a predefined set size is reached. Otherwise, repeat Step 2.

We extracted 5,276 sentences from BTEC1 and used them for training using
SMT and CRF models. The 5276 sentences were tagged with their phonemes
manually. The selected sentences set contain foreign names and which should
allow for the coverage of non-Myanmar words.

The pronunciation is formed from syllables and syllable boundaries have to
be defined since Myanmar language is written continuously. Words from MLC
Dictionary and selected sentences were first broken into syllables using a heuristic
approach [13]. Then each syllable was labeled with its phoneme based on MLC
Dictionary. Labeling phonemes on selected 5,276 sentences was manually done by
three Myanmar native speakers. Some phoneme tagged sentences are shown in
Fig. 1 and it can be seen that pronunciations of some same syllables are different.
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Fig. 1. Phoneme tagged sentences

5 Pronunciations of Syllables

Pronunciations of Myanmar syllables can be different from the original pronun-
ciation of orthographic structure. The following two sub-sections explain the
original pronunciation of syllables and how they can change according to their
context.

5.1 Contextually Independent Pronunciation

This section explains how the pronunciation of Myanmar syllables is normally
derived from orthographic structure. Myanmar syllables are generally composed
of consonants and (zero or more) vowel combinations starting with a consonant.
Here, vowel combinations can be single vowel, sequences of vowels starting with a
consonant that modifies the pronunciation of the first vowel. The pronunciations
of consonants when they are combined with vowels are shown in Table 2.

Table 2. Examples of vowel combinations and their pronunciations

In general, the pronunciation of syllables can be obtained directly from the
pronunciation of these components. All of the pronunciations of consonants are
shown in Table 1 and some example pronunciations of vowel combinations are
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Table 3. Standard pronunciation of syllables

shown in Table 2. The pronunciation of full syllable is a concatenation of the
pronunciations of each component. The pronunciations do not modify each other.
This type of pronunciation will be referred as the “standard pronunciation”.
Table 3 shows examples of standard pronunciations of some syllables according
to their composition of consonant and vowels.

5.2 Contextually Dependent Pronunciations

Some Myanmar syllables do not conform to these standard rules of pronuncia-
tion. The pronunciation of the syllables can depend on the context of syllables.

Table 4. Examples pronunciations of some words

Differences between standard pronunciations and correct pronunciations of
some words are shown in Table 4 as examples. It can be also seen in Table 2 that
pronunciations of some same syllables are different depend on the context.

In [5], 10 patterns are proposed to capture the dependencies. Most of the
patterns changed unaspirated or aspirated syllables to their voiced form. The
first word in Table 4 is one pattern of deviation to standard pattern. The pattern
is of that word’s pronunciation is “A syllable’s pronunciation can be changed
if the syllable before it was changed”. This phenomenon can cause a cascade
of changes that can affect several syllables. The next pattern is changing the
pronunciation of successive aspirated or aspirated syllable to voiced sound if the
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vowel combination of first syllable is (/in/, /an/, /e/, /aun/, /ein/, /un/). The
second word in Table 4 is an example of that pattern. The pronunciation of some
vowel combinations is occasionally non-standard. An example of that pattern
is the third word in Table 4. Vowel sounds of some syllables are omitted and
sometime nasal vowel is added to the pronunciation. The fourth and fifth words
in Table 4 follow that pattern. Another pattern relates to compound words. If a
noun and verb combine to form a noun phrase, the final syllable (unaspirated or
aspirated) is changed to the voiced form.

We found every pattern has exceptions and the amount of exceptions is not
small. In one pattern, the number of exceptions is 2,659 in 6,446 occurrences of
that pattern and number exception of another pattern is 344 of 4,817 of occur-
rences. There are 224 exceptions in out of 388 occurrences in the pattern of
omission of vowel sound. From this fact, it is obvious that only rule based or dic-
tionary based approaches cannot predict correctly for Myanmar G2P conversion.

6 Experiments

6.1 Data Settings

We use three training data settings: extended version of MLC Dictionary (28,393
unique words) that we prepared (see Sect. 4.1), selected 5,276 sentences (see
Sect. 4.2) with a greedy algorithm and combination of two of them. Training data
were mapped to our phoneme symbols to create the training data for building
CRF models and phrase based translation models.

We prepared 4 open test sets that were randomly selected from BTEC corpus;
3 sentence level test sets (Test set 1, Test set 2, Test set 3) and 1 word level
test set (Test set 4). Each sentence level test set has 500 sentences. In detail,
the unique number of Test sets are: Test set 1 contains 831 syllables and 837
phonemes, Test set 2 contains 836 syllables and 844 phonemes, and Test set
3 contains 824 syllables and 822 phonemes. Word level test set 4 contains 414
words, 461 syllables and 480 phonemes.

6.2 Conditional Random Field (CRF) Models

We used the CRFsuite tool [15] for training and testing CRF models. The feature
set consisted of unigrams and bigrams of syllables, and unigrams, bigrams and
trigrams of pronunciation change labels for each feature, and is shown below:

s[t-2], s[t-1], s[t], s[t+1], s[t+2]
s[t-1]—s[t], s[t]—s[t+1]
l[t-2], l[t-1], l[t], l[t+1], l[t+2]
l[t-2]—l[t-1], l[t-1]—l[t], l[t]—l[t+1], l[t+1]—l[t+2]
l[t-2]—l[t-1]—l[t], l[t-1]—l[t]—l[t+1], l[t]—l[t+1]—l[t+2]

Where s[t] is the syllable at position t (t being the position of the syllable
being labeled), and l[t] is the label at position t; and s[t-1]s[t] is a bigram of
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syllables, and so on. In addition the model includes transition features for up to
bigrams of phonemes.

6.3 Phrase Based Translation Models

We use the phrase based SMT system in Moses for training machine translation
model [12]. The Myanmar source segmented by syllable segmentation method is
aligned to the syllable level phoneme using GIZA++ [16]. The alignment is sym-
metrized by grow-diag-final-and heuristics [17]. The lexicalized reordering model
is trained with the msd-bidirectional-fe option [18]. We use SRILM to training
5-gram language model with interpolated modified Kneser-Ney discounting on
phoneme training data [19,20]. In decoding, we adopt the default settings of the
Moses decoder. Since the size of manually phoneme tagged data is small, tuning
was not done for all SMT experiments in this paper.

6.4 Evaluation Criteria

We used two criteria for evaluation; Bilingual Evaluation Understudy (BLEU)
[14] for SMT and phoneme accuracy for comparison between CRF and SMT
approaches.

7 Results

The results of the SMT experiment with dictionary model, selected sentences
model and combination of dictionary and selected sentences model are shown
in Table 5. From the results, generally, translation model trained with sentence
level give better G2P translation than word level for Test Set 1, 2 and 3. The
highest BLEU score 86.29 achieved from the Dictionary+Sentence SMT model.

Table 5. Test set BLEU score of Myanmar G2P

Test data Dictionary Sentence Dict+sentence

Test set 1 37.15 74.63 74.59

Test set 2 34.70 73.73 74.18

Test set 3 38.55 75.33 75.57

Test set 4 80.34 79.17 86.29

The comparison in terms of phoneme accuracy between CRF and SMT
approaches is shown in Table 6. It can be seen clearly that G2P conversion using
SMT approaches outperformed that of CRF.

We also measured training time difference between CRF and SMT
approaches. Here, we used three different servers with similar specification.
Training time for dictionary model, sentence model and dictionary + sentence
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Table 6. Phoneme accuracy of CRF and SMT approaches

CRF SMT

Test-data Dictionary Sentence Dict+sent Dictionary Sentence Dict+sent

Test set 1 50.48 73.56 74.21 65.34 89.66 89.59

Test set 2 49.60 73.82 74.36 63.64 89.24 89.45

Test set 3 51.31 74.55 75.17 65.69 89.94 90.12

Test set 4 75.93 72.71 77.71 92.79 91.85 94.29

Fig. 2. Training time comparison between CRF and SMT approaches

model can be seen in Fig. 2. From this results, SMT approach considerably faster
than CRF and able to train in less than one minute.

8 Discussion

There are 1816 unique syllables and 1829 unique phonemes in BTEC and the
coverage of syllables and phonemes of selected 5276 sentences from BTEC is
shown in Table 7.

There is usually more than one pronunciation for some syllables and all pro-
nunciations of each syllable are included in dictionary. From the results pre-
sented in Sect. 7, it can be concluded that models training with a dictionary
is not enough for sentence level G2P for Myanmar language. Since, pronunci-
ations of syllables can be contextually dependent such as some particles and
conjunctions. Figure 3 shows an example sentence where SMT can predict the
right pronunciation of the respective syllable.
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Table 7. Syllable and phone coverage for the selected 5,276 sentences

Syllables Di-phone Tri-phone

Unit 1,833 5,121 35,295

Coverage 99.77% 90.95% 88.78%

Fig. 3. An example of three SMT model outputs

In predicting new compound words (OOV), all CRF models (dictionary,
selected sentences model, dictionary+selected sentences model) predicted as its
standard pronunciation but the sentence model and dictionary+sentence SMT
model can predict the correct phonemes. An example OOV word,
(the most difficult)

standard pronunciation: a- khe’ khe: hsoun:
correct pronunciation: a- khe’ khe: zoun:

where “ ” is the stem word in the dictionary it combines with an affix
“ ” and suffix “ ” to form an adjective. Some OOV words that are predicted
erroneously by all CRF models and cannot be predicted by the SMT models are
shown below with their correct pronunciations.

But a foreign name (Russia) pronounce as ra- sha: that appeared only
once in the training corpus is predicted correctly by the sentence SMT model
but not by the CRFs and other SMT models.

An example imperative sentence that ends with stem verb without suffix and
its outputs from different models are shown below:
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The pronunciation of was predicted correctly by the SMT sentence
and dictionary+sentence models. In the sentence level test sets 1, 2 and 3, the
pronunciation of some syllables that have two phonemes, for example

is predicted correctly by all SMT models but not by the CRF models.
The conjunctions and some (unaspirated/aspirated to voiced) changed pro-

nunciations are correctly predicted by the sentence CRF models and sentence
SMT models.

The outputs of the CRF models and SMT models for an input Myanmar
sentence along with its meaning and correct pronunciation are shown in below.

In the above example, all models except dictionary models can predict the
correct pronunciations.

In all the CRF models, the dictionary+sentence model has achieved the high-
est accuracy but among the SMT models, the sentence model achieved similar
accuracy to the dictionary+sentence model. This indicates that the sentence
SMT model can work well without a dictionary since the training sentences are
selected to cover all syllables and phonemes from the original BTEC corpus. One
major advantage of using SMT rather than a CRF model is speed. The SMT
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model proved to be considerably faster in both decoding and training, making
the approach far more practicable.

9 Conclusion

In this paper, we presented G2P conversion results applying phrase based SMT.
The highest BLEU score 86.29 was achieved from training only with a dictionary
plus selected 5,276 sentences. All the results using SMT outperformed CRF
approaches in terms of phoneme accuracy. Furthermore, our experiments have
shown that the SMT approach also has a great advantage at the sentence level.
In future work we hope to extend our SMT experiments with extended phoneme
tagged data and also with other syllable based languages such as Thai, Khmer.

Acknowledgment. We thank Ms. Aye Mya Hlaing (UCSY, Yangon, Myanmar) and
Ms. Hay Mar Soe Naing (UCSY, Yangon, Myanmar) for their help in phoneme tagging
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Abstract. This paper proposes how to collect bilingual technical terms
from Japanese-Chinese patent families. In the proposed method, the
phrase translation table of a statistical machine translation model is
used within the procedure of estimating Japanese-Chinese translation of
technical terms. In this procedure, first, we extract Japanese technical
terms from the Japanese side of parallel patent sentences. Then, we col-
lect all the sentences that contain the extracted Japanese term. Next, we
generate Chinese translation of the Japanese technical term, where we
refer to the phrase translation table of a statistical machine translation
model. Finally, we apply the Support Vector Machines (SVMs) to the
task of identifying bilingual technical terms. As the overall performance,
we achieve over 90% precision with the condition of more than or equal
to 60% recall.

Keywords: Translation acquisition · Statistical machine translation ·
Phrase translation table · SVM

1 Introduction

Manual compilation of bilingual lexicon requires huge manual labor. Research
efforts on automatically compiling bilingual lexicons have been in the academic
fields of knowledge acquisition from natural language text. Especially, the fol-
lowing types of techniques have been invented: translation term pair acquisition
based on statistical co-occurrence measure from parallel sentences [8], transla-
tion term pair acquisition from comparable corpora [1,9], compositional trans-
lation generation based on an existing bilingual lexicon for human use [11],
translation term pair acquisition by collecting partially bilingual texts through
the search engine [3,6], and translation term pair acquisition from multilingual
resources included in Wikipedia [2].

This paper proposes to collect Japanese-Chinese technical terms from the
phrase translation table. The phrase table is trained by a phrase-based statis-
tical machine translation (SMT) model with parallel sentences automatically
c© Springer Science+Business Media Singapore 2016
K. Hasida and A. Purwarianti (Eds.): PACLING 2015, CCIS 593, pp. 251–262, 2016.
DOI: 10.1007/978-981-10-0515-2 18
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extracted from patent families. The proposed approach is advantageous in that
Japanese-Chinese patent families, from which we collect Japanese-Chinese tech-
nical terms, continue to be published every year.

In this procedure, first, we extract Japanese technical terms from the
Japanese side of parallel patent sentences. Then, we collect all the sentences
that contain the extracted Japanese term. Next, we generate Chinese transla-
tion of the Japanese technical term, where we refer to the phrase translation
table of a statistical machine translation model. Finally, we apply the Support
Vector Machines (SVMs) to the task of identifying bilingual technical terms. As
the overall performance, we achieve over 90 % precision with the condition of
more than or equal to 60 % recall.

2 Japanese-Chinese Parallel Patent Documents

Japanese-Chinese parallel patent documents are collected from the Japanese
patent documents and the Chinese patent documents. The Japanese patent doc-
uments are those published by the Japanese Patent Office (JPO) in 2004–2012.
The Chinese patent documents are those published by State Intellectual Prop-
erty Office of the People’s Republic of China (SIPO) in 2005–2010. From them,
312,492 patent families are extracted. Then, Japanese and Chinese sentences are
aligned by the method of Utiyama and Isahara [13]. In this alignment procedure,
we used a Japanese-Chinese translation lexicon consisting of about 170,000 Chi-
nese head words. From those sentence alignment result, we use 3.6M parallel
patent sentences which have the highest scores of sentence alignment.

3 Phrase Translation Table of an SMT Model

We apply Moses [5] to the whole 3.6M parallel patent sentences as a toolkit of a
phrase-based SMT model. Before applying Moses, we apply the Japanese mor-
phological analyzer MeCab1 with the morpheme lexicon IPAdic2 to Japanese
sentences and segment them into a sequence of morphemes. We also apply the
Chinese morphological analyzer Stanford Word Segment [12] trained with Chi-
nese Penn Treebank to Chinese sentences and segment them into a sequence of
morphemes. When we apply Moses, the upper bound of the numbers of the mor-
phemes of both Japanese and Chinese phrases is set as 15. The trained phrase
translation table is in the direction of Japanese to Chinese translation and con-
sists of 108M translation pairs with 76M Japanese phrases. Each entry in the
phrase translation table has a Japanese to Chinese phrase translation probabil-
ity P (pC | pJ) of translating a Japanese phrase pJ into a Chinese phrase pC .
The phrase translation table includes multiple Chinese translation candidates
for each Japanese phrase. Those multiple translation candidates are ranked in
descending order of Japanese to Chinese phrase translation probabilities.

1 http://mecab.sourceforge.net/.
2 http://sourceforge.jp/projects/ipadic/.

http://mecab.sourceforge.net/
http://sourceforge.jp/projects/ipadic/
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Fig. 1. Estimating the translation of a technical term based on a phrase translation
table and a parallel sentence pair

4 Estimating the Translation of a Technical
Term Based on a Phrase Translation Table
and a Parallel Sentence Pair

As we show in Fig. 1, Chinese translation of a Japanese technical term is esti-
mated based on a phrase translation table and a parallel sentence pair. When we
have a parallel sentence pair 〈SJ , SC〉 and a Japanese technical term tJ , we first
refer to the phrase translation table and identify a bilingual technical term pair.
Then, we collect candidates of Chinese translation of the Japanese technical term
tJ and match them against the Chinese sentence SC of the parallel sentence pair
〈SJ , SC〉. Finally, we select t̂C with the largest translation probability P (tC | tJ)
among those found in SC , and then we identify the bilingual technical term pair
〈tJ , t̂C〉 as the result.

5 Applying SVM to Translation Estimation

5.1 Japanese Technical Terms for Evaluation

This section presents how we select Japanese technical terms for evaluation.
First, 1.2M noun phrases are extracted from the 3.6M parallel patent sentences.
Next, according to the frequency within the whole parallel patent sentences,
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Table 2. Numbers of positive and negative reference examples

Positive Negative Total

1,531 1,002 2,533

Table 3. Positive examples (jf : Japanese technical terms frequency, jcf : Japanese-
Chinese co-occurrence frequency)

the set of all the Japanese noun phrases are divided into 13 frequency ranges
shown in Table 1. From each frequency range, we manually judge whether each of
randomly selected 90 Japanese noun phrases is appropriate as a technical term
to be used in the evaluation of Chinese translation estimation. 578 Japanese
technical terms are selected for evaluation.

5.2 A Reference Set of Bilingual Technical Terms

Based on the procedure of translation estimation of Sect. 4, we collect Chinese
translation candidates for each of the 578 Japanese technical terms selected
in the previous section. In total, 2,533 candidates of Japanese-Chinese technical
term translation pairs are obtained. We manually judge whether each of the 2,533
candidates is a correct technical term translation pair or not. As in Table 2, 1,531
correct translation pairs are obtained as positive examples, while the remaining
1,002 erroneous ones are judged as negative examples. In the evaluation of this
paper, the set of those positive/negative examples is used as the reference set of
Japanese-Chinese technical term translation pairs.

For each pair of the 13 frequency ranges of Japanese technical term frequency
(jf) and Japanese-Chinese co-occurrence frequency (jcf), Table 1 also shows
the numbers of positive/negative examples. For each pair of low/middle/high
frequency ranges of Japanese technical term frequency (jf) and Japanese-
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Chinese co-occurrence frequency (jcf), Table 3 further lists positive examples
of Japanese-Chinese technical term translation pairs.

5.3 Applying SVM

This section describes how we apply SVMs to the task of identifying bilingual
technical terms. The reference set of 2,533 bilingual technical terms are first
divided into 10 subsets3.

We use TinySVM4 as a tool for learning SVMs. We use the polynomial
(2nd order) kernel as the kernel function. 8 out of the whole 10 subsets are
used in the training of SVMs. In the tuning of SVMs classifier, the distance
from the separating hyperplane to each test instance is regarded as a confidence
measure and the lower bound of the confidence is tuned with one of the remain-
ing two subsets. Tuning instances which satisfy the confidence measure over a
certain lower bound is only considered as positive samples. The lower bound is
tuned for maximizing precision while keeping recall more than or equal to 60 %,
or it is tuned for maximizing F-measure. The trained classifier is tested against
another one of the remaining two subsets. Test instances which satisfy the con-
fidence measure over the lower bound is only returned as positive samples. This
procedure of training/tuning/testing is repeated 10 times, and the 10 results of
test performance are averaged.

5.4 Features of SVM

Features we used in this paper are shown in Table 4. We divide those features
into the following two types: i.e., f1 and f2, which are monolingual features, and
f2, · · · , f9, which are bilingual features, representing various characteristics of
the input bilingual technical term pairs.

The monolingual features are f1, the frequency of the Japanese term and f2,
the frequency of the Chinese term. We represent their feature values as IDs of
the 13 frequency ranges.

The bilingual features are f3, the translation probability, f4, the rank of the
Chinese translation candidates, f5, the co-occurrence frequency of the bilingual
technical term pairs, f6, the difference of the frequency of the Japanese technical
term and the co-occurrence frequency of bilingual technical term pairs, f7, the
number of Chinese translation candidates, f8, the rate of parallel sentences where
phrase alignment is consistent with word alignments, and f9, the translation
probability when generating the Chinese translation candidate compositionally
from constituents of the Japanese technical term.

Among those features, we employ features based on term frequencies simply
because a bilingual technical term pair usually constitutes a correct translation

3 We collect Japanese-Chinese bilingual technical term pairs which are generated from
an identical Japanese term into one subset. We do not separate them into more than
one subsets.

4 http://chasen.org/˜taku/software/TinySVM.

http://chasen.org/~taku/software/TinySVM
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Table 4. Features of SVM

Class Feature Definition

Monolingual
features

f1: frequency of Japanese
term

the ID (1∼13) of the frequency range of
the Japanese technical term

f2: frequency of Chinese
term

the ID (1∼13) of the frequency range of
the Chinese technical term

Bilingual
features

f3: translation probability the translation probability P(tC | tJ)

f4: rank of Chinese
translation candidates
(descending order)

the rank of tC with respect to the
descending order of the conditional
translation probability P(tC | tJ)

f5: co-occurrence
frequency of bilingual
technical term pairs

the ID (1∼13) of the co-occurrence
frequency range of the
Japanese-Chinese technical term pairs

f6: difference of the
frequency of Japanese
technical term and the
co-occurrence
frequency of bilingual
technical term pairs

returns 1 if the difference of the
frequency of the Japanese technical
term and the co-occurrence frequency
of bilingual technical terms is less
than or equal to the upper bound (we
use 105 as this upper bound in this
paper), while returns 0 otherwise.

f7: number of Chinese
translation candidates

the number of Chinese translation
candidates for the Japanese technical
term tJ

f8: rate of parallel
sentences where phrase
alignment is consistent
with word alignments

f8 =

the number of parallel sentences
where the phrase alignment is

consistent with word alignments
co-occurrence frequency
of the Japanese-Chinese

technical term pair

f9: translation probability
of compositional
translation generation

translation probability when generating
the Chinese translation candidate
compositionally from constituents of
the Japanese technical term

of each other if their frequencies are close. Also, if a pair of bilingual terms
has a high translation probability and/or one of them is ranked highly as the
translation candidate of the other in the SMT phrase translation table, they
are usually correct translation of each other. Thus, we employ f3 and f4. The
number of translation candidates is also useful. This is because, if the number
of translation candidates of a term is small, the term is usually a technical
term. Furthermore, the rate of parallel sentences where the phrase alignment is
consistent with word alignments is also employed because this rate is usually
large if a bilingual term pair is a correct translation of each other.
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Table 5. Results of evaluation (%)

Precision Recall F-measure

Baseline 60.4 100 75.3

SVM Maximum precision 91.8 59.7 72.3

Maximum F-measure 76.2 88.6 81.9

5.5 Evaluation Results

Evaluation results for a baseline as well as for SVMs are shown in Table 5. We
simply judge all of the input Japanese-Chinese technical term pairs as correct
translation as the baseline. When maximizing precision, we achieve almost 92 %
precision while keeping recall almost 60 %. When maximizing F-measure, we
achieve almost 82 % F-measure with around 76 % precision and 88 % recall.

For each pair of the 13 frequency ranges of Japanese technical term fre-
quency (jf) and Japanese-Chinese co-occurrence frequency (jcf), Table 6 shows
the evaluation results. We achieve around 90 % or higher precision in most pairs
of the 13 frequency ranges of Japanese technical term frequency and Japanese-
Chinese co-occurrence frequency. As shown in the table, when the rates of posi-
tive examples are lower for certain frequency range pairs, we have lower recalls
for the frequency range pairs.

Next, Table 7 shows examples of correct and erroneous SVMs’ judg-
ments. As shown in Table 7(a), a Japanese-Chinese technical term pair

, are correctly judged by SVM, mainly
because its translation probability in the phrase translation table (f3) as well as
its translation probability of compositional translation generation (f9) are high,
and both the rank of the Chinese translation candidate (f4) and the number of
Chinese translation candidate (f7) are 1. Also, another Japanese-Chinese techni-
cal term pair is correctly judged by SVM to be
a translation error, mainly because its values of f3 and f9 are 0 or quite small,
while those of f4 and f7 are fairly large.

Erroneous judgements by SVM shown in Table 7(b), on the other hand, are
mainly due to errors in Chinese morphological analysis. The first bilingual tech-
nical term pair is a translation error
since the two Chinese morphemes and are concatenated as the result of erro-
neous Chinese morphological analysis. Although it is expected that this bilingual
technical term pair is to be rejected by SVM, it is judged by SVM as correct trans-
lation, mainly because its values of f3 and f9 are not quite small, while the rank of
f4 is relatively high and the value of f7 is relatively small.
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Table 7. Example results of applying SVM

(a) Correct Judgement by SVM

(b) Erroneous Judgement by SVM

The second bilingual technical term pair ,
on the other hand, is a correct translation according to the reference judgement.
However, this technical term pair is judged by SVM to be a translation error
mainly because the value of the translation probability of compositional transla-
tion generation (f9) is 0. This is caused by the results of Japanese and Chinese
morphological analysis that are not consistent with each other. In the result of
Japanese morphological analysis, is a sequence of consecutive three mor-
phemes, while, in the result of Chinese morphological analysis, three morphemes
corresponding to the Japanese ones are concatenated into one mor-
pheme as . This inconsistency causes the feature (f9) of the translation
probability of compositional translation generation to be 0, since the Chinese
morpheme can not be decomposed into its constituents in the procedure
of compositional translation generation.

6 Related Work

This section discusses related work. Itagaki et al. [4] studied automatic validation
of translation pairs available in the phrase translation table trained by an SMT
model. Yasuda and Sumita [14] also studied to extract bilingual terms from
comparable patents. Kanji character similarity between Japanese and Chinese
languages is used in Yasuda and Sumita [14]. Our approach is different from
those of Itagaki et al. [4] and Yasuda and Sumita [14] mainly because we use
various features extracted from parallel patent sentences as well as the phrase
translation table of a SMT model. Lu and Tsou [7] studied to extract English-
Chinese bilingual terms from patent families. In Lu and Tsou [7], they extract
bilingual terms from parallel sentences by SVM. Our approach is different from
that of Lu and Tsou [7] in that our features studied are much finer-grained
and cover wider range of information. Morishita et al. [10] studied to acquire
Japanese-English technical term translation lexicon from the phrase translation
tables. Our approach is more advantageous than that of Morishita et al. [10]
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because we concentrate on utilizing information that are available from patent
families, but not rely on information source other than patent families. Also,
features we employed in this paper cover much wider range of information that
are available from patent families.

7 Conclusion

This paper proposed how to collect bilingual technical terms from Japanese-
Chinese patent families. In the proposed method, the phrase translation table
of a statistical machine translation model was used within the procedure of esti-
mating Japanese-Chinese translation of technical terms. We then applied SVMs
to the task of identifying bilingual technical terms. We achieved the performance
of over 90 % precision with the condition of more than or equal to 60 % recall.
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