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Preface

The Conference on the Forum of Big Data Technology and Applications (BDTA) 2015
took place in Harbin, Heilongjiang Province, China, on December 25, 2015, hosted by
CCF and co-hosted by CCF TCAPP.

The development and application of big data and cloud computing have made great
progress. Big data are expected to make a breakthrough in key industries such as
communications, Internet, finance, medical treatment, and smart cities. Although big
data has brought about changes and opportunities, China’s big data industry is still in
the initial stage of development. There are many challenges to be faced, for example,
overall strategic planning is still to be deployed, the core technology of big data and the
development of data resources need to be improved, the collaboration of industry
partners and the bottlenecks in business models still need to be resolved, while the
situation of data security and privacy protection is grim.

BDTA 2015 provided a high-end interactive platform bringing together key figures
in the area. They reported on and discussed the problems faced by China’s researchers
working on big data core technology and different application areas.

This year, BDTA received 116 submissions. After a thorough reviewing process,
26 English papers were selected for presentation as full papers, with an acceptance rate
of 22.4%. This volume contains the 26 English full papers presented at BDTA 2015
and one short papers. The high-quality program would not have been possible without
the authors who chose BDTA 2015 as a venue for their publications. We are also very
grateful to the Program Committee members and Organizing Committee members,
who put a tremendous amount of effort into soliciting and selecting research papers
with a balance of high quality and new ideas and new applications.

We hope that you enjoy reading and benefit from the proceedings of BDTA 2015.

November 2015 Weipeng Jing
Wenguang Chen



Organization

Conference Chair

Wenguang Chen Tsinghua University, China

Conference Co-chair

Guisheng Yin Harbin Engineering University, China

Program Chair

Gansen Zhao South China Normal University, China

Program Co-chairs

Qilong Han Harbin Engineering University, China
Weipeng Jing Northeast Forestry University, China

Local Chair

Zeguang Lu Harbin Sea of Clouds and Computer Technology
Services Ltd., China

Committee Members

Aibin Chen Central South University of Forestry and Technology, China
Xuebin Chen North China University of Science and Technology, China
Ziyun Deng Hunan Vocational College of Modern Logistics, China
Youxiang Duan China University of Petroleum, China
Yuan Gao Tsinghua University, China
Guangjie Han Hohai University, China
Xin Jin Central University of Finance and Economics, China
Junyu Lin Harbin Engineering University, China
Peng Liu North China Electric Power University, China
Yuekun Ma North China University of Science and Technology, China
Jun Niu Ningbo University, China
Jianquan Ouyang Xiangtan University, China
Zhiyou Ouyang Nanjing University of Posts and Telecommunications, China



Zhaowen Qiu Northeast Forestry University, China
Jianjing Shen The PLA Information Engineering University, China
Lei Shu Guangdong University of Petrochemical Technology, China
Yuxia Sun Jinan University, China
Ming Tao Dongguan University of Technology, China
Zumin Wang Dalian University, China
Hongzhi Wang Harbin Institute of Technology, China
Kun Wang Nanjing University of Posts and Telecommunications, China
Mingjun Wei North China University of Science and Technology, China
Xiaoling Wu Guangzhou Institute of advanced Technology, China
Ke Zhang University of Electronic Science and Technology of China,

China
Gansen Zhao South China Normal University, China
Junhui Zhao Beijing Jiaotong University, China

VIII Organization



Contents

A General MHSS Iteration Method for a Class of Complex Symmetric
Linear Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Yan-Ping Wang and Li-Tao Zhang

Big Data Storage Architecture Design in Cloud Computing . . . . . . . . . . . . . 7
Xuebin Chen, Shi Wang, Yanyan Dong, and Xu Wang

Visual Analysis for Civil Aviation Passenger Reservation Data
Characteristics Based on Uncertainty Measurement . . . . . . . . . . . . . . . . . . . 15

Huaiqing He, Hongrui Du, and Haohan Liu

The Mobile Personalized Recommendation Model Containing Implicit
Intention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Jing Liu, Jun Zhang, Yan Li, Shuqun He, and Caixue Zheng

Personalized Recommendation System on Hadoop and HBase . . . . . . . . . . . 34
Shufen Zhang, Yanyan Dong, Xuebin Chen, and Shi Wang

A Social Stability Analysis System Based on Web Sensitive Information
Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Wei Wang

Energy Conservation Strategy for Big News Data on HDFS. . . . . . . . . . . . . 59
Jiang Zhong, Hao Chen, and Lei Yang

Research on Jukes-Cantor Model Parallel Algorithm Based on OpenMP . . . . 74
Kang Wan, Jun Lu, Jiaju Zheng, and Zihan Ren

Rough Control Rule Mining Model Based on Decision Interval Concept
Lattice and Its Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Ailing Sun, Chunying Zhang, Liya Wang, and Zhijiang Wang

Research on Association Analysis Technology of Network User Accounts . . . 93
Yunpeng Guo, Yan Liu, and Junyong Luo

A Distributed Query Method for RDF Data on Spark . . . . . . . . . . . . . . . . . 102
Minru Guo and Jingbin Wang

Real-Time Monitoring and Forecast of Active Population Density Using
Mobile Phone Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Qi Li, Bin Xu, Yukun Ma, and Tonglee Chung

http://dx.doi.org/10.1007/978-981-10-0457-5_1
http://dx.doi.org/10.1007/978-981-10-0457-5_1
http://dx.doi.org/10.1007/978-981-10-0457-5_2
http://dx.doi.org/10.1007/978-981-10-0457-5_3
http://dx.doi.org/10.1007/978-981-10-0457-5_3
http://dx.doi.org/10.1007/978-981-10-0457-5_4
http://dx.doi.org/10.1007/978-981-10-0457-5_4
http://dx.doi.org/10.1007/978-981-10-0457-5_5
http://dx.doi.org/10.1007/978-981-10-0457-5_6
http://dx.doi.org/10.1007/978-981-10-0457-5_6
http://dx.doi.org/10.1007/978-981-10-0457-5_7
http://dx.doi.org/10.1007/978-981-10-0457-5_8
http://dx.doi.org/10.1007/978-981-10-0457-5_9
http://dx.doi.org/10.1007/978-981-10-0457-5_9
http://dx.doi.org/10.1007/978-981-10-0457-5_10
http://dx.doi.org/10.1007/978-981-10-0457-5_11
http://dx.doi.org/10.1007/978-981-10-0457-5_12
http://dx.doi.org/10.1007/978-981-10-0457-5_12


Ranking-Based Recommendation System with Text Modeling . . . . . . . . . . . 130
Chuchu Huang and Guang Chen

Design and Implementation of a Project Management System Based on
Product Data Management on the Baidu Cloud Computing Platform . . . . . . . 144

Shenghai Qiu, Yunxia Wang, Wenwu Jin, and Jiannan Liu

A Ring Signature Based on LDGM Codes . . . . . . . . . . . . . . . . . . . . . . . . . 155
Mingye Liu, Yiliang Han, and Xiaoyuan Yang

SparkSCAN: A Structure Similarity Clustering Algorithm on Spark . . . . . . . 163
Qijun Zhou and Jingbin Wang

Using Distant Supervision and Paragraph Vector for Large Scale Relation
Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Yuming Liu and Weiran Xu

Computer Assisted Language Testing and the Washback Effect on
Language Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Zhang Hongjun and Pan Feng

Using Class Based Document Frequency to Select Features in Text
Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Baoli Li, Qiuling Yan, and Liping Han

A Generalized Location Privacy Protection Scheme in Location Based
Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Jing-Jing Wang, Yi-Liang Han, and Jia-Yong Chen

Cooperation Oriented Computing: A Computing Model Based on Emergent
Dynamics of Group Cooperation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

Jiaoling Zheng, Hongpin Shu, Yuanping Xu, Shaojie Qiao,
and Liyu Wen

SVR Recommendation Algorithm of Civil Aviation Auxiliary Service
Based on Context-Awareness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

Haohan Liu, Hongli Zhang, Kanghua Hui, and Huaiqing He

Crystal MD: Molecular Dynamic Simulation Software for Metal with BCC
Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

He Bai, Changjun Hu, Xinfu He, Boyao Zhang, and Jue Wang

GPU Acceleration of the Locally Selfconsistent Multiple Scattering Code
for First Principles Calculation of the Ground State and Statistical Physics
of Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Markus Eisenbach, Jeff Larkin, Justin Lutjens, Steven Rennich,
and James H. Rogers

X Contents

http://dx.doi.org/10.1007/978-981-10-0457-5_13
http://dx.doi.org/10.1007/978-981-10-0457-5_14
http://dx.doi.org/10.1007/978-981-10-0457-5_14
http://dx.doi.org/10.1007/978-981-10-0457-5_15
http://dx.doi.org/10.1007/978-981-10-0457-5_16
http://dx.doi.org/10.1007/978-981-10-0457-5_17
http://dx.doi.org/10.1007/978-981-10-0457-5_17
http://dx.doi.org/10.1007/978-981-10-0457-5_18
http://dx.doi.org/10.1007/978-981-10-0457-5_18
http://dx.doi.org/10.1007/978-981-10-0457-5_19
http://dx.doi.org/10.1007/978-981-10-0457-5_19
http://dx.doi.org/10.1007/978-981-10-0457-5_20
http://dx.doi.org/10.1007/978-981-10-0457-5_20
http://dx.doi.org/10.1007/978-981-10-0457-5_21
http://dx.doi.org/10.1007/978-981-10-0457-5_21
http://dx.doi.org/10.1007/978-981-10-0457-5_22
http://dx.doi.org/10.1007/978-981-10-0457-5_22
http://dx.doi.org/10.1007/978-981-10-0457-5_23
http://dx.doi.org/10.1007/978-981-10-0457-5_23
http://dx.doi.org/10.1007/978-981-10-0457-5_24
http://dx.doi.org/10.1007/978-981-10-0457-5_24
http://dx.doi.org/10.1007/978-981-10-0457-5_24


Kernel Optimization on Short-Range Potentials Computations in Molecular
Dynamics Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

Xianmeng Wang, Jianjiang Li, Jue Wang, Xinfu He, and Ningming Nie

Optimizing Parallel Kinetic Monte Carlo Simulation by Communication
Aggregation and Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Baodong Wu, Shigang Li, and Yunquan Zhang

A Study on Process Model of Computing Similarity Between Product
Features and Online Reviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298

Xueguang Xie, Xiaoping Du, Qinghong Yang, and Pengfei Feng

Research on the Tendency of Consumer Online Shopping Based on
Improved TOPSIS Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Yuekun Ma, Pengfei Liu, and Donghuan Huang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

Contents XI

http://dx.doi.org/10.1007/978-981-10-0457-5_25
http://dx.doi.org/10.1007/978-981-10-0457-5_25
http://dx.doi.org/10.1007/978-981-10-0457-5_26
http://dx.doi.org/10.1007/978-981-10-0457-5_26
http://dx.doi.org/10.1007/978-981-10-0457-5_27
http://dx.doi.org/10.1007/978-981-10-0457-5_27
http://dx.doi.org/10.1007/978-981-10-0457-5_28
http://dx.doi.org/10.1007/978-981-10-0457-5_28


A General MHSS Iteration Method for a Class
of Complex Symmetric Linear Systems

Yan-Ping Wang(&) and Li-Tao Zhang(&)

Department of Mathematics and Physics, Zhengzhou University of Aeronautics,
Zhengzhou, Henan 450015, People’s Republic of China

wangyanping68@126.com, litaozhang@163.com

Abstract. Recently, Bai et al. [Modified HSS iteration methods for a class of
complex symmetric linear systems, computing, 87 (2010), 93–111] introduced
and analyzed a modification of the Hermitian and skew-Hermitian splitting
iteration method for solving a broad class of complex symmetric linear systems.
In this paper, based on the Modified HSS iteration methods (MHSS) designed
by Bai et al., we present a general MHSS iteration method for a class of complex
symmetric linear systems. Moreover, we analyze the convergence of general
MHSS method.

Keywords: Complex symmetric matrix � Hermitian and skew-Hermitian
splitting � Convergence � Preconditioning
MSC: 65F10 � 65F15

1 Introduction

Consider the linear equations of the form

Ax ¼ b; ð1Þ

where x; b 2 Cn and A 2 Cn�n is a complex symmetric matrix, whose form is

A ¼ W þ iT ; ð2Þ

and W ; T 2 Rn�n are real symmetric matrices, with W being positive definite and
T positive semidefinite. Here and in the sequel we use i ¼ ffiffiffiffiffiffiffi�1

p
to denote the imag-

inary unit. We assume T 6¼ 0 which implies that A is non-Hermitian.
Complex symmetric linear systems of this kind arise in many problems in scientific

computing and engineering applications, including diffuse optical tomography,
FFT-based solution of certain time-dependent PDEs, quantum mechanics, molecular
scattering, structural dynamics, and lattice quantum chromodynamics.

The Hermitian and skew-Hermitian parts of the complex symmetric matrix A 2
Cn�n are given by

© Springer Science+Business Media Singapore 2016
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H ¼ 1
2
ðAþA�Þ ¼ W and S ¼ 1

2
ðA� A�Þ ¼ iT

respectively, hence, A 2 Cn�n is non-Hermitian, but positive definite matrix. Here A� is
used to denote the conjugate transpose of the matrix A. Based on the Hermitian and
skew-Hermitian splitting (HSS)

A ¼ Hþ S

of the matrix A 2 Cn�n, Bai et al. [1] gave HSS iteration method, which is as follows:

However, a potential difficulty with the HSS iteration method is the need to solve
the shifted skew-Hermitian sub-system of linear equations at each iteration step, which
is as difficult as that of the original problem. Recently, by making use of the special
structure of the coefficient matrix A 2 Cn�n, Bai et al. established the following
modified HSS iteration (MHSS) method for solving the complex symmetric linear
system (1–2) in an analogous fashion to the HSS iteration scheme in [7].

Concerning the convergence of the stationary MHSS iteration method, Bai et al. [7]
the convergence properties, including convergence condition, spectral radius of the
iterative matrix and the choices of iterative parameter etc., of the MHSS iteration for
complex symmetric linear system (1–2). Based the modified HSS (MHSS) method, we
design the general MHSS iteration method and analyze the convergence of the general
MHSS iteration method similar to the proving process of Sect. 2 in [7].

2 Y.-P. Wang and L.-T. Zhang



2 The General MHSS Method 义 MSSOR

In this section, based modified HSS iteration method, we present the general MHSS
iteration method for a class of complex symmetric linear system, which is as follows:

Remark 2.1. When b ¼ a, then the general MHSS iteration method reduces to the
modified HSS iteration method. So, the general MHSS method is the generalization of
the modified HSS method.

Remark 2.2. Evidently, each iterate of the MHSS iteration alternates between the two
symmetric matrices W and T. As W 2 Rn�n is symmetric positive definite, T 2 Rn�n is
symmetric positive semidefinite and a 2 R is positive, we see that both matrices aIþW
and aIþ T are symmetric positive definite.

After straightforward derivations we can reformulate the general MHSS iteration
scheme into the standard form

xkþ 1 ¼ Mða; bÞxðkÞ þ Gða; bÞb; k ¼ 0; 1; 2; . . .;

where

Mða; bÞ ¼ ðbIþ TÞ�1ðbIþ iWÞðaIþWÞ�1ðaI � iTÞ

and

Gða; bÞ ¼ ðb� aiÞðbIþ TÞ�1ðaIþWÞ�1:

In addition, if we introduce matrices

Bða; bÞ ¼ bþ ai

a2 þ b2
ðaIþWÞðbIþ TÞ and Cða; bÞ ¼ bþ ai

a2 þ b2
ðbIþ iWÞðaI� iTÞ:

Then it holds that

A ¼ Bða; bÞ � Cða; bÞ and Mða; bÞ ¼ Bða; bÞ�1Cða; bÞ:

Concerning the convergence of the general MHSS iteration method, we have the
following theorem.

A General MHSS Iteration Method 3



Theorem 2.1. Let A ¼ W þ iT 2 Cn�n with W 2 Rn�n and T 2 Rn�n symmetric
positive definite and symmetric positive semidefinite, respectively, and let a and b be
two positive constant. If the parameters satisfy one of the following conditions

where spðWÞ denotes the spectrum of the matrix W. i.e., the general MHSS iteration
converges to the unique solution x� 2 Cn of the complex symmetric linear system (1–2)
for any initial guess.

证明. By direct computations we obtain

qðMða; bÞÞ ¼ qðbIþ TÞ�1ðbIþ iWÞðaIþWÞ�1ðaI � iTÞ
¼ qððbIþ iWÞðaIþWÞ�1ðaI � iTÞðbIþ TÞ�1Þ
� kðbIþ iWÞðaIþWÞ�1ðaI � iTÞðbIþ TÞ�1k2
�kðbIþ iWÞðaIþWÞ�1k2kðaI � iTÞðbIþ TÞ�1k2:

Because W 2 Rn�n and T 2 Rn�n are symmetric, there exist orthogonal matrices
U;V 2 Rn�n such that

UTWU ¼ KW ;V
TTV ¼ KT ;

where

KW ¼ diagðk1; k2; . . .; knÞ

and

KT ¼ diagðl1; l2; . . .; lnÞ;

with kjð1� j� nÞ and ljð1� j� nÞ being the eigenvalues of the matrices W and T ,
respectively. By assumption, it holds that kj [ 0 and lj [ 0; j ¼ 1; 2; . . .; n: Now,
based on the orthogonal invariance of the Euclidean norm �k k2, we can further obtain
the following upper bound on qð �Mða; bÞÞ:

4 Y.-P. Wang and L.-T. Zhang



qðMða; bÞÞ� kðbIþKWÞðaIþKWÞ�1k2kðaI � iKTÞ�1k2
¼ max

kj2spðWÞ
j bþ ikj
aþ kj

j � max
lj2spðTÞ

j a� ilj
bþ lj

j

¼ max
kj2spðwÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ k2j

q

aþ kj
max

lj2spðTÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ l2j

q

bþ lj
:

Case 1: When b ¼ a
Since lj � 0 holds for all lj 2 spðTÞð1� j� nÞ; we find thatffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ l2j

q
� aþ lj ¼ bþ lj:

Then, we can get

qðMða; bÞÞ� max
kj2spðwÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ k2j

q

aþ kj
¼ rða; bÞ:

Obviously, rða; bÞ\1 holds true for any a ¼ b[ 0, therefore the general MHSS
iteration converges to the unique solution of the complex symmetric linear system (1–2).

Case 2: When b[ a and b2\a2 þ 2akj

Since b[ a, then
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ l2j

q
\

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ l2j

q
� bþ lj. So, we can immediately obtain

qðMða; bÞÞ� max
kj2spðwÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ k2j

q

aþ kj
¼ rða; bÞ:

Obviously, rða; bÞ\1 holds true for b2\a2 þ 2akj, therefore the general MHSS
iteration converges to the unique solution of the complex symmetric linear system (1–2).

Case 3: When b\a and a2 � b2 þ 2blj

Since a2 � b2 þ 2blj, then
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ l2j

q
� bþ lj. We can immediately obtain

qðMða; bÞÞ� max
kj2spðwÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ k2j

q

aþ kj
¼ rða; bÞ:

Obviously, rða; bÞ\1 holds true for b\a )
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ k2j

q
\

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ k2j

q
\aþ kj,

therefore the general MHSS iteration converges to the unique solution of the complex
symmetric linear system (1–2).

A General MHSS Iteration Method 5



Remark 2.3. Theorem 2.1 shows that the convergence rate of the general MHSS
iteration method is bounded by rða; bÞ in the parameters satisfying certain conditions,
which depends on the eigenvalues of the symmetric positive definite matrix W.

Remark 2.4. Obviously, Theorem 2.1 in this paper includes Theorem 2.1 in [7].
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(11226337), NSFC (11501525, 11471098, 61203179, 61202098, 61170309, 91130024,
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Abstract. To solve the lag problem of the traditional storage technology in mass
data storage and management, the application platform is designed and built for
big data on Hadoop and data warehouse integration platform, which ensured the
convenience for the management and usage of data. In order to break through the
master node system bottlenecks, a storage system with better performance is
designed through introduction of cloud computing technology, which adopts the
design of master-slave distribution patterns by the network access according to
the recent principle. Thus the burden of single access the master node is reduced.
Also file block update strategy and fault recovery mechanism are provided to
solve the management bottleneck problem of traditional storage system on the
data update and fault recovery and offer feasible technical solutions to storage
management for big data.

Keywords: Big data · Cloud computing · Hadoop · Data warehouse · Storage
architecture

1 Introduction

With the advent of the era of the cloud, the data format and size is growing at an
unprecedented speed. Reasonable storage and management on growing huge amounts
of data will be beneficial to provide support to industry analysis which is applied to
forecast, as well as to effectively take advantage of big data under the background of
opportunities and challenges, to the integrate traditional decision method and the
concept of the decision method of big data, to build a platform of innovative manage‐
ment of computer technology for intelligent analysis prediction and evaluation of
prediction. Eventually the ability of enterprise to apply new technology on manage‐
ment and decision making will be improved [1].

Big data is put forward for the first time in 2009, and then have found application in
the field of multiple business and development, especially the mature usage on medical
field. In the era of big bang data, using data service in the industry is the inevitable result
of the activation of era. To use data efficiently and accurately, the premise is the efficient
storage and management of data, to take appropriate data storage model according to
different application requirements, so as to more efficiently real-time process and
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analyze data. Relevant data is the collected and under storage management for analysis
and process so as to dig out the potential value of the information provided to the senior
leadership for decision making judgment. In big data environment, users put forward
higher request to the storage service on the availability, reliability and durability of data.
In order to prevent the data from being lost or damaged and ensure data privacy, the
environment of users’ storage system is essential [2]. Google’s programming model can
effectively parallel-process mass data, which adopt the GFS and BigTable model for
data management, the big data platform based on Hadoop implements Google’s big data
storage system with source opened.

Early in the information economy, the enterprise only plays as a resource to collect
and store the data with simple statistical analysis at most, while the intrinsic value of
the data is usually ignored. Along with the progress of the storage and analysis tech‐
nology, the enterprise further mined and processed the data collected with growing
awareness of the importance of active mastery on data. Ability to develop potential value
of data becomes one of the core competitiveness of enterprises. The value of data shows
its important position in the era of intelligence science and technology.

Hysteresis phenomenon exists in the application of traditional data storage tech‐
nology on mass data storage management and security. At present, in the continuous
development of industry data, there are vast amounts of unstructured data and semi-
structured data. Reasonable process and analysis on these data to unearth valuable
information complied with the requirements for big data policy decisions and service
provision. Data model is the precondition and foundation of big data analysis and
forecast. This paper builds the big data application platform and studies the big data
storage system architecture based on the Hadoop data platform.

Application platform provides industry analysis, reporting, prediction and decision
making, etc. At the same time feasible technical solutions are provided in storage
management for big data.

2 Big Data Platform Design

2.1 Platform Environment

How to collect and store huge amounts of data, how to integrate heterogeneous data,
how to mining and process large data sets, which are of concern to the third party service
provider. Data collection, data storage, data process, data analysis, data application will
be the basic task of the enterprise performance in wisdom economy era. Judgment and
decision based on data will become the skills and means of enterprises for development.
A platform, which conform to the big data management and support the development
in the field of application, is designed for the analysis of relevant industry development,
integration of heterogeneous data and customized user requirements, etc. The platform
is based on Hadoop big data platform architecture, relying on HDFS, MapReduce and
MongoDB, etc. distributed framework which are deployed into more cheap hardware
equipment, for the application with high throughput data access mechanism. HDFS as
open source distributed file system supports data storage and management of high fault
tolerance. HDFS is open source implementation of GFS, which can deploy to cheap PC
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devices and is a suitable application for big data [3]. HDFS takes a master-slave mode
structure. In the cluster, there is a NameNode and multiple DataNodes, which is in charge
of data storage option and namespace, database storage and optimal strategy choice [4].
MapReduce is proposed by Google to concurrent processing mass data parallel program‐
ming model. It has the characteristics of simple and efficient for the shielding mechanism
of the underlying implementation details, effectively reduction on programming diffi‐
culty. Cheap machine deployment clusters can be used to achieve high performance with
good scalability and provide high-efficient scheduling interface, implementing task
scheduling, load balancing and fault tolerance and consistency management etc. [5–8].
MongoDB supports multiple binaries and two kinds of storage ways as storage
subsystem automatically divided and user-defined divided. In order to realize load
balance, MongoDB implements distributed storage in multiple servers for the same data
file directed into a multiple block. There will be no necessity for the user to know where
the data is stored for the servers will record the shard [9, 10].

2.2 Architecture Design

Business application requirements include data acquisition, data gathering, and data
analysis and data application. A unified data application platform will be built for data
real-time loading, storage and processing different types of data. Data processing tools
and services are integrated for the management of heterogeneous data. Structured and
unstructured data warehouse analysis tool are also integrated. The platform can imple‐
ment the concentration of large data sharing and collaborative access at anytime,
anywhere, by any terminal equipment; Application platform can support the modeling
of new business development and business strategy, and promote the development of
the industry insight, real-time early warning analysis.

Big data application platform can satisfy the processing requirements of data of large
amount, multiple style and fast flow. It also possess the ability to implement huge
amounts of data collection, storage, processing and analysis, meet the basic requirements
of high reliability, easy extensibility, strong fault tolerance, high availability, high
security and high secrecy of the enterprise application, and ensure the compatibility of
existing technology with the platform and realize data storage and processing.

Big data application platform conforms to two standard systems, the system safety
standard system and service management standard system. Big data platform in Hadoop
and data integration platform in data warehouse implement a lot of data storage, analysis,
processing and usage, including the front layer, core layer, manager layer, data layer,
and application layer, etc. Office automation, risk assessment, data acquisition, smart
analysis, real-time processing is integrated to create a data integration and management
platform. With integration of data warehouse and analysis tools, this paper puts forward
a real-time forecast analysis solution.

A connection is realized among core layer, big data platform and data warehouse
integration platform, in order to realize intelligent warning and real-time analysis as well
as integration of data warehouse and intelligent analysis system, using analytical tools
for analyzing visualization and form the electronic report and analysis report. As shown
in Fig. 1 as the big data general architecture.
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3 Key Technologies

3.1 Storage System Design Based on Cloud Computing

Cloud computing virtualization technology is used in the design of storage system to
achieve high concurrency and high fault tolerance under the condition of the consistency.
The master-slave distribution pattern is used in the design of data storage to avoid the
data loss and damage caused by the outage under the traditional storage technology
which adopts a single mode of storage system. System uses partitioned storage in
different physical and backup storage device, So as to improve the security and integrity
of data. Virtualized physical resources are integrated into the master node as the system
management node, which is responsible for the management and monitoring the daily
operation of the slave nodes as well as to ensure the normal state of nodes. The master
node network virtualization and distributed management are put forward as the design
idea to solve the problems of master node management bottleneck of the traditional
technology. The master node is visited by the principle of recent-visit, to a certain extent,
alleviate the access and management of the master node burden, avoid server failures
caused by centralized access to the master node which will lead to the collapse of whole
system, as well as to solve the problem of the bottleneck of the whole system operation,
thus improve the overall efficiency. Multiple slave nodes as the data storage, achieves
load balanced distribution of stored data. The difficulty of storage of different data types
under the traditional relational database is solved, and multiple of backup storage of data
is distributed into data nodes. The loss of data is avoided on the premise of superior
system operation performance, the storage architecture design is shown in Fig. 2.
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Storage system access flow begins with access request sent by client, then the
message accesses near master node server through network. After received and
responded to users request to read and write, the node will locate block of data in
specified slave node according to the address to implement specified operation. Data is
stored by partition distributed storage, convenient in management. With the use of anal‐
ysis of visualization tools, electronic report is generated in the users’ terminal display,
which provides convenience in analysis and decision. As long as connecting to the
Internet client terminal can access the system. The terminal can be hardware, fixed and
mobile devices and embedded devices, etc.
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Fig. 2. Storage architecture

3.2 Updating Algorithm Design Based on File Block

Store system adopts distributed master-slave mode, which automatically implement load
balanced block storage. Data may be stored in different data nodes and blocks. In order
to ensure transactional consistency operation when read and write updates, necessary
coordination mechanism need to be taken to realize the feasible operation. Traditional
technology solutions using the famous paxos algorithm, while this paper uses the
Chubby coarse-grained lock service to solve consistency problem when the file block
update. On one hand, the design is consistent to data set partitioned storage design
patterns; on the other hand, ensure normal network traffic during system data update, to
avoid network congestion phenomena caused by data update in the system. Update
process is the communication between the client and the Server by RPC. Redundant
technology strategy with lock service is used to ensure the consistency of data update.
The server is made of five machines. The single server consists of fault tolerant database
and fault tolerant log file. Communication between servers is through protocols.
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Snapshots are stored locally. Data in the form of file blocks is under parallel transmission
and synchronization update, thus update efficiency is improved.

When data update normally, data block is updated in server, while update operation
is written into the fault tolerant database and fault-tolerant log files, at the same time,
the client is notified to update data. When data update abnormally, an inconsistency
occurs during data block update, recovery on error data in the data block will be imple‐
mented according to the copy of the rest data block and fault tolerant database and log
file, and notify the client to update the abnormal data or to ignore the update of the data.
When data failure occurs, the server will revoke to normal transactions according to the
log file. In order to achieve the goal that data is always up-to-date, the system will real-
time test the data state, and avoid unnecessary updates take up normal network traffic,
reduce client and server communication flow. Cache of log files of sever are saved by
the client. When the server data update, on the premise of lock the client will update the
data in the local file with synchronization, basic structure is shown in Fig. 3.
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Fig. 3. Basic structure

3.3 Fault Recovery Mechanism Design Based on Cloud Storage

When system failure occurs during the running of application, without timely
recovery on failure site, huge economic and customer losses will be caused to the
enterprise. Storage service based on cloud is a kind of network storage service, which
hold a high efficient and safe design of data and fault recovery, on the one hand, the
efficiency of data computing, communication and storage is improved, on the other
hand, the efficiency of detection is improved as high precision in fault detection of
data storage and in data recovery. Master-slave distributed design method is used for
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the mass data storage system, as well as master-slave mode design on fault recovery
mechanism based on cloud storage. According to the global and local fault detection
and recovery mechanism, the operational efficiency of the system and the accuracy
of fault positioning recovery are improved and unnecessary waste of resources
reduced. Data error occurrence, security and reliability are real-time detected by the
integration of idle resources of network through the network communication mech‐
anism of the cloud storage system. For data resources are in cloud storage, detect
movement can be implemented while user is offline, which makes the system always
in a state of the data accuracy, safety and reliability.

In this paper, the fault recovery mechanism integrates global action, distributed
management and local action at an organic whole, which makes a balance of the
independent operation of the master node and slave nodes. A middle tier of the proxy
server is added between the master node and slave nodes so as to reduce the work‐
load of the master node and avoid the bottleneck of system management. When data
inconsistency occurs, cloud storage server will lessen the fault detected to the
management master node. After receiving the fault message, through the cloud
storage servers, the node send the fault report back to the proxy server to process.
This move is a global action. The fault message through the external interface service
is sent to a proxy server. Proxy server implements the distributed management and
share part of the master node work, which is responsible for the records and
addressing the fault point. After received fault message, according to the error log
file, slave node starts to recover the data to normal status and update and respond to
proxy server the current status of storage systems. The process is a local action.
Fault recovery mechanism is shown in Fig. 4.
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Fig. 4. Fault recovery mechanism
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4 Conclusions

The importance of the application of data for the enterprise is analyzed in this paper in
the first step. To satisfy the demand of big data processing platform, data application
platform in Hadoop and data integration platform in data warehouse are put forward.
Cloud computing technology is adopted in the design of storage system and improves
the traditional technology in the master node server management in distributed storage.
Through analyzing and realizing key technologies of storage system, such as file block
update strategy and fault recovery mechanisms, feasible technical solutions in storage
management for big data are provided.
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Abstract. Aviation data analysis can help airlines to understand passenger
needs, so as to provide passengers with more sophisticated and better services.
How to explore the implicit message and analyze contained features from large
amounts of data has become an important issue in the civil aviation passenger
data analysis process. The uncertainty analysis and visualization methods of data
record and property measurement are offered in this paper, based on the visual
analysis and uncertainty measure theory combined with parallel coordinates,
radar chart, histogram, pixel chart and good interaction. At the same time, the
data source expression clearly shows the uncertainty and hidden information as
an information base for passengers’ service recommendations.

Keywords: Civil aviation passenger data · Uncertainty · Visual analysis

1 Introduction

With China’s social progress and economic development, its civil aviation passenger
constitute in the domestic market has undergone great changes, which have an important
impact on the demand characteristics of travelers and are gradually changing the pattern
of the future society transport market. Currently, the scale of civil aviation passenger
data records becomes increasing, which can provide good suggestions for improving
the business by passenger travel behavior-depth analysis. At the same time it needs to
be aware that the travel choice randomness exists in passenger travel due to the impact
of various events, such as weather, travel location, personal preferences, etc., namely
uncertainty. The degree of personal uncertainty largely determines the future evolution
of travel. The uncertainty analysis applied to the passenger data in recommender system
can help researchers analyze the transfer degree of historical preference for users, which
can provide passengers with personalized service and create value.

Aviation passenger reservation data is a typical of high-dimensional dataset, including
the user’s age, gender, travel records and other properties. A simple and fast way to
reflect the characteristics of these properties is required, and visualization techniques can
display multi-dimensional data in a low-dimensional space intuitively, effectively and
interactively, which also explore data patterns and models to uncover the relationship
between each property [1]. At present, the basic methods of multi-dimensional data
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visualization: space mapping, icons and pixel-based visualization methods, such as
parallel coordinates, scatter, Chernoff Faces, radar chart, pixel chart. Parallel coordinates
is a common method for multidimensional data, but the overlapping will affect the judge‐
ment for how much the value of the shaft, therefore the histograms is introduced in
parallel coordinates to display statistical distribution in every property. Radar chart is
suitable for the comparative analysis of multivariate data and pixel chart for multivariate
data visualization. The data record and property uncertainty are measured and visualized
in this paper based on the existed methods. Parallel coordinates with histogram are used
to explore the relationship between different properties and the distribution features of
each property. Radar chart shows the uncertainty of the properties of different groups.
Pixel chart is used for travel sites Analysis. All of these lay a foundation for future
research recommender system.

2 Uncertainty Measurement of Multidimensional Data

2.1 Measurement Method

Uncertainty refers to the variation in objective world or entity itself which acts as impre‐
cision, randomness and fuzziness. Currently, the calculation methods have been
proposed from probability theory, fuzzy set theory, evidence theory and information
theory and so on [2]. The randomness is an effective measurement method for data
uncertainty, information theory measurement is suitable for uncertainty of random data.
Shannon is introduced in information theory as a measurement of the uncertainty of a
random event in 1948, and the information measurement method is established [3]. The
degree of uncertainty of an event can be described by the probability of its occurrence:
the smaller the probability of the event is, the bigger the amount of information contained
in the event is, so there is a lot of uncertainty; if the event is inevitable, the probability
of occurrence information is 1, it should be zero pass, there is no uncertainty; if the event
is not possible (with probability 0), then it will have endless information.

If U is the domain, X = {X1, X2, …, Xn} is a division, there is a probability distri‐
bution pi = p(Xi), then:

(1)

is the Information entropy for information source X. where i represents the i-th state
(total n states); pi represents the probability that the i-th state appears; H(X) indicates
the amount of needed information to eliminate the uncertainty of things. If there is a Pi
which is equal to 1, while the rest are 0, then H(X) = 0, there is no uncertainty at this
time, the result is certain. If all events are all equally, where p1 = p2 = ···pn = 1/n. For
such case, it is difficult to predict the occurrence of an event, the uncertainty of this event
system is greatest.

Because of air passenger data contains several properties, and randomness exists due
to passengers’ travel under varies of influence. Therefore, information entropy method
is applied for calculating the uncertainty of passengers’ properties.

16 H. He et al.



2.2 Uncertainty Measurement of Properties and Data Record

It’s analyzed from the passenger’s age, sex, airline, departure, arrival, the departure time,
aircraft cabin, discounts altogether eight major properties. Put a property as a discrete
random variable, then calculate the entropy of the variable according to the formula (1).
Fewer the states of the variable are, the smaller entropy is, which means that this variable
uncertainty is smaller. If the variable has only one state, then the uncertainty disappears,
and its entropy is zero.

Passenger data of more than three times of travel are selected, total of 4180 travel
records, 682 users. For the passenger’s uncertainty, firstly, because each passenger has
multiple travel records, the information entropy (Eq. (1)) is used to measure the uncer‐
tainty of each property; Secondly, calculate the mean value of each property uncertainty
(Eq. (2)). The greater the result is, indicating that passenger’s travel without regulation,
the greater its uncertainty is, and vice versa.

(2)

Where i represents the i-th passenger, H(X)j represents the j-th property of passenger
i (Eq. 1), m represents the number of properties.

For a group of passenger’s uncertainty, just use formula (1) directly to calculate every
property’s uncertainty of the group.

3 Visual Analytic

The implied passenger travel characteristics have been analyzed from different perspec‐
tives through three kinds of visual analysis methods. In this paper, parallel coordinates
with histogram are used to explore the relationship between different properties asso‐
ciated and the distribution features of each property, radar chart shows the uncertainty
of the properties of different groups, pixel chart of the travel site.

3.1 Parallel Coordinates with Histogram

3.1.1 Parallel Coordinates
Parallel coordinates is an important visualization technique for representation of multi‐
dimensional data analysis and mutual relationships. By n equidistant parallel shaft
mapped onto a two-dimensional plane, every axis represents an attribute dimension
ranging from a minimum value to a maximum evenly distributed. So each property value
for each record may mark a point in the corresponding attribute axis, these points are
connected as a line indicating a data record. It enables the user to see the whole picture
of the data set directly, and analyze the distribution in the same axis for every object and
the relationships between properties [4]. There are nine axes representing the passen‐
gers’ id, age, gender, airline, departure, arrival, the departure time, space, discounts. For
id axis, id are pre-sorted in the data processing stage by travel times which have been
marked in the left of axis; age (age axis) is in the range of 18 to 73 old years; gender
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(gender axis) has two attributes: male (m) and female (w); airlines (airline axis) is total
of 24; departure (departure axis) and destination (destination axis) all have more than
100 values; the departure time (time axis) is discrete into 24 time zones; accommodation
(space axis) has four kinds: First Class (F), business class (C), Premium Economy (W)
and economy class (Y), and finally the discount (discount axis) has 11 species, where
11 represents discount fares higher than all the original price. Every trip record can be
marked in the corresponding attribute axis, and the dots are connected into a polyline.
It should be noted that there are some travel records per passenger. The travel records
of all passengers are showed in Fig. 1, in addition to using parallel coordinates display
the original data, the uncertainty of each passenger is normalized and divided into five
intervals, using blue - green - yellow - orange - red five colors to represent the uncertainty
ranges (0~0.2, 0.2~0.4, 0.4~0.6, 0.6~0.8, 0.8~1.0).

Fig. 1. Uncertainty expression of civil aviation passenger data (Color figure online)

In Fig. 1, it’s clear to see gathered beneath the id axis is red, orange and yellow line,
indicating the passengers with more travel times usually have greater uncertainty. They
are more than 20 times of trips, such users may belong to business travelers due to the
more opportunity to travel with richer choices and larger differences. Travel more than
10 times the frequency ratio is about 20 %, indicating that the promotion of the compa‐
ny’s frequent flyer program has great space for development. For space, major users of
high uncertainty selected First (F), Business Class (C) and high-end economy class (W),
the lower uncertainty of the passengers choose economy class which are the popular
trend. In addition to observation of one axis, the association between the adjacent prop‐
erties can be discovered, such as departure time and space, the lines are across, indicating
the same class has different discounts, which may be caused by the airline’s pricing
policy or aviation distribution network caused.
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3.1.2 Histogram
Although the parallel coordinate plots can show the multidimensional data better, each
attribute axis has intersect point which causes lines overlap, and mutual interference
between lines will further affect access to information. Despite some literatures use
hierarchy [5], clustering [6] to make improvements in visual aspect, it did not make a
specific quantitative analysis. Therefore, in order to know how many data records inter‐
sect at the same point of each attribute axis, histogram as a supplement for statistical
analysis is introduced which can describe the points distribution trends and patterns of
every axis more clearly [7]. In Fig. 2, the gender (gender axis) data for male is 2 times
higher than female, which suggests that male travels more frequently. For space (space
axis), economy class has a majority of passengers, followed by business class and first
class passengers with fewer passengers, which may be increased in recent years, trav‐
elers and travel expense ratio increased passenger concerned. Such a simple classifica‐
tion on one dimension of data, it is easy to see the data distribution of the property axis.
Of course, too much histogram embedded in parallel coordinates affects the overall
visual effect, thus adding some transparency so as not to block lines behind the trend,
and age is divided into several partitions to reduce the number of histograms.

Fig. 2. Histogram embedded into parallel coordinates

3.2 Radar Chart

Since the parallel coordinates plots emphasis on the links between dimensions, and
lack of longitudinal research capabilities. In order to explore the characteristics of
air passenger group, radar chart [8] is applied for the uncertainty comparison of each
attribute of the group, and determines its development trend. This paper focuses on
five kinds of uncertainty to analyze user groups. Radar chart has eight rays, where
each ray represents a property. The value is in ascending order from the center to the
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circumference, then the value of each attribute axis are joined to form a closed poly‐
line after calculating the uncertainty of various attributes of a group by using the
formula (1). It’s easy to observe the uncertainty degree of various attributes of the
group and the comparison for different groups. In Fig. 3, the uncertainty ranged from
0.2–0.4 (green), and 0.8–1.0 (red) of two passenger groups attribute uncertainty are
displayed.

Fig. 3. Radar chart of property uncertainty (Color figure online)

For a single line, such as the red line, the uncertainty of some properties is signifi‐
cantly larger than the other attributes from the radar chart, such as the value of age (age
axis) is bigger than space (space axis), and combined with Fig. 4 where age attribute

Fig. 4. Parallel coordinate plots of passenger travel of uncertainty from 0.8 to 1.0
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histogram distribution is more dispersed, space attribute axis histogram focused on the
Y class. It can be concluded: for a property, if its value is concentrated on one or a few
property values, namely probability distributions of the value for these properties are
significantly greater, the corresponding entropy is small. The information source
provides less information, and the attribute uncertainty is lower. For two lines, the age
attribute for green line has greater uncertainty than the red, so the age distribution of
this traveler group has a larger span. Then combined with parallel coordinate plots for
further analysis, although such groups each small passenger uncertainty, but greater
number, so the overall value of the property is wide. By the method of radar chart, to
some extent, can make up for the deficiencies of relying solely on parallel coordinates
and histogram, showing attribute uncertainty which can effectively help analyze the
overall changes.

3.3 Pixel Chart

Hot cities and hot routes can be found in the study on passenger travel sites, which helps
provide a basis for the recommendation of airline passenger service. When the number
of travel sites is large, parallel coordinate plots can’t show the relationship of departure
and destination clearly. Therefore pixel-oriented graphical visualization technique
which supports the large-scale data output is introduced [9]. Each value has a corre‐
sponding screen pixel with color, and different data properties are expressed by various
of windows. It can display data as much as possible. Departure-destination form a matrix
(123 * 130). In this paper, the number of trips is mapped into five colors, respectively:
(0), (1, 2), (3–10), (10–20) (20–). Using blue - green - yellow - orange - red color gradient
pattern to represent frequency changes from low to high, which is in line with people’s

Fig. 5. Pix chart for different cities

Visual Analysis for Civil Aviation Passenger Reservation Data 21



visual habits and obtains better visualization effect. Since there are a lot of nodes and
not all of them have a relationship, thus a sparse matrix generated. In order to reduce
the consumption of matrix calculation, show the regulation of structure, and enhance
readability of the visualized result, the nodes are ordered based on the degree firstly and
re-order the same degrees according to values [1]. In Fig. 5, the longitudinal represents
departure city, the lateral direction indicates arrival city, which facilitates the travel times
more concentrated in the lower-left point angle, horizontal empathy.

3.4 Interaction Method

3.4.1 Hidden
In parallel coordinate plot, there are overlap situation existing in records of different
uncertainty ranges between adjacent properties axes due to large dataset, even though
different color expression uncertain information entropy data recording has been
applied. In order to express and observe air passenger data more clearly, hidden inter‐
active method is introduced which enables user-selected uncertainty range records are
displayed so that shows the results more intuitively. In Fig. 4, it’s the records of uncer‐
tainty range of 0.8 to 1.0. Figure 6 shows travel records of airline 9, where the larger
number of trips is middle-aged male and other information can be observed.

In the pixel chart, hidden is also used to in order to analyze routes preferences of
different range of uncertainty groups. Figure 6 is the user’s travel records of uncertainty
in the range of 0.8 to 1.0. The number of users is small, which can be observed in
Fig. 4, but the range of travel sites is large (Fig. 7).

Fig. 6. Parallel coordinate plot using hidden
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Fig. 7. Pixel chart using hidden

3.4.2 Zooming and Moving
In parallel coordinate plot, when the dimension is higher, it can’t show the lines of
adjacent dimensions due to close distance of dimensions clearly. Zooming can solve
that problems. Use the mouse to drag the axis to the center of the scene, the attribute
distribution characteristics can be easier to observe and the effect is more accurate
through the amplification (Fig. 8).

Fig. 8. Parallel coordinate plot using zooming and moving
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In pixel chart, some specific pixels can be observed by magnifying, as shown in
Fig. 9.

Fig. 9. Pixel chart using zooming

4 Conclusion

Several kinds of multidimensional data visualization technologies are combined
together in this paper, through the interactive technology realized by parallel coordi‐
nates, histogram, and pixel chart visual analysis method. On the one hand, make full use
of the advantages of various visualization technologies from a different perspective to
reveal the multidimensional data; On the other hand, users are provided with convenient
and flexible interactions which are easier for users to analyze and understand the data.

Next focus is puts forward a kind of additional service recommender with visual and
good interactive functions based on the uncertainty measurement and visual analysis,
combined with the civil aviation recommender additional service.
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Abstract. Because mobile e-commerce is limited by the mobile terminal,
network environment and other factors, accurate personalized recommendations
become more and more important. We establish a large data intelligence platform,
aiming at the characteristics of mobile e-commerce; we put forward a personal‐
ized recommendation model with implicit intention further.

Firstly, create an intelligence unit with the virtual individual association set,
virtual demand association set and virtual behavior associated set; Secondly,
calculate the complex buying behavior prediction engine; Finally, give the predic‐
tive value of complex buying behavior.

This method takes full account of factors such as hidden wishes perturbations
that affect the predict of complex buying behavior, which to some extent solve a
long-span composite purchasing behavior prediction. It shows that this method
improves the purchasing behavior prediction accuracy effectively through
experiments.

Keywords: Mobile e-commerce · Personalized recommendations · Hidden
wishes · Big data intelligence platform

1 Introduction

With the rapid development of mobile communication technology, more and more users
use the mobile terminal to access e-commerce platform for shopping. Due to the differ‐
ence of mobile terminals, the network environment and shopping scenarios, the mobile
users’ information requirement and shopping ways have a big difference with PC users.
Therefore, optimizing the personality recommendation for mobile e-commerce by
modeling and analysing the mobile terminal data will greatly enhance consumers satis‐
faction degree, which ultimately has a good role in improving the sales.

This paper is a research project of the mobile commerce association recommendation model
and Algorithm Research (project number: 71271186) and Hebei Province Natural Science
Foundation Project “the research on the G2013203237 based on cloud computing for mobile
business users” (item number: YB20152204).
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In recent years, it has paid more and more attention on the researches on the relevance
of mobile e-commerce at home and abroad. The current mobile search personalized
recommendation model can be divided into three categories: filtering technology based
on coordination [1]; mining technology based on association rules [2, 3] and technology
based on situational awareness [4, 5]. The above three kinds of technology take the
consumers’ personal attributes, shopping records and other information in to account,
which achieves good results. However, online shopping is a more complex behavior,
which can be regarded as a result of the implicit willingness with a small probability
and the dominant demand influenced by the implicit will. This form of purchase behavior
is called a composite purchase behavior. It is difficult to find the association between
implicit intention and purchasing behavior data. The traditional personalized recom‐
mendation method does not take the influence of implicit will on the model in to account.
In this paper, a large data intelligent platform is proposed, which is based on the large
data analysis technique and the distributed parallel computing capability [6]. A new
model of mobile personalized recommendation is proposed and the validity and supe‐
riority of the model are proved by experiments.

2 Mobile Personalized Recommendation Model with Implicit
Intention

The concealment and potential of the implicit intention determines that is difficult to
extract the characteristic value of the purchase behavior and rely on historical data or
experience in direct response and processing. In order to overcome the implicit intention
prediction based on empirical knowledge and human-oriented view in the existing tech‐
niques that causes the problem of poor prediction effect, the Mobile Personalized
Recommendation Model with implicit intention is proposed. By modeling the relation‐
ship between the elements of purchasing behavior with time variation, the dynamic
behavior of purchasing behavior, feedback and iterative structure are rapidly identified
and understood from the overall forecasting method and the technical framework. As
shown in Fig. 1, the main steps of the personalized recommendation model with implicit
intention are as follows:

1. It determines the status of the purchase behavior of dominant demand signs by taking
advantage of association rules algorithm to establish the dominant demand knowl‐
edge database, so that we can carry out the next step;

2. Match the purchase behavior monitoring data and the dominant demand pattern in
the knowledge database. If there is no match results, it explains that the purchase
behavior is not a feature of the dominant demand, and continue to the next data
matching;

3. It indicates that the purchase behavior has the potential dominant demand if the
matching succeed in step 2. Start the intelligent unit, we will get the implicit intention
and form the composite purchase behavior forecast to return to the system at the end.
Details are as follows:
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• Calculate the dominant demand matching result set including the matching results
and the probability of the potential dominant demand;

• Start the intelligent unit which is based on the virtual individual association set,
the virtual demand association set and the virtual behavior association set to
construct the implicit willingness to predict engine, and calculate the influence
of the implicit intention of the time T;

• The composite purchase behavior forecast value was obtained by the compre‐
hensive calculation of the dominant demand matching result set and the implicit
intention influence value using the composite purchase behavior prediction
engine;

• Return the composite purchase behavior forecast to system at the end;
4. If the composite purchase behavior is predicted to exceed the preset threshold, the

result is indicated, or the next set of matching is performed.

Fig. 1. The structure of a personalized recommendation model with implicit intent

3 Research on Key Technologies Based on MPRI Method

MPRI method is mainly divided into three steps: First, construct the dominant
demand knowledge database, and match the purchase behavior monitoring data and
knowledge database in the dominant demand historical data. If there is no match
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results, the system is running and continue to match the next data; On the other hand,
if the matching successes, it shows that there is potential dominant demand in the
system, and return the dominant demand matching result set;Secondly, start the
intelligent unit and calculate the influence of the implicit intention of the time T
basing on the virtual individual association set, the virtual demand association set and
the virtual behavior association set and using the prediction engine of the implicit
intention. Finally, the composite purchase behavior forecast value was obtained by
the comprehensive calculation of the dominant demand matching result set and the
implicit intention influence value using the composite purchase behavior prediction
engine, and ultimately return to the system. If more than the threshold set in
advance, start the next set of matching.

3.1 Constructing Explicit Demand Knowledge Database

First, clean and remove the inconsistent data;The data is normalized in order to prevent
the the attribute weights with large values are larger than those of the smaller values;
Scale the data in the normalized processing, so that they are on the [0,1]; The data is
clustered and discretized, so that we can obtain the generalized results of the data. Set
the correlation degree is 40 % and the reliability is 60 %. Make sure the input is the
historical data after cleaning, while the output is the dominant demand pattern.
According to the Apriori algorithm to carry on the judgment, obtain the explicit demand
knowledge database.

Apriori algorithm specific steps are as follows:

① Scan a database to generate frequent 1 item sets L1;
② In the K cycle, firstly by the frequent item sets from the k− 1 connection and pruning

the candidate frequent item sets generated K Ck;
③ Scan the database and monitoring each data T to calculate the monitoring data T and

figure out which candidate purchase behavior is characterized by frequent K item
sets. And the number of support for these candidate purchase behaviors of frequent
K item sets plus 1. If the number of support for a candidate purchase behavior is
greater than or equal to the minimum number of support, the candidate purchase
behavior is characterized by frequent K item sets;

④ Cycle until no longer produce candidate purchasing behavior and the frequent K item
sets end;

Algorithm description is as follows:
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L1 = find_frequent_1-itemsets(D); 

for (k=2;Lk-1 ;k++) 

{

Ck = apriori_gen(Lk-1 ,min_sup);

for each transaction t D 

{                //scan D for counts

Ct = subset(Ck,t);//get the subsets of t that are candidates

for each candidate c Ct

c.count++;

}

Lk ={c Ck|c.count min_sup}

}

Return L= k Lk;
Among which, the specific calculation of the dominant demand matching result set

is as follows:

Input: monitor data values
Output: potential dominant demand, probability values

The monitoring data set is the precondition of the association rule, and the explicit
requirement knowledge base is generated by the Apriori algorithm.

Rank the successful matching of the N bar by high to low according to the degree
of support, match the purchase behavior D with the support degree s, and calculate the
probability values P whose computational formula is for , among
them I is an integer, and 0 < I is less than or equal to n.

3.2 Calculate Implicit Will Influence Value

Establish the intelligent unit with virtual individual association set, the virtual demand
association set and the virtual behavior related set. The details are as follows:

(1) Virtual individual association set: construct a set of object oriented virtual indi‐
vidual association using memory i1, cognitioni2, adaption i3, behavior i4, in order
to achieve their autonomy;

(2) Virtual demand association set: comprehensively considering multiple factors such
as location S1, time S2, stateS3, demand S4 to realize multisource and dynamic
evolution;
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(3) Virtual behavior associated set: behavior rules are established and the rule of deci‐
sion behavior is described with the previous purchase behavior time difference B1,
purchase behavior similarity B2 and trend of B3.

The influence of implicit intention is calculated by using the self organization
competition model of neural network in the MATLAB: Specific calculation is as follows:

Input: The 11 main attributes that set up the purchase behavior information: the input
of neural network are virtual individual association (i1–i4), virtual requirement asso‐
ciation (S1–S4) and virtual behavior association (b1–b3).
Output: Implicit will influence value.

Using the function NEWC to create a self organizing competitive network. The
number of neurons is set to 11 and the learning rate is 0.1, which is the net = newc
(minmax (P), 11, 0.1).

• Initialize the self organization competing neural network model initialization, namely
net = init (net).

• Set the training parameters, which is “net trainparam. epochs = 300”
• Determine the connection weights of the neural network with the training of the

sample.
• Use the trained network to determine the value of the implicit will.

3.3 Calculate the Predictive Value of the Composite Purchase Behavior

To construct a composite purchasing behavior prediction engine model, the relationship
between implicit intention and explicit demand in mass dynamic information is estab‐
lished in accordance with agile methods. Establish a comprehensive evaluation function
of R = H*D, whose index are the degree of importance and similarity, comprehensive
influence and demand factor, which are based on purchasing behaviors. R is a compre‐
hensive probability value, H is a combination of various factors of the purchase behavior
of the weighted function collection, and D is a combination of various factors that affect
the relationship set. The process is shown in Fig. 3. Firstly, treat the dominant demand
matching result set and the implicit will influence the value weighting as the weighted
function set H of the final composite purchasing behavior risk source. Use the BP neural
network to further predict its corresponding probability of D, and so that get the forecast
value with the comprehensive evaluation function R. The main steps include choosing
the standard purchase behavior sample, learning from each standard purchase behavior
sample and entering the test sample into the BP neural network model that has been
trained well, which can obtain the corresponding set.

4 Experimental Analysis

The purchase behavior data of a large domestic electricity business platform is predicted
in order to verify the validity of the personalized recommendation model based on large
data technology. There are 21 samples of the purchase behavior to be cleaned and
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removed inconsistent data; The data is normalized in order to prevent the attribute
weights with large values are larger than those of the smaller value; Scale the data in
the normalized processing so that they are on the [0,1], and establishes purchasing
behavior monitoring data stream. The generalization of the clustering range of various
types of data is obtained by making clustering analysis and discretization of continuous
historical data that belongs to the purchasing behavior monitoring data set, and then the
monitoring data flow is obtained.

The experts and data engineers determine the threshold of each index, and convert
the continuous real number to a discrete value; Build 3 test libraries S1, S2, S3, which
have the following characteristics:

1. Test library S1 contains 100 monitoring data, which contains 80 data browsing and
purchase data 20;

2. Test library S2 contains 300 monitoring data, which contains 220 data browsing and
purchase data 80;

3. Test library S3 contains 800 monitoring data, which contains 650 of the browse data
and purchase of line data 150.

Do experiments on the windows7 operating system testing machine with CPU
3.4 GHz and memory 2G, and use the VC++6.0 to write test procedures. The test results
are shown in Table 1. It also lists the most common method for the purchase of behavior
prediction (Apriori algorithm) which has the same set of samples to determine the results
in Table 1. It can be seen in the S1, S2, S3 test library that the correct rate of MPRI is
greater than Apriori algorithm, and with the increase of data, the correct rate is relatively
stable. It can obviously improve the accuracy of the judgment of the MPRI method in
the implicit intention of virtual computation.

Table 1. Two methods in S1, S2, S3 test results

Data
library

Total
sample
number

Purchase
data

Predict the correct
number of times

Correct rate

Method A Method B Method A Method B

S1 100 20 4 8 20 % 40 %

S2 300 80 32 33 40 % 41 %

S3 800 150 48 65 32 % 43 %
A – method for Apriori method. B – method MPRI method

5 Conclusion

Due to the mobile terminal screen, network and other restrictions, accurate personalized
recommendation becomes more and more important. In this paper, according to the
characteristics of mobile electronic commerce, a large data intelligent platform is estab‐
lished. Based on this platform, a personalized recommendation model with implicit
intention is put forward, which sets up the virtual individual connection set, the virtual
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demand association set and the intelligent unit of the virtual behavior association.
Calculate the composite purchase behavior prediction engine and finally figure out the
predictive value of composite purchase behavior. This method replaces the traditional
method of “prediction and judgment”, which has a strict structure and the dependence
on historical data. It Fully understand the current “implicit state”, and make full assess‐
ments based on the future of the “dominant state”. In order to improve the accuracy of
purchasing behavior prediction, we adequately considerate the influence of implicit
intention disturbance and other factors on the prediction of composite purchase behavior,
therefore we solve the problem of large span composite purchase behavior prediction
in a certain extent.
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Abstract. In view of the existing recommendation system in the Big Data have
two insufficiencies: poor scalability of the data storage and poor expansibility of
the recommendation algorithm, research and analysis the IBCF algorithm and the
working principle of Hadoop and HBase platform, a scheme for optimizing the
design of personalized recommendation system based on Hadoop and HBase
platform is proposed. The experimental results show that, using the HBase data‐
base can effectively solve the problem of mass data storage, using the MapReduce
programming model of Hadoop platform parallel processing recommendation
problem, can significantly improve the efficiency of the algorithm, so as to further
improve the performance of personalized recommendation system.

Keywords: Hadoop · HBase · MapReduce · Personalized recommendation

1 Introduction

With the innovation of Internet technology, information resources on the network has
become more and more abundant, it makes people step into the ocean of data - the Era
of Big Data. In the era of big data, it becomes extremely difficult for people to find the
information they need from the vast amounts of data quickly and efficiently. This
problem is also known as Information Overload. Personalized recommendation tech‐
nology using the existing historical data and real-time data, analysis of each user’s
behavior intention, and establish a corresponding interest model for each user.
According to users’ interest model push potential items, realize the personalized recom‐
mendations.

The traditional personalized recommendation system has two insufficiencies: poor
scalability of data storage and poor expansibility of recommendation algorithm. This’s
because traditional personalized recommendation system underlying data storage using
a Relational Database Management System, aka RDBMS. Over the system time running,
the number of users and projects in the system will continue increasing; eventually
leading RDBMS systems is difficult to load mass data storage. Moreover, the execution
speed of recommendation algorithm is the core part of the personalized recommendation
system; it directly affects the accuracy and efficiency of the recommendation. However,
traditional recommendation system using a single node serial operation, it is hard to
meet user demand for real-time recommendation result in the huge amounts of data
environment.
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In view of two aspects issue above-described in the traditional personalized recom‐
mendation systems, this paper proposes a personalized recommendation system based
on Hadoop and HBase. The underlying system used HBase database manages mass and
sparse user behavior data, use of HBase column oriented storage and storage scalability
characteristics to solve the poor scalability problems that exist in the traditional recom‐
mendation system. Data processing using Hadoop distributed computing advantage
change every stage of the recommendation algorithm to parallel processing. Improve
the execution efficiency of algorithm, reduce recommended time consuming process,
enhance scalability of data processing, make recommendation system can better adapt
to the practical application of huge amounts of data.

2 Personalized Recommendation System and Hadoop, HBase

2.1 Personalized Recommendation System

In recent years, with the constant innovation of new network technology, personalized
recommendation system is becoming more and more widely used in our daily life,
resulting in personalized recommendation technology become a challenge and oppor‐
tunity coexist academic research field. A complete personalized recommendation
system should include three parts: system show page, algorithm calculation engine, and
data storage module. Recommendation system architecture diagram is shown in Fig. 1.

Fig. 1. Recommended system architecture

Algorithm calculation engine is the core part of the personalized recommendation
system; better recommendation algorithm can calculate the user’s potential interest
information timely and accurately, provide good experience for users. The recommen‐
dation algorithm most widely used in actual production environment is Item-Base
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Collaborative Filtering, aka IBCF. The main idea of IBCF is based on history rates of
user for item, and generate item similarity matrix. Search out the item which is highest
similarity with other items as the result of recommendations. From the perspective of
computing, IBCF recommendation algorithm implementation process is divided into
the following five steps:

1. Item Rating Item Quantization
When using IBCF algorithm to calculate the two items similarity, first, collecting

the existing historical data from the database, quantify the rate of two items, Dimension
is the number of users who has comment rating on an item, the value of dimensions is
users’ ratings for an item. Assuming that recommendation system contains  users,
collection is expressed as  and  items, collection are expressed as

. So the item  corresponding rate vector of items can be represented
as . Among them,  expressions the rating of user  to
item . The rating value can be viewed as the preference degree of user  to item .

2. Similarity between Items
The commonly used algorithm which to calculate similarity of two items include

Cosine index similarity or Pearson Correlation Coefficient, etc. The following use
Pearson Correlation Coefficient as an example, the Coefficient defined the Similarity
through the linear relationship between two vector which corresponding to two rating
for items, from the perspective of linear algebra is to compute the cosine value of
between two vectors. Compared with other computing similarity method, it also take
into account the difference of two mean rating for items, to eliminate the effects of
differences between items, show user’s authentic preferences for item. As shown in
formula (1).

(1)

 represents the similarity between the item  and item .  expresses users
intersection which both give the item  and  rate.

3. Generate Project Similarity Matrix
After calculating the similarity between the values of all project systems, to generate

similarity matrix between projects, such as (2) shown in Equation.

(2)

Which  represents the similarity value between item  and  (where  and 
belong to ), the value can be seen as the degree of similarity between items.
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4. Generate nearest neighbor set
After obtaining the similarity between items, typically use two methods to select the

nearest neighbor set for target item: one is a pre-set threshold similarity; the similarity
between all the target items exceeds the threshold composition project nearest neighbor
set V [11]. Another approach is to select the maximum K similarity value as a neighbor
set items . Wherein , and satisfies , 
as the total number of items.

5. Generate the final recommendation list
According to the target items’ nearest neighbor set of rates to predict the current

user’s score to the target item, the highest score before the election predicted a number
of items as a result of recommendation to the current user. User rating prediction target
item target item by nearest neighbor set score obtained, calculated as shown in Eq. (3).

(3)

Which  represents the system predicts user  to item  rate.  represents
the average score of the project user ratings minus the project, it is to project the center
received an average rating of (Mean-centering) treatment [12], to eliminate differences
in scores between projects.

2.2 Hadoop Platform

Hadoop platform is one of the most popular solutions for big data problem. The Hadoop
distributed file system and MapReduce programming model is the core of the distributed
computing framework. It is provided by the Apache Software Foundation, aka ASF.
Users can in the case of don’t need to understand the underlying system details, use
Hadoop organize computing resources to build their own distributed computing plat‐
form, Develop a distributed application, to make full use of cluster performance distrib‐
uted and parallel processing massive data problem.

2.3 HBase Platform

HBase is a column oriented, scalable, and distributed No-SQL database, it can manage
mass data which stored on thousands of server nodes efficiently and reliably. HBase is
the open source implementation for Google’s paper named Big-Table, and it has become
the top project of the Apache Software Foundation. Compared with RDBMS, HBase’s
column oriented storage mechanism is suitable for storing sparse data. RDBMS is
mainly suitable for transactional demanding situations, According to the theory of CAP,
in order to achieve the strong consistency, need to synchronize by strict ACID transac‐
tions, this makes the performance of the system is reduced greatly in availability and
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scalability. HBase database is an eventual consistency mechanism, in the process of
storage for transparent data segmentation, make store itself has a horizontal scalability
and extensibility.

3 Personalized Recommendation System Algorithm Optimization

In the actual production environment, the number of users and projects in the person‐
alized recommendation system often will be more than ten million levels, and the
number of daily magnitude is also very large. Such large computing tasks, online real-
time computing systems simply not load it in many cases, and use of off-line calculation
also takes a long time to complete the update of similarity between the items, but user’s
demand for the system is more biased in favor of the real-time feedback. Therefore, to
study and solve the problem of poor scalability recommendation system exists, it is very
valuable.

Hadoop’s distributed computing implementation is based on the MapReduce
programming model, the basic idea is to split the entire data file into a number of blocks
with a certain size, and store the data block in each storage node in the Hadoop cluster.
When performing recommendation algorithm, split the entire calculation job into
plurality Map subtask accordance with the number of data blocks, mapped the subtask
to each computing nodes in the cluster for parallel computing. Map stage reads the data
block file, generates intermediate key/value pairs, namely <Key, Value>, and writes
the output to a local disk for persistent storage. After the completion of all Map stages,
each computing node starts Reduce stage, read the output results of Map, after the
reduction process outputs the final result. It is implementation shown in Fig. 2.

Fig. 2. MapReduce implementation process

According to the Sect. 2.1 implementation IBCF algorithm, now use the Hadoop
MapReduce programming model to improve it. The process of calculating the predicted
ratings of user for item will be divided into four MapReduce task is completed.
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The first MapReduce task: Map stage reads the data block file with key-value pair
<Key, Value>. After Map function processing, data UserID as Key, (ItemID, Rating)
for the Value, i.e. <UserID, (ItemID, Rating)>. Reduce stage to perform a reduction
process User ID as Key, the resulting generate User-Item scoring matrix. It is imple‐
mentation shown in Fig. 3.

Fig. 3. Generate User-Item rating matrix

The second MapReduce task: Map stage reads the data block file, output to ItemID
as the Key, (UserID, Rating) as the Value, i.e. <ItemID, (UserID, Rating)>. Reduce
stage perform reduction processing ItemID as the Key to generate Item-User rating
matrix. It is implementation shown in Fig. 4.

Fig. 4. Generate Item-User rating matrix

The third MapReduce tasks: Map stage reads the Item-User Matrix produced by the
last process, and output result use Item pair  as the Key, the set of Rating as the
Value. Reduce stage to calculate the similarity between items according to Eq. (1), the
resulting similarity matrix as Item-Item (2) formula. It is implementation shown in
Fig. 5.
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Fig. 5. Generate similarity matrix

The fourth MapReduce tasks: Map stage reads the similarity matrix between items,
select each item’s top K highest similarity value as the nearest neighbor. According to
Eq. (3) calculated prediction rate for each item. Reduce stage reduction process Map’s
result; select the top K highest rateing as the result of the final recommendation. It is
implementation shown in Fig. 6.

Fig. 6. Generate recommendation list

4 Data and Experiment

4.1 Experimental Data

The experimental data Movie-Lens is provided by the Group Lens Research project team
is a free movie recommendation data, contents include: about ten million lines, data size
is 252 MB, number of users is 71567, and number of film is 10681. The scope of user’s
ratings is [1, 5], the value of the rating on behalf of the evaluation of users.
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4.2 Experiment and Result Analysis

This experiment to configure Hadoop cluster on 7 nodes, configure the Name-Node
Server on the NO.01 and NO.02 machines, and configure Resource-Manager Server on
the NO.03 machine. On the remaining 4 machines configure Data-Node Server and
Node-Manager Server as storage nodes of HDFS and compute nodes of MapReduce.
The configuration of each machine as follows: the CPU Model is Intel(R) Core(TM)
i5-3470, the Memory is 4 GB, Hadoop version is 2.4.1, Linux version is CentOS-6.6.

4.2.1 Data Storage Optimization Experiment
According to the characteristics of the data set, design the data storage model for
RDBMS and HBase. The data model based on RDBMS storage, need to design three
tables: the User table, Movie table and Rating table. Respectively, used to storing User’s
basic information, movies’ basic information and the ratings of user for Movie. For
example as the following User table, shown in Table 1.

Table 1. User table design

UID UName UAge UGender …

ID1 Name1 Age1 Gender1 …

… … … … …

IDn Namen Agen Gendern …

Among them, the field UID is the primary key of User table and can uniquely identify
each row in the table. The field UName, UAge, UGender meaning the basic attribute of
user, the data Namen, Agen, Gendern meaning the value of users’ each attribute.

Use HBase to store the experimental data, just need to design one table only. This
experiment based on HBase design the data storage model, as shown in Table 2.

Table 2. HBase data model design

Row key Time stamp Column family:c1 Column family:c2

Info Value Rating Value

U1 t6 c1:Age Value1

t5 c1:Name Value2

t4 c1:Gender Value3

t3 c2:MovieI
D

Rui

U2 t2 c1:name Value1

t1 c2:MovieI
D

R2i
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Among them, the U1 and U2 is the HBase database’s RowKey, is equivalent to the
primary Key of the RDBMS. The field c1 and c2 respectively HBase database’s Column
Family, and the Age, Name, MovieID in the equivalent of the columns for an RDBMS.
The default value of Timestamp is the system time stamp, Can also be customized
according to the business needs, each record has a corresponding timestamp.

During the experiment, selected 10M, 20M, 50M, 100M and 200M five groups of
data sets of different sizes as the experimental data, using the above-described two types
data model, the experimental data are being stored in the RDBMS database and HBase
database, And measured different data models corresponding data storage file size. The
results are shown in Fig. 7.

Fig. 7. Storage file size corresponding to different data models

Among them, Abscissa represents the different sizes of selected experimental data
sets, in megabytes (MB) of units. Ordinate respectively represent the storage file size of
RDBMS-based storage and HBase-based, in megabytes (MB) of units.

The above results show that, with the increasing size of the data set, RDBMS-based
storage file size increased significantly, while HBase-based storage file size increase is
relatively flat. This is because there are a lot of sparse data in the recommended system,
namely a large number of meaningless null (Null value) exists. For these Null values,
based RDBMS storage takes a lot of storage space, largely reducing the use of perform‐
ance RDBMS database. The HBase column-oriented storage features for null values
(Null value) does not take up any storage space, thus saving storage space and improved
read performance, it is suitable for storing sparse data.
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4.2.2 Recommended Algorithm Optimization Experiments
The first set of experiments to verify the performance of the Hadoop platform recom‐
mendation algorithm execution, gradually increase the number of nodes in the cluster,
and record the response time of recommendation algorithm. First, use a single node test
the time of calculate a user’s predicted rate for all items, and then gradually increase the
number of nodes from 2 to 6, and recorded all the time of calculate a user’s predicted
rate for all items. The results are shown in Fig. 8.

Fig. 8. System response time corresponding to different nodes

Wherein, Abscissa represents the number of nodes. Ordinate represents the corre‐
sponding system response time for different number of nodes, in seconds (s) as a unit.

The above results show that as the number of nodes increases, the computing time
continue to decrease, indicating that the system performance continues to improve, but
also found time decreasing amplitude is also declining because of the increasing number
of nodes, the system do Map/Reduce operating system overhead required is also
increasing.

The second set of experiments selected 10M, 20M, 50M, 100M and 200M five
groups of data sets of different sizes as experimental data. Computing a user’s predicted
rate for all items, and record the recommendation algorithm’s response time under
different environmental. The results are shown in Fig. 9.

Among them, Abscissa represents the different sizes of selected experimental data
sets, in megabytes (MB) as a unit. Ordinate represents the recommendation algorithm’s
response time for different modes, in seconds (s) as a unit.

The above results show that with the increase of the amount of data input, serial
environment recommendation algorithm for memory resource consumption increases,
resulting in decreased performance of the algorithm is not complete computing tasks.
In a multi-node Hadoop cluster recommendation algorithm can complete large-scale
data computing tasks, which fully shows that the use of based Hadoop parallel
computing method can solve recommendation algorithm computing scalability issues.
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4.2.3 Recommended System Results
Through the above detailed design of personalized recommendation system in data
storage module and recommendation algorithm module. Article shows the implemen‐
tation process of personalized recommendation system, basically reached the goal of
personalized recommendation. Figure 10 shows the result of personalized recommen‐
dation system. Among them, the recommendation results in descending order according
to the size of the recommended values, recommended values represent the recommended
system predicted value for the target users’ interests.

Fig. 10. Personalized recommendation system recommended results

5 Conclusion

Depending on the needs of users to quickly and accurately push the required information,
provide personalized recommendation service is currently a hot research topic. In this

Fig. 9. System response time under different modes
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paper, the current recommendation system in the data storage scalability and recom‐
mendation algorithm expansibility of both the problems, research and analysis of the
IBCF algorithm, combined with Hadoop, HBase technology, design a suitable for large
data environment data storage and processing solutions. Proposed based on Hadoop and
HBase based personalized recommendation system, and use Group Lens Research
project offers movies datasets, programming analysis and testing of the different size of
the data file. Experimental results show that the proposed personalized recommendation
system not only improves data storage scalability, and enhanced recommendation
algorithm scalability.
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Abstract. Researches on domestic social stability analysis mainly focus on
construction of social stability theory, architecture and index, while few pay
attention on quantitative analysis. In this paper, a social stability supervising
framework is proposed based on sensitive Web information mining, semantic
pattern matching and quantitative calculating. A sensitive information knowl-
edge base is constructed by analyzing sensitive information about social envi-
ronment, national harmonious and happy index of people’s live in natural
language online news texts from Internet, and recognizing hot keywords as well
as the event trends led by the keywords. A social stability index theoretic model
and a quantitative calculating model are proposed to evaluate social stability
quantitatively. Parameters of the calculating model are determined by employing
social investigations and an iterative feedback learning method. A prototype
system is built on proposed framework and experiments are conducted on six
frontier provinces, e.g., Xinjiang and Tibet. The result of an average accurate of
73.29 % shows the effectiveness of the proposed model.

Keywords: Sensitive information � Social stability index � Web text mining

1 Introduction

There are many kinds of information on the Web, e.g., information about gaps between
the rich and the poor, bad social security and unemployment which related to the social
environment; information about religious convictions, different lifestyles and penetra-
tions of foreign culture which involved in ethnic harmony; as well as information about
living environment, social insurance and disposable incomes which related to people’s
livelihood. With the continuous improving of the popularity of the Internet, the virtual
online space has a growing influence on the real world. Facts proved that some real
affairs such as parades, meetings and associations in the real world came into being by
discussion in online community at first. So, employing some information technologies
to perform a comprehensive, accurate and timely supervision on the sensitive infor-
mation on the Internet, and then to issue early warnings for fast responses in the real
word, the social stability and unity, the vigorously development of the economy can be
effectively maintained and protected.

At present, the supervision of network information is mainly done by public
opinion monitoring systems. These systems are able to monitor web information, trace

© Springer Science+Business Media Singapore 2016
W. Chen et al. (Eds.): BDTA 2015, CCIS 590, pp. 46–58, 2016.
DOI: 10.1007/978-981-10-0457-5_6



hot events and carry out correlation analysis and trend analysis, but they cannot give
apparent results on the social stability [1, 2]. The existing domestic work on social
stability analysis mainly focus on the theory, system, index construction [3–11], few
aims to achieve real-time assessment on the situation of social stability using Web
information [12]. The deficiency of existing work lies in two aspects. On one hand, a
large number of studies have been carried out only for qualitative analysis, but not for
more meaningful quantitative results. On the other hand, some work is limited to a
single factor, for example, research only focuses on happiness index without taking
into account the combined effects of multiple factors.

In this paper, a social stability index theoretic model and a quantitative calculation
model are proposed to evaluate social stability quantitatively. The theoretic model
comprehensively considered three kinds of factors, the social environment factor, the
national harmonious factors and the happiness index factors. Parameters of the cal-
culating model are determined by employing social investigations and an iterative
feedback learning on massive natural language text on the Web. Based on these
models, a social stability supervising framework is proposed by sensitive Web infor-
mation mining, semantic pattern matching and quantitative calculating. A prototype
system is built on proposed framework. By analyzing sensitive information about
social environment, national harmonious and happy index of people live in natural
language news of six frontier provinces, e.g., Xinjiang and Tibet on the Internet, and
recognizing hot keywords as well as the event trends led by the keywords, the system is
able to monitor the social stability in time. The experiment result of an average accurate
of 73.29 % shows the effectiveness of the system.

The rest of the paper is organized as follows. We first review related work in Sect. 2.
The proposed technical framework is introduced in Sect. 3. Implementation of the pro-
totype system and a case study are described in Sect. 4. In Sect. 5, we evaluate the system
and demonstrate its feasibility and applicability. In Sect. 6, we conclude this paper.

2 Related Work

Some social science researchers in China have worked on the social stability situation
analysis, index system construction and management system development. Li [2] gives
an empirical analysis on the influence factors of social stability in the frontier minority
areas from two aspects: the fact evaluation index and the stable confidence index on the
basis of structural survey statistics. In documents [4, 6], the economic significance of
happiness index, the construction of the index system, as well as the collection and the
empirical analysis of happiness index were studied. The psychological factors of social
group events were discussed in [7, 8]. The index system of harmonious development of
economy society, which is composed of 38 important indicators, is constructed in [9].
From the perspective of economics, documents [10, 11] make a tentative analysis of the
social and political stability of our country respectively. In [12], construction of a social
stability early warning and management system is described, while the system can only
use information input manually but not information grabbed automatically from theWeb.
So far, we can see that the research mainly focus on the theory, system and index, and
Web information mining technology has not been used to analyze the social stability.
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The public opinion monitoring applications are directly related to this paper.
A public opinion monitoring system is able to discover and extract useful information
from semi-structure or non-structure data in Web page content automatically, find and
trace hot spots and focus events that newly happened and interested by people in the
vast amounts of Web information, form a certain correlation analysis and trend anal-
ysis. There are some relatively good public opinion monitoring systems, for example,
the Founder’s Intellectual Thought public opinion early warning and assistant decision
support system1, the TRS Internet public opinion information monitoring system2, the
People’s opinion3, the Eagle micro blogging and emotion4. These systems are based on
the information acquisition technology and employ information processing, content
management, knowledge management and information classification technologies to
achieve network public opinion monitoring, hot news tracking and supervision.

In this paper, we use text mining technology to realize the monitoring of social
stability. Different from previous work, we pay more attention to quantitative social
stability situation analysis. Namely, according to the proposed theoretical model and
calculate model of social stability index, on the basis of acquisition, analysis and
processing of social stability related network information, we perform quantitative
calculation to get the situation of social stability.

3 Social Stability Analysis Technology Framework

This paper proposes a social stability situation analyzing framework based on sensitive
information mining technology. In the framework, an exponential model of social
stability is constructed, and an automatic quantitative social stability index calculation
process is realized. The overall technical framework is shown in Fig. 1, it comprises
three layers:

– The Web Mining Layer: This layer offers massive Web text mining services. By
examining elements involved in the social stability model, this layer first crawls
relevant Web pages, then uses TML (Text Mining Language) to extract keywords,
understand semantic meaning, recognize associate relation and analyze sensitive
information within page content. TML encapsulated complex web crawling and
natural language processing technologies, it can easily maps the theoretical model
and the extracting rules to the specific text mining process [13].

– The Knowledge Discovery Layer: This layer performs theoretical modeling, rule
extraction and knowledge discovery. According to the social stability index theory
model, it first recognizes the key words and the relationships of each factor to
construct a sensitive information matching rule base. Then it uses an iterative
feedback mechanism to determine the weight of each factor in the social stability
index calculate model, to realize the quantitative calculation of social stability.

1 http://www.founder.com/templates/T_Second/index.aspx.
2 http://www.trs.com.cn/product/product-om.html.
3 http://yuqing.people.com.cn.
4 https://www.eagtek.com.
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– The Data Presentation Layer: This layer supports data visualization and maneu-
verability. It takes the sensitive information extracted by the social stability index
quantitative calculation model as input, represents them in forms of charts or other
visualized methods to show the changes of social stability, and provides
human-machine interface for further intelligent information analysis and decision
making.

3.1 The Web Mining Layer

At the bottom of the framework, the text mining layer extracts sensitive words and
matching rules from the massive network text under the guidance of the knowledge
discovery layer. The extracted words and rules can be classified into three categories
which have direct associations to the social stability, i.e., social environment, ethnic
harmony and happiness index.

News is a kind of style that is widely used by newspapers, radio and other media to
record facts, transfer information and reflect the times. The openness of the Internet
enables the network news accounting the real society more directly and more quickly.
So, many factors affecting the social stability situation can be found in online news.
Two ways are employed to obtain sensitive information on the Web in this layer:

1. Extract sensitive information manually. This method is executed by reading news
page artificially, selecting sensitive information as ‘seed’ according to some public

Fig. 1. A quantitative social stability analysis framework based on web sensitive information
mining.
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views on the current situation and the policy. It has a good effect in the initial state,
but its efficiency is relatively low.

2. Using TML to capture online information automatically. Initially, some manually
obtained sensitive words are feed to TML’s web crawler as key words to carry out a
directed crawl, and then the returned web pages are analyzed to obtain more sen-
sitive words and all these words are put into a sensitive word set to support an
iterative crawling process.

TML is a natural language processing platform, which contains a compiler, a virtual
machine and an integrated development environment. Users can use the TML language
to write text mining code, and then these codes are compiled into byte-codes to run on
the virtual machine. TML implemented and encapsulated most commonly used text
mining technologies to provide a simple way for complex text mining.

In the text mining layer, TML functions of web crawler, text extraction, Chinese
word segmentation, part of speech tagging and named entity recognition, keyword
extraction, concept extraction and relation extraction are used to implement the sen-
sitive information mining; it’s the basis for constructing the knowledge base.

According to the social stability theory model, the CONCEPT and PREDICATE
directives of TML are used to define the sensitive word sets and rules, directive PAGES
is used to determine the range of information acquisition, and the concept and rela-
tionship is extracted by directive SELECT. The TML codes are described in Table 1.

For example, in analyzing the ‘economic income’ factor in ‘social environment’,
we first manually recognize word set CONCEPT (income) as {“收入”, “工资”, “薪
水”, “生活费”}, after taking it as a seed to crawl the Web and expand it with syn-
onyms, we get CONCEPT (income) = {“收入”, “工资”, “薪水”, “生活费”, “平均收

入”, “平均生活费”, “经济”, “物质”, “生活必需品”, “饮食质量”, “伙食费”, “平均工

资”, “平均薪水”, “可支配收入”, “可支配工资”, “可支配薪水”, “生活用品”}.
The semi-automatic learning process only completed the identification of sensitive

words. In order to observe the changes of social stability, some verbs are needed to
describe the trend of sensitive words. For example, in the ‘social environment’ factors,
we need to analyze the changes related to the sensitive information ‘economic income’.
So the semi-automatic learning method is also used to construct a word set of verbs
which can denote the status of ‘economic income’, namely CONCEPT
(income-v) = {“低”, “下降”, “减少”, “滑”, “降”, “回落”, “低落”, “低下”, “没有”, “不
够”, “拮据”}.

Table 1. TML Codes of Web Mining.

CONCEPT x; /* Define sensitive word set X */
CONCEPT y; /* Define sensitive word set Y */
PREDICATE x-y; /* Define relations between sensitive word sets */
PAGES Sample Define website /* Define the range of Web page for crawler */
SELECT x-y from Sample; /* Extract the relations */
OUTPUT; /* Output the results in XML */
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In order to realize the precise semantic matching, and avoid complex analysis of
Chinese grammar, the ‘co-occurrence’ method is used to define the predicate modifier
relations between the sensitive words and the trend verbs. Function PREDICATE
SE1(income n1, income-v v1) {dist_15(n1, v1);} means that at a distance of 15 words (the
average length of a sentence), a word from the collection of income and a word from
income-v formed a relation of the subject and predicate, which describes a kind of
factor which will affect the social stability. This matching method based on the distance
between two sets forms a mapping of |income| × |income-v|, which will improve the
rule’s coverage, and will also improve the recall rate just like synonym expansion.

3.2 The Knowledge Discovery Layer

The function of knowledge discovery layer is to construct the theoretic and the
quantitative calculation models of social stability. When the models are built, they can
be used to guide the text mining layer to execute the rule extraction and knowledge
discovery tasks.

Theoretic Model of Social Stability Index. Through empirical analysis, we find the
diversified characteristics of factors which have effect on social instability. That is to
say, a bunch of factors such as economy, employment, social security, price, interest,
political, ethnic, cultural, religious, hostile forces penetration, emergencies, land
acquisition and so on are found undermining the social stability.

In this paper, by thorough analysis, discussion and investigation, we believe that
the social stability index (SI) is a linear combination of the social environment (SE)
factors, the national harmony (NH) factors and the happiness index (HI) factors. The
definition of SI is shown as Eq. (1).

SI ¼ aSEþ bNHþ cHI ð1Þ

Where SE = α1RP + β1SS + γ1ES + ···, it means the social environment is defined as
a combination of a variety of factors related to social environment. Here, RP, SP, EQ…
respectively represents the element of the rich and the poor, the social security,
employment situation and other elements.

NH = α2RC + β2FP + γ2LS + ···, it means national harmony is defined as a
combination of a variety of factors related to national unity. Here, RC, FP, LS, …
respectively represents the element of religion convictions, foreign penetration, lifestyle
and so on.

HI = α3DI + β3SA + γ3EQ + ···, the happiness index, is defined as a combination of
a variety of factors related to happiness. Here, DI, SA, EQ, … respectively represents
the element of disposable income, social assurance, environmental quality and other
factors.

Factors Affecting Social Stability. As mentioned above, the social stability index is
influenced by many factors. In order to determine the importance of each factor, we
designed a questionnaire to investigate the factors’ influences on social stability. In
2013 March and April, we randomly issued a total of 600 questionnaires in universities,
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enterprises and streets to make a survey. The response rate was 91 % and 500 ques-
tionnaires were available, where 187 people were ethnic minority and 313 people were
Han. The age distribution, occupation distribution and the education level distribution
are found in Table 2.

The statistics results of the survey showed the influence factors of social stability.
We classified the detail factors into social environment, national harmony and happi-
ness index. They are shown in Table 3.

Table 2. Statistics of questionnaire participants.

Age Num. % Professional Num. % Education Num. %

<20 119 23.8 Migrant worker 100 31.4 Middle school 54 10.8
20*30 178 35.6 Student 103 21.6 High school 89 17.8
30*40 103 20.6 Teacher 89 17.85 University 198 39.6
40*50 67 13.4 Doctor 39 10.2 Postgraduate 97 19.4
>50 33 6.6 Businessman 79 15.8 Ph.D 62 12.8

Worker 90 24.2

Table 3. The factors that affect social stability.

Categories Factors Items

SE Economic
income

(1) per capita income (2) income growth and price growth
ratio (3) is stable

Employment
status

(1) employment situation (2) attitude to current occupation
(3) is stable

Career
promotion

(1) chance of promotion (2) self fulfillment

Social status (1) local or migrant (2) rural or urban (3) regional superiority
Welfare
support

(1) endowment insurance (2) medical insurance (3) city
infrastructure (4) environment

Family life (1) housing and transportation (2) marriage (3) spouse
(4) family relationship network

Living
condition

(1) pollution degree (2) city planning (3) public security
level

Group event (1) social contradictions (2) illegal assembly activities
(3) Riot (4) fury

NH Economic
development

(1) backward economy (2) the gap between rich and poor
(3) price rise (4) unemployed persons

Government
duty

(1) unbalanced social development (2) social security
(3) social injustice (4) increased crime rate

Ethnic issues (1) ethnic separatist activities (2) ethnic conflicts
(3) religious issues

(Continued)
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3.3 Quantitative Calculation of Social Stability Index

In the proceed of questionnaire survey, the respondents were asked to sort the factors
from big to small by the factors’ influences on social stability according to their
personal feelings. The same sorting was made on items in each kind of factors. For the
sorting result of a certain class of factors, assuming the number in the first place is x1,
the number in the second place is x2,…, the number in the m place is xm, then according
to the statistical results, the influence coefficient ai of the factors on social stability was
calculated by Eq. (2).

ai ¼ x1 � h1 þ x2 � h2 þ � � � xm � hm
500� m

ð2Þ

Where hj ¼ m�jþ 1
m ; j ¼ 1; 2; . . .;m:

According to Eq. (2), we get a subjective estimated parameters of the model. In
order to refine these parameters, we need to select several websites from the frontier
provinces to get actual experimental data. Six sites such as Xinjiang and Tibet are
chosen as data sources to be crawled by comparing the capacity and the update fre-
quency of the content on the websites, as shown in Table 4.

By analyzing empirical data, parameters of the model are verified and adjusted, and
the calculation formula of the social stability index SI is eventually defined in Eq. (3):

Table 4. Website list for data sampling and analyzing in the prototype system.

Province Website URL

Tibet http://www.chinatibetnews.com
Xinjiang http://www.ts.cn
Guangxi http://www.gxnews.com.cn
Inner Mongolia http://www.nmg.xinhuanet.com
Jilin http://www.jl.xinhuanet.com/
Yunnan http://www.yn.xinhuanet.com

Table 3. (Continued)

Categories Factors Items

HI Quality of life (1) consumption level (2) environmental quality index
(3) per capita disposable income of urban residents
(4) Engel coefficient (5) per capita living space

Social order (1) incidence of mass incidents (2) duty crime rate of civil
servants (3) incidence of major accidents (4) negative
political rumors

Social stability (1) inflation rate (2) actual unemployment rate of urban
(3) social security coverage (4) medical insurance
coverage
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SI ¼ 0:45� SEþ 0:35� NHþ 0:2� HI ð3Þ

In the equation, the social environment SE is:

SE ¼ 0:25� ðEconomic incomeÞ þ 0:09�
ðEmployment statusÞþ 0:05�
ðCareer promotionÞþ 0:12� ðSocial statusÞþ 0:13�
ðWelfare supportÞ þ 0:15� ðFamily lifeÞþ 0:08�
ðLiving environmentÞ þ 0:13� ðGroup eventÞ

ð4Þ

The national harmony factor NH is:

NH ¼ 0:5� Economic developmentð Þþ 0:3� Government dutyð Þ
þ 0:2� Ethnic issuesð Þ ð5Þ

The happiness index factor HI is:

HI ¼ 0:4� Quality of lifeð Þþ 0:4� Social orderð Þ
þ 0:2� Social stabilityð Þ ð6Þ

3.4 The Data Presentation Layer

In the data presentation layer, graphs and tables are employed to display the social
stability data. The graphic interface can provide a dynamic and visualized view for
users to make better decisions. The optional data display modes include:

1. Line Chart: a social stability index linear chart is drawn according to the quanti-
tative analysis result of stability index, and the line chart can intuitively shows the
stability trend of the supervised provinces in a period of time.

2. Situation Map: a China Map is rendered everyday to dynamically monitor the
stability index of different provinces in time. To display the stability status intu-
itively, the Map is colored into green, blue, yellow, orange and red according to the
general international security level.

4 Prototype System Demonstration

4.1 System Construction

According to the proposed technical framework, a Browser/Server based frontier
province social stability index analysis system is implemented in this paper. Apache,
TML and JSP are used to develop the server side program; JavaSript and Ajax are
employed to build friendly use interfaces in the client side. Figure 2 shows the
architecture of the social stability index analysis system.
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4.2 Case Study

We ran the system on the Internet, and analyzed the social stabilities of six frontier
provinces such as Tibet, Xinjiang and so on. The stability index line charts of these
provinces from 2013/5/6/to 2013/9/6 are shown in Fig. 3.

In the figure, the stability indexes of Jilin Province are high and the values change
significantly. By manually analyzing the content in the grabbed web page, we found
that a fire explosion accident had occurred in Jilin province on June 3rd, 2013. So,
during those days, many reports appeared about the event. Some extracted sensitive
information of the system are listed below:

(1) 3/6–5/6: the 6.3 serious fire explosion event happened, reports appeared to reveal
the accident.

(2) 6/6–7/6: the death in the accident is announced one after another.

Fig. 2. Structure of the frontier province social stability analysis system.

Fig. 3. A social stability line chart of 6 frontier provinces.
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(3) 7/6–8/6: The explosion accident continuously fermented, it became a hot event
and led to a strong reaction in society. News about the accountability and influ-
ence control were gathered and published. For example, “当地曾为出事工厂违

规开路”, “政府道歉后还需追责”, “液氨高温后易造成流行病与疫病流行”.
(4) 8/6–9/6: Problems were solved, reports about the fire explosion gradually

reduced. At the same time, news about the college entrance examination became
the headlines and the stability index looked normal.

In addition to the reports about fire and explosion accident, a large number of other
news which had impact on the social stability of Jilin in that period were also extracted.
For example, “吉林长春市一地铁施工处发生施工事故”, “吉林一法院’温馨提

示’引发公众批评”, “吉林石化乙二醇出厂报价小幅上涨”, “吉林榆树高考乱象娱

乐了谁”, “吉林男子行凶 见义勇为者身中多刀”, “韩企白菜价进口中国人参暴利

吉林千亿计划阻击”, and so on.

5 Evaluation and Analysis

To verify the feasibility of the system and the proposed social stability index model, the
system results were compared with the fact we manually extracted from the actual
news. The statistics results are shown in Fig. 4.

The precision is defined as:

percision ¼ jsensitive words identified manuallyj
jsensitive words identified automaticallyj � 100% ð7Þ

The figure shows the precisions of the sensitive information extraction from 6
representative websites in the frontier provinces. In June 7th and June 9th, the

Fig. 4. The manual evaluation accuracy on social stability of 6 frontier provinces in
2013-6-5*2013-6-9.
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precisions of Yunnan are low. By tracing the calculating procedure of social stability
index, the problems in the expansion of sensitive words and the design of the words set
structure were found. So we classified the sensitive word sets according to their
semantics and optimized the cross correlation among the word sets. After correction
and optimization, the average accuracy rate of the system raised to 73.72 %.

The experimental results show that the proposed model and technical framework
can better monitor the social stability, and timely reflect the changing trend of social
stability. To further improve the practicality of the system, more work should be done
in two aspects: (1) When selecting sensitive information, refer to Baidu hot words list
and other resources to enhance the authority of the constructed sensitive information
knowledge base; (2) Employing text polarity analysis technology to grasp public
opinion’s trend in a finer granularity.

6 Conclusions and Future Work

Sensitive information extraction and social stability analysis technologies are studied in
this paper. A social stability index theoretic model and a quantitative calculation model
are proposed to evaluate social stability quantitatively. A B/S based prototype system is
implemented based on TML’s text mining and exact semantic matching technologies.
Practical evaluation were conducted on six frontier provinces such as Xinjiang and
Tibet, the results confirmed that the proposed model and the prototype system could
better reflect the situation of social stability.

This work is able to provide useful information to the army, government and public
security intelligence departments for making better decision, and eventually maintain
the national stability and unity.

Acknowledgments. This work is supported by the Young Scientists Fund of the National
Natural Science Foundation of China (Grant No. 61309022) and the Military Application
Research Project of CAPF (Grant No. WXK2015-13).
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Abstract. In this paper, an energy-conservation Hadoop Distributed File System
(HDFS) oriented to massive news data is proposed based on news access pattern,
in order to reduce energy consumption of big news data storage system. First,
divide all data nodes into real-time responding hot data nodes and standby cold
data nodes. To make a good balance between data access performance and energy-
conservation, this paper takes two strategies of priority allocation, named Active
State Node Priority (ASNP) and Lower Than Average Utilization Rate Node
Priority (LANP), to mostly guarantee the balance of data distribution in cluster
in order to obtain a good data access performance. It also confirms the opportu‐
nities to move data from hot data nodes to cold data nodes is based on the access
pattern of news data and develops a simulating experimental platform that can
evaluate energy consumption of any file accessing operation under any different
storage strategies and parameters. Simulation experiments shows that strategies
proposed in this paper saves 20 %–35 % energy than traditional HDFS and 99.9 %
responding time of reading files will not be affected, with an average of 0.008 %–
0.036 % time delay.

Keywords: File storage energy-conservation strategy · Data distribution
balance · Simulation platform

1 Overview

With the constant improvement and popularization of cloud computing technology,
distributed storage system, in the basic position, has great progress and development,
data centers of various sizes are developed rapidly. After the pursuit of performance,
capacity, fault tolerance and safety, green energy-conservation also become a new
standard in this field. According to the research of literature [1], IT industry’s carbon
dioxide emissions takes 2 % of global emissions, which is expected to double by 2020.
In 2008, Internet equipment such as routers, switchers, severs and cooling equipment
consume a total of 868 billion KWH, which took 5.3 % of consumption of the world [2].
So how to reduce energy consumption of device nodes without affecting the performance
of service is a realistic question.

At present, some researchers have done some researches on how to reduce the energy
consumption of cluster. For example, Kaushik and Bhandarkar [3], Kaushik et al. [4]
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divided cluster into cold and hot zone and reduce the energy of cluster through storing
rarely accessed files in cold zone. Kaushik et al. [5] have studied how to forecast life
cycle of files in the further research, reduce energy of cluster thorough migrating the
files in hot zone to cold zone according to life cycle of them. In the research of Kaushik
et al. [6], they proposed a method which reduces cooling energy consumption of cluster
through scheduling tasks according to the temperature of nodes. Leverich and Kozyrakis
[10], Lang and Patel [8] have proposed a energy saving strategy base on the utilization
rate of node. Most of the research above just consider the problems of energy saving,
but almost do not refer to that of the cluster load balancing.

This paper takes Hadoop distributed file system as the framework. Focus on the
issues of energy-conservation and data distribution equilibrium, summers up the general
pattern of news data access through studying news data access and proposed energy-
conservation strategy oriented to big data news based on the pattern of news data access.
In order to achieve a good balance between the performance and energy saving, we
proposed Active State Node Priority (ASNP) strategy and Lower Than Average Utiliza‐
tion Rate Node Priority (LANP) strategy in this paper. Finally the experiment simulation
platform is designed and implemented to verify the effectiveness of the proposed strategy
in this article. The experiment result shows that the strategy, proposed in our paper,
achieves a better balance between energy saving and data distribution equilibrium.

2 Access Pattern of News Data

The strategy, proposed in this paper, optimizes the HDFS stored procedure by using
news data access pattern. So before expounding this strategy, we research on news data
access pattern first. As we know, news has strong timeliness, so its access also has certain
regularity. This section first explores news data access pattern through analyzing web
site news access log with statistic method, finally gets the general pattern of news access.

We have obtained the page access log data set between January 2014 and June 2014
in each project page access statistics under Wikipedia [7]. Due to the large number of
servers, Data obtained in this paper is only from one server access log, we hope that we
can get news data access pattern through analysis of the access log data. So we choose
1000 news title as an observation set and count the superposition of daily visits about
them in 15 days since they have been published. As shown in Fig. 1.

In order to quantitatively calculate the attenuation degree of visits, we use IBM SPSS
to get the nonlinear fitting of the curve of Fig. 2, which shows the exponential model of
daily total visits.

The value of R2 of the exponential model is 0.977, which means the model’s fitting
degree is very high. According to the fitting results of IBM SPSS, the constant of the
model is 240493.456 and the value of b1 is -0.264. The final obtained model can be
expressed in Eq. 1

(1)

Equation 1 is for the mode of access quantity about 1000 news, the mode of access
quantity about single news can be expressed in Eq. 2:
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(2)

According to experience and statistics, we think that a single news will enter into
the cold stage when its daily visits is below 5 times, which means the news will rarely
be accessed and can be ignored. We can also know that, according to the results calcu‐
lated by Eq. 2, visits of news will be below 5 times after 15 days form they have been
published. We do not research the visits of news after 15 days.

In conclusion, the pattern of data access can be expressed as follows:

• Visits in 3 days takes more than 60 % of which in 15 days, while the visits within 7
days takes nearly 90 %.

• The visits of news is below 5 after 15 days form it has been published.

Based on the understanding of above the pattern above, we can propose corre‐
sponding energy-conservation optimization strategy. In the following parts we will
adopt the Data Node Partition, Active State Node Priority (ASNP), Lower Than Average
Utilization Rate Node Priority (LANP), File Migration and Node Standby strategies to

Fig. 1. Total daily visits of 1000 news

Fig. 2. The exponential model of total daily visits
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achieve the goal of data balance and energy-conservation through the improvement of
HDFS file storage mechanism by using the pattern of the news data access.

3 HDFS Energy-Conservation Storage Strategy

The current HDFS energy-saving management strategy is a generic model without
proposing a corresponding optimized strategy focus on data access features. While the
optimized strategy, considering the data access features, has better performance on
energy saving than the general one. So the following parts proposed the energy-conser‐
vation storage strategy for big news data based on the news data access pattern in Sect. 2.

3.1 Data Nodes Partition Strategy

We can know that visits of news will decrease when time goes by according to the pattern
obtained in Sect. 2. It means that news data will been cold with time goes by, and we
know that it is very different between the access of cold data and the access of hot data.
So it can save energy of the system through storing cold and hot data separately.

As shown in Fig. 3, this strategy logically divides all data nodes in the cluster into
two parts HotRackZone and ColdRackZone. Data node in HotRackZone, called hot data
node, is active all time, have best performance but high energy consumption. Data node
in ColdRackZone is standby in the default state, called cold data node, which will be
awakened and become active when node has data access, although it may affect the
response time for reading files, the energy consumption is low.

Fig. 3. Data node partition strategy

When a new file is created, file data will be written to node in HotRackZone to ensure
good reading performance. The purpose of this strategy is making HotRackZone nodes
guarantee low latency response of file access and reliability, while making ColdRack‐
Zone nodes standby as much as possible to reduce energy consumption.
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Although writing data to cold data node may awake standby node first, but if consid‐
ering the following two points, this situation will have least affect to the performance
of the system when it happens.

• Adopt the strategy of Sect. 3.2, reduce the probability of waking up node while
writing data to cluster.

• When writing data to ColdRackZone node, using methods in Sect. 3.3 which migrate
data during low-access period.

For the convenience of description, this paper makes the following definitions:
Data nodes in HotRackZone and ColdRackZone are regarded as two sets, denoted

by HRZ = {hdn1, hdn2, hdn3, …, hdnm} and CRZ = {cdn1, cdn2, cdn3, …, cdnn} hdni is
one of the data nodes in HotRackZone, cdni is one of the data nodes in ColdRackZone,
cdni has two kinds of states, one is standby, the other one is active after waked up, we
remark the two states respectively as  and , The state of  is remarked as S
( ).

For a data node set DN = {dn1, dn2, dn3, …, dnm}, we define the operation functions
of the set as follows:

• Active (DN) is expressed as a set whose elements are the active data nodes in DN.
• LRS (DN) is expressed as the nodes with the largest remaining space in the DN.
• URA (DN) is expressed as data nodes in DN whose utilization rate is lower than the

average utilization rate of DN.

3.2 Two Strategies of Priority Allocation

3.2.1 Active State Node Priority (ASNP)
In our study, there are two cases in which we need to select target data node for writing
the data. One is when a new file is created, data is written to hot data node, which are
active, and have the best performance, that means we cannot reduce the energy consump‐
tion of cluster by selecting node, but can make data distribution equilibrium via directly
select largest remaining space data node in HotRackZone as the target data node. The
other one is in the process of file migration which will be introduced in Sect. 3.3. At this
moment, data is written to cold data node in ColdRackZone, in which some nodes may
have been awaken and become active if assigned tasks. For this reason, Active State
Node Priority (ASNP) allocation strategy proposed in this paper reduces energy
consumption of cluster by reducing the probability of waking up standby cold data node
in ColdRackZone.

The key idea of ASNP:

• If system writes data to data node in HotRackZone, it will choose a target data node
with the largest remaining space: LRS (HRZ).

• If system writes data to data node in ColdRackZone. First, it gets the active data
nodes set in ColdRackZone, which is remarked as CRZ′ = Active (CRZ).
a. if CRZ′ = Ø, it indicates that there are no active data node in ColdRackZone, So

system will directly choose a target data node with the largest remaining space
in CRZ: LRS (CRZ).
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b. If CRZ′ ≠ Ø, then system will choose a target data node with the largest remaining
space in CRZ′: LRS (CRZ′).

It should be pointed out that if there are more than one node matched in the same
time, system will choose one randomly.

The reasons of using this strategy are: First, selecting active nodes can avoid awak‐
ening standby nodes, thus reducing overall energy consumption of ColdRackZone.
Second, in normal situation, larger remaining space of nodes means lighter load, writing
data to this nodes can balance the load in the cluster.

3.2.2 Lower Than Average Utilization Rate Node Priority (LANP)
Although ASNP have good performance in energy-conservation, data distribution in
ColdRackZone is imbalanced, which will have bad influence on system reading perform‐
ance of files and increases the system response time. Therefore, we consider the utiliza‐
tion rate of nodes when choosing the target data node, system will obtain access
performance through sacrificing some energy-saving effects in exchange for equilibrium
of data distribution of cluster. Based on it, we proposes the Lower Than Average
Utilization Rate Node Priority (LANP) strategy.

The key idea of LANP

• If system writes data to data node in HotRackZone. First, it chooses data node in the
set HRZ whose utilization rate are less than the average, which are regard as set
HRZ* = URA (HRZ). Then chooses a target data node with the largest remaining
space in set HRZ*: LRS (HRZ*).

• If system writes data to cold data nodes in ColdRackZone. First, it choose data nodes
whose space utilization rate is less than the average utilization rate of all nodes in
ColdRackZone, these data node are regard as set CRZ* = URA (CRZ). Then gets
the active data nodes set in set CRZ*, remarked as CRZ′ = Active (CRZ*).
a. If CRZ′ = Ø, it indicates that there are no active data nodes in CRZ*, So system

will directly choose a target data node with the largest remaining space in CRZ*,
remarked as LRS (CRZ*).

b. If CRZ′ ≠ Ø, system will choose a target data node with the largest remaining
space in CRZ′: LRS (CRZ′).

If system writes data to data node in ColdRackZone, system will choose data nodes
whose space utilization rate is less than the average utilization rate of all nodes in
ColdRackZone, then select the one which is active and with the largest remaining space
among them as the target data node.

If there is no active node, system will select the one with the largest remaining space
among them.
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3.3 File Migration Strategy

Through the research on the pattern of news data access in Sect. 2, we can see that visits
of each file decreases every day since it has been published. When time goes by, many
news will be accessed very few, those news data will consume a large number of system
energy if still stored in active nodes in HotRackZone. So we need to move files to cold
data nodes if their residence time in hot data nodes is more than storage time threshold
Texsisted and if their visits of previous day is lower than daily visits threshold Taccessed. We
determine Texsisted according to the points with larger drops in a period of time on the
access rule curve shown in Fig. 1 and Taccessed based on experience, we suppose that a
file belongs to cold files if its lowest daily visits is less than 5 times. In order to implement
file migration strategy, system should get the files in hot data nodes whose storage time
in HotRackZone is larger than Texsisted and the visit of previous day is less than Taccessed

first, and migrate them to cold data nodes.
The follows shows three points that need to be paid attention to when migration is

implementing.

• Since data in hot data nodes need to be written to cold data nodes in the process of
migration, system can select the target data nodes for migration of file data according
to strategy in Sect. 3.2.

• Considering the news data access pattern, the probability of cold news become hot
news and be accessed again is very small, so in this paper, the migration strategy is
one-way, it means that data cannot migrate from cold data nodes to hot data nodes.

• It is certain that the file migration will affect the efficiency and performance of the
whole system, so if system implements migration process during off-peak hours, it
will minimize strategy impact on performance. We found that 2 PM to 4 PM is the
slack period of site visits via statistical analysis of access log data. So file migration
policies can be implemented in this period.

3.4 Nodes Standby Strategy

This strategy is only implemented on data nodes in ColdRackZone, with the purpose of
reducing total energy consumption of system by making cold data nodes without reading
and writing tasks to be standby. We think that it is wise to let a node to be standby if it
has not been accessed for a long time, because this action almost will not cause any
impact on system response to access, and can reduce energy consumption at the same
time. So we set a threshold of node standby time in this paper known as , the last
access time of  is represented as  and the current system time is represented as

, if , then , which means system will make  enter
standby. The process is shown in Fig. 4.
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Fig. 4. Cold data node standby strategy process

4 Experiment Results and Analysis

In order to verify the strategy proposed in this paper, we develop a simulation experiment
platform to verify its effectiveness. Figure 5 shows the functional structure chart of
simulation platform we designed.

Parameters of node and 
rack

News access sequence

Parameters of energy-
conservation strategy

Modeling of infrastructure

Simulation of cluster 
running

Customize the energy-
conservation strategy

The simulation result

Simulation experiment platform

Fig. 5. The functional structure chart of simulation platform

In this simulation platform, we simulate a HDFS cluster with 120 data nodes and set
the node power consumption according to the data in literature [4, 9], as listed in Table 1.

The data set used for experiments is from the access log of Wikipedia English news
web site of one month. We preprocess the data set before experiment, assuming that the
news contains pictures, videos and other multimedia information, so the size of files, in
the log, is magnified 2000 times, eventually the visit record contains 283000 files, and
the total data volume is 66 TB. Parameters used in experiments are listed in Table 2.
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Table 1. Node power consumption

Active power
consumption (W)

Standby power
consumption (W)

Wake up time
consumption

CPU (Quad core) 80–150 12.0–20.0 30 us

DRAM DIMM 3.5–5 1.8–2.5 1 us

NIC 0.7 0.3 0 us

SATA HDD (1 TB) 11.16 9.29 10 s

PSU 50–60 25–35 300 us

DataNode (2 CPU, 8
DRAM, 4 × 1 TB
HDD)

445.34 129.94 1000341 us

Table 2. Simulation parameters

Parameters Value

Number of nodes 120

Number of hot data nodes 40

Number of cold data nodes 80

Node storage capacity 4 TB

Numbers of racks 15

Texisted 3, 7 days

Taccessed 5 times

Tidle 1 h

Upper limit of node storage space using 80 %

Time of file migration strategy implement 2 PM in the everyday

4.1 Analysis of Cluster Power Consumption

Energy consumption of traditional HDFS cluster or HotRackZone nodes, calculated by
the following equation:

(3)
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n indicates the total number of data nodes in traditional HDFS cluster or HotRackZone,
Pj indicates the power of the jth node (assume that the nodes are working in the rated
power listed in Table 1), Tj represents the total working time of the jth node.

Energy consumption of ColdRackZone nodes is the sum of energy consumption in
active mode and standby mode, which can be calculated by the following equation:

(4)

Wcold indicates energy consumption of ColdRackZone nodes, Pj
active indicates the

power of the jth node in the active mode,  indicates the working time of the jth
node in the active mode.  indicates the power of the jth node in standby mode, 
indicates the working time of the jth node in the standby mode.

So energy consumption of improved HDFS is calculated by the following equation:

(5)

Fig. 6. Monthly power consumption of using ASNP

The result, shown in Figs. 6 and 7, is the comparison of monthly electricity consump‐
tion between improved and traditional HDFS. Figure 6 shows the cluster power
consumption of using ASNP strategy within different time threshold of files stored in
HotRackZone Texsisted, we can see that power consumption of energy-conservation
HDFS is less than 70 % of traditional HDFS. While Fig. 7 shows the cluster power
consumption of using LANP strategy within different time threshold of file stored in
HotRackZone Texsisted, we can see that power consumption of using LANP is increased
compared with which of using ASNP, but still saves 20 % energy than traditional HDFS.
Whichever is used, the energy-conservation effect is better with the increase of Texsisted.
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Because the probability and time of nodes in standby mode will increase due to the visits
of files which is moved to cold data node is lower as Texsisted increases.

Fig. 7. Monthly power consumption of using LANP

4.2 Analysis of Cold Data Nodes Utilization Rate

We do not analyze the utilization rate of HotRackZone nodes, because they are active
all time. Also because system always chooses one of the data nodes with the largest
remaining space when data needs to be written in, which makes data distribution of
HotRackZone has a good equilibrium. So we do not do the detailed analysis of them in
this paper.

The result in Fig. 8 indicates the utilization rate of all ColdRackZone nodes when
system takes ASNP strategy and set Texsisted as 7. And the result in Fig. 9 indicates the
utilization rate of all ColdRackZone nodes when system takes LANP strategy and set
Texsisted as 7. Curve with a triangle mark is the maximum one, curve with a dot mark is
the minimum one, the unmarked curve indicates the average one.

Fig. 8. ColdRackZone nodes utilization rate taking ASNP strategy
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Fig. 9. ColdRackZone nodes utilization rate with taking LANP strategy

As shown in Fig. 8, nodes whose utilization rate reached the limit or zero always
exists in ColdRackZone, shows that the data of distribution is not balanced. Between
the 7th day to 21th day, the average utilization rate curve is close to the lowest utilization
rate curve, means most of the nodes utilization rate is very low while only a few is very
high. And in the 21th day to 37th day, the average utilization rate curve is closer to the
maximum utilization rate curve, means utilization rate of most nodes is very high, but
there still exists some nodes whose utilization rate are very low or zero. It further
evidences that taking ASNP can lead data distribution imbalance.

As shown in Fig. 9, the average utilization rate curve almost overlaps with the
maximum utilization rate curve. This suggests that taking LANP strategy can make data
distribute more balanced. In the 7th day to 20th day, some nodes still with low utilization
rate, this is because it will not write data to each node when the data quantity is not
enough. After the 20th day, as more data moved in, the difference between the minimum
and the maximum utilization rate will gradually decreases, and the distribution of the
data will be more balanced.

4.3 Analysis of File Migration

Figure 10 shows the changes of quantities of migrated files in the everyday and data
when Texsisted = 7. The average is about 8000 files and 1.92 terabytes of data. Assume
each cold data node have 4 hard disks (the volume of hard disk is 1 TB) and about 2 TB
of data need to be moved to ColdRackZone every day, if bandwidth is 80 M/s, the
operation can be completed within 2 h, which consists with the regularity that the low
peak period is from 2 PM to 4 PM every day in the 3.3 section, also proves the feasibility
of file migration strategy.

4.4 Impact on the Response Time of Reading

If we do not consider transmission delay, Response time in reading files of traditional
HDFS is the system processing time, but since the energy-conservation storage strategy
in this paper need to make some nodes enter standby mode, the response time should
add the time of awaking these standby nodes.
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As shown in Fig. 11, when system takes ASNP strategy and set Texsisted as 3, less
than 0.1 % of the file access will awake data nodes and increase response latency, the
percentage will decrease with Texsisted increasing.

Fig. 11. The times of awaken the node with taken ASNP

As shown in Fig. 12, when system takes LANP strategy and set Texsisted as 3, about
0.13 % of the file access will awake data nodes and increase response latency, the
percentage also decreases with Texsisted increasing.

We assume the reading bandwidth of a data node disk is 80 M/s and it does not exist
queuing delay when reading file. There are 283000 files in the system, with a total data
size of 66 TB. According to calculation, the average size of files is 246.6 M. As we
know, time of reading files for active data nodes consumes in the process of reading
disk, which is  = 3082500 , while for standby data nodes, it consumes in the process
of waking up data nodes and reading disks because system needs to wake up standby
nodes first. And the time of waking up data nodes is  = (30 + 1000000 + 1 + 310)

 = 1000341 , so the time of reading files is  + .
Through analysis and calculation, ASNP, LANP’s average delay increasing rates are

0.036 %, 0.008 % respectively.

Fig. 10. Changes of migrated file number and migrated data size
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The result indicates that ASNP is slightly better than LANP in reading response time.
Whichever the system takes Energy-conservation strategies in this paper only have

a very slight impact on reading response time.
They also will not affect the writing operations when system creates files, because

at this moment these operations occur in HotRackZone nodes. But when migrating files,
the operations may need system wake up nodes. So ASNP, LANP and file migration
strategy can be used in file migration to reduce system power consumption.

5 Conclusions and Future Work

This paper chooses Hadoop distributed storage system (HDFS) as the based framework,
the current HDFS energy-saving management strategy is a generic model without
proposing a corresponding optimization strategy focus on data access features. So we
improve the storage strategy of HDFS by studying news data access rules. In this paper,
we also analyze the relationship between data access performance (balance of data
distribution) and energy consumption. And finally design the simulation platform to
support the research of energy consumption.

Because we have verified the strategy which is proposed in our paper through simu‐
lation platform and news access log data, there is a certain gap between the effect of
actual experimental environment and effect of the simulation platform, So in the future
work, we should obtain real big data of news and do the experiment in real cluster
through implementing the strategy which is proposed in our paper, it can obtain more
real experimental results.
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Abstract. The parallel algorithm of the evolutionary distance between different
species is implemented by using OpenMP parallel technique in this paper. In
order to get the best degree of algorithm parallelism, the method of making loop
variable corresponding to the rower and column labels of distance matrix is
adopted. It is to say that the double loop can be converted into single loop to
improve the parallel efficiency. The serial algorithm and parallel algorithm are
compared in this paper. The experiment result shows that the highest speedup is
14.1. It improves the running efficiency of the program. It is a great significance
to dealing with massive bioinformatics data.

Keywords: OpenMP � Parallel � Evolutionary distance � Distance matrix

1 Introduction

DNA data play an important role on the research of molecular biology. One of the
research achievements is evolutionary tree (phylogenetic tree) [1]. There are three steps
to construct evolutionary tree from DNA data. The first one is sequence alignment.
Then a nucleotide substitution model (distance model) is chosen to calculate distance
matrix of different species. At last, distance method (Neighbor-Joining [2] or UPGMA)
[3] is used to construct evolutionary tree from distance matrix [4]. The second step of
constructing evolutionary tree (the calculation of distance matrix) is researched in this
paper. The calculation of distance matrix refers to massive bioinformatics data and
people have higher and higher requirement on the efficiency of data processing, so
relevant serial algorithm cannot satisfy this requirement and research on parallel
algorithm to this issue is very important. Jukes-Cantor model will be chosen in this
paper and the method of making loop variable corresponding to the rower and column
labels of distance matrix will be adopted to implement the parallel algorithm of the
issue.
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2 Jukes-Cantor Model

Jukes-Cantor model is the simplest nucleotide substitution model. This model assumes
that the nucleotide substitution of every site takes place by the same probability. And
the nucleotide of every site evolves to one of other three nucleotides by probability α
every year (or other units of time). This can be shown in Table 1 [5, 6].

Therefore, the probability of a nucleotide becoming one of other three nucleotides
is γ = 3α. γ equals the probability of nucleotide substitution on every site every year. It
assumes that two nucleotide sequences X and Y were evolved from a common ancestor
sequence before t years. qt means the proportion of the same nucleotides between X and
Y. pt (pt = 1 − qt) means the proportion of different nucleotides. At the time t + 1(year),
the proportion of the same nucleotides qt+1 can be gained by following method. Firstly,
at the time t, the same site between X and Y will not change by the probability (1 − γ)2

or its approximate value (1 − 2γ) at the time t + 1. Secondly, at the time t, the site which
has different nucleotides will become the same nucleotide by the probability 2γ/3 at the
time t + 1.

Hence, the following difference equation can be obtained,

qtþ 1 ¼ ð1� 2cÞqt þ 2
3
cð1� qtÞ ð1Þ

That is to say,

qtþ 1 � qt ¼ 2
3
c� 8

3
cqt ð2Þ

If continuous model is applied and qt+1 − qt is replaced by dq/dt, remove the
t (subscript of qt), then the following differential equation can be gained.

dq
dt

¼ 2
3
c� 8

3
cq ð3Þ

If the initial condition of this equation is t = 0 and q = 1, then

Table 1. Nucleotide substitution probability of Jukes-Cantor model

A T G C

A – α α α
T α – α α
G α α – α
C α α α –
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q ¼ 1� 3
4
ð1� e�

8
3ctÞ ð4Þ

In this model, the expectation of nucleotide substitution on every site of the two
sequences is 2γt. So d can be given by the following equation

d ¼ � 3
4
lnð1� 4

3
pÞ ð5Þ

Where p = 1 − q, p means the proportion of different nucleotides between sequence
X and Y. d means the evolutionary distance (genetic distance) between X and Y [7].

3 Parallel Algorithm of Distance Model

3.1 The Design of Parallel Algorithm

3.1.1 OpenMP Parallel Technique
OpenMP(Open Multi-Processing) is a technique of shared memory programming
model. The execution mode of OpenMP is the form of fork-join. “fork” creates new
thread(s) or wakeup existing thread(s). “join” is the confluence of multiple threads [8].

The main scheduling mode of OpenMP is static and dynamic scheduling. Different
scheduling modes have different influence on the execution of parallel program [9].
The following example implies the difference between the two scheduling mode.
Assume that there are 10 tasks in a loop and a computer can run 4 threads at the same
time. Then two tasks will remain finally. If static scheduling mode is used, then these
two tasks will be scheduled to the first thread. If dynamic scheduling mode is used, then
these two tasks will be scheduled to the first and the second thread averagely.
Therefore, dynamic scheduling will improve the efficiency of the parallel program
effectively. And static scheduling will aggravate the degree of load unbalance between
different threads. So static scheduling will restrict the further promotion of program’s
execution efficiency. Hence, dynamic scheduling is adopted to dispatch tasks which
will be paralleled in the experiments of this paper.

Amdahl’s law is related to OpenMP. The law describes the relationship among
speedup, the number of processor and serial factor (the proportion of serial part in the
program) of the parallel program. Serial factor means the proportion of the serial part (It
can’t be parallelized) execution time occupied in the whole serial program’s execution
time. As shown in Fig. 1, when serial factor equals zero, the speedup of parallel
program is ideal. If serial factor increases, then trend of speedup’s increase will slow
down. And it will tend to a limit value. While the number of processor is more than a
specified value, increasing the number of processor has no positive influence on
increasing speedup [10].

3.1.2 The Design of Parallel Algorithm
The design of parallel algorithm is based on analyzing the parallelism of serial algo-
rithm, so serial algorithm must be analyzed before designing parallel algorithm. Serial
program contains several parts. The first one is reading input file. The next one is
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preprocessing of data. The most important part is the calculation of distance matrix
with double loop. Result is written into output file finally. It is possible that only the
calculation of distance matrix can be parallelized. This part contains double loops. And
the calculation of evolutionary distance between each two species is uncorrelated.
Therefore, this part can be parallelized. According to above analysis, the parallelism of
the program can be implemented by fork-join mode [11–13].

As it is shown in Fig. 2, reading input file, preprocessing and output result of this
program are serial, but the calculation of distance matrix can be parallel. In parallel
part, parallel particle is the calculation of every element in distance matrix. Every
element means the evolutionary distance between the two corresponding species.

According to the parallel model, the next is to analyze parallel part. At first, serial
program contains double loop. Its calculation order is shown in Fig. 3.

Fig. 1. Amdahl’s law

Fig. 2. Fork-join pattern of parallel implementation
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In Fig. 3, the rowers and column labels mean the ID of species. This example
contains 5 species. Distance matrix is a symmetric matrix and elements in its diagonal
line are zero, so only elements of upper triangle need to be calculated. Numbers in this
matrix means the order of calculation. The task load of every execution of the outer
loop is different in the double loop. For example in Fig. 3, the first execution in outer
loop contains 4 calculations. They are 0, 1, 2 and 3 respectively. The second execution
contains 3 calculations. They are 4, 5 and 6 respectively. If guidance commands of
OpenMP are added before the outer loop, then the load of every thread is not balanced.
It will result in the waste of thread resource. And the efficiency of the parallel program
won’t increase remarkably.

Under this circumstance, if a computer can run enough threads and every thread
calculates an element of distance matrix, then the parallelism of program will be
improved greatly. Even if the number of thread is limited in a computer, that will make
the load of every thread more balanced. So it gets the best parallelism. In order to
achieve the goal, the double loop is converted to single loop and it makes the single
loop parallelized in this paper. The concrete method is described as follow. At first, a
two-dimension array is created and according to the order of matrix’s calculation, every
element’s corresponding rower and column label are stored in this array. The ID (rower
and column label) of two species can be the parameters of the calculating function.
Then the distance of the two species can be calculated. For example, in Fig. 3, the
corresponding rower and column label of 0 in the upper triangle is 1 and 2 respectively.
Then this execution calculates the distance between specie 1 and specie 2. The cor-
responding rower and column label of 1 in the upper triangle is 1 and 3 respectively.
Then the execution calculates the distance between specie 1 and specie 3. And so on.
So double loop becomes single loop and then the single loop is parallelized. Hence, the
parallel program gets its best parallelism.

Fig. 3. Distance matrix calculation order
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3.2 Parallel Algorithm Based on OpenMP

Research on Jukes-Cantor Model Parallel Algorithm Based on OpenMP 79



The hardware environment of these experiments is: CPU is Intel(R) Xeon(R) CPU
E5-2670 v2 @2.50 GHz 2.50 GHz(2 processors); CPU op-mode(s) is 64-bit; the
number of CPU cores is 20; the hard disk’s space is 2.0T; operating system type is
Linux 2.6.32-504.1.3.el.x86_64 GNOME 2.28.2.

4 Results of Experiments

The data of the experiments simulate different species’ DNA sequences. These
sequences are put into a file (input file). This dataset has 1200 species. The length of
DNA of each species is 100000. And the file size is 114.5 M. The experiments test the
execution time of serial program and parallel program. Then experiments are analyzed
through comparing the results. Different numbers of thread are set in parallel program.
They are 5, 10, 15, 20, 25, 30, 35 and 40 respectively. Every test with same numbers of
thread is implemented for 5 times. Then the average value of the 5 times is chosen as
the final results. The result is shown in Table 2.

The serial/parallel running time and speedup of parallel with different thread
number is shown in Fig. 4. The Figure implies that, with the increase of the number of
thread, the program takes less and less time, and speedup becomes higher and higher.

Table 2. The execution time of serial and parallel programs (unit: min)

Times Serial 10 threads 20 threads 30 threads 40 threads

1 58.040 8.085 4.614 4.334 4.113
2 57.892 8.189 4.729 4.287 4.060
3 57.498 8.053 4.743 4.334 4.076
4 57.342 8.075 4.627 4.288 4.095
5 57.494 8.050 4.745 4.250 4.095
Average 57.635 8.090 4.692 4.299 4.088

Fig. 4. The running time and speedup of programs with different threads
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While the number of thread is 40, speedup is the highest one—14.1. But the increase
speed of speedup becomes slower and slower with the increase of the number of thread.
That fits Amdahl’s law’s ideas. At the same time, the serial factor of the program is
approximately 1.36 %. According to Amdahl’s law, when the number of CPU cores is
20, speedup is about 15. This parallel program’s highest speedup is 14.1 while the
number of CPU cores is 20. That result fits Amdahl’s law.

5 Conclusion

1200 species’ DNA sequences are simulated in this paper. And the evolutionary dis-
tances of each two species are calculated by using OpenMP parallel technique. The best
degree of parallelism of the algorithm is obtained by converting double loop to single
loop. Experiment result shows that the calculation efficiency of distance matrix is
greatly improved by comparing parallel algorithm with serial algorithm. That has great
significance on constructing evolutionary tree of different species quickly, analyzing
the genetic relationship between different species and evaluating evolution of species.
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Abstract. Fusing the structure feature of interval concept lattice and the actual
needs of rough control rules, we have constructed the decision interval concept
lattice, further more, we also have built a rules mining model of rough control
based on decision interval concept lattice, in order to achieve the optimality
between rough control mining cost and control efficiency. Firstly, we have
preprocessed the collected original data, so that we can transform it into Boolean
formal context form, and then we have constructed the decision interval concept
lattice in rough control; secondly, we have established the control rules mining
algorithm based on decision interval concept lattice. By analyzing and judging
redundant rules, we have formed the rough control association rule base in end.
Analysis shows that under the premise of improving the reliability of rules, we
have achieved the rough control optimization goal between cost and efficiency.
Finally, the model of reservoir scheduling has verified its feasibility and
efficiency.

Keywords: Rough control � Decision interval concept lattice � Attribute
discretization � Decision rule mining

1 Introduction

Rough control is a new type method of intelligent rules control [1], rules extraction is
the crucial link in intelligent control. The precision of rules directly affect the efficiency
and accuracy.

Many researchers have adopted a lot of means to extract decision rules and a variety
of algorithms have been developed. Dong et al. [2] presented the rough rule mining
algorithm based on the theory of variable precision rough set. Huang [3] proposed the
method of attribute reduction and rule extraction under the decision background.
Rough control has achieved some success in industrial control applications [4, 5],
however, when the variables in the control system is continuous, there are some
problems, such as the establishment of a decision table, discretization of continuous
variables, the consistency of rules and so on. Rough control always limited application,
for its reason, there are some problems of rules in large number and low efficiency. In
this paper, we put forward the decision interval concept lattice based on interval
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concept lattice [6]. Based on the feature that concept lattice extension must meet a
certain amount of the intension property, and its intension is determined by conditional
attributes and decision attributes, so we adopt the theory of decision interval concept
lattice to mine the decision rules, which become more decisive than traditional rules.
The method we put forward not only reduce the mining cost, but also improve the
control efficiency.

In this paper, we have designed the decision rule mining model of rough control
based on decision interval concept lattice. Firstly we construct the decision interval
concept lattice, then mine the decision interval rule based on the decision interval
concept lattice. The model we constructed has achieved the optimum between rules
mining cost, efficiency and reliability. The rationality of model analysis is presented,
further more its feasibility and efficiency are proved by an example.

2 Decision Interval Concept Lattice

2.1 Basic Concepts

Definition 2.1. Let ðU;C � D;RÞ be a decision context. RLðU;C � D;RÞ is the deci-
sion interval concept lattice constructed by ðU;C � D;RÞ, and ðM;N;YÞ is a decision
interval concept based on RL. Where C is the set of conditional attributes, D is the set of
decision attributes. In the interval ½a; b� 0� a� b� 1ð Þ, a upper bound extensionMa and
b lower bound extension Mb are defined respectively by Eqs. (1) and (2)

Ma ¼ fx x 2 M; f ðxÞ\Yj j= Yj j � a; 0� a� 1j g ð1Þ

Mb ¼ fx x 2 M; f ðxÞ\Yj j= Yj j � b; 0� a� b� 1j g ð2Þ

Where Y is the intension of concept, among them, Y ¼ C0[D0, C0�C, D0�D. If
Y 6¼ /, then D0 6¼ /, C0 is the set of child conditional attributes of C, and D0 is the set
of child decision attributes of D. Yj j is the number of elements in Y , namely cardinal
number. Ma is the set of objects that may be covered by at least a� jY j attributes in Y ;
Mb is the set of objects that may be covered by at least b� jY j attributes in Y .

Definition 2.2. Let ðU;C � D;RÞ be a decision context. The ternary ordered pair
ðMa;Mb;YÞ is called decision interval concept, where Y is intension, it contains
conditional intension and decision intension, namely decision concept description; Ma

is a upper bound extension and Mb is b lower bound extension.

Definition 2.3. Let LbaðU;C � D;RÞ be the set of decision interval concepts getting

from ðU;C � D;RÞ in ½a; b�. If ðMa
1 ;M

b
1 ; Y1Þ� ðMa

2 ;M
b
2 ; Y2Þ , C1 � C2;D1 � D2,

then “� ” is called partial order relation on LbaðU;C � D;RÞ.
Definition 2.4. Let LbaðU;C � D;RÞ be the set of decision interval concepts getting
from ðU;C � D;RÞ in ½a; b�. If all of the concepts in LbaðU;C � D;RÞ meet the partial
order relation “� ”, then LbaðU;C � D;RÞ is called decision interval concept lattice.
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Definition 2.5. Let G1 ¼ Ma
1 ;M

b
1 ; Y1

� �
and G2 ¼ Ma

2 ;M
b
2 ; Y2

� �
be two nodes in

decision interval concept lattice, and they have the relationship G1 �G2 , C1 � C2. If
there is no G3, which meet G1 �G3 �G2, then G2 is a parent node (immediate pre-
decessor) of G1 and G1 is a child node (immediate successor) of G2.

2.2 Decision Interval Rule

Definition 2.6. Let ðU;C � D;RÞ be a decision context. D is the set of decision
attributes, U is the set of rule objects, and C � D is the set of rule projects. R describes
the relationship between U and C � D. For A�C and B�D, then Ab

a ) B is a decision
interval rule getting from ðU;C � D;RÞ in ½a; b�.
Definition 2.7. For the decision interval rule Ab

a ) B, if ROa is the set of objects in B
that meets the degree of a, ROb is the set of objects in B that meets the degree of b, then
the set of objects in A that meets the degree of a; b½ � also meets the possible degree in B,
which is defined the roughness of interval rules by (3)

c ¼ qðROb/ROaÞ ¼ ROb

�� ��/ ROaj j ð3Þ

0� c� 1. For decision interval rule, the lower roughness, the more accurate.

Definition 2.8. For the decision interval rule r : Ab
a ) B, If 8p 2 A, the weight of p

based on B is defined by (4)

dðp; rÞ ¼ gðpÞj j/ [gðyÞj ja; ðy 2 AÞ ð4Þ

[gðyÞj ja is the number of objects in A that meets the degree of a.

2.3 Construction Algorithm for Decision Interval Concept Lattice

Algorithm: DICLCAð Þ Construction Algorithm for Decision Interval Concept
Lattice
INPUT: Decision Context ðU;C � D;RÞ
OUTPUT: Decision Interval Concept Lattice Lba
(1) Suppose a; b, determine the intension of decision interval concept, then get the
initial node set G.
The intension of decision interval concept is determined by conditional attributes
and decision attributes. If conditional attributes are A ¼ fa1; a2; . . .amg, B ¼
fb1; b2; . . .bng and so on, and decision attributes is D ¼ fd1; d2;. . .dlg, then for
decision attribute d2, the set of intension is aibj. . .d2

� �
, i ¼ 0; 1. . .m; j ¼ 0; 1. . .n,

m; n. . . can be 0 in a different time. j � j is the number of elements, then the number
of intension is aibj. . .

�� ��, i ¼ 0; 1. . .m; j ¼ 0; 1. . .n, m; n. . . can be 0 in a different
time.
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(2) Get the upper bound extension Ma
i and lower bound extension Mb

i .
(3) Construct the lattice. For the initial node set G, determine the layer and the
parent-child relation according to the relationship between precursor and successor.

2.4 Mining Algorithm for Decision Interval Rule

Algorithm: ðDIRMAÞ Mining Algorithm for Decision Interval Rule
INPUT: Decision Interval Concept Lattice LbaðU;C � D;RÞ, parameters a; b
OUTPUT: Decision Interval Rule
(1) For parameters a; b, use the breadth-first traversal method to get the set of
decision concept node, namely Dcset. The object “x” of every concept node in
Dcset must meet the requirement of conditional attributes A in ½a; b�.
Let LbaðU;C � D;RÞ be the set of decision interval concept lattice, and A�C, if 9y,
meets y 2 f ðxÞ, y 2 A, and a� yj j/ Aj j � b ð0� a� b� 1Þ, then “x” is called that it
meets the conditional attributes A at the degree in ½a; b�.
(2) For each concept node in Dcset, mining rules r : Ab

a ) B, to form the set of
decision Rules, namely Diset.
Let every intension of concept node contains conditional attributes and decision
attributes, so one node can extract one rule, the former in rule is conditional
attributes and the latter is decision attributes. Repeat the above steps, the set of
decision Rules Diset be formed.
(3) For every rule in Diset, calculating its roughness and attribute contribution
respectively, and then judging the accuracy and reliability based on its size of
roughness and attribute contribution., so that we can extract the more optimal rules.
That is, removing undesirable rules, the set of final decision rule be formed, namely
Disset.

3 Mining Model of Decisions Interval Rule in Rough Control

3.1 Model Design

The simplest decision rules in rule base is used to realize the goal of rough control,
which actually queries the same or similar condition attributes of decision rules in the
rule base, to be applied to rough control. Using the mining algorithm of decision
interval concept lattice can get a set of decision interval rules in rough control, the
mining model is shown in Fig. 1.

The most prominent advantages of rough control rules mining model based on
decision interval concept lattice is that it guarantees the reliability of the rules, at the
same time, realizes the optimality between the scale of rule base and the mining cost.
The optimality depends on the interval parameter Settings, because of interval
parameter determines the structure of constructed decision interval concept lattice, and
then affects the number of interval association rules and its accuracy. So adopting the
decision rule extraction method to extract rules based on decision interval concept
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lattice, we can realize the optimization between mining cost and efficiency. Specific
steps are as follows:

Step 1, Collect and preprocess the original data so as to get a decision table.

(1) According to the practical background in rough control, the observation and
control quantity be considered as condition attributes and decision attributes
respectively. Record the control strategy adopted by dispatch staff on represen-
tational state in rough control so as to form the original decision table;

(2) In most cases the data in industrial control is continuous. Using the method of
decision interval concept lattice to mining control rules, we can discretize the
continuous variables. With the aid of the background knowledge in industrial
processes, we discrete continuous data, and mark each discrete interval with
numbers;

(3) Using the method of rough set theory to reduce and combine data, after that we
get the processed original decision table.

Step 2, Build the Boolean form of decision context table.

(1) According to the attributes condition showed by original decision table, which
had got in above steps, we mark attributes and construct the set of attributes. The
marking numbers are subscript of set elements. For example, an attribute is
marked by A, the appeared marking number in the table are 2; 3; 4, then the set of
attribute is A ¼ fa2; a3; a4g;

(2) According to the corresponding attribute set, we build the Boolean form of
decision context table.

Step 3, Suppose a; b, use the algorithm of Sect. 2.3 to construct the decision interval
concept lattice, which is matched by practical background in rough control.

Step 4, Use the algorithm of Sect. 2.4 to extract decision interval rules in rough
control.

Decision
context

Construct
Interval
concept

Extract
Decision

rules

Analysis

Rules base

Remove
Redundancy

Fig. 1. Decision rule acquisition process
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Step 5, Calculate the roughness and attributes contribution. Taking various factors
on roughness, attributes contribution, and actual cost into consideration. Removing the
undesirable rules, ultimately we get the rough control rule base.

In the process of constructing the decision interval concept lattice, the intension is
determined by condition attributes and decision attributes. Therefore, the extracted
rules mean that for some different rules, taking same measures, we can get all results
we expected. For this reason, it improves the control efficiency.

3.2 Model Analysis

The decision rule acquisition methods of decision interval concept lattice is divided
into two parts: construct the decision interval concept lattice that meet the practical
meaning in rough control and mining rough control decision rules. Among them, let the
original data table be transformed into the Boolean context table is the key step. So we
should discrete those continuous attributes. Such as a condition attribute marked by A,
discrete it, it will become a1; a2; . . .; ak. Each object has attributes at most one.
Therefore, the DICLCA is different from the reference [7], and it can form aibj. . .

�� ��
decision interval concepts.

The decision interval concept extension contains a certain amount or proportion of
objects set in intension, so the extracted rules become more targeted. Removing
undesirable rules, consequently the reliability of the rules and control efficiency have
been improved. In the process of traditional rough control rules extraction, in some
respects, the establishment of decision table, the discretization of continuous, and the
consistency of decision rules, its time complexity becomes more larger, and mining
cost highly. The model guarantees the reliability of the rules, at the same time,
improves the mining precision of rough control rule and control efficiency.

4 Case Study

Reservoir is a complex system. In this example, under the premise of the function is
mainly electricity, the first hydropower station is a large hydropower station that power
generation and flood play important roles simultaneously. An upstream hydropower
station, that is, the second hydropower station have great influence on the first
hydropower station. Mining decision rules of reservoir dispatching, specific steps are as
follows:

(1) Collect and preprocess the original data

Analysis specific conditions of the first hydropower station. Considering observa-
tion about the main factors influencing the hydropower station scheduling as condition
attribute set, the control quantity as decision attribute set. Discrete those continuous
attribute. The specific process is as follows:

Condition attributes: a– water discharge by the second hydropower station
b– the natural runoff condition

Decision attributes: d– daily average electricity by hydropower station
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(a) The range of discretized water discharge by the second hydropower station (m3/s)

1	 ½100	 200Þ 2	 ½200	 300Þ 3	 ½300	 400Þ 4	 ½400	 500Þ

(b) The range of discretized natural runoff condition

1	dry 2	moderate 3	flood

(d) The range of discretized daily average electricity (kWh/d)

1	 ½250	 300Þ 2	 ½300	 350Þ 3	 ½350	 400Þ 4	 ½400	 450Þ

Record the measure that is taken by scheduling persons from January to June,
merge the same decision, finally the original data table is formed. As is shown in
Table 1.

(2) Construct the decision formal context table of reservoir scheduling. According to
the data shown in Table 1, mark discretized attribute with numbers and build
attribute set. It can get A ¼ a2; a3; a4f g B ¼ b1; b2; b3f g D ¼ d3; d3; d4f g. The
decision form table is shown in Table 2.

(3) Construct the decision interval concept lattice in reservoir scheduling.

For the decision context in Table 2, supposing a; b, and then get the concept
intension, the upper bound Ma

i and lower bound extension Mb
i . It is concluded that

Table 1. Original data table

U a b d

1 3 1 2
2 2 1 2
3 2 2 2
4 3 2 3
5 2 3 3
6 1 3 3

Table 2. Decision form table

U a1 a2 a3 b1 b2 b3 d2 d3
1 0 0 1 1 0 0 1 0
2 0 1 0 1 0 0 1 0
3 0 1 0 0 1 0 1 0
4 0 0 1 0 1 0 0 1
5 0 1 0 0 0 1 0 1
6 1 0 0 0 0 1 0 1
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decision interval concept is shown in Table 3. The decision interval concept lattice is
shown in Fig. 2

(4) Extract control rules in reservoir scheduling.

For parameters a; b, use the breadth-first traversal method to get the set of decision
concept node. Because of the feature that cardinal number of condition attribute must
meet a� yj j= Aj j � b, so we can get the set of decision concept node
Dcset ¼ F3 F4 F5 F6 F11 F12 F14 F17 F18 F19 F21 F22 F25 F28 F30f g. Calculate its rough-
ness and attribute contribution, and all the association rules of the roughness and
attribute contribution as is shown in Table 4.

(5) The construction and optimization of rule base in reservoir scheduling

According to the roughness and contribution, we remove those undesirable rules.
For example, comparing the rules a2 ) d3 with a3 ) d3, under the premise that they
have the same attribute contribution, but the former roughness is lower than the latter,
thus, the latter is a desirable rule. Repeat steps, the final set of rules Disset can be

Table 3. Decision interval concept

Concept Ma Mb Intension Concept Ma Mb Intension

F1 / / / F17 456f g 6f g a1d3
F2 1236f g / a1d2 F18 23456f g 5f g a2d3
F3 1235f g 2f g a2d2 F19 1456f g 4f g a3d3
F4 6789f g 1f g a3d2 F20 12456f g / b1d3
F5 123f g 12f g b1d2 F21 3456f g 4f g b2d3

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
.

F13 235f g / a2b3d2 F29 14f g / a3b1d3
F14 12f g 1f g a3b1d2 F30 4f g 4f g a3b2d3
F15 134f g / a3b2d2 F31 456f g / a3b3d3
F16 1f g / a3b3d2 F0 / / X

F0

F8 F9 F10 F11 F12 F13 F14 F15 F16 F23 F24 F25 F26 F27 F28 F29 F30 F31

F2 F3 F4 F5 F6 F7 F17 F18 F19 F20 F21 F22

F1

Fig. 2. Decision interval concept lattice based on reservoir scheduling
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obtained. Under the practical cost, remove redundant rules secondly. The final reservoir
scheduling rule base in rough control is

a2 ) d2; b1 ) d2; a2b1 ) d2; a3b1 ) d2; a1 ) d3; b2 ) d3; a1b3 ) d3; a2b3 ) d3; a3b2 ) d3f g

5 Conclusions

In this paper, we put forward the rule mining model based on the theory of the decision
interval concept lattice in rough control. From the initial data preprocessing to the
decision interval concept lattice construction in rough control, and the decision control
rules extraction, the model has carried on the detailed design. Model analysis sum-
marizes the two main parts of the model, constructing decision interval concept lattice
and decision rule mining. Compared with the traditional methods in rough control,
model highlight the reliability and effectiveness. It is verified by a case that the model
improves its feasibility.
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Abstract. As large numbers of user information on various network
services are becoming valuable resources for social computing, how to
associate user information scattered in a variety of services turns to one
of the key issues of user identity mining. First this paper outlines the
difficulties of dealing with account association, then describes the basis
of account association method. After that, this paper sums up account
association methods mainly from five aspects which are user naming con-
ventions, user profiles, user writing styles, user online behavior, and user
community relationship. Finally, this paper points out the development
direction and prospects of account association.

Keywords: User identity · Mining association analysis · User account

1 Introduction

Currently, with billions of internet users, the data generated is growing exponen-
tially, and the consequent massive data brings both opportunities and challenges
to user identity mining [1]. Because of no association between various network
services, the user information is dispersed as fragmentation and unable to be
shared in different communities, leading to a great challenge to fetch the intact
user information. Jing et al. [2] described that, as to an individual user, with the
information fragmentally scattered in various communities, the information pro-
vided by a single community is incomplete. Therefore, how to solve the problem
of accounts association becomes one of the key issues of user identity mining.

Meanwhile, account association is attracting more and more peoples interest.
First, due to the limitations of user information provided by a single com-
munity, the commercial organizations are more willing to associate and aggre-
gate the users activity information among multiple community to get full user
data. Secondly, the ISP also has interests to find and identify multiple accounts
created by the same user in the same services. According to the terms of
the network service, the same user in the same network services should only
register an account, however, most users tend to register multiple accounts.
Therefore, account association has become one research object of the multiple
institutions.

c© Springer Science+Business Media Singapore 2016
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However, for network anonymity, most ISPs allow users to choose a name
instead of their real identities freely. And, as a result of using single sign-on
between different network services, the same user can use a single username
to login to different network service, different usernames to login to the same
network services, or different usernames to login to different network services. It
means that the same username may involve more than one user and the same
user may also have more than one username as well. Therefore, the correlation
analysis of user account is increasingly difficult.

According to the principle of account correlation analysis, This article sum-
marized five methods of account association analysis: (1) the analysis method
based on user naming conventions; (2) the analysis method based on user profiles;
(3) the analysis method based on user writing styles; (4) the analysis method
based on user online behavior; (5) the analysis method based on user community
relationship.

In this paper, the username refers to the account name presented in the
regulations for the internet user account name released by the National Internet
Information Office. In this provision, internet user account names refers to the
account name registered or used by the organizations or individuals in the blog,
microblog, instant communication tools, bbs, post bars, post comments and
other internet information services.

2 Basis of Association Analysis on Network User
Accounts

2.1 User Naming Conventions

Personality is different from others, manifested in different circumstances, rel-
atively stable, as the sum of the psychological characteristics affecting the
person’s explicit and implicit behavior patterns, while habits are formed grad-
ually and uneasily changed behaviors. People tend to use the same or simi-
lar name because they can reduce their memory load on the one hand, and
on the other hand can allow other users to easily identify themselves. When
researchers analyzed the properties of the user, the username is found to be
more special, because the user usually registered for certain network services
with personal habits, such as adding prefixes, suffixes, abbreviating some or
all, inserting letters, numbers, characters, etc. on the basis of the original user-
name to generate new usernames. These personalized habits make the user-
names owned by the same user between in different network services be of some
similarities.

2.2 User Profiles

Dr. Liu, came from Harbin Institute of Technology, noted that users have average
3.92 communities and 2.44 usernames by analyzing About.me data. At the same
time, Irani et al. [3] also pointed out that each user exposes 4.3 user attribute
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fields averagely in a community, and this average will be increased to 8.25 for
those registering eight or more communities.

2.3 User Writing Styles

In a strict sense of word, the writing style refers to the writers unique artistic
personality gradually formed and reflected on the overall creation, while writ-
ing style in this article refers to the feature set, which is extracted from text
information (usually including e-mail and “friends group”, “mood” published in
social networking, etc.) left by the same network user in his network activity,
can be used to represent users personal writing characteristics.

2.4 User Online Behavior

Each network user is a natural person, a natural person’s life trajectory exhibits
a certain regularity, which influences and determines the trajectory of his Inter-
net surfing also presents a certain regularity primarily reflected in his location
information.

Location information can be divided into geographical location information
and network location information. With the improvement on the wireless net-
work and the popularity of intelligent terminas, the mobile phone replaces PC
as personal information centers, meanwhile, Mobile Internet Operators, Online
Community Services, APP applications have added the personal location infor-
mation and produced a large amount of location data. These data played a
certain role in researchers to percept and identify the user behavior, and peo-
ple’s geographical location information generally exhibits some regularities in
the time sequence. By analyzing the location information regularity of differ-
ent services and different applications, it can help researchers associate the user
accounts utilized in different services and applications.

Secondly, the personal data acquisition nowadays greatly surpasses the past
either in terms of scales, variety and accurate degree [4]. Researchers also found
some regular stuff in the collection, sorting, analysis of use network activity.
These laws may allow researchers to better understand the user, to better ser-
vice for the user. Entitle with “The Personal Analytics of My Life” blog [5]
and published by Stephen Wolfra, an article shows his results of personal data
collection and disposition in the past 20 years.

2.5 User Community Relationship

In addition to behavioral data, the user’s social network can also provide a
wealth of information. Since real-life human social relationships get extended,
developed and maintained in the virtual world [6,7], this allows that the same
users relationship diagram in multiple social networks have a high degree of
similarity. Facebook, Twitter, Sina Microblog, Renren, etc. are typical examples
to extension of users real-world social relations.
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3 Method of Association Analysis on Network User
Accounts

3.1 The Analysis Method Based on User Naming Conventions

Since there’s a certain naming habits of users naming a new account name, the
researchers beware of the point have studied the account association from the
perspective of the username similarity measure.

Zafarani et al. [8] first put forward the issue of associating username among
several communities into the same ones, but the accuracy is only 66 %, due
to the initial solution of building a model of search based on Web. Then,
Zafarani et al. [9] further proposes a new model - MOBIUS (Modeling Behav-
ior for Identifying Users across Sites), used for discovering and identifying the
same user identity mapping issue between different sites. From the habits of
the user to select a username, it finds the redundant information between the
usernames, makes the feature model of redundant information through analyz-
ing selected ten featured characteristics, and perform efficient user identification
with machine learning method adopted. At the end of the essay, the author
gave two conclusions: First, numbers [0–9] are on average ranked higher than
English alphabet letters [a–z], showing that numbers in usernames help better
identify individuals; Secondly, non-English alphabet letters or special charac-
ters are among the features across sites have higher odds-rations on average.
In terms of accuracy, the value was enhanced from the original 66 % [8] to
91.38 % [9].

Different from username modeling [9], Perito et al. [10] implemented mathe-
matical method of Markov-Chains to estimate the probability of the username for
the uniqueness analysis of username, and adopted Markov-Chains and TF-IDF
respectively to link different username string. Finally the author points out that
the probability of two usernames linking to the same user has a high dependence
on the username string matching entropy.

However, the analysis method based on the user naming habits highly relies
on the user’s personalized custom, its accuracy will greatly reduce in case of
dealing an irregular set of username.

3.2 The Analysis Method Based on User Profiles

In all network services, user profile can be seen as a N-dimensional vector,
of which each property, such as nicknames, avatars, gender, address, tele-
phone, preferences, is seen as a one dimension [11]. Use the information field,
a user attribute vector is generated to solve the matching problem of two
accounts through similarity measure. In general, this method relies on the preset
threshold, but the choice of the threshold is very difficult [12].

Vosecky et al. [11] putted forward a vector comparison based algorithm
(Vector-Based Comparison Algorithm), in which with multiple attributes of User
Profile was denoted as vector, and assigning weights according to the level of the
attributes depicting the user, whether the two accounts belonging to the same
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user are determined by computing the similarity between two vectors containing
weights.

Iofciu et al. [13] also gave a similarity linear combination method of the
username edit distance and user attributes distribution to infer whether two
accounts belong to the same user. It is dependent on the two basic assumptions:
the username used by the same user in different communities are same or similar;
the attribute value given by the same user in two network service system is also
similar.

From similarity measure of the attributes as well, Malhotra et al. [14] per-
formed similarity calculation of the features extracted from user profiles using
Jaro Winkler similarity and other methods, and then solve the account associa-
tion problem with machine learning.

As the analysis method based on user profiles, however, is restricted by the
attribute value submitted by the user, the method will not be applicable in case
of a user without habit of consummating the user profile, or different user profiles
submitted by the same user between different network services.

3.3 The Analysis Method Based on User Writing Styles

In the staff engaging into the analysis and research of users writing style, Iqbal’s
team has made outstanding contributions. Through analyzing each text message
content of the users, Iqbal et al. [15,16] extracted Lexical Features, Syntactic
Features, Structural Features, Domain-Specific Features and other characteris-
tic information, then generated feature vectors. The banks of feature vectors are
banks of transactional data for frequent pattern mining, while a number of trans-
action data obtained by analyzing the same users multiple mail messages forms a
frequent pattern mining transaction set. For the same users transaction set, the
frequent writing features, namely writing style, is eventually acquired using the
basic frequent pattern mining algorithms, such as Apriori, FP-Growth. Writing
style eventually associates the same user of multiple mail service systems.

At present, due to the parallel computing developed by leaps and bounds,
the parallel algorithm for mining frequent patterns [17,18], can be utilized to
improve the method of Iqbal et al. for enhanced efficiency of analysis.

Although the user’s writing style analysis can only be applied to the network
service account association with text information released, it is one indispensable
method for the network user accounts association analysis.

3.4 The Analysis Method Based on User Online Behavior

Compared to static user attributes, the user behavior is dynamic, in formation
of a timeline sequence.

3.4.1 The Analysis Method Based on Location Information
Chi et al. [19] enunciated three questions: What the location-based social per-
ception and its computing framework is; What the relation of human behavior
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and the positional sociality is; What methods for identifying and data minding
are generally applied in the practical analysis and position system applications
especially confronted with the large data analysis of location. Liu et al. [20] also
analyzed regularities of groups from the perspective of location information, with
certain reference significance for the correlation analysis of accounts.

Based on the trajectory weighted network diagrams, Mao et al. [21] proposed
a new algorithm for the analysis and recognition of the user behavior, and this
algorithm looks for user behavior regularities through the analysis of the users
location data produced in the process of mobility. In order to extract character-
istic behavior and key locations included in people’s daily activities, they first
modeled the trajectories for position based on weighting network diagrams, and
then use graph algorithms to diving the positional track and acquired several
location centers, which means key positions. On this basis, they performed fea-
ture subspace analysis of the key locations to identify behavior.

With mobility of the geographic location, the network location of the internet
users in network services will have corresponded change, thus the accounts asso-
ciation can be done by matching the statistical results of the network position
sequence of two accounts.

3.4.2 The Analysis Method Based on Historical Traces
Yuan et al. [22] put forward a computational framework LifeSpec to acquire
data and information published by users through grabbing the network informa-
tion. With the similarity analysis of user profile and historical traces together,
they found that the users all have more than two usernames through the analy-
sis of more than 50 million pieces of behavioral data from captured more than
1.4 million users. Goga et al. [23] also made use of content published by the users
for correlation analysis.

Researchers [24,25] also pointed out that the statistically rare attribute values
can help us to better confirm the correlation between the two accounts, such as
a less popular movie viewing records, a similar “friends loop”, both with great
probability to associate the accounts in two databases.

3.5 The Analysis Method Based on User Community Relationship

In many research institutions and industries, social graph analysis has already
successfully applied to antifraud, influence analysis, sentiment monitoring, mar-
ket segmentation, engagement optimization, experience optimization, and other
applications where complex behavioral patterns must be rapidly identified. And
researchers Backstrom et al. [26] from Cornell University for the first time clearly
proposed the social network topology based re-identifying issue, that despite
node attributes removed, the attacker can still infer to the identity of the node
through the network topology and node-related characteristics.

Narayanan et al. propose a statistical methods [24] capable of being applied
to anonymize correlation analysis across data sets, and later, they again put for-
ward an anonymous method [27] based on social relations graphs among multiple
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social network firstly. Labitzke et al. [28] also found that the use of social network
structures diagram information is capable of successfully identifying the anony-
mous network. The reason is that the user’s social network relationship is an
extension and development of his real-world social relationship, thus the struc-
ture diagrams of the same user in different online social network are similar.

Jing et al. [4] mentioned that, the user matching relations between the two
networks can be understood by matching two social network graph structures.
And Jing et al. [29] in the anonymity of the chart data match hosted by the
international conference on ACM web search and data mining acquired better
results and achievements by performing anonymization through method based
on subgraph isomorphism and the similarity of the node.

4 Future Direction

As network user accounts association technology is the basis of the user informa-
tion aggregation across the network service, however, the diversity and hetero-
geneity of user information about different network services has brought about
great challenge to account association [2]. Existing correlation analysis method
usually just considers a problem of a single aspect, but each method has limi-
tations. In the future, fusion of multiple analysis methods will be the tendency
to improve the accuracy of the accounts association. By merging two methods
of user’s online behavior and writing style, Goga [12] shows how to match the
accounts through choosing three types of the features of building activity finger-
prints which are presented on many social networks: the location, timing, and
language characteristics. In addition, former researches took more the accuracy
of correlation results into account. However, it’s often inefficient. The arrival
of the era of big data brings a landmark change to correlation analysis. Faced
with huge amounts of data, how to optimize the algorithm, how to improve the
parallel degree of algorithms, will be the development direction of improving
associated account efficiency.

Meanwhile, correlation analysis of account also opens up new research direc-
tions, such as, understanding the user migration patterns among social networks
[30]. And we analyses the correlation between account from the perspective of
multidimensional space and integrate into information resources from different
network services. It helps to collect user’s interests and personal habits help,
also contributes to improve the quality of the recommendation system. In addi-
tion, due to convenient and rapid dissemination of the network information,
the network has become an important means to criminals engaged in criminal
activities, and related criminals are increasing day by day. Since many internet
users personal and property safety is seriously threatened, results of the corre-
lation analysis can apply to cyber-crime investigation and evidence collection
process.
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Abstract. With the upcoming data deluge of semantic data, the fast growth of
RDF data has brought significant challenges in query. A new distributed RDF
query algorithm RQCCP (RDF data Query combined with Classes Correlations
with Property) on Spark platform is proposed to solve the problem of low
efficiency for RDF data query. It splits and stores RDF data by the class of
Subject, Predicate and the class of Object, simultaneously building index file of
classes correlations with property; the index is applied to narrow the scope of
input for query, filtering out irrelevant triples in advance and intermediate results
of query cached in memory as resilient distributed dataset to reduce disk and
network I/O. The results of experiments conducted on large-scale RDF datasets
show that RQCCP has high query performance.

Keywords: Distributed � Spark � RDF � Index � Query

1 Introduction

RDF (Resource Description Framework) is a framework proposed byWWW to describe
the information of World Wide Web, which provides information description specifi-
cation for various applications on the Web [1]. With the rapid development of semantic
web, the volume of RDF data grows fast. How to manage large-scale RDF data effi-
ciently has become a crucial problem. In order to process large-scale RDF data, many
RDF systems have been proposed, i.e., Hexastore [2], SW-store [3], RDF-3X [4, 5], etc.
They store RDF data in relational tables and process queries using relational operators.
The main problem of relation-based RDF stores is that they need too many join oper-
ations for evaluating queries. To address this problem, many techniques have been
brought forward, i.e., the clustered property table, vertical partitioning, multiple
indexing. But these centralized systems have poor scalability.

With the development of cloud computing technology, there are some researches of
RDF data storage and management based on Hadoop platform, such as HadoopRDF
[6], H2RDF [7], Liu L [8], IMSQ [9], etc. Most of them convert queries into
MapReduce jobs whose intermediate results are persisted to disk, thus result in lots of
disk and network I/O.
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A new distributed RDF query algorithm RQCCP on Spark platform is proposed in
this paper. It splits and stores RDF data into HDFS by the class of Subject, Predicate
and the class of Object, simultaneously buildings index file of classes correlations with
property and Instance-Class mapping file; the index is applied to narrow the scope of
input for query, filtering out irrelevant triples in advance, intermediate results of query
cached in memory to reduce disk and network I/O and greedy policy is adopt to join the
intermediate results. The results of experiments conducted on large-scale RDF datasets
show that our method has high query performance.

The rest of the paper is organized as follows. In Sect. 2, we introduce RDF, Spark
and some necessary definition. In Sect. 3, we present the proposed RQCCP in detail,
including data splitting, storage, indexing, query processing, etc. The experimental
analysis is shown in Sect. 4 and our conclusions in Sect. 5.

2 Preliminaries

2.1 RDF and SPARQL

RDF is based on the idea of identifying resources using URIs (Uniform Resource
Identifiers), and describing resources in terms of simple properties and property values.
RDF data can be represented as triples of the form (subject, predicate, object). The
interpretation of a triple is that <subject> has a property <predicate> whose value is
<object>. The <predicate> is a property of the resource, and the <object> is the value
of the property for the resource.

Definition 1 (RDF Triple). Assume the existence of two pairwise disjoint sets: a set of
URIs U and a set of literals L. A triple t 2 U � U � ðU [ LÞ is called an RDF triple.

Definition 2 (Triple Pattern). Assume the existence of three pairwise disjoint sets: a set
of URIs U, a set of literals L and a set of variables VAR. A triple tp 2 ðU [VARÞ �
U � ðU [ L[VARÞ is called a triple pattern. By the definition of the RDF triple, we
know RDF triple is special triple pattern, i.e. RDF triple�Triple pattern.

Definition 3 (Instance). We define an instance as the subject or object which is a
non-variable in triple pattern, i.e. 8ðSi;Pj;OkÞð1� i; j; k� nÞ 2 Triple pattern, where n
is the number of triple pattern and Si;Ok 62 VAR. Then 8v 2 fSi;Okg;v 2 Instance.

Definition 4 (Class). Given a v 2 Instance, the class of v is denoted by v:Class. If exist
triple pattern whose predicate is rdf:type, then the class of subject in the triple pattern is
object in the triple pattern, i.e., ðS;P;OÞ 2 Triple pattern ðP 2 frdf : typegÞ, by the
definition of Instance, we know S;O 2 Instance, so S:Class ¼ O.

SPARQL [10] was recommended by W3C as the standard query language for RDF
data. A SPARQL query is a set of triple patterns. The evaluation of a SPARQL query
consists of finding all possible variable bindings that satisfy the given query patterns.
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2.2 Spark and RDD

Apache Spark is a fast and general engine for big data processing [11]. Unlike Hadoop,
Spark holds intermediate results in memory rather than writing them to disk. It also
provides concise APIs for writing programs fast.

The main abstraction Spark provides is a RDD (Resilient Distributed Dataset),
which is a collection of elements partitioned across the nodes of the cluster that can be
operated on in parallel. Any data is represented as RDDs in Spark. RDDs achieve fault
tolerance through a notion of lineage: if a partition of an RDD is lost, the RDD has
enough information about how it was derived from other RDDs to be able to rebuild
just that partition. RDDs support two types of operations: transformations, which create
a new dataset from an existing one, and actions, which return a value to the driver
program after running a computation on the dataset.

2.3 MemSQL

MemSQL is the real-time database for transactions and analytics with an in-memory,
distributed, relational architecture [12]. MemSQL provides both in-memory row-based
and on-disk column-based stores. It is wire-compliant with MySQL but faster than
MySQL.

MemSQL 4 has integration with big data processing frameworks like Spark, HDFS,
and Amazon S3, so any organization can get real-time insights from its data. MemSQL
Spark Connector can be used to operationalize Spark and perform real-time insights on
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the data stored in HDFS or S3 distributed data stores. By integrating Spark and
MemSQL technologies, users can load data in parallel between MemSQL and Spark
clusters, deploy models using an operational data store, and serve results of analytics
via a SQL interface.

3 RQCCP Algorithm

In order to improve the efficiency of RDF data query, we propose RQCCP algorithm
which includes two parts: data splitting and storage; data indexing and query. The
overall framework of RQCCP algorithm is shown in Fig. 1.

3.1 Split and Storage

The RDF data used in this paper is Lehigh University Benchmark (LUBM) [13].
The RDF data files are in XML format. In order to convert it into triple format, we use
Jena [14] API to parse the data file. During parsing phase, the class of subject S.Class,
predicate P and the class of object O.Class in RDF triples are obtained and written to
data file. In the meantime, write each instance and its corresponding class into
Instance-Class mapping file.

Then split two files on Spark platform and upload files after splitting to HDFS. First
of all, the generateActualKey() function and generateFileNameForKeyValue() function
in class MultipleTextOutputFormat should be overwritten. Multiple data files named S.
Class_P_O.Class and Instance-Class mapping files named Instance.Class would be
generated finally.

Algorithm 1 shows the overall process of RDF data Splitting and Storage. Line 6
obtains all subjects. The classes of subject are obtained in Lines 8–10. Line 11 writes
subject and its corresponding class into Instance-Class mapping file. Then get predicate
and object in RDF triple (Lines 14–15). Write < S.Class_P_Literal,S,O > into data file
if object is Literal, else get the class of object then write < S.Class_P_O.Class,S,O >
into Instance-Class mapping file (Lines 16–25). Line 32 loads lines from data file. We
use map() function to split each line on comma, the first string after splitting is used as
key, the rest is used as value, then save value to file in HDFS according to key (Lines
32–36). The splitting process of Instance-Class mapping file is the same as data file
(Lines 37–41).
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Multiple data files and Instance-Class mapping files would be generated when data
splitting and storage finished.

The purpose of the data splitting and storage is to reduce the data input of the query
task by filtering out irrelevant data using index.

3.2 Index and Query

RQCCP algorithm improves the RDF data query performance from three aspects:
(1) reducing the data input; (2) reducing the disk I/O; (3) reducing the network overhead.

Determine the Input Files. There is not always exist correlation between two classes
in RDF data. From file names of data files after splitting and storage, we can find class
is only associated with a few classes through specific property. Therefore, the data file
names can be used as an index for indexing query input file. The index is called the
CCP (Classes Correlations with Property) index.

The process of determining the input files according to index is shown in
Algorithm 2.

Algorithm 2. Determine the input files based on index

Input: SPARQL query clause and index file
Output: input file for query

Step1. If there is a query clause with single variable, goto Step2.
Otherwise, goto Step3.

Step2. Obtain the subclasses of class to which variable belongs and 
predicate of query clause. Then obtain the scope of class to which non-
variable instance belongs combined with CCP index. If only one class in 
the class scope, goto Step5. Otherwise, goto Step4.

Step3. Obtain the subclasses of class to which subject variable belongs, 
predicate and the subclasses of class to which object variable belongs, then 
combine with CCP index to determine the input files.

Step4. Union MemSQL tables whose name corresponding to the class
scope of non-variable instance and query the class of non-variable instance.

Step5. File is determined by the subclasses of class to which variable 
belongs, predicate and the subclasses of class to which non-variable 
instance belongs.

Example 1. Take LUBM Q1 as an example.

SELECT ?X
WHERE
{?X rdf:type ub:GraduateStudent . //1

?X ub:takesCourse
http://www.Department0.University0.edu/GraduateCourse0}//2
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?X is known to belong to GraduateStudent class from query clause 1 and has
takesCourse property from query clause 2. Since GraduateStudent class has no sub-
classes, we can obtain GraduateStudent class is only associated with GraduateCourse
class through takesCourse property by using pattern matching (GraduateStudent_-
takesCourse_*) combined with CCP index. So non-variable instance (http://www.
Department0.University0.edu/GraduateCourse0) must belong to GraduateCourse class.
Thus the input of query clause 2 is GraduateStudent_takesCourse_GraduateCourse file.

We import Instance-Class mapping files from HDFS to MemSQL tables in order to
get the class of non-variable instance in query clause quickly in the case that there is
more than one class obtained by using pattern matching combined with CCP index.
The advantages are: (1) Don’t need to read the file from disk; (2) Data can be indexded
quickly. First of all, jar file of MemSQL Spark connector should be added to classpath.
Then import com.memsql.spark.connector._ package to program and import data to
MemSQL tables using saveToMemsql() function. The structure of the table is shown as
below:
create table classi (

instance varchar(128) primary key,
class varchar(128)

);
Various class names in RDF data are used as table name. Every table has two fields:

instance which is used as primary key and class. Thus index is created automatically in
instance field. Then if there exists instance in query clause, we can obtain the class to
which instance belongs quickly by union tables corresponding to class scope. Using
MemSQL database to store Instance-Class mapping files is equivalent to building a
distributed shared-memory mapping table.

Example 2. Take LUBM Q3 as an example.

SELECT ?X
WHERE
{?X rdf:type ub:Publication . //1

?X ub:publicationAuthor
http://www.Department0.University0.edu/AssistantProfessor0}//2

?X is known to belong to Publication class from query clause 1 and has publica-
tionAuthor property from query clause 2. Since Publication class has no subclasses, we
can obtain Publication class is associated with 7 classes, i.e., AssistantProfessor,
AssociateProfessor, FullProfessor, GraduateStudent, Lecturer, ResearchAssistant and
TeachingAssistant through publicationAuthor property by using pattern matching
(Publication_publicationAuthor_*) combined with CCP index. So non-variable
instance (http://www.Department0.University0.edu/AssistantProfessor0) must belong
to one of these 7 classes. Union tables corresponding to these 7 classes, then obtain the
class to which instance belongs quickly by using where clause to select rows where the
instance is http://www.Department0.University0.edu/AssistantProfessor0. Thus the
class of ?X is determined, the input file is Publication_publicationAuthor_Assis-
tantProfessor. Since the input data is reduced greatly, on the one hand can reduce disk
I/O, on the other hand can relieve memory pressure, the efficiency of RDF data query is
improved.
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Query Planning and Execution. In order to reduce the execution time of the query,
the strategies adopted by RQCCP algorithm are as follows:

I. Query clause with single variable whose predicate is not rdf:type has the highest
priority.

II. Query clause with multiple variables whose predicate is not rdf:type and which
contains the variable of query clause in I has second priority.

III. Query clause with multiple variables whose predicate is not rdf:type and which
does not contain the variable of query clause in I has the lowest priority.

The process of RDF data query is shown in Algorithm 3.

Algorithm 3. RDF data query 

Input: SPARQL query statement, data files 
Output: SPARQL query results 

Step1. Analyze the SPARQL query statement. If there is a query clause 
with single variable whose predicate is not rdf:type, goto Step2. Otherwise, 
goto Step3. 

Step2. Call Algorithm 2 to obtain the input files, then goto Step4. 
Step3. If there is only one query clause in query statement, goto Step9. 

Otherwise, goto Step10. 
Step4. Load the input file into memory as RDD, then filter data which 

does not satisfy the non-variable instance to obtain the variable (denoted as 
var) result collection (denoted as varSet).  

Step5. If there is a query clause with multiple variables whose predicate 
is not rdf:type, goto Step12. Otherwise, goto Step6. 

Step6. In order to use map-side join, the varSet is distributed to each 
node of cluster. 

Step7. Get query clauses containing var, call Algorithm 2 to obtain the 
input files and then fitler data. 

Step8. If there is a query clause without var whose predicate is not 
rdf:type in the remaining query clauses, goto Step10. Otherwise, calculate 
the number of query clauses with var. If there is only one query clause, 
goto Step12. Otherwise, goto Step11. 

Step9. Obtain the subclasses of class to which object variable belongs, 
then select instance field from MemSQL tables corresponding to the 
classes, goto Step12. 

Step10. Get remaining query clauses whose predicate is not rdf:type, 
then call Algorithm 2 to obtain the input files and load the input files into 
memory. 

Step11. Call Algorithm 4, then output the query results. 
Step12. Output the query results. 
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Example 3. Take LUBM Q8 as an example.

SELECT ?X, ?Y, ?Z 
WHERE 
{?X rdf:type ub:Student .                                                        //1 
  ?Y rdf:type ub:Department .                                                 //2 
  ?X ub:memberOf ?Y .                                                           //3 
  ?Y ub:subOrganizationOf <http://www.University0.edu> . //4 

      ?X ub:emailAddress ?Z}                                                       //5 

First of all, analyze query clause 4 which is with single variable and whose
predicate is not rdf:type.?Y belongs to Department class and has subOrganizationOf
property. Next, we can obtain http://www.University0.edu belongs to University class
combined with CCP index. Thus the input of query clause 4 is Depart-
ment_subOrganizationOf_University file. All data files have two columns, one is
subject, another is object. So we can obtain the intermediate result of ?Y (denoted as Y_
set) by select data whose object is http://www.University0.edu. Then Y_set is dis-
tributed to each node of cluster. And then, analyze query clause 3 which is with
variable ?Y and whose predicate is not rdf:type. Since Student class has two subclasses,
i.e., GraduateStudent class and UndergraduateStudent class, the input files are Grad-
uateStudent_memberOf_Department and UndergraduateStudent_memberOf_Depart-
ment. Then obtain intermediate result of ?X and ?Y (denoted as X_Y) by filtering data
whose object is not in Y_set. After that, analyze query clause 5. We can obtain
GraduateStudent class and UndergraduateStudent are both associated with Literal class
through emailAddress property combined with CCP index. So ?Z belongs to Literal
class. Thus the input files of query clause 5 are GraduateStudent_emailAddress_Literal
and UndergraduateStudent_emailAddress_Literal. Load the input files into memory to
get intermediate result of ?X and ?Z (denoted as X_Z). Finally, join X_Y and X_Z on X.
Because the join operator on Spark requires shuffling, in order to reduce the network
overhead for shuffling, we repartition the two intermediate result sets by the join key
before joining. In this way, data with same key will be in the same partition. Then the
final results can be obtained by join the repartitioned intermediate result sets quickly.

If the number of intermediate result sets is greater than two such as Q2 and Q4, then
greedy policy is adopt to join the intermediate results which sorts the intermediate
results by their size and join two smallest intermediate results each time.
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The process of joining intermediate results is shown in Algorithm 4.

4 Experiment and Evaluation

4.1 Cluster Configuration

All the experiments were conducted on a cluster with four machines. Each node of
cluster has four processors at 3.2 GHz, 8 GB RAM and a 1T hard disk. The cluster runs
Hadoop version 1.0.4, Spark version 1.4.0 and MemSQL version 4.0.34.

4.2 Datasets

The LUBM is a very frequently used synthetic benchmark for RDF query. It represents
a network of university systems, in which all the entities in the university, such as
student, professor and course are described in a format of triples. It provides data
generator and a set of 14 SPARQL queries which are intensively used to test SPARQL
query engine performance.

We use LUBM data generator to create datasets with academic domain information,
enabling a variable number of triples by controlling the number of university entities.
By varying this parameter between 100 to 1000, we create datasets vary from 15.24
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million to 151.86 million RDF triples with sizes ranging from 1.1 GB to 10.7 GB.
Table 1 shows a numerical summary of the datasets.

The space occupied by LUBM1000 after parsing and splitting using RQCCP, Liu L
[8] and IMSQ [9] is shown in Fig. 2.

RQCCP algorithm needs less storage space than Liu L and IMSQ, as can be seen
from Fig. 2. Because the predicate of RDF triple is contained in the file name, only
subject and object are needed to store in file. IMSQ splits data by different subject,
predicate and object which has redundant storage. So IMSQ consumes more storage
space than Liu L and RQCCP.

4.3 Experimental Results

We compare the query evaluation performance of RQCCP against Liu L and IMSQ on
different datasets. The input statistics of three algorithms when executing queries Q1–
Q8 on LUBM1000 are listed in Table 2.

Since Liu L does not split data and build index, all triples are input no matter which
query is executed. Compared with Liu L algorithm, IMSQ consumes lots of stor-
age space, but it can reduce the input data of query by indexing, so the efficiency of IMSQ
is better than Liu L. Because there exists redundant storage in IMSQ algorithm, the
number of data files split by RQCCP algorithm is far less than by IMSQ algorithm. And
except for Q6, the input data of IMSQ is more than RQCCP, as can be seen from Table 1.

Table 1. Datasets summary

Name # of triples Size

LUBM100 15.24 million 1.1 GB
LUBM200 30.34 million 2.13 GB
LUBM500 75.86 million 5.35 GB
LUBM1000 151.86 million 10.7 GB
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Fig. 2. Space occupied by LUBM1000 after parsing and splitting
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Thus the index of RQCCP has good filtering effects. Execution time for querying Q1–Q8
of three algorithms on different datasets is shown in Figs. 3, 4, 5 and 6.

As can be seen from Figs. 3, 4, 5 and 6, execution time of Liu L and IMSQ are
longer than RQCCP for every query, especially complex queries such as Q2, Q4 and
Q8. RQCCP firstly filters out irrelevant triples in advance according to index file. And
intermediate results of query are cached in memory to reduce disk and network I/O.
Then map-side join is used in the case of query with instance and greedy policy is

Table 2. Number of input triples (million)

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Liu L 151.86 151.86 151.86 151.86 151.86 151.86 151.86 151.86
IMSQ 10.52 7.39 16.06 8.6 19.74 10.45 44.61 34.47
RQCCP 5.05 5.07 1.43 1.99 1.14 10.45 29.54 20.91
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adopted to join the intermediate results. Finally repartition by join key can further
improve the query performance. Therefore, RQCCP outperforms the other two
algorithms.

5 Conclusions

In this paper, we propose RQCCP which we designed to improve the performance of
query for RDF data by reducing the input data and disk I/O cost as well as the network
overhead. Although the performance of RQCCP is better than other algorithms based
on Hadoop platform, the algorithm can be further optimized. In our future studies, we
plan to implement intermediate results co-located on the same join key rather than
co-partitioned, which can avoid shuffling completely.
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Abstract. Real-time monitoring and forecast of large scale active pop-
ulation density is of great significance as it can warn and prevent
possible public safety accident caused by abnormal population aggre-
gation. Active population is defined as the number of people with their
mobile phone powered on. Recently, an unfortunate deadly stampede
occurred in Shanghai on December 31th 2014 causing the death of
39 people. We hope that our research can help avoid similar unfortu-
nate accident from happening. In this paper we propose a method for
active population density real-time monitoring and forecasting based
on data from mobile network operators. Our method is based solely
on mobile network operators existing infrastructure and barely requires
extra investment, and mobile devices play a very limited role in the
process of population locating. Four series forecasting methods, namely
Simple Exponential Smoothing (SES), Double exponential smoothing
(DES), Triple exponential smoothing (TES) and Autoregressive inte-
grated moving average (ARIMA) are used in our experiments. Our
experimental results suggest that we can achieve good forecast result
for 135min in future.

Keywords: Real-time forecast · Population density · Public safety ·
Mobile phone data

1 Introduction

Active population density is vital in determining the possibility of accidents in
public safety and there are many areas that has attracted a lot of attention, such
as railway stations, coach stations, scenic spots and squares. However, abnormal
population aggregation in areas that are least paid attention to poses a greater
threat of causing safety problem in public. An effective way to monitor popula-
tion at large scale in real-time and forecast the distribution of active population
have not been proposed to our knowledge. In our research, we propose a method
that makes use of mobile network operators existing facilities to achieve moni-
toring and real-time forecast of population density with high accuracy at large
scale.
c© Springer Science+Business Media Singapore 2016
W. Chen et al. (Eds.): BDTA 2015, CCIS 590, pp. 116–129, 2016.
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Mobile phones now have an extremely high penetration rate across the globe.
The global mobile user penetration rate has reached 96 % in 2014 [1]. In devel-
oped countries, the number of mobile phone has surpassed the total population.
In developing countries, it is as high as 90 % and continuing to rise. Because of
the high penetration rate of mobile phone usage, the numerous types of data gen-
erated by mobile phone have become a promising source of data for researchers.

Network-based and handset-based localization technologies are two main cat-
egories of wireless location. Handset-based technology, which is based on sensors
on the mobile phone such as GPS receiver, have a relatively higher location
accuracy. However, high accuracy location collection sometimes violates privacy
rights of mobile users, and users are not willing to share their location data
unconditionally. Large scale participation of users in location recording is not
applicable. In this paper, we propose a real-time active population density moni-
tor and forecast framework which is based on network-based data and technology.
Cellular network services are provided by base stations and each base station
covers an area with a fixed radius. To provide high quality service, network
operator usually build more base stations in densely populated areas and less
on lower populated areas. Moreover, network operator collect data from all base
stations, which include name, id, latitude, longitude, communication technology
type etc. When mobile users use their cell phones to make a call, send a message
or access the Internet, a cell phone will choose the nearest and most suitable
service provided by surrounding base station. When a user moves to a new area,
the cell phone will re-choose an appropriate service automatically according to
signal strength and network standard. Network operator then store the records,
which includes user identification, base station identification, time stamp etc., of
communication between cell phone and base station to database or other storage
devices.

A kind of Received Signal Strength Indication (RSSI) data was used in our
experiments, also known as measurement report (MR) data. MR data is collected
by digital cell mobile communications network sent by users’ equipment. MR
data is generated by each mobile devices every 480 ms. Because of this high
frequency in data, trajectory of each user has a strong continuity in terms of
time and space. So the MR data has very high research value for researchers.

In this paper, we propose a method for real-time monitoring and forecasting
of active population density. We use Thiessen polygon to divide the coverage
of service provided by each base station and calculate the area of the service
coverage. We find a way to display population density by combining Thiessen
polygon and population data provided by base stations. Four series forecast-
ing methods,namely Simple Exponential Smoothing (SES), Double exponential
smoothing (DES), Triple exponential smoothing (TES) and Autoregressive inte-
grated moving average (ARIMA) are used in our experiments. We find that
simple methods like SES and DES have a performance of validity of over 0.8
when time span is less than an hour with threshold set to 0.4. We can also
see the ARIMA is better at forecasting active population density with longer
time span.

The rest of the paper is organized as follows. In Sect. 2, we describe related
work on forecast of population density. In Sect. 3, we give an overview of the
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experimental data. Section 4 describes the four methods we use in the exper-
iments. Section 5 shows experimental results, and gives detail analysis of the
result. Finally we conclude this paper in Sect. 6.

2 Related Work

Until now, research and information on the area of population distribution and
population density remains scarce [2]. However, both of these are very important
to government policy making, urban management [3], academic research [4–6]
and other fields. The development of techniques, such as simple areal weighting,
dasymetric model [7–10], improves accuracy [7,10–15] and reduces workload.
Despite these improvement, previous methods are constrained by population
data from censuses reports [7,8,10–15]. In fact, because of the mobility of peo-
ple, the number of people within a region is impossible to remain unchanged,
and this change may occur very fast, both regularly or non-regularly. The pop-
ulation density of the area also changes rapidly correspondingly. So we may
acquire some data at a certain time, but such data are out-dated already that
they cannot meet our need. Recently, technologies based on cellular network [16]
which make use of Call Detail Record (CDR) collected by the network opera-
tors and location information of base stations, are used to estimate the popu-
lation and can produce a higher precision. CDR are data records produced by
user when making a call. The estimation of population based on CDR cannot
reflect the actual population and it also cannot be used to forecast future
population.

Our research is also based on cellular network, but the data we used in our
experiments is MR data which is collected by mobile network operators from
mobile phone every 480 ms. The active population can be reflected precisely
without extra methods or simulations. The MR data is very suitable for active
population forecast.

3 Data Description

In this research, two different datasets are used in our experiments. Measurement
report (MR) data, which are a kind of RSSI data sent by user equipment, are
collected by digital cell mobile communications network. MR data generated by a
cellphone usually contains the signal strength data measured from surrounding
base stations and MR data are sent by mobile equipment to the base station
which provides the communication service. Network operator can gather all the
MR data from all the base stations. MR data are generated every 480 ms, so
the high frequency in data, trajectory of each user has a strong continuity in
terms of time and space. Our dataset contains 90720 records collected from
two base stations from February 2015 to March 2015. Each record has been
preprocessed and only contains useful features that can be expressed as a tuple
in the form [phoneID, stationID, timestamp]. The interval between each record
in our dataset is 1 min and time span of each record is 480 ms.
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Another dataset contains 9,136 records of locations of distinct base stations
in Hainan Province. Each record can be expressed using a tuple in the form
[stationID, latitude, longitude].

In our method, it is unnecessary to get precise position information of each
person and the population in service coverage of each station is our concern.

4 Real-Time Active Population Monitoring
and Forecasting

The main research goal of this paper is population density forecast. Population
density is generalized as:

ρ =
N

S
(1)

where, N is the population within service coverage and S is the area of service
coverage. So population statistics and area of service coverage calculation are
two important parts of our work.

4.1 Area of Service Coverage for a Base Station

Because of the uneven distribution of population, more base stations are built in
areas with higher population density than in that with lower population density.
Thus, the distribution of service coverage of base stations is not a standard hon-
eycomb shape. Figure 1 shows a demonstration of a standard honeycomb shaped
cellular network. Theoretical base station locations does not help us calculate
the actual base service coverage area. An alternative way to get service coverage
areas is by Thiessen polygon [17,18]. Figure 2 shows how service coverage can be
divided by Thiessen polygon where each polygon represents the service coverage
area of a base station.

The essence of Thiessen polygon is simply polygon, thus the process of get-
ting the area of a Thiessen polygon is as follows. First, we divide the Thiessen
polygon into some triangles by connecting one vertex to all the other ver-
tices of polygon. Second, we convert the latitude and longitude coordinates
into geometric distance. We assume the vertices coordinates are represented as
(latitude1, longtitude1) and (latitude2, longtitude2). The geometric distance d
of two coordinates is calculated using the formula:

d = 2 × R ×
√

sin2(
a

2
) + cos(radLat1) × cos(radLat2) × sin2 b

2
(2)

where, R is earth radius, and

radLat1 =
latitude1 × π

180.0
(3)

radLat2 =
latitude2 × π

180.0
(4)
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Fig. 1. Standard Cellular Network.

Fig. 2. Actual service coverage divided by Thiessen polygon in cellular network.

radLng1 =
longtitude1 × π

180.0
(5)

radLng2 =
longtitude2 × π

180.0
(6)

a = radLat1 − radLat2 (7)

b = radLng1 − radLng2 (8)

Based on the assumption that the earth is a standard sphere, we can obtain
the actual geometric distance between two geometric coordinates using the above
conversion. Finally, after calculating all the sides of the triangle, the Heron’s
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formula is applied to get the area of every divided triangles. Where the Herons
formula is as follows:

s =
√

p × (p − a) × (p − b) × (p − c) (9)

p =
1
2
(a + b + c) (10)

where a, b and c represents the three sides of one triangles respectively. Ulti-
mately, the area of Thiessen polygon can be obtained by a summation of all the
divided triangles.

area = s1 + s2 + · · · + sn (11)

where si(i = 1, 2, . . . , n) represents the area of the ith triangles in Thiessen
polygon.

4.2 Active Users Within Service Coverage of a Base Station

Measurement report (MR) is sent to a base station from a cell phone every 480 ms,
so a base station can receive measurement reports from all cell phones within its
service area in 480 ms. If mobile phones are turned on in the service area, they must
send measurement reports back to the base station following service provider’s
requirement. So the number of mobile users calculated by parsing MR data is equal
to the real number of mobile users whose mobile phone is powered on.

The Number of Active Mobile Users. We define mobile phone users with
their phone turned on as active mobile users. People can either be in resting
state or non-resting state in their daily lives. People with non-resting state have
a larger range of activities so they are the main objectives of our research. The
power on and power off state of a mobile phone have a strong connection with
its user’s state. When a mobile user is ready to have a rest or take a break and
do not want be disturbed, such as sleeping at night, he or she will turn off the
mobile phone. In this situation, the number of mobile users collected should be
smaller than the actual number and this is normal, also this part of mobile users
are active mobile users. It is usually that at a non-resting time or in a non-resting
venue, mobile phones are usually turned on, so the number of active mobile users
are almost the same as the actual number of mobile users. Therefore the number
of active mobile users is our main research point.

Two Data Sets of Active Population. We obtain two datasets as our exper-
imental data. Figure 3 shows our first dataset MRDS1, which is the coverage of a
base station which is most probably a residential areas. February 18th 2015 is the
eve of Chinese New Year. All family members will gather to celebrate the arrival
of the New Year at home. At 20:00, the number of people reaches its peak. And
at the beginning of February 19, there are still many people in active state. This
makes sense if we understand the activity schedule of a typical Chinese family
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Fig. 3. MRDS1 is a dataset of the population over a period of 29 days× 24hours. The
y axis refers to the date and x axis refers to the time in hours. A darker data point
refers to a lower population number and vice versa.

on Chinese New Year. A strong activity presence is displayed between 9:00 and
22:00 from February 19 to February 25, this period is the official Chinese New
Year statutory holiday.

Figure 4 shows our second dataset MRDS2, that is collected from a base
station near shopping malls. On February 18th, activity presence reached a min-
imum, and in the following 7 days Chinese New Year statutory holidays, activity
existence is at a very low state. In the other periods, it has a high degree of
activity presence. Overall, the two graphs shows two obvious opposite trends.

The two figures accurately describe the activity pattern of Chinese people
during the Chinese New Year holiday in two different areas.

4.3 Real-Time Monitoring and Forecast of Active Population
Density

The active population data can be expressed in time series as shown in Fig. 5.
tcurrent is the current time and tlatest is the time of the latest data that can
be observed while data before tlatest can also be observed. The situation after
time tcurrent is what we want to estimate and are interested in, which can be
forecast according to history data. As we know, collecting and processing of data
requires time, so the data that we can observed is history data and the delay
time Tdelay = tcurrent − tlatest. If we want to forecast the population density at
time t, the time span is Tspan = t − tlatest. Then we define that the actual value
at time t as Vt.

Based on the above, for a base station, we can obtain the area of ser-
vice coverage and the active population. The active population density can be
calculated accurate.The real-time monitoring of active population density can
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Fig. 4. MRDS2 is a dataset of the population over a period of 35 days × 24h. The y
axis refers to the date and x axis refers to the time in hours. A darker data point refers
to a lower population number and vice versa.

Fig. 5. Description of a time series in our experiment.

be done easily at a large scale. Obviously, the latest data we can observed at
time tlatest.

The definition of real-time population density forecast is as follows:
If a method F (tk) uses the data before tlatest to forecast data at the future

time tk(tk ≥ tcurrent). The error of the forecast value and actual value errTspan,k

is define as the actual absolute value of the difference between the forecast value
F (tk) and the actual value Vtk divide by the actual value Vtk . We use an indi-
cator function 1k that output 1 if err(Tspan,k) is less than or equal to a thresh-
old ε and 0 if greater than threshold ε. Finally, we calculate a validity rate
p of our forecast by taking a mean of the sum of all indicator function 1(k),
k = 1, . . . , n.

A formal definition can be expressed in following formulas:

err(Tspan,k) =
|F (tk) − Vtk |

Vtk

(12)

1(k) =

{
1, err(Tspan,k) ≤ ε

0, err(Tspan,k) > ε
(13)
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Fig. 6. Demostration of sliding window on a time series data.

p =
∑n

k=1 1(k)
n

(14)

conditioned by,
tcurrent < t1 < t2 < · · · < tn (15)

tcurrentk ≥ tlatestk (16)

where, Tspan = tk − tcurrent and ε is the threshold.
Obviously, there are some relations between p and Tspan, and we hope that

p is as large as possible.
Figure 6 shows more detail. As we can see, we use a fixed sliding window is

used in our experiment. The width of history data sliding-window Wh is fixed
and time of each step is set to Tdelay. Multiple time points after tcurrent will be
detected according to definition of real-time forecasting.

4.4 Forecast Methods

Four series forecasting methods,namely Simple Exponential Smoothing (SES),
Double exponential smoothing (DES), Triple exponential smoothing (TES) and
Autoregressive integrated moving average (ARIMA) are used in our experiments.
Next, we will give a brief introduction to each these methods.

Exponential Smoothing. Exponential smoothing is usually applied to smooth
data, which is used by many window functions in signal processing, acting as
low-pass filters to remove high frequency noise.

1. Simple Exponential Smoothing (SES) [19,20]. The raw data sequence
is represented by {xt} beginning at time t = 0, and the result generated by the
algorithm is written as {st}. When the sequence begins at time t = 0,

s0 = x0 (17)

st = αxt + (1 − α)st−1, t > 0 (18)

where α is the smoothing factor, and 0 < α < 1.
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2. Double Exponential Smoothing (DES) [21]. The raw data sequence
is represented by {xt}, beginning at time t = 0. {st} is the smoothed value for
time t , and {bt} is the best estimate of the trend at time t. Ft+m is an estimate
of the value of x at time t + m(m > 0) based on the raw data up to time t.
Double exponential smoothing is defined to be

s1 = x1 (19)

b1 = x1 − x0 (20)

And for t > 1 by

st = αxt + (1 − α)(st−1 + bt−1) (21)

bt = β((st − st−1) + (1 − β)bt−1) (22)

where α is the data smoothing factor, 0 < α < 1, and β is the trend smoothing
factor, 0 < β < 1.

To forecast beyond xt

Ft+m = st + mbt (23)

the initial value b0 can be set according to needs. F0 is undefined and F1 = s0+b0.
3. Triple Exponential Smoothing (TES) [22]. A sequence of observations

is {xt}, beginning at time t = 0 with a cycle of seasonal change of length L. {st}
is the smoothed value of the constant part for time t. {bt} is the sequence of best
estimates of the linear trend that are superimposed on the seasonal changes. {ct}
is the sequence of seasonal correction factors. {ct} is the expected proportion of
the forecast trend at any time t mod L in the cycle that the observations take
on. The output of the algorithm is Ft+m, an estimate of the value of x at time
t + m, m > 0 based on the raw data up to time t.

s0 = x0 (24)

st = α
xt

ct−L
+ (1 − α)(st−1 + bt−1) (25)

bt = β(st − st−1 + (a − β)bt−1) (26)

bt = β(st − st−1) + (1 − β)bt−1 (27)

ct = γ
xt

st
+ (1 − γ)ct−L (28)

where α is the data smoothing factor, 0 < α < 1, β is the trend smoothing
factor,0 < β < 1, and γ is the seasonal change smoothing factor, 0 < γ < 1.

Autoregressive Integrated Moving Average (ARIMA) [23]. ARIMA is
used to time series data either to better understand the data or to forecast future
points in the series. It can be defined as following,

Yt = (1 − L)dXt (29)
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(1 −
p∑

i=1

φiL
i)Yt = (1 +

p∑
i=1

θiL
i)εt (30)

where Xt is a raw data sequence, t is an integer index, L is the lag operator, the
θi are the parameters of the moving average part, The error terms εt are indepen-
dent, identically distributed variables sampled from a normal distribution with
zero mean. parameters p, d, and q are non-negative integers, p is the order of the
Autoregressive model, d is the degree of differencing, and q is the order of the
Moving-average model. ARIMA models are generally denoted ARIMA(p, d, q).

5 Experiments

In this section, we describe our experiment in detail which includes our environ-
ment setting, our evaluation setting and our findings and results.

5.1 Environment Setup

We use two datasets for our experiments. One dataset consist of a time span
of 34 days and the the other 29 days. The actual data collection frequency in
application is one data per minutes. Altogether, we gather 90720 data points for
our experiment. We set our history data sliding window Wh to 3000. The time
of each step is set to Tdelay to 15. The time for each step is set according to the
data collection time cycle of the actual situation.

We test four different methods for forecasting, namely, simple exponen-
tial smoothing (SES), double exponential smoothing (DES), triple exponential
smoothing (TES) and autoregressive integrated moving average (ARIMA).

5.2 Evaluation Method

We evaluate the methods using the error function that we defined in Sect. 4.3.
We set four different threshold values ε = 0.05, 0.1, 0.2, 0.4. Ten different fore-
cast time is used, we choose tspan = 15, 45, 75, 105, 135, 165, 195, 225, 255, 285
respectively. We present our findings in the next section.

5.3 Results

Figure 7 shows there results for our first dataset MRDS1. We can that forecasting
result for a time span of 15 min is satisfying. We can see that when we set ε to
0.4, validity rate for SES and DES is over 0.9. Even if we set ε to 0.05, we can
see a validity rate of almost 0.5 for SES and DES. That means if we set the
threshold to a strict condition, we can still get good results with some of the
forecasting methods. The same results can be observed when time span is set
45 min. But we can see that the longer the time span, the harder it is to get good
results. With time span over 135 min, the results are below expectation. We can
conclude that our methods have a fair performance within 1 h. In other words,
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Fig. 7. Experimental results for MRDS1.

our forecasting methods can satisfy our requirement for real-time population
density forecasting.

Figure 8 shows our result for the second dataset MRDS2. From our obser-
vation, the results are better than that of the MRDS1. Even with time span of
105 min, we can still obtain a satisfying result. But if we compare the two results,
we find a similar trend, that is the longer the time span, the least accurate our
forecast results. Moreover, we find that the simple methods like SES and DES
have better performance when time span is small. Some other observations we
find is that the more complex method ARIMA has a more stable performance

Fig. 8. Experimental results for MRDS2.
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over time span, even when forecasting long time span, we can acquire good
results to a certain degree.

6 Conclusion

In this paper, we propose a method to effectively monitor real-time active pop-
ulation density by using Thiessen polygon to divide mobile network based on
coordinate data calculation and at the same time gather active population of
each base station. Based on the above results, we also use four different meth-
ods to forecast active population density. From the results, we find that simple
methods like SES and DES have a performance of validity of over 0.8 when time
span is less than an hour with threshold set to 0.4. We can also see that the
ARIMA has a stable performance at forecasting active population density with
longer time span. The experimental results show that it is feasible to use the
method of real-time monitoring and forecasting active population density in our
research to avoid some possible public safety accidents.

Our work can be a foundation for more future work that uses complex mod-
els to better forecast active population density and for developing high level
applications.
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Abstract. In the study of recommendation systems, many methods based on
predicting ratings have been put forward. However, the rating-predicting
methods have some shortages. It pays too much attention to predicting, instead
of the nature of recommendation, which is predicting the order of ratings. Thus,
we use a pairwise-based learning algorithm to learn our model and take the
zero-sampling method to improve our model. In addition, we propose a text
modeling method making the recommendations more explicable. It is proved
that our system performs better than other state-of-art methods.

Keywords: Ranking based model � Text modeling � Learning to rank �
Pairwise

1 Introduction

In the web 2.0 generation, plenty of researches have been done on recommendation
system. Because of the development of the Internet, it takes more time to find the exact
thing that we need among large scale of information. Since recommendation system
can recommend items before searching which save users a lot of time, it has become
indispensable.

Most current recommendation systems use the hybrid recommendation method
which fusion the collaborative filtering method and content-based method [1–5]. The
basic assumption of collaborative filtering is that, if two users have the similar behavior
on a serious of items, they will probably behave similar on other items. Generally,
collaborative filtering systems only consider users’ ratings or click information.
GroupLens system adopts predict-based collaborative filtering method to recommend
news and movies [6]. Xing et al. combine collaborative filtering and timing analysis
method to build their system [7]. Content-based recommendation system is the earliest
recommendation system, which is based on the analysis of users and items [8–11].
Hybrid recommendation, however, combines the advantages of both, and takes both
the rating information and the context information.

Recently, either collaborative filtering model or content-based model takes the
method of matrix factorization to build the recommendation system. In the early years,
the traditional SVD model was put up which later found not suitable for sparse
matrixes [12]. In the year of 2006, Simon Funk proposed the F-SVD model to solve the
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problem [13]. Later, many fellows put forward different methods to improve the tra-
ditional SVD [14] and [15]. Besides, some recommendation systems factorize the
rating matrix into two matrixes, user matrix and item matrix [16] and [17].

On this basis, Yehuda Koren added the bias of users and items which improves the
performance of system by 32 % [18]. On general, matrix factorization based method
maps the high-dimensional rating matrix into two lower dimensional matrixes. This
saved memory spaces and decreases the complexity of model, but still has some
problems. One of the problems is that the result is unexplainable. It is difficult to tell
why we recommend this item not another one. Though every dimension of the matrix
probably has some sort of meaning, it is difficult to determine the certain meaning of a
certain dimension.

From another perspective, the existing recommendation systems mostly minimum
the root mean square error between real ratings and predicted ratings [19–21]. This
reduces the complexity of algorithm; however, in the task of recommendation, it is
more important to predict the ranking of the ratings than the ratings. It is the relative
value that tells the preference of the user. Thus, the primary task is to learn the ranking
of items in a user’s opinion. LTR (Learning to Rank) is the most suitable model for this
task. There are three kinds of LTR model (point wise, pairwise and list wise). Point
wise model is based on single point, which is quite similar with the traditional rating
predicting model. List wise model is based on all samples. Pairwise is based on every
pair of data and it is the most popular model in recommendation systems [22–24].
Compare these three methods, point wise model and list wise model do not fit much
with the recommendation task. On the contrary, pairwise models do have good per-
formance. However, in some pairwise based models, samples that are not rated will be
ignored or take zero instead. Neither of them is a reasonable way of dealing with the
unrated items; the former ignores the reason why the user does not choose the item and
the latter will over-fit.

In addition, the information that the recommendation systems take will usually
include ratings, items’ properties, users’ properties, users’ behaviors [25] and reviews.
It is obvious that reviews are very import, for these texts may explain the choosing
behavior of the users. However, current recommendation systems have very limited
means when modeling review texts. The most seen method is LDA, which is also used
by Julian M in HFT. Nevertheless, LDA has the same problem with matrix factorizing,
that is hard to explain every dimension of the vector.

For the existing of the three issues mentioned above, our work aims to improve the
performance of the recommendation system as well as the interpretability of the final
recommendation. Thus, we put forward three solutions. First, use word vector and
define dimensions artificially to endow every dimension with a certain meaning.
Second, aim at predicting rankings instead of ratings to build the system and take zero
sampling to improve the performance of the model. Third, train the words’ vectors to
model the review texts.
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2 Related Work

2.1 Rating Predicted Model

Collaborative filtering systems that only consider users’ ratings usually use matrix
factorization method, which factorize the rating matrix R into user matrix and item
matrix. In some other systems, offset a; bu and bi are added to become (1). cu

* is the user
vector and ci

* is the item vector.

rec(u, i) = aþ bu þ bi þ cu
* � ci* ð1Þ

The lost function is as (2). a; bu; bi; cu
*
; ci

* are the parameters.

Rða; bu; bi; cu* ; ci*Þ ¼
X
u;i

recðu; iÞ � ru;i
� �2 ð2Þ

2.2 HFT Model

The HFT model combines the information of ratings and reviews.
As to the ratings, HFT factorizes the rating into the dot product of user’s vector cu

and the item’s vector ci. cu and ci are both k-dimensional vector; each dimension is
abstract and can be seen as an aspect. On the k-th dimension, cuk represents how much
user u cares about this aspect and cik represents how outstanding item i is on this
aspect. Therefore, if an item performs well on the aspects that a user cares, it will
probably get a high rating from this user.

In HFT model, it uses LDA to model the review texts. It regards the review from
user u to item i as a document which denotes du;i; puts all review of user u together into
a document which denotes du; puts all users’ reviews towards item i together into a
document and denotes di. HFT learns the item i’s topic distribution hi from di and the
user u’s topic distribution hu from du.

It fusions the ratings and reviews through connecting hi and ci. Instead of training
hi and ci separately, HFT combines them through formula (3). The topic number K and
the rating factorize dimension K are set the same.

hi;k ¼
expðjci;kÞP
k0 expðjci;k0 Þ

ð3Þ

The objective function is as shown in formula (4), the former is the error sum of
squares and the latter is the likelihood function of the topic model.

R a; bu; bi; cu
*
; ci

*
� �

¼
X

recðu; iÞ � ru;i
� �2�l � lðTjh;u; zÞ ð4Þ
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The notations used in this paper are explained in Table 1.

3 Model

Our system is a hybrid system, which combines the ratings and reviews of users to
items. As framework, we take the method of matrix factorization. However, there are
two main differences between other model and other models. One is the optimization
target. Our Model aims at learning the real ranking of items, meanwhile other systems
mostly aim at predicting the ratings. The other is the way of defining the dimensions.
Unlike other models, our model gives each dimension a certain meaning and makes the
recommendation more interpretable.

Our model can be divided into two sub models that respectively modeling for ratings
and reviews. On one hand, the rating model uses the ranking basedmatrix factorization to
build the users’model and items’model. On the other hand, the review model combines
the word vector and artificial definition of dimensions to model the review texts. Finally,
we combine the whole model by relating the items’ model and the texts’ model.

Table 1. Notation explanation

Notation Explanation

a The overall score offset
bu The score offset of user u
bi The score offset of item i

cu
* User vector

ci
* Item vector

recðu; iÞ The predicted rating of user u to item i
ru;i The real rating of user u to item i

cuk The kth dimension of cu
*

cik The kth dimension of ci
*

du;i Reviews of user u to item i

du Reviews of user u to all items
di Reviews of all users to item i
hi The topic distribution of di.
hu The topic distribution of du
hi;k The kth dimension of hi
Lj The length of jth review
q The quality of the review
q The normalized coefficient
w The weight of the review
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3.1 Ranking-Based Matrix Factorization Model

In the rating predict model, the objective is to minimize the RMSE. While in this work,
we define the object to be learning the real ranking of items. In other words to minimize
the error rate of predicting the size relationship of every pair, as shown in formula (5)

X
u

X
ru;a [ ru;b

½recðu; iaÞ� recðu; ibÞ�½ � ð5Þ

A½ �½ � means when condition A is true, it equals one, otherwise it equals zero.
Nevertheless, this objective function is not continuous, so we take formula (6)

instead to train the model. Reason for that is the existence of formula (7).

X
u

X
ru;a [ ru;b

expðrecðu; ibÞ � recðu; iaÞÞ ð6Þ

½x� 0�½ � � e�x ð7Þ

u represents a user, ru;a is the real rating that user u gives to item a, recðu; iaÞ is the
value that user u gives to item a predicted by our model, which is predicted by the
following formula.

rec(u, i) = aþ bu þ bi þ cu
* � ci* ð8Þ

We take the method of L-BFGS to learn the model. While training, we need to set
the dimension number K; we randomly choose some unrated items to be the negative
samples and contain them in the training process.

3.2 Text Modeling

While considering the un-interpretability of LDA model, we come up with a new
model that combines the word vector and artificial definitions of dimensions. This
method not only makes each dimension explainable, but also filters some noise in the
texts.

Our text modeling methods include two steps, building the attribute word sets and
modeling review texts.

Firstly, building the attribute word sets, the process is shown in Fig. 1. Take all the
reviews as training data to train the words’ vectors; at the meantime, POS tag all the
words and choose the nouns and the adjectives of high frequency. After that, classify
these words manually, define their types and choose the core attribute words to be the
seed words. By calculating the cosine distances, we choose the words near every type
of seed words to be part of the attribute word sets. Finally, we take the method of KNN
to classify all the words in the data set to determine the rest words’ attribution. One
word can only belongs to one attribute set.

Modeling the reviews is based on the work above. To extract the attribute words is
to extract the features. Every type of attribute is a feature of the reviews. In this way,
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we achieve the goal to explain the result of recommendation. During the modeling of a
single piece of text, we calculate the proportion of words in each category and regard it
as each dimension of the vector. Finally, normalize the vectors to get the final texts’
model.

3.3 Model Merging

The last part of the model is to combine the ratings and reviews to build the recom-
mendation model.

In the first part of our model, we get the user vector cu
* , item vector ci

* and three
biases a; bu; bi by factorizing. To combine the ratings and the reviews, we try to replace
cu
* or ci

* by the vectors calculated by the text model. When replacing user vector cu
* , we

need to learn the other parameters ci
*
; a; bu; bi; when replacing item vector ci

* , we need
to learn the other parameters cu

*
; a; bu; bi. And we still take formula (1) as objective

function while training.
When building the text model cu

* of user u, we take all the reviews from user u and
using the method in 2.1.2 to model all the reviews by user u. Later, a linear weighted
method is taken to combine all the review vectors of user u. The weight depends on the
quality of the reviews, and it is believed a sentence with a suitable length is more likely
to have high quality. Neither the short sentences nor the long sentences perform well
enough in the evaluation of review’s quality. Formula (9) is put forward to evaluate the
quality of the reviews.

q ¼ Lj
Lj þ Lj � �L

�� �� ð9Þ

Fig. 1. The process of building the attribute word sets
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Lj is the length of the review j; �L is the average length of all reviews; q represents
the quality of the review. Finally, the quality of each review must multiply a normalize
coefficient q to become the weight of each review, as shown in formula (10).

w ¼ q � Lj
Lj þ Lj � �L

�� �� ð10Þ

It is the same when we build the text model of item i.

4 Experiment

During our work, we set three series of experiment. In the first series, the rating
predicting model is set as the control group and the ranking based model is set as the
experimental group; this experiment is designed to verify that the ranking based model
performs better than the rating predicting model on ranking. In the second series, we
aim to test the effect of our text modeling method. We do that by comparing our model
with LDA. Besides, we compare the ones with and without text modeling to see
whether our text model is effective. In the third series, we compare our model to HFT
model to analyze the strength and weakness.

The datasets we use is from Amazon [29], which contains both ratings and reviews.
This paper mainly measures the ranking performance of the system, so we use

NDCG and MRE to evaluate the system performance. NDCG is one of the indexes for
the ranking performance in information retrieval field; the specific formula is showed
below as (11) and (12). Under the situation of recommendation, rðjÞ is the j-th biggest
rating in the predicted values, MAX is the DCG when the ranking is totally the same as
real values.

DCG =
Xn
j¼1

2rðjÞ � 1
logð1þ jÞ ð11Þ

NDCG ¼ DCG=MAX ð12Þ

MRE is from [7], the formula is show in (13), to add all the pairs when real rating
ru;ia [ ru;ib but the predicted values are on the opposite.

MRE ¼ 1
n

X
x

½recðu; iaÞ� recðu; ibÞ�½ � ð13Þ

4.1 Rating-Based Model and Ranking-Based Model

Model in this paper is based on two main points. The first is that predicting based
model did not achieve the best performance on ranking, which will affect the subse-
quent recommendations. To verify this, in the first experiment, we compare the ranking
performance of rating-based model and ranking-based model. In this experiment, three
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groups are set, one is the rating-based model, one is the ranking based model without
zero sampling, the other is the ranking based model with zero sampling.

The results are shown in Table 2, the first item is the reverse rate, the second is
NDCG, “*” represents for the best effect. In the three groups of experiments, generally
speaking, ranking based model with zero sampling achieves the best results, which has
a lower MRE and a higher NDCG than the rating-based model. On the contrary,
ranking based model without zero sampling performs badly in the test. This may be due
to ignoring the unrated items, which will probably cause the loss of users’ preference
information. For example, some users choose item A instead of B which is quite similar
with A. When this happens, it may tell us users prefer A than B for some reason and we
would lose this information if we choose totally ignoring the unrated items. However,
sampling the unrated samples randomly help us restore this part of the information.

4.2 Text Modeling

This experiment contains two parts. The first part verifies the effectiveness of the text
modeling method we put up by comparing it with LDA. The second part judges
whether the combination of word vector and manually defined dimensions is effective
by comparing models with and without text modeling.

Using method in Sect. 3.2, we classify nouns and adjectives into six classes of
attributes, partly shown in Table 3. Using the LDA model, we could get the words
under each topic, Table 4 shows part of the words when topic number K is set 6. By
compare words in the two tables, we can clearly see that, our model performs quite
well. Using the method put forward in this article, we can get attribute words quite
relevant to each attribute and each class of attribute words has an obvious semantic
meaning. By contrast, when using the topic model, words under each topic do not have
a very clear subject.

Table 2. Comparison of rating-based model and ranking-based model

Rating based Ranking based Ranking based
(with zero samping)

Art 0.1566/0.8876 0.1380/0.8601 *0.1349/*0.9238
Automotive 0.1417/*0.9181 0.1564/0.8863 *0.1143/0.9035
Baby *0.2367/0.7688 0.2645/0.7554 0.2493/*0.8579
Beauty 0.2351/*0.7947 0.2350/0.7763 *0.2238/0.7812
Books 0.1603/0.8794 *0.1498/*0.8900 0.1598/0.8665
Electronics 0.1612/0.8220 0.1749/0.8331 *0.1447/*0.8868
Gourmet_Foods 0.2544/*0.7994 0.2433/0.7438 *0.2130/0.7577
Health 0.1459/0.8767 0.1669/0.7767 *0.1432/*0.8782
Jewelry *0.1834/0.8510 0.2049/0.8437 0.1877/*0.8601
Office_Products *0.1012/0.8744 0.1107/0.8712 0.1132/*0.8834
Pet_Supplies 0.2468/0.7561 0.2611/0.7467 *0.2390/*0.7759
Shoes *0.2951/0.7313 0.3021/0.7061 0.2956/*0.7786
Video_Games 0.1907/0.7891 0.2091/0.7522 *0.1851/*0.7940
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After joining the reviews, the performance have improved on most of the data sets
compared to the model without text information, MRE has improved over eight data
sets, NDCG has improved on 10 data sets. The MRE performances on 13 data sets of

Table 3. Attribute words extracted by word vector

Attribute Words

Quality lack products excellent product better performance texture quality
precision good poor consistent guidelines design specs errors resilient
consideration strong brilliant slow experience sharpening

Practicability particular certain type example purposes types easier used standard need
device common techniques practice available useful addition uses
possible necessary specific form purpose application limited consider

Price bargain value seller expensive lot refund deal supply money cheap sale
cost investment issue lots card supplies spending worth store stock
affordable buy premium business bonus dollar price cheaper pocket

Size approx less size areas smaller splitting underside front shape sizes large
larger weight giant blocks thickness length tail spread height bigger
heavier number inches distance far small average older shape

Material layers material shoes packaging stains plastic scrapbooking artwork
fabric mixing paper glue piece matte crack items process adhesive
materials brittle durable matter embellishments notebooks waste nylon

Looking looks spot green shade color purple cute years interesting features alter
shape performance width black shadows white bar made layer look
shown looking colors shows monster show cutest little quite

Table 4. Topic words extracted by LDA

Attribute Words

1 machine sewing thread brother bobbin sew serger needle stitches foot machines
stitch singer tension manual threading needles features beginner case basic
problems reviews easy threader bobbins quilting

2 glue pencils gun pencil prismacolor sticks glitter pastels guns trigger pastel
colored blend drip lead crayons prisma heats 72 blending tin glued heat premier
crayola elmers temp hot charcoal drawings

3 punch pens pen punches ink hole puncher noodlers fountain tape punching nib
punched belts nibs holes calligraphy lamy books 3hole spine punchers
converter swingline writing bleed safari waterproof leather flows

4 epson stamps printer stamp stickers beads prints pad print photo matte t5846
picturemate ink album paper sticker magnets photos t5845 m printers glossy
printing premium roll inkjet scrapbook luster

5 scissors blades cutting blade fiskars cutter shears sharp brushes rotary pair mat
scissor handed titanium cutters mats lefthanded rulers markers Westcott ruler
pinking xacto fiskar cuts earrings comfortable

6 dye yarn chair cricut loom wool scarf compressor airbrush dyes dyed acid putty
skein roving necklace faded silver spray air mold jacquard blanket iron stain
necklaces wax it soaked baby
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two models are shown in Fig. 2 and The NDCG performances are shown in Fig. 3. This
illustrates the text modeling method we proposed is effective, and by fusion with the
rating part it can effectively use the rating information and the text information.
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Fig. 2. MRE performance of two models (Color figure online).
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Fig. 3. NDCG performance of two models (Color figure online).
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4.3 Compare to HFT

In this part, we compare our model and the HFT model proposed in [1] to analyze the
advantages and disadvantages of these two models.

The results are shown in Figs. 4, 5 and 6, Fig. 4 shows the performance of the mean
reverse error rate (MRE) for our model and HFT model, Fig. 5 shows the performance
of NDCG for our model and HFT model, Fig. 6 shows the performance of the root
mean square error (RMSE) for our model and HFT model. Compare the ranking
performance of these two models, our model performs better on most of the data sets.
In total, we do experiments on 13 data sets; ranking based model has lower MRE on 9
data sets and better NDCG on 8 data sets. When referring to the predicting accuracy,
HFT model performs better.

The similarity of the two models is adopting the ratings and reviews at the same
time. Besides, we both use the item vector to combine the two parts of models. The
difference between the two models is the text modeling method and the objective of the
systems. The advantage of ranking based model is that each dimension of the modeling
result has a certain meaning and this improves the interpretability of recommendation.
On the other hand, though HFT model performs worse on the ranking and do not have
a strong interpretability, it has a better predicting accuracy.
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Fig. 4. MRE performances of our model and HFT model (Color figure online).
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5 Conclusions and Future Work

In our work, we study the state of art recommendation systems deeply and find three
common problems in these models. Firstly, by decomposing the rating matrix to build
the system, the results of recommendation will not have very good interpretability.
Secondly, the recommendation systems based on predicting ratings do not fit directly
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Fig. 5. NDCG performances of our model and HFT model (Color figure online).
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with the recommending purpose. Thirdly, the text modeling method in the existing
recommender systems is limited to the topic model. However, the topic model has the
same shortage as matrix factorization, it do not have excellent interpretability.

According to these three points, this paper puts forward three solutions. First,
combine the word vector with the artificial definitions of dimensions to make each
dimension interpretable. Second, build the recommendation system based on ranking.
Aim at learning the correct ranking of items and making the model fit better for the
ranking. Third, train the word vectors and model the review text according to the
trained words’ vectors.

Through series of experiments, we verify the feasibility of the three proposed
improvement means.

We can see that the ranking based model performs better than the rating based
model on ranking in the first comparable experiment. In the second experiment, we
verify the effectiveness of out text modeling method. The combining of word vectors
and artificially defined dimensions performs better than the LDA model on inter-
pretability. In addition, after adding our text modeling method, system improves on the
predicting accuracy and ranking performance, which suggests the effectiveness of our
text modeling method. In the last set of experiments, by comparing the model with
HFT model, we found that the proposed model have better interpretability compare to
HFT model and performs better on ranking.

However, there are still spaces to improve this model. Current text modeling
method contains some manual steps that will directly affect the effect of text model.
How to improve the accuracy of feature extraction, and reduce the dependence on
human when modeling, will become the next research points of later work.
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Abstract. Aiming at enterprises without commercial project management
systems (PMS) in a product data management (PDM) environment, and using a
cloud computing platform, this research analyses the business process and
function of complex product project management in PDM, and proposes a
PMS-based organizational structure for such a project. This model consists of a
task view, user view, role view, and product view. In addition, it designs the
function structure, E-R model and logical model of a PMS database, and also
presents an architecture based on the Baidu cloud platform, describes the
functions of the Baidu App Engine (BAE), establishes the overall PMS software
architecture. Finally, it realizes a revised product design project by using
EasyUI, J2EE and other related technologies. Practice shows that the PMS
designed for PDM has availability, scalability, reliability and security with the
help of the Baidu cloud computing platform. It can provide a reference for
small- and medium-sized enterprises seeking to implement information systems
with high efficiency and at low cost in the age of big data.

Keywords: PDM � PMS � Cloud computing � Big data � BAE

1 Introduction

Advanced Management Information Systems (MIS) can help enterprises to carry out
effective scientific management, reduce risk, and improve market competitiveness.
However it requires significant funding for enterprises to develop MIS, and improve
safety management and maintenance. How to reduce software maintenance and man-
agement costs has been a pressing problem. Recently, cloud computing, as a hot
technology, has become the business computing model which distributes computing
tasks in a resource pool (the cloud) consisting of a large number of computers, so as to
enable users to obtain computing power, storage space and information services [1].
The cloud is generally a large server cluster consisting of resources such as calculating
servers, storage servers and broadband. As special software is used to realize automatic
management, cloud computing can greatly reduce the maintenance costs of a software
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system. To maintain consistency, accuracy, and the sharing and security of products,
PDM is used to organize and manage relevant data and processes at each stage of the
product life cycle [2]. Project management is an important function of a PDM system
which operates on the basis of workflow management. Several foreign project man-
agement software, such as Primavera’s P3, NIKU’s Open WorkBench, Welcom’s
OpenPlan etc., these software are suitable for large and complex project management,
and Sciforma’s ProjectScheduler, the Primavera’s SureTrak, Microsoft’s Project and
IMSI’s TurboProject are suitable for small and medium-sized project management.
There are some project management software, such as iMIS-PM, i6P, and TGPMS and
so on in china. All of these software can decompose complex tasks, calculate the
critical path, provide resource usage report and provide easy to learn and easy to use
client interface. However, existing PMS systems is expensive, not suitable for PDM
system and the internet environment. With the development of cloud computing
technology, it is becoming more common to establish the PMS on the internet platform.
It is of practical significance, when developing a PMS, to realize effective integration of
the PDM system and Enterprise Resource Planning (ERP) system, progress control,
and comprehensive monitoring of product manufacturing projects. The main contri-
bution of this study is the analysis, design and implementation of PMS in PDM
environment on cloud computing platform.

2 Project Management in the PDM

2.1 The Basic Concept of Project Management

PDM integrates related information (such as Bills of Materials (BOM), process data,
processing data, and engineering data) with a related process (e.g. design, examination,
and approval) of a product. Its functions include document management, workflow and
process management, product structure and configuration management, parts classifi-
cation management, project change management, project management, and other
functions [3]. Project management of PDM refers to project managers coordinating
activities for all tasks in a project involving design and manufacture of a product. It
includes management and configuration of project planning, organization, personnel
and related data, monitoring and tracking the running status of the project to realize the
goals of the project using a system viewpoint, and methods and theories within limited
resources constraints. A PDM system deals with complicated product design projects
and the complicated management processes thereof, multiple levels of product, more
participants, multiple tasks and multiple departments in modern machinery manufac-
turing industries. This produces huge data (design drawing, design specifications, etc.)
and consumes more computing and storage resources. So it is suitable, when building
the PMS of a PDM, to use a cloud computing service platform. PMS projects include
process design and approval of new products, or revised products in process design,
quasi-archive design processes, and processes for quasi-archive conversion to a full
archive design, product design changes, etc. [4]. The quasi-archive design process is
shown in Fig. 1. Each project decomposes into tasks in accordance with the project
contents including: design, audit, approval, standardized examination, archiving, etc.
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Large tasks are apt to be divided into sub-tasks. Each sub-task is designed to be an
independent work package, so it is easy to allocate tasks and calculate workload: each
task has a sequence according to the management of the workflow [5].

2.2 Organization Structure Model of Project Management

Project management mainly includes two parts: organization management and control
management in the PDM platform. The former functions as follows: defining the
project reasonably, decomposition of project tasks, division of project groups, defini-
tion of project roles, assignation work to staff, and establishing the relationship between
groups, users, roles, and tasks according to their characteristics and the project plan.
The latter mainly executes functions, such as tracing and controlling progress on a
project, allocation and adjustment of resources, outlay and cost control, etc. All those
functions are applied to complete the project within the planned time and resource
constraints.

Figure 2 shows the organization structure model for project management. The
model consists of four views (product view, task view, role view, and user view) and
their inter-relationships. The product view is a generalized BOM, including both the
hierarchy structure of the product tree, and all kinds of product documents in the design
and manufacturing process. All of these objects are called controlled objects, such as
design documents for parts, design documents for a process, engineering variation
notices, etc. Product view can be represented by 4-tuple pv, such as pv ::= <PRO,ASS,
PAR,DOC>, wherein PRO indicates product, ASS is assembly, PAR denotes parts, and
DOC indicates all types of related documents. Role view mainly refers to all kinds of
roles participating in the project, such as: the chief designer, deputy chief designer for
structural design, team leader for structural design, structural designer, etc. It can be
represented by 3-tuple rv, such as rv ::= <P,R,PR>, wherein P is a project, R indicates
the participation role of P, and PR is the parent role of R. User view describes how a
project manager assigns staff to different working groups according to duties or tasks.
A project has multiple working groups: a working group consists of multiple people.
User view can be presented by 3-tuple uv, such as uv ::= <P,G,U>, wherein P is a
working group, G indicates a working group of P, and U is all users of G. The task
view of a project describes the work breakdown structure (WBS) of the project by task.
Tasks need to be decomposed in a more complete and independent way so as to
confirm responsibilities, and calculate workloads and costs easily. Tasks usually exist

Fig. 1. Project management process: a quasi-archive product design
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in the form of a work package. This view can be represented by 3-tuple tv, such as
tv ::= <P,T,PT>, wherein P indicates project, T is the specific task or sub-task of P, and
PT indicates the parent task of T. The relationships between product view, project
view, view, and user view are complex: they jointly comprise the project network
diagram with multiple tasks according to completion order, as shown in the interme-
diate region of Fig. 2. U21, as a member, may authorize multiple different roles (such
as R111, R211) and perform different project tasks (e.g. T13, T16) in different working
groups (e.g. G1 N, G21, G2 N). Those tasks could be design, approval, or archived
according to different controlled objects of the product (PAR1, DOC1), wherein task
T13 can be realized by the workflow management system. This relationship can be
represented by 4-tuple pos, such as pos ::= <pv,rv,uv,tv>.

2.3 Function Analysis of PMS

According to the definition and content of project management, the main functions of
project management are:

(1) Project management: this includes definition, modification, supervision, and task
management of a project. The definition is to define the name, nature, start time,
end time, main content, status and header of a project based on the work to be
done. The supervision is to monitor project progress and resource allocation;

Fig. 2. Project organizational structure model of PDM
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while task management aims to divide the contents of the project into several
independent task lists which establishes the task number, name, content, start time
and end time, precursor tasks, subsequent tasks, leader, task status, etc.

(2) Organisation management: this consists of workgroup definition, role definition,
user management, assigning roles to users, task allocation, permission set-up, etc.
According to the needs of the project, its organisation is divided into several
working groups, such as product structure design, process design, quality control,
other standardised groups, etc., and according to the type of job, defines roles such
as chief designer of the structure, process designer, and standardised engineer [6].
Finally, the project manager assigned each staff member to a group to act in their
corresponding role. Over the project life cycle, the same user may play different
roles and can participate in many different working groups simultaneously.
Therefore it is essential to conduct resource scheduling to ensure the project runs
smoothly. Task allocation is mainly used to establish a relationship between
controlled object, role, user, and the specific tasks of the project: it also adds,
deletes, modifies, and executes query privileges over the controlled object.

(3) Resource management: this includes resource scheduling, workload statistics, cost
management, and outlay management. The function of resource scheduling
arranges progress and time of the project. It provides a flexible way of carrying
out time allocation and task management by using the PERT, and CPM, methods
[7], according to the relationship between tasks, and thus the start and end times of
each task are calculated. It can optimise the total time to project completion by
compressing the finish time of tasks on the critical path. Outlay management is
used to calculate the whole cost of the project based on the unit cost of each
resource and task requirements. It schedules resources and reallocates tasks to
ensure that the project schedule delay is minimised according to tasks being
assigned their quantum of resource and their priority.

(4) Query and statistics: this can query and count personnel, tasks, resources,
workloads, costs, progress, project schedule, and other information. The func-
tional structure of PMS is shown in Fig. 3.

Fig. 3. Functional structure of the PMS
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2.4 Data Analysis in the PMS

According to the DFD description of the PMS, this research determined the following
entities and relationships among them: project, task, workgroup, roles, users, user
organisation, task assignment, controlled objects, operation permissions, user log-in
information, task scheduling, project cost, etc. The relationships between these entities
are mostly one-to-many relationships, and an E-R database concept model is designed
as shown in Fig. 4.

Figure 4 omits all the attributes of each entity set and relationship set. The corre-
sponding database logical data model is outlined thus: (the underlined attributes are
defined as primary keys, wavy lines denote foreign keys):

Project(projectNO, pname, pmanager, pstime, petime, pcontents, pftime, pstatus),
Team(teamNO, projectNO, teamname, workdesc), Users(userNO, teamNO, uname,
address, gender, e-mail, tele, qq), Loginfo(loginNO, userNO, logpwd, isadmin,
ischarger), Roles(roleNO, teamNO, role name, roledesc), Controlled Obj(object NO,
objname, objType, objlvl, isvalid), Task(taskNO, projectNO, ptaskNO, taskname,
startDate, endDate, contents, ldays, tcontents, tstatus, taskType), UserOrg(roleNO,
taskNO, loginNO, permit, cost), Taskalloc(allocNO, roleNO, taskNO, loginNO,
ttaskstate, performance, ftime, isvalid), TaskOutlay(costNO,roleNO,taskNO, loginNO,
costType, realCost, makedate).

This database logical model is the basis for the physical database design and is
realized through a particular database, such as Oracle, MySQL, etc., which can be used
to create tables, views, procedures, triggers, etc.

3 System Architecture: Baidu Cloud Computing Platform

Cloud computing is a distributed computing model, including a hardware platform (the
cloud infrastructure layer), the cloud platform layer, and a cloud service application
layer. Cloud computing provides a hardware and software service mode for an enter-
prise according to need and it charges according to use [8]. Cloud computing takes

Fig. 4. The entity-relationship model of the PMS database
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infrastructure as a service (IaaS), platform as a service (PaaS), and software as a service
(SaaS) according to service type. The Baidu cloud can handle software applications,
photos, documents, music, and contacts can be used on all types of equipment. This
public cloud architecture is described in Fig. 5: the architecture uses the distributed
computing model and is divided into an infrastructure layer, a platform layer, an
application layer, and client layer from bottom to top. To let users develop and deploy
applications, the cloud provides an open application platform.

BAE provides a multilingual, elastic distributed server running platform, a cloud
database, cloud storage, cloud messages, a cloud pipeline, a cloud trigger, and other
services, as well as support for PHP, Java, and other high-level languages. This helps
developers to rapidly develop and deploy applications in the PaaS level of the Baidu
cloud. The BAE architecture is divided into an execution environment, a management
system, and multiple distributed services. Among which, the execution environment
includes the access layer, code execution layer, and data layer. The management
system includes: a user management platform, system management platform,
scheduling service, monitoring service, resource audit services, etc. Distributed ser-
vices include many basic services and business components, such as databases, caches,
cloud storage, FetchUrl, and other services. The latest BAE technology adopts
light-weight virtual machine technology in the underlying software to solve resource
isolation problems in older versions. It is not limited to a specific running environment
and programming language, Its local development environment is consistent with the
running environment of the cloud for developers to reduce the costs of learning,
development, and transfer: this also enhances developer productivity [9, 10].

Fig. 5. Baidu public cloud architecture
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4 Software Architecture Design of a PMS System Based
on BAE

The architecture of PMS systems needs to be designed by selecting a J2EE technology
match according to the Baidu cloud open platform, as shown in Fig. 6. This framework
uses five layers: the user browser layer, user presentation layer, control layer, data
access layer, and database layer. The functions of each layer are described below:

The user browser layer is for a client with only a browser installed, yet who can
connect to the internet.

The user presentation layer is the user-interface of the PMS system, and is realised
by JSP technology and JQuery easyUI component technology.

The controller layer is realised by Servlet technology on the J2EE platform, and is
mainly responsible for the parameters of the user interface and user requests: it executes
corresponding commands according to requests, then returns operation results to the
client in a certain data format. It operates the database by accessing the DAO layer
therein, so this layer acts as a bridge between the presentation layer and data access
layer.

The data access layer mainly realises CRUD operations on the database using
JDBC technology, it describes how to access the database, avoids the controller layer
directly operating the database, reduces the coupling of management systems, makes
the program more logical, provides data format in JSONArray type for the upper layer,
and allows this to then be accepted and shown by a JQuery easyUI component.

Fig. 6. Software architecture diagram of a PMS based on J2EE MVC
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The database layer mainly provides data storage services and query and statistical
functions. The PMS cloud database uses the MySQL database, which currently fails to
support trigger and stored procedures, so the MySQL database has limited function-
ality. The PMS accesses only the database through SQL statements. The user must
log-in to the Baidu cloud open platform, manually create a cloud database, and com-
plete the work (e.g. by creating tables, indices, and views). Baidu Inc. and users are
responsible for cloud database security, thus reducing the cost of user management and
operation. User data safety on a public cloud is low and has been a hot research topic.

5 Use-Case Testing and Implementation of the PMS

A revised product design project of PDM system can decompose many tasks, as shown
in Table 1.

According to Table 1, it can calculate earliest start time, earliest finish time, latest
start time and latest finish time. It can determine the critical path, calculate the total
time limit of the project by using CPM technology. Users can track the progress of the
project and optimize the project by adjusting the usage of resources, time and cost.

The implement of PMS use the MVCII architecture of J2EE. It can reduce the cost
of developing multi-layer applications and their complexity, it can also strongly support
the integration of existing applications and is easy for users to package and deploy

Table 1. The task list of a revised product design project
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applications. It enhances security and improves performance. The data access layer,
controller layer, and user presentation layer of the PMS are respectively realized by
java objects, Servlet components, and JSP components. It designs page layouts using
light-weight easyUI component technology from JQuery in JSP pages. EasyUI is a
JQuery based plug-in for the front-end user interface: it not only supports multiple page
style sheets, and provides activeX controls such as accordion, combobox, menu, dia-
log, tabs and datagrid components [11], but its library is also composed of three script
files (jquery.min.js, jquery.easyui.min.js and easyui-lang-en.js) and two style sheet files
(easyui.css and icon.css) which are used on the head of each JSP page.

The main PMS interface is shown in Fig. 7: the home page is divided into three
parts: the top of home page is the system menu (area ①) including functions of
registration, log-in and log-off: the centre of the main page is divided into the function
menu lists of the PMS (area ②) on the left. The system opens the corresponding
functions of the JSP page on the right client area (area ③) by clicking a menu item
from the menu lists: each JSP page completes the functions of adding, deleting,
updating, querying, and statistics. Area ⑤ is a function page for updating project
information. The bottom of home page is the copyright statement section of website
(area ④).

Developers can submit codes using SVN client tools after fulfilling the developing
and debugging system requirements in the local environment, before release to the
Baidu cloud server platform. The cloud environment is responsible for hosting user
systems and Baidu Inc. charge a service fee according to flow occupancy.

Fig. 7. Home-page for the PMS system
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6 Conclusion

Cloud computing technology provides an unprecedented opportunity for building an
information system for small- and medium-sized manufacturing enterprises (SMME) in
the age of big data. Cloud computing shows advantages in reducing development cost,
reducing the number of staff, making full use of existing computer and network
resources, reducing maintenance cost, providing security, etc. Through an example
analysis - the design and implementation process of a PDM system - this work vali-
dated the feasibility of PMS system development and implementation on the Baidu
public cloud computing platform. It also provided a feasible method and reference
implementation for the migration of an MIS to a cloud computing platform for
SMMEs. It therefore had good application prospects.
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Abstract. McEliece cryptosystem is a public key cryptosystem that combines
channel coding and encryption, and the oldest PKC that is conjectured to be post-
quantum secure. To decrease the key size of the original scheme, alternative codes
have been adopted to replace Goppa codes. In this paper, we propose a ring
signature using low-density generator-matrix codes. Our new scheme satisfies
anonymity and existential unforgeability under chosen message attacks (EUF-
CMA). As for efficiency, the number of decoding operations has been reduced
largely compared with ZLC ring signature, and the size of the public key is about
0.2 % of the ZLC scheme.

Keywords: Post-quantum cryptography · McEliece cryptosystem · Low-density
generator-matrix code · Ring signature

1 Introduction

RSA and McEliece cryptosystem are two oldest public-key cryptosystems, and they are
based on the large integer factorization and the syndrome decoding problem (SD)
respectively. The large integer factorization is a NP problem, while the binary syndrome
decoding problem has been proved to be NP-Complete by Berlekamp et al. [1]. The
computational assumption in RSA could be broken in a quantum setting by Shor’s algo‐
rithm, but SD is believed to be secure against quantum attacks. Moreover, MeEliece
cryptosystem is safer and faster than RSA. However, its weakness is obvious. Its public
key size is too large, and the information rate is low, about 50 % [2].

In order to promote the application of code-based public cryptosystem, many
attempts have been made to reduce the public key of the McEliece cryptography. A
promising method is to use other code to replace Goppa code to archive the goal. Among
these, low-density parity-check (LDPC) codes receives many attentions [3–7].

This work is supported by National Natural Science Foundation of China (61572521,
61103231, 61272492), Project funded by China Postdoctoral Science Foundation
(2014M562445, 2015T81047), and Natural Science Basic Research Plan in Shanxi Province
of China (2015JM6353, 2014JQ8358, 2014JQ8307).
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Nowadays, LDPC-code-based schemes are mainly about encryption, and the signature
schemes are much fewer. The first proposal of a digital signature scheme based on low-
density generator matrix (LDGM, a special LDPC code) codes and sparse syndromes has
appeared in [7]. Before the scheme, code-based signature are mainly CFS signature and
some signature schemes with special properties constructed based on CFS [8]. The main
idea of CFS is that a signer takes the hash value h(M) of a plaintext M as a syndrome, and
then use the private key, the parity check matrix to perform syndrome decoding on h(M),
and the resulting error vector e is the digital signature. The main drawback of the CFS
scheme is that it is very hard to find a function that quickly transforms an arbitrary hash
vector into a correctable syndrome. In paper [7], Marco Baldi uses LDGM codes to replace
Goppa codes to construct a digital signature. With the advantage of that LDGM codes are
systematic codes, the signer will easily decode a h(M) into a error vector e. Therefore, using
LDGM codes to achieve digital signature is a breakthrough.

In order to leak a secret anonymously, Rivest et al. proposed a new digital signature
called ring signature in 2001 [9]. This special signature can provide unconditional
anonymity for the signer, which is very useful in the particular environment that needs
to protect the identity of the signer. In paper [10], Zheng, Li and Chen (ZLC) proposed
a code-based ring signature, which extends the CFS signature scheme and is based on
the syndrome decoding problem. Because of the inherent weakness of CFS scheme, it
is complicated to achieve the ZLC signature.

Inspired by Marco Baldi and ZLC scheme, we propose a ring signature using LDGM
codes, and give a security proof of our scheme under random oracle, showing that it
satisfies anonymity and existential unforgeability under chosen message attacks (EUF-
CMA), and it’s more efficient than the ZLC scheme.

2 Ring Signature Using LDGM Codes

In this section, we propose a new ring signature using LDGM codes.
LDGM codes have been used since a long time for transmission application and are

recognized to achieve very good error correcting performance. LDGM codes are a
special class of codes which are strictly related to LDPC codes: the only difference is in
that LDGM codes have a sparse generator matrix and not necessarily a sparse parity-
check matrix, while the opposite occurs for LDPC codes.

2.1 Security Model

The anonymity of our scheme is obvious, we only provide the proof of unforgeability.

Definition 1: For any polynomial bound adversary A, if the probability for him to win
the following game is negligible, then we say that the signature scheme satisfies exis‐
tential unforgeability under chosen message attacks (EUF-CMA). The game includes
the following three procedures:

(1) Setup: Challenger C chooses a system security parameters n, runs this algorithm,
sends the public keys set S = {PKi} to adversary A, and preserves the private {SKi}.
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(2) Sign Queries: Adversary A adaptively chooses message . Challenger
C runs the algorithm sign, then sends the result x to A.

(3) Forgery: Adversary A output a ring signature , if Verify  output
“Valid”, and  hasn’t appeared in the queries, then A wins the game.

2.2 Scheme Description

We use the following notation to describe our scheme. N is the number of potential
signers, and l is the number of signers participating in the signature generating. Use Si

and Sr to denote a potential signer and the ring signer, respectively. M is a message and

h is a hash function on . (s1|s2) means the concatenation of s1 and s2. Let 
represents choosing a vector randomly from a set U. The ring signer runs the following
algorithm to produce a ring signature on M.

Key Generation: Potential signers Si generate their private/public keys as in the [11]:

– The public key: 
– The private key: 

The real ring signer is Sr.

Signature: To sign message M

(1) Compute the hash value of M, that is h(M).
(2) Initialization: Sr randomly chooses a vector , and chooses a vector

 respectively for the members that participate in the ring signature,
, their weight is .

(3) Ring sequences generation:

Set 

(4) Sr applies his private key to sign M: computes , because the parity-
check matrix  of LDGM is in the systematic form, it is easy for the signer Sr to
compute the corresponding error vector e, and . Randomly chooses a code
word , then get the signature .
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(5) Output the ring signature 
Verify: After receiving the message M and the signature , the
verifier computes , i = 1,2, …, l. If s0 = sl, then
accept the signature, reject it otherwise.

2.3 Analysis of the Scheme

Correctness Verification

Then 
That means 
Run the algorithm ahead, we will get that sl = s0, so we have verified it.

Security Proof
Anonymity:

Any attackers outside a ring of l possible users has probability 1/l to guess the real
signer, because all zi but zr are taken randomly from . In fact, , because 
is distributed uniformly over , this result in that  is uniformly over .

Unforgeability:
We rely its difficulty to two problems issued from coding theory.

Definition 2 (Parameterized Bounded Decoding problem)
Input: A  binary matrix H and a syndrome 
Output: A word  such that  and 
We also consider the LDGM Code Distinguishing problem (LD).

Definition 3 (LDGM Code Distinguisher). A distinguisher D for a permuted LDGM
Code is an algorithm which takes as input a parity check matrix H and outputs a bit. D

outputs 1 with probability  if H is a random binary parity
check matrix of a LDGM code C(n, k) and outputs 1 with probability

 if H is a random binary matrix. We call the advantage of a
distinguisher D, denoted by , the following quantity:
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 denotes the probability of success of the best algorithm that solves the
LDGM Parameterized Bounded Decoding problem in time  and  means the
advantage of the best distinguisher for a permuted LDGM code in time τ.

Theorem 1 (Unforgeability). Let A denote a l-adversary against the scheme proposed
in Sect. 2.3 that outputs a forgery in time τ with probability . A makes  queries to a
hash oracle H,  queries to a cipher oracle , and  queries to a signing oracle . A
also can corrupt the private keys of l − 1 users. We have:

And 
Proof: Let p be the probability of success in time τ of A. We describe how to use it to
build an algorithm D that inverses LPBD problem. D receives as inputs a random mt × 2m

binary matrix  and a random vector  of . Its goal is to output  such that 
and .

D randomly chooses a user  in the set of users in the ring N and a subset  and
l − 1 elements such that . D hopes that all corrupted users are in I0. It sets  public
key  to  and for all users , sets key pair  by running the generation
algorithm. For all other users, D uses a parity check matrix of random permuted LDGM
code as public key, and there is no need to use their private keys. D also randomly picks
two indexes  and  respectively in  and  where  is the total
number queries to the hash oracle H and  is the total number of queries (E or E−1) to
the cipher oracle. Then, it picks a random vector . A is initialised with the set of
public keys .

D classically simulates the oracle H by answering a random value in  for each
new query and maintaining a list of queries. It also simulates the oracle  according to
a permutation by answering a random value for each new query. But to the -th query
to the hash oracle, it answers by  and to the -th query E−1 to the cipher oracle, it
answers by . Note that D must maintain a list of the queries such that it remembers
whether x is the answer to a query  or y is the answer to a query . A may
corrupt up to l − 1 users by querying its private key. D trivially answers the queries but
fails if A queries the key of user i0.

Bresson et al. showed that, with probability at least  [11], A

produces a forgery such that there are at most N − l cipher queries to  for P*(i). Thus
there are at least l indexes such that A made a decrypt query to  for P*(i); let I* be the
set of those indexes. Since A can corrupt up to l users, there are at least an index i* such
that A did not corrupt its private key. Let q* be the index of the query to  for .
With probability at least ; with probability at least  and with
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probability at least  the -th query to the hash oracle was . Then  has
weight less than t and satisfies

Thus,  is a t-decoding of s*.
The running time  of D is essentially the running time  of A and the cost of N 

syndrome computation, whose cost is mt2. Note that replacing the public of user i0 does
not alter the probability of success of the simulation more than the advantage

 of the best adversary at solving the permuted LDGM code distin‐
guishing: otherwise D should provide a better distinguisher. We denote

 and ; we obtain:

This concludes the proof.

Efficiency of the Proposed Scheme

(1) Complexity of Signature
Based on CFS signature, the ZLC ring signature scheme averagely needs to try
about t! times to get the decodable syndrome. As for the LDGM code, we can
directly decode any hash value to find the corresponding error vector, so we only
need to run 1 decoding operation. So the complexity is much lower.

(2) Complexity of Verify
A verifier needs to derive zi from si, run l matrix multiplications , and 2 hash
computation for each si. And each matrix multiplication includes n computations
of column operation. Therefore, the whole computation is nl column operations and
2(l + 1) hash computations.

(3) Size of Public Key
In the ZLC ring signature, in order to make the computation complexity of forging
achieve the level of O(280), we need to use a Goppa code with length n = 221 bits,
and the length of redundancy  [12]. So every users needs to
have a public key with the size . In our scheme, for the
same security level, every user only needs to use a public key of 117 KB [7].
Therefore, the public key size of our scheme is about 0.2 % of the ZLC ring signa‐
ture, so we can largely reduce the public key size (Table 1).
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Table 1. Comparison of the efficiency of the two schemes

Scheme Decoding
operations

Verifying
complexity

Public key
size

ZLC t! nl, 2(l + 1) 52.5 MB

New scheme 1 nl, 2(l + 1) 117 KB

3 Conclusion

In the post-quantum cryptography age, code-based cryptosystem is safe enough so it
can take the place of the cryptosystem based on discrete logarithm and large integer
factorization, but the weakness of large public key hinders its extensive use. Inspired by
the ZLC ring signature, and use LDGM code, we propose a new ring signature using
LDGM code in this paper. We elaborate the procedure of the signature and the verifi‐
cation, and prove that the scheme satisfies existential unforgeability under chosen
message attacks (EUF-CMA). As for efficiency, compared with the ZLC ring signature,
our scheme has fewer decoding operations and smaller public key size.
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Abstract. The existing directed graph clustering algorithms are born with some
problems such as high latency, resource depletion and poor performance of
iterative data processing. A distributed parallel algorithm of structure similarity
clustering on Spark (SparkSCAN) is proposed to solve these problems: con-
sidering the interaction between nodes in the network, the similar structure of
nodes are clustered together; Aiming at the large-scale characteristics of directed
graphs, a data structure suitable for distributed graph computing is designed, and
a distributed parallel clustering algorithm is proposed based on Spark frame-
work, which improves the processing performance on the premise of the
accuracy of clustering results. The experimental results show that the SparkS-
CAN have a good performance, and can effectively deal with the problem of
clustering algorithm for large-scale directed graph.

Keywords: Directed graph clustering � Parallel algorithm � Spark � RDD

1 Introduction

With the wide application of network data, such as gene regulatory network, social
network and other network data in various fields, the scale of directed graph is growing
explosively. How to manage and use the massive data has become a hot research topic
in recent years [1]. Directed graph contains a wealth of data relationships, such as the
behavior of users in social networks. In order to discover the hidden cluster structure in
the network, traditional clustering methods are based on the link density, such as
Newman [2] algorithms and Kernighan-Lin [3] algorithms, which make the distance
between the nodes in the cluster closer, and make the distance between the cluster
nodes is far away to achieve the effect of clustering. However, the algorithms above
ignore the directed interaction and different functions that nodes may have in the graph
data. Based on the link density, Xu Xiao-wei [4] proposed the SCAN algorithm, which
is based on the structural similarity. However, the algorithm is only useful to the
undirected network of clustering and it doesn’t consider the variety of data relation-
ships in the real environment. Zhou Deng-yong [5] proposed a way making the directed
edges convert to the undirected edges, but the way ignore the structure information of
directed graph. Literature [6] transformed the network clustering problem into the
optimization problem of weighted cutting of directed graph for further study. However,
literatures [5, 6] did not distinguish the different functions of the nodes.
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Chen Jia-jun [7] proposed a directed graph clustering algorithm DirSCAN based on
SCAN. Chen Ji-meng [8] proposed a parallel clustering algorithm PDirSCAN which
used MapReduce based on literature [7]. Zhao W [9] proposed a clustering algorithm
based on MapReduce by looking for connected components, however, there are some
problems such as high delay, high I/O operation of HDFS file system, and the poor
performance of iterative data processing. In this paper, we propose a structure similarity
clustering algorithm based on Spark framework with the advantages of iterative
computation. We calculate the similarity of the vertices and build the initial cluster with
the distributed framework; we perform cluster label expansion and synchronize oper-
ation in parallel to achieve the clustering of the vertices in the graph to reduce the
running time and computational cost. The experimental results show that the algorithm
can efficiently clustered in the big data environment for directed graph clustering.

The rest of the paper is organized as follows. In Sect. 2, we give a brief introduction
to the concept of graph clustering and Spark. In Sect. 3, we introduce our SparkSCAN
algorithm in detail. Section 4 presents the experimental results and analysis. Finally we
provide our conclusions in Sect. 5.

2 Preliminary

2.1 Spark

Spark [10] is a common parallel framework for the Berkeley AMP Lab UC. Spark has
the advantages of MapReduce Job, and intermediate output results can be saved in
memory, Job no longer need to read and write HDFS. Thus, Spark can be better applied
to data mining and machine learning.

2.2 Rdd

RDD [11] (Resilient Distributed Datasets), is an abstract concept of distributed
memory. RDD provides a highly constrained shared memory model, which is a
read-only collection of records, and can only be created by performing a set of
transformations (such as, join, and map) in the other RDD. These constraints make the
cost of achieving fault tolerance very low.

2.3 PDirSCAN Algorithm

A PDirSCAN algorithm based on directed graph is proposed in the paper [8].

Definition 1 (Neighborhood). Given a directed graph G = {V, E}. The directed edge
which from v to u is signed as < v, u >, v, u 2 V. The Neighborhood is a set of nodes
and itself which starting from the one step of v, denoted by Γ (v).

C vð Þ ¼ fu 2 Vj\v; u[ 2 Eg[ vf g
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Definition 2 (Structural Similarity). For two nodes, the more coincident nodes can be
reached, the more likely to belong to the same cluster. The definition of structural
similarity, denoted by σ, is given by:

r ðu; vÞ ¼ j C ðuÞ \ C ðvÞ jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffij C ðuÞ j � j CðvÞjp ð1Þ

Definition 3 (ε Neighborhood-Nodes). The definition of ε Neighborhood-Nodes,
denoted by Nε (u), is given by:

Ne uð Þ ¼ fv 2 C uð Þ j r u,vð Þ � e; e� 0g

The ε is used to divide the ε neighbor node and non-neighbor node threshold.

Definition 4 (CORE). If a node has enough ε neighborhood-nodes, we called it core.
Node u is core if |Nε (u)| ≥ μ, u2V. μ is a threshold.

Definition 5 (Directly Structure Reachable). If u is one of the v’s ε neighborhood-
nodes, where v is a core. Then u must belongs to the same cluster with v.

DRε, µ(v, u) Cε, µ(v) u Nε(v) ð2Þ

The cluster is generated from the core in this algorithm. If the v is one of the core
u’s ε neighborhood-nodes, v is assigned to the same cluster with u. The cluster con-
tinued to grow until all the clusters could not be further increased.

Definition 6 (Hub and Outlier). Assume node u does not belong to any cluster. Node u
is hub just has node v and w exist in Γ (u), which v and w do not belong to the same
cluster. Otherwise u is outlier.

3 SparkSCAN

In order to adapt to the large-scale clustering of directed graph, this section we design a
parallel algorithm SparkSCAN on Spark.

Definition 7 (Structure Reachable). Given by a directed graph G = {V, E}. Given a
series of vertices v1, v2, …,vn, v = v1, u = vn. We called v and u is structure reachable,
which vi and vi-1 is Directly Structure Reachable. If v and u is structure reachable, then
u should also belong to the same cluster with v. Any pair node of the same cluster is
structure reachable.

In this paper, the operation of the SparkSCAN algorithm is mainly divided into
three steps:

1. Parallel recognize ε neighbors nodes and core node, then build the initial clusters;
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2. Execute cluster expansion through synchronizing cluster label in parallel, and then,
achieve clustering merge;

3. Analysis of clustering results and recognize the hub and outlier node.

In the first step, each node can independently calculate the structural similarity
between the other nodes; In the second step, each sub-cluster can be independently
calculate the label, cluster labels of vertices can be synchronized according to the
intermediate result of the algorithm; In the third step, algorithm can be used to analyze
the clustering results of each cluster label. In the process of identifying the hubs and the
outliers, each node can do it by itself. SparkSCAN algorithm with the fault tolerance of
Spark, so that the whole task will not collapse because of one processing node’s
paralysis, so as to achieve the purpose of parallel processing.

The overall flow chart of the algorithm is shown in Fig. 1:

3.1 Data Structure of SparkSCAN

Data Structure of Graph Storage. There are two kinds of storage methods of giant
graph, Edge-Cut and Vertex-Cut. Because per vertex just be stored once by Edge-Cut,
so it can save storage space. But if the calculation involves two vertices on the edge are
divided into different machines, it communicate and transfer data by crossing machine
and cost the network communication traffic. So we use Vertex-Cut way, which each
edge only stores one time, and only appears on a machine. This way increases the
storage overhead, but it can significantly reduce the amount of network traffic. This
method has the advantages especially in large data.

In order to store the graph data effectively, this paper design the data structures to
store the nodes and edges with RDD as follows:

Fig. 1. Flow chart of SparkSCAN algorithm
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Vertex (ID: Long, Arr: String)
Where ID represents the ID of vertex, Arr is a String which represent the properties

of vertex, just like “property 1, property 2”;
Edge (srcID: Long, dstID: Long, Arr: String)
Where srcID represents ID of the begin node of the edge, dstID represents ID of the

end node of the edge, Arr is a String which represents the properties of vertex, just like
“property 1, property2”;

With the characteristics of Spark, this paper design the data structures to represent
the collection of storage points and edges as follows:

VertexRDD = RDD [Vertex (Long, String)];
EdgeRDD = RDD [Edge (Long, Long, String)];

Data Structure of Algorithm. This algorithm involves some important intermediate
variables. In order to realize the parallel of the algorithm, we design the data structures
as follows:

The data structure of the storage vertices and their son nodes is shown as follows:
neighborRDD = RDD[(Long, Array[Long])]
Each element of the data structure is a key-value pair, denoted by (Long, Array

[Long]) where the first Long value represents the ID of vertex, the second Array
represents an array of son nodes of vertex.

The data structure of the storage vertices and their ε neighborhood-nodes shown as
follows:

eNeighborRDD = RDD[(Long, Array[Long])]
Each element of the data structure is a key-value pair, denoted by (Long, Array

[Long]) where the first Long value represents the ID of vertex, the second Array
represents an array of the ε neighborhood-nodes of vertex.

The data structure of the storage cores and their ε neighborhood-nodes shown as
follows:

uNeighborRDD = RDD[(Long, Array[Long])]

Each element of the data structure is a key-value pair, denoted by (Long, Array
[Long]), where the first Long value represents the ID of core, the second Array rep-
resents an array of ε neighborhood-nodes of core.

The data structure of the storage the sub-cluster and their cluster label shown as
follows:

uAllNeiRDD = RDD[Array[(Long, Long)]]
Each element of the structure is an array, denoted by Array [(vid, label)], storage

the relationship between all the vertices of a sub cluster and the cluster labels. Each
element of the array is a key-value pair, denoted by (Long, Long), where the first Long
value represents ID of vertex, the second Long represents the cluster label of vertex.

The data structure of the storage vertex and the minimum cluster label in all the sub
clusters is shown as follows:

minRDD [(Long, Long)]
Each element of the structure is a key-value pair, denoted by (Long, Long), where

the first Long value represents the ID of vertex, the second Long represents the min-
imum cluster label in all the sub clusters of vertex.
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3.2 Parallel Recognition ε Neighbors and Core Nodes

Parallel recognize ε neighbor-nodes and cores in three stages:
Stage I, we can get the relationship between node and their son nodes through the

calculation of the relationship between the vertices of the graph. Then transform the
relationships to key-value pairs and put them into a collection, denoted by neigh-
borRDD. For the convenience of parallel computing, we transform neighborRDD to an
array, denoted by neighborArr, and broadcasts the array in all machine.

Stage II, computing structure similarity between vertices in parallel to get all
vertices and their ε neighborhood-nodes. Assuming that exist an element, denoted by
(vidi, Arrayi), we can get Γ (vidi) = {vidi}[Arrayi.. We can get the structural similarity
between vertices through the calculation of the element with each other.

The second stage can be described as follows process:
Step.1 Get the current calculation of the element, denoted by (vidi,Arrayi);
Step.2 Assuming that vidi’s has an array to storage the ε neighborhood-nodes,

denoted by eArrayi. Computing the structure similarity between elements in neigh-
borArr and (vidi, Arrayi). We put the element’s ID into eArrayi if the structure simi-
larity is greater than ε.

Step.3 Remove the element from eArrayi which equals vidi. Then constitute a new
element (vidi, eArrayi) as the result to return.

The second stage of each element is executed independently in parallel. And then
all the calculations results of each element are merged to a collection. The collection
include all key-value pairs which storage vertex and its ε neighborhood-nodes.

Stage III, filter elements in eNeighborRDD to find the elements, which the size of ε
neighborhood-nodes is greater than μ. Merge them to the core collection, denoted by
uNeighborRDD.

The process can be described by the following example:
Assuming that exist a directed graph G = {V, E}, its structure is shown in Fig. 2:

We can get a set of vertex and its son nodes which has the out-degree, as show in
column “Son Set” in Table 1.

Fig. 2. Directed graph G
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For illustration of purposes, we set the adjustable parameter ε = 0.4, μ = 1;
Take the ID of vertex is 1 as the example, denoted by Vertex 1, its structure

similarity as show in Table 2.
According to ε = 0.4 we can get the node’s Nε (Vertex 1) is {6}.
Similarly we can get all vertices and their Nε (Vertex 1) as show in column “ε

neighborhood-nodes” in Table 1.
According to μ = 1, we can get set of core is {1,6,7,9,10,13,14,15,16}.

3.3 Extension and Synchronization of Cluster Label in Parallel

Extension and synchronization of cluster label in parallel is in two stages:
Stage I. Build and initialize the sub-clusters. Each core and their Nε (u) are

transformed to a sub-cluster. The sub-cluster is an array of the key-value pairs with the
ID and cluster label of vertex, which in Nε (u) [ the ID. The label is initialized to the
ID of vertex. The first stage can be described by the following process:

Each element of the uNeighborRDD (core and its ε neighbor-nodes) calculate by
the following steps:

Step.1 Get the current calculation of the element, denoted by (vidi, Arrayi);
Step.2 Put vidi into Arrayi;
Step.3 Set labelj = vidj;

Table 1. Son set and ε neighborhood-nodes of Vertices

Vertex ID Son set ε neighborhood-nodes

1 2,3,4 6
6 2,3,4,11,12 1,7
7 6,11,12,16 6,16
9 8 10
10 8,9 9
13 15 14,15
14 13,15 13,15
15 13 13,14
16 7 7

Table 2. The structure similarity of Vertex 1

Vertices pair Structure similarity

(1,6) 0.45
(1,7) 0
(1,9) 0
(1,10) 0
(1,13) 0.35
(1,14) 0
(1,15) 0
(1,16) 0
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Step.4 Transform Arrayi to an array which includes all vertices and their label,
denoted by Array[(vidj,labelj)], as the result to return.

The stage I of each element of the stage is executed independently in parallel. And
then all the calculation results of element are merged a collection, denoted by uAll-
NeiRDD, after calculation. The algorithm steps can be described by the following
example:

According to the example given by Sect. 4.2, we can build the sub-clusters, results
of calculation as show in column “vertices of sub-cluster (initial stage)” in Table 3.
Among them, each line represents a sub-cluster, where the key-value pair (id, label) is
represents the ID and cluster label of the vertex. Next step, parallel synchronizing the
only cluster label of the vertices to all vertices in different sub-cluster.

According to Definition 7, if there exists directly structure reachable of any two
vertices in the same cluster, then there exists the structure reachable of any two vertices
in the sub-clusters if the sub-clusters has same vertices. The vertices of structure
reachable should belong to the same cluster. In this paper, vertices are in same cluster if
their have same cluster label. Execute cluster expansion through synchronization
cluster label in parallel, and then, achieve clustering merge.

Stage II, parallel computing the results of Stage I to synchronize the cluster label in
every sub-cluster. Then computing the minimum of the cluster labels of the vertices,
which have the same ID. The minimum as the only cluster label of the vertex. Iterative
above process until the label of vertices not change any more. Finally we can output the
result set. The algorithm process can be described as follows:

Step.1 In each sub-cluster, sort the vertices by their cluster label. We get the
minimum as the cluster label of the sub-cluster, and set all vertices’s cluster label to this
minimum. Then execute Step.2;

Step.2 Merge the elements to a new collection, denoted by allRDD [(vid, label)].
Then execute Step.3;

Step.3 Get the minimum cluster label of vertices, which have the same ID, set the
minimum as the only cluster label. Then merge the key-value pair which made up by
the ID and only cluster label of vertex to a new collection, denoted by minRDD[(vid,
label)]. Then execute Step.4;

Table 3. Vertices of sub-clusters

No Vertices of sub-cluster
(initial stage)

Vertices of sub-cluster
(after synchronize in sub-cluster)

1 (1,1),(6,6) (1,1),(6,1)
2 (6,6),(1,1),(7,7) (6,1),(1,1),(7,1)
3 (7,7),(6,6),(16,16) (7,6),(6,6),(16,6)
4 (9,9),(10,10) (9,9),(10,9)
5 (10,10),(9,9) (10,9),(9,9)
6 (13,13),(14,14),(15,15) (13,13),(14,13),(15,13)
7 (14,14),(13,13),(15,15) (14,13),(13,13),(15,13)
8 (15,15),(14,14),(13,13) (15,13),(14,13),(13,13)
9 (16,16),(7,7) (16,7),(7,7)
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Step.4 According to minRDD [(vid, label)], synchronization the only cluster label
to all vertices in different sub-cluster in parallel.

Step.5 If the minRDD is the same with the last iterative result, then the iterative is
completed, minRDD as the result and return; otherwise execute Step.1.

The process can be described by the following example:
According to the example given by Sect. 4.3, we simulate an iterative process. First,

synchronize the cluster label in the sub-cluster, the result as show in column “vertices
of sub-cluster (after synchronize in sub-cluster)” in Table 3. Then get every element of
all sub-cluster, merge to allRDD as show in column “cluster labels of vertex” in
Table 4:

Then computing the minimum cluster label of the vertices, which have the same ID.
The minimum as their only cluster label. Next set the cluster label to minimum. The
result as show in column “only cluster labels of vertex” in Table 4.

According to the result, we synchronize the cluster label in every sub-cluster. The
result as show in Table 5:

Table 4. Vertices and cluster label

ID of Vertex Cluster labels of vertex Only cluster labels
of vertex

Only cluster labels
of vertex (final)

1 (1,1),(1,1) (1,1) (1,1)
6 (6,1),(6,1),(6,6) (6,1) (6,1)
7 (7,6),(7,7),(7,1) (7,1) (7,1)
9 (9,9),(9,9) (9,9) (9,9)
10 (10,9),(10,9) (10,9) (10,9)
13 (13,13),(13,13),(13,13) (13,13) (13,13)
14 (14,13),(14,13),(14,13) (14,13) (14,13)
15 (15,13),(15,13),(15,13) (15,13) (15,13)
16 (16,7),(16,6) (16,6) (16,1)

Table 5. Vertices of sub-cluster (after first iteration)

No Elements of sub-cluster

1 (1,1),(6,1)
2 (6,1),(1,1),(7,1)
3 (7,1),(6,1),(16,6)
4 (9,9),(10,9)
5 (10,9),(9,9)
6 (13,13),(14,13),(15,13)
7 (14,13),(13,13),(15,13)
8 (15,13),(14,13),(13,13)
9 (16,6),(7,1)
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Now we finish an iteration.
In the above example, the final result as show in column “only cluster labels of

vertex (final)” in Table 4.

3.4 Clustering Result Analysis

In the result of the parallel clustering algorithm, the vertices of the same cluster label
should belong to same cluster.

In this stage, we transform (id, label), which is element in result, to (label, id). Then
merge the id of vertices by the same cluster label as the clustering result.

According to example of Sect. 4.3 we get three clusters. They are {1, 6, 7, 16},
{9, 10},{13, 14, 15}.

According to Definition 6, the vertex is hub or outlier, if it is not in any cluster.
According to example, hubs are {8, 3}, outliers are {2, 4, 11, 12}.

4 Evaluation

4.1 Data-sets

1. We test and verify the accuracy of algorithm by using binary_networks, which is a
tool for generated social network randomly. Datasets generated as follows:

(1) Dataset binary_networks1K, which includes 1,000 vertices, edges is randomly
generated.

(2) Dataset binary_networks10K, which includes 10,000 vertices, and edges are
randomly generated.

(3) Dataset binary_networks100K, which includes 100,000 vertices, and edges are
randomly generated.

2. We test and verify parallel efficiency of algorithm by:
(1) Random dataset built by binary_networks tool includes 100,000 vertices and

1,532,964 edges.
(2) Dataset soc-sign-slashdot090216 of Slashdot Zoo signed social network from

February 21 2009 includes 82,144 vertices and 549,202 edges.
(3) Dataset amazon0302 of Amazon product co-purchasing network from March 2

2003 includes 262,111 vertices and 1,234,877 edges.
(4) Dataset Wiki-vote of Wikipedia who-votes-on-whom network includes 7,115

vertices and 103,689 edges.

Among the above dataset, dataset 1 is simulation and the others are from Stanford
University big data network.

172 Q. Zhou and J. Wang



4.2 Algorithm Evaluation Index

We used the Precision (P), Recall (R), F1 and Rand Index (RI) to verify the accuracy of
algorithm. It is a correct result if two vertices of same real cluster is belong to the same
cluster. The greater the value of the four evaluation index, more similar to the real
world and better clustering.

We used the speedup verify the parallel efficiency of algorithm, which is the ratio of
serial and parallel processing with the shortest time. The greater of speedup, the shorter
of parallel time.

4.3 Environment of Experiment

See Table 6.

4.4 Parameters of Cluster

This paper select the value of ε and μ by the method of SCAN in literature [4]. This
involves making a k-nearest neighbor query for a sample of vertices and noting the
nearest structural similarity. The query vertices are then sorted in ascending order of
nearest structural similarity. The knee indicated by a vertical line represents a sepa-
ration of vertices belonging to clusters to the right from hubs and outliers to the left. We
recommend a value for μ, of 2.

4.5 Results and Analysis of Experiment

We test and verify the accuracy of algorithm by using binary_networks, which is a tool
for generating network randomly.

In binary_networks1K Case, if μ = 2, the result on different values of ε as show in
Table 7:

Table 6. Environment of experiment

CPU Intel(R) Core(TM) i5-3470 CPU @3.20 GHz

Memory 8 GB
Hard drive 1 TB
OS Ubuntu14.10
IDE IntelliJ IDE 14
Programming language Scala
Spark version 1.4.0
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From experiments on different values of ε, we can see that value of ε has a
significant effect on the accuracy of the clustering results in SparkSCAN. When value
of ε is too small, it easily divide different clusters vertices into one cluster; however,
when value of ε is too big easily create too much hubs and outlier.

If ε = 0.5, μ = 2, the result on different values of ε as show in Table 8:

The experimental results show that SparkSCAN algorithm with good accuracy
performance by selecting P, R, F1, RI reasonably.

Conducting experiments using PDirSCAN and SparkSCAN to verify the parallel
efficiency of algorithm:

The speedup of binary_networks100K as show in Fig. 3:

Table 7. The result on different values of ε

ε P R F1 RI

0.2 0.03 1.0 0.06 0.07
0.4 0.99 1.0 0.99 0.99
0.6 1.0 0.83 0.91 0.99
0.8 1.0 0.05 0.10 0.97

Table 8. Indexes of clusteings

Dataset P R F1 RI

binary_networks1K 1.0 0.99 0.99 0.99
binary_networks10K 1.0 0.99 0.99 0.99
binary_networks100K 1.0 0.98 0.99 0.99
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Fig. 3. Speedup of binary_networks100 K
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The speedup of soc-sign-slashdot090216 as show in Fig. 4:

The speedup of amazon0302 as show in Fig. 5:

The speedup of Wiki-vote as show in Fig. 6.
Compared with PDirSCAN algorithm, and SparkSCAN has better performance on

the above datasets, especially on large datasets. When the number of computer
increases, the time algorithm spend is reducing. The result in real world is better than
simulation dataset. This is due to the data relationships between simulated data sets is
too complex. Synchronizing cluster label increases the network overhead and leading
to decrease the effect of parallel. The parallel effect on Wiki-vote dataset is not obvious
because of the size of dataset is too small, at this time consuming by Spark framework
itself is more apparent.
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In conclusion, SparkSCAN improves the processing speed on the premise of the
accuracy of clustering results. SparkSCAN has good performance in large data envi-
ronment and high practical value. However, the accuracy of the algorithm is more
dependent on ε and μ parameters.

5 Conlusion

This paper proposes a structure similarity clustering algorithm based on Spark for
directed graph. The experimental results show that SparkSCAN can effectively
improve the efficiency and the speed of the directed graph clustering and has a greater
practical value in the large-scale environment data. However, the selection of parameter
values has great influence on accuracy and computational efficiency. In the future, we
will study further the reasonable allocation scheme of the related parameters to achieve
better results.
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Abstract. Distant supervision has the ability to generate a huge
amount training data. Recently, the multi-instance multi-label learning
is imported to distant supervision to combat noisy data and improve
the performance of relation extraction. But multi-instance multi-label
learning only uses hidden variables when inference relation between enti-
ties, which could not make full use of training data. Besides, traditional
lexical and syntactic features are defective reflecting domain knowledge
and global information of sentence, which limits the system’s perfor-
mance. This paper presents a novel approach for multi-instance multi-
label learning, which takes the idea of fuzzy classification. We use cluster
center as train-data and in this way we can adequately utilize sentence-
level features. Meanwhile, we extend feature set by paragraph vector,
which carries semantic information of sentences. We conduct an exten-
sive empirical study to verify our contributions. The result shows our
method is superior to the state-of-the-art distant supervised baseline.

Keywords: Relation extraction · Distant supervision · Paragraph
vector

1 Introduction

We are living in information era, still we have difficulty finding knowledge. Rela-
tion extraction (RE), the process of generating structural data from plain text,
continues to gain attention when PB of natural-language text are readily avail-
able. However, most approaches to RE use supervised learning of relation-specific
examples, which can achieve high precision and recall. Unfortunately fully super-
vised methods are limited by the availability of training data and are unlikely
to scale to the thousands of relation found on the web.

One of the most promising approaches to RE that addresses this limitation
is distant supervision, which generates training data automatically by aligning
a knowledge base with text (Bunescu and Mooney [1]; Mintz [2]). For example,
taking Fig. 1, we would create a datum for each of the two sentences containing
LEBRON JAMES and AKRON, labeled with city of birth, and likewise with
city of residence, creating 4 training examples overall. Similarly, both sentences
involving LEBRON JAMES and PLAYER would be marked as expressing the
title relation.
c© Springer Science+Business Media Singapore 2016
W. Chen et al. (Eds.): BDTA 2015, CCIS 590, pp. 178–190, 2016.
DOI: 10.1007/978-981-10-0457-5 17
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Distant supervision introduces two challenges. The first challenge is that
some training examples obtained through this hypothesis are not valid, though
a sentence contains both entities, it may express no relation on the entity pair.
The second challenge is that the same pair of entities may have multiple labels
and it is unclear which label is instantiated by any textual mention of the given
tuple. To fix these problems Surdeanu [3] cast distant supervision as a form of
multi-instance multi-label learning. However, Surdeanu’s model only use a latent
label of each entity mention when inference relations, which loss too much useful
information.

Fig. 1. Examples of distant supervision.

We also find that the features used for RE, consisting of token N-gram,
POS N-gram, dependency path between two entities are often sparse, and have
drawbacks reflecting meaning of the whole sentence. It causes low performance
of system. There are plenty of works on distributed representations of sentences,
which can calculate unsupervised like word embedding. Using paragraph vector
we could get the global information of each entity mention, which benefits RE
system performance.

To improve the performance of RE system, we made two major contributions:

– Propose fuzzy classification based MIML-RE, using both mention level fea-
tures and latent variable z to train relation level classifiers

– Introduce sentence vector to relation extraction, which could catch global
information of a relation mention

2 Related Works

2.1 Distant Supervision

Distant supervision was first proposed by Craven and Kumlien [4] in the bio-
medical domain. Since then, it has gain popularity (Mintz et al. [2]; Bunescu
and Mooney [1]; Wu and Weld [5]; Yao et al. [6]; Hoffmann et al. [7]; Surdeanu
et al. [3]). To tolerate noisy labels in positive examples, Yao et al. [6] use Multiple
Instance Learning (MIL), which assumes at-least-one of the relation mentions in
each bag of mentions sharing a pair of argument entities which bears a relation,
indeed expresses the target relation. MultiR [7] and Multi-Instance Multi-Label
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(MIML) learning [3] further improve it to support multiple relations expressed
by different sentences in a bag. Angeli et al. [8] combines the distant supervision
with partial supervision, they select some mentions from train data and manual
label them, then use these labeled data as well as other train data to train the
extraction model, which performance well than the original MIML model.

2.2 Paragraph Vector

RE can be seen as a task of text classification, at the heart of RE are machine
learning algorithms. These algorithms typically require the text input to be rep-
resented as a vector. The most common vector representation for texts is the
bag-of-words or bag-of-n-grams. However, the bag-of-words has many disadvan-
tages. The word order is lost, and thus different sentences can have exactly the
same representation, as long as the same words are used. Even though bag-of-
n-grams captures the word order in short context, it suffers from data sparsity
and high dimensionality.

Paragraph vector is inspired by the recent work in learning distributed rep-
resentations of word embedding (Bengio et al. [9]; Collobert and Weston [10];
Mnih and Hinton [11]; Mikolov et al. [12]). In their formulation, each word is
represented by a vector which is concatenated or averaged with other word vec-
tors in a context, and the resulting vector is used to predict other words in the
context. Following these successful techniques, researchers have tried to extend
the models to go beyond word level to achieve phrase-level or sentence-level rep-
resentations (Yessenalina and Cardie [13]; Mikolov et al. [14]). Paragraph Vector
is capable of constructing representations of input sequences of variable length.
Whats more, we can train paragraph vector in an unsupervised way, it suits
distant supervision perfect.

Socher et al. [15] present a novel Recursive Neural Networks (RNNs) for
relation classification that learns vectors in the syntactic tree path that con-
nects two nominals to determine their semantic relationship. And Zeng et al.
[16] present a method using Convolutional Deep Neural Networks (CDNNs) for
relation classifier, the input for CDNNs is sentence itself, all other processing
like POS, CHUNK is unnecessary. But these works are supervised-learning thus
can’t be used in distant supervision framework.

3 Task Definition

In this section, we introduce the distant-supervised relation extraction task. In
this paper, we define relations are semantic concepts that are true for a give set
of entities. An entity is specific person, place, organization, et al. A relation r is
a named tuple of the form r(e1, e2). An entity mention is a contiguous sequence
of textual tokens denoting an entity, and relation mention (for a given relation
r(e1, e2)) as a pair of entity mentions of e1 and e2 in the same sentence.
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The knowledge-based distant supervision learning problem takes as input

– training corpus
– a set of entities mentioned in that corpus
– a set of pre-defined relations
– a knowledge base about above relations and entities

As output the learner produces a relation extraction model.

4 Modeling Framework

Our model builds on the work of Surdeanu [3], who introduced multi-instance
multi-label learning to relation extraction. We extent their work by taking the idea
of fuzzy classification. We regard mention level multi-class classifier as a feature
generator, using latent variables align with mention level features to form relation
level training samples. We will detailedly explain the process above in Sect. 4.1.

Also we introduced text’s vector to relation extraction, which could reflect
the global information of sentence and overcome sparsity of lexical and syntactic
features. Experiment has proved that each of contribution could beat the state-
of-the-art, and the combination of them achieves an even higher f1 score.

4.1 Fuzzy Classification Based Multi-instance Multi-label Learning

MIML-RE is a framework for distant supervision model that treats the sentence-
level variables z as latent, and uses facts from a knowledge based as supervision
for the aggregate-level labels y. MIML-RE model implies that each relation
mention involving an entity pair is exactly expressing one relation, but allows
the entity pair to exhibit multiple labels across different mentions. Since we
do not know the actual relation label of a mention in the distantly supervised
setting, we need a latent variable z(m) to indicate mention m presenting which
relation, where z ∈ R

⋃{NIL}.
In fuzzy based MIML-RE model, we create |R| binary variables presenting

the known relations for the entity pair. And for a given entity tuple, we generate
|R| vectors accordingly, each of them is a positive sample for corresponding
relation r. A set of binary classifiers links the entity mentions and each yj .
Figure 2 describes the model. Specifically, in the Fig. 2:

– M is all the mentions for a given entity pair;
– x(m) is an entity mention;
– wz is the weight vector for the multi-class mention-level classifier;
– z(m) indicates which relation a mention may present;
– ayj

is train data for j − th classifier, which aggregates mention-level features
and latent vector z;

– y-classifiers are binary for each relation, yj is the output for an entity pair as
to whether the j − th relation holds;

– wj is the weight vector for the binary relation-level classifier.
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Fig. 2. Framework for FC-MIML. We add a feature-generating layer (between z(m)

and y) into MIML to form FC-MIML.

We use a conditional probability model that defines a joint distribution
over all of the extraction random variables defined above. Unlike the Surdeanu,
our model not only uses latent labels, but also the mention level features to
train relation-level classifiers. We add a feature-generating layer into the origi-
nal MIML framework. Here we take the idea of fuzzy classification, we regard
p

(
z|x(m)

i ,wz

)
, i.e., the output of mention-level classifier, as membership func-

tion. For each entity pair i, we classify relation mentions into |R| clusters accord-
ing membership functions. Then each cluster center can be seen as the represent
of these mentions, we concatenate latent vector zi to cluster center to form a

yj

i ,
which is the train-data for relation-level classifiers.

Formally, given entity tuple i, to generate train data for r-th relation-level
classifier, we have:

ayr

i =
1
Mi

Mi∑
m=1

p
(
z|x(m)

i ,wz

)
x
(m)
i + zi

Where x
(m)
i is feature vector of mention m, zi is the latent vector.

For each entity pair i = (e1, e2), define xi to be a vector concatenating the
individual sentences, x

(m)
i ∈ S (e1, e2), yi to be vector of binary y

(r)
i random
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variables, one for each r ∈ R, and zi to be the latent vector of z(m)
i variables,

one for each sentence x
(m)
i . Log-likelihood of the train-data is given by:

LL (wz,wy) =
n∑

i=1

logp (yi|xi,wz,wy)

=
n∑

i=1

log
∑
zi

p (yi, zi|xi,wz,wy)

(1)

Which wz is the weight vector for the multi-class mention-level classifier, wy is
the weight vector for the binary top-level classifiers.

4.2 Paragraph Vector

Paragraph vector is inspired by methods for learning word vectors. A well-known
framework for learning the word vectors is shown in Fig. 3. The task is to predict
a word given the other words in a context.

Fig. 3. Framework for word embedding. The paragraph can be taken as a special token.

In this framework, every word is mapped to a vector. The concatenation or
sum of these vectors is then used as features for prediction of the next word in a
sentence. To learn the distribute presentation for paragraph, we can take para-
graph as a special word here, map paragraph to a vector as well. The paragraph
vectors are also asked to contribute to the prediction task of the next word given
many contexts sampled from the paragraph.

More formally, given a sequence of training words w1, w2, w3, ..., wT , and
the vector of paragraph wpara, objective of the word embedding is to maximize
the log probability

1
T

T−K∑
t=k

log p(wt|wt−k, ...,wt+k,wpara)
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The prediction task is typically done via a multi-class classifier, such as soft-max.
There, we have

p(wt|wt−k, ...,wt+k,wpara) =
eywk∑
i

eyi

Each of yi is un-normalized log-probability for each output word i, computed as

y = b + Uh(wt−k, ...,wt+k,wpara)

After the training converges, words with similar meaning are mapped to
a similar position in the vector space. The vectors of paragraph also express
the information that a relation mention contains. These properties make vectors
attractive for many natural language processing tasks such as language modeling
(Bengio et al. [9]; Mikolov [17]), natural language understanding (Collobert and
Weston [10]).

In our case, we can see each sentence as a paragraph, corresponding vector
is taking information of whole relation mention. We regard these vectors as
semantic features. Using semantic, lexical and syntactic features, we can generate
more expressive feature vectors. The experiment proved its advantages.

4.3 Training & Inference

Training. We train the proposed model using hard Expectation Maximization
(EM). In the Expectation (E) step, we use current mention and relation level
classifiers to assign latent variable z for mentions. In the Maximization (M)
step, we retrain the model to maximize the Eq. (1) using the current latent
assignments. Using conditional independence, the joint probability in the inner
summation of formula (1) can be broken up into simpler parts:

p (yi, zi|xi,wy,wz) = p (zi|xi,wz) p (yi|zi,xi,wy)

=
∏

m∈Mi

p
(
z
(m)
i |x(m)

i ,wz

) ∏
r∈R

p
(
y
(r)
i |zi,xi, w

(r)
y

)

And we rewrite the equation above in log form:

log p (yi, zi|xi,wy,wz) =
∑

m∈Mi

log p
(
z
(m)
i |x(m)

i ,wz

)

+
∑
r∈R

log p
(
y
(r)
i |zi,xi, w

(r)
y

) (2)

For each entity pair in train data, we need to find suitable latent vector zi,
so we can maximize formula (2). To infer zi for a specific entity tuple, given all
its mentions xi, the gold labels yi, and current model, i.e., wz and wy weights.
We seek to find:

z(∗)i = arg max
zi

p (zi|xi,yi, zi,wy) (3)
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As there are exponential numbers of possible assignments for all vectors zi, it
is computationally intractable. So we approximate and consider each mention
separately.

p
(
z
(m)
i |xi,yi,wy,wz

)
∝ p

(
z
(m)
i ,yi|xi,wy,wz

)

≈ p
(
z
(m)
i |x(m)

i ,wz

)
p (yi|xi, z′

i,wy)

= p
(
z
(m)
i |x(m)

i ,wz

) ∏
r∈R

p
(
y
(r)
i |xi, z′

i, w
(r)
y

)

where z′
i contains the previously inferred mention labels for entity pair i, with

the exception of component m whose label is replaced by z
(m)
i . So for i = 1, ...,n,

and for each m ∈ Mi, we calculate:

z
(m)∗
i = arg max

z
(m)
i

p
(
z
(m)
i |x(m)

i ,wz

) ∏
r∈R

p
(
y
(r)
i |xi, z′

i, w
(r)
y

)
(4)

When we set latent label z(m)
i = r, we regard that the corresponding mention

is completely belongs to r, i.e. membership function become a binary function,
1 for relation r and 0 for others. So x

(m)
i only participates in the generation of

ayr

i . Notice that the probability p
(
y
(r)
i |xi, z′

i, w
(r)
y

)
is actually calculated using

p
(
y
(r)
i |ayr

i , w
(r)
y

)
. Since wz and wy are fixed in (E) step, ayr

i is determined by
xi and zi, so we use the former here for clarity.

When we get hidden label z, we use it to form zi and generate train data ai

for relation classifiers. Then we retrain wy, wz to maximize the lower bound of
the log-likelihood, i.e., the probability in Eq. (2) with the current assignments
for zi and ai. From Eq. (2) it is clear that this can be maximized separately
with respect to wy and wz. The updates are given by:

w(∗)
z = arg max

wz

n∑
i=1

∑
m∈Mi

log p
(
z
(m)
i |x(m)

i ,wz

)

w(r)∗
y = arg max

w
(r)
y

n∑
i=1

∑
r∈R

log p
(
y(r)|xi, zi, w(r)

y

)

To obtain weight vectors, we using a soft-max classifier for mention-level
classifier and k binary logistic classifiers for relation classifier. We implement
all using the l2-regularized logistic regression with scikit-learn1. The implement
detail will discuss in Sect. 5.

1 http://scikit-learn.org/stable/.
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Inference. Given an entity tuple, we obtain its relation labels as follows.
We first get latent label for each mention to form z∗

i :

z
(m)∗
i = arg max

z
(m)
i

p
(
z
(m)
i |x(m)

i ,wz

)
(5)

then we generator cluster centers:

ayr

i =
1
Mi

Mi∑
m=1

p
(
z|x(m)

i ,wz

)
x
(m)
i + zi

finally decide on the final relation labels using the top-level classifiers:

y
(r)∗
i = arg max

{0,1}
p

(
y
(r)
i |ayr

i , w(r)
y

)

5 Experiments

To evaluate two major contributions of this work in all directions, we conducted
an extensive empirical study.

Firstly, we compare FC-MIML-RE with other distant supervision methods,
which is presenting in detail in Sect. 5.1. We find that FC-MIML-RE could
improve the performance of RE system, gain about 2.7 % f1 score over a state-
of-the-art weakly supervised baseline.

We tested effect of paragraph vector in the second experiment. Results shows
that paragraph vector could enhance recall by a large scale, meanwhile only a
tiny drop in precision.

Since we have verified each of contribution separately in the first two
experiments, we perform the third experiment to test whether the bond of
FC-MIML-RE and text’s vector make an even bigger difference. Answer is yes,
the combination of both two contributions performs the best.

5.1 FC-MIML-RE

To evaluate the performance of FC-MIML-RE, we use corpus created by
Surdeanu2, which is used for the original MIML-RE. This corpus contains
approximately 6 million entity mentions, it is generated using mainly resource
distributed for the 2010 and 2011 KBP shared tasks. The training relations are
from the knowledge base provided by the KBP organizers, which is a subset
of Wikipedia infoboxes, these infoboxes contain open-domain relations between
named entities.

We adopt the setup of Surdeanu [3] for training MIML-RE model, we ran-
domly select about 5 % samples consisting of entity pairs with no known relations
as negative samples for training. Since EM is not guaranteed to converge at the

2 http://nlp.stanford.edu/software/mimlre.shtml.
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global maximum of the observed data likelihood, it is important to provide it
with good initial values. In our experiment, the starting values are labels assigned
to zi, which are required to compute Eq. (3) in the first iteration. Here we use
traditional distant supervision [2] to train mention-level classifier for the first
iteration, then use this multi-classifier to generate train-data for relation-level
binary classifiers. Then we update zi and wz, wy iteratively.

We do the same as Surdeanu to evaluate MIML-RE models. We adapt official
answer provided by KBP 2010 and 2011, then randomly choose 40 queries to
set threshold for classifiers, the left 160 used to test performance for MIML-RE.
Notice that here we use just the same queries for setting and test in that we can
bring in to correspondence with Surdeanu’s experiment.

Table 1. Results at the highest F1 point in the precision/recall curve on the KBP
dataset

Precision Recall f1

Mintz 0.2192 0.2934 0.2509

AT-LEAST-ONE 0.2637 0.2390 0.2507

MultiR 0.3205 0.2031 0.2486

MIML-RE 0.2530 0.2535 0.2532

FC-MIML-RE 0.2420 0.3308 0.2795

To test the our distant supervision, we compare our FC-MIML-RE model
to four algorithm: (1) MIML-RE [3], the Multiple-Instance Multiple Label algo-
rithm which labels the bags directly with the KB; (2) MultiR [7], a Multiple-
Instance algorithm that supports overlapping relations (3) AT-LEAST-ONE [6],
a Multiple-Instance algorithm assumes that there is at least one sentence presen-
tation a certain relation. (4) Mintz [2], the original distant supervision relation
extraction framework.

Table 1 shows that our algorithm consistently outperforms all other algo-
rithms measured by f1. This demonstrates that fuzzy classification based MIML-
RE, which generates refined feature for relation-level classifiers, is able to learn
a superior model for RE.

5.2 Paragraph Vector

In order to evaluate paragraph vector precisely, we need a manual labeled
dataset, so we adapt a corpora provided by Angeli (See footnote 2), which con-
tains about 34k sentences. For paragraph vector, we trained 500 dim word vectors
using Wikipedia, then we train our paragraph vectors with these word vectors.
Notice that when training presentation of sentences, we fix the word vector and
only change paragraph vectors. Finally, we select 20000 sentences from the cor-
pus to train a multi-class logistic regression classifier, leave the rest for test.
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Table 2. Results at the highest F1 point in the precision/recall curve on Angeli dataset.
LEX is for lexical features and SYN is for syntactic.

Feature set Precision Recall f1

Bag-of-word 0.3603 0.2551 0.2987

Paragraph vector 0.3718 0.1637 0.2274

LEX&SYN 0.5903 0.3694 0.4544

LEX&SYN&Paragraph vector 0.5788 0.4104 0.4803

Excluding paragraph vector, lexical and syntactic features we used are the same
as [2].

Results are summarized in Table 2, which reports the scores for four kinds of
features. We can see that if we use paragraph alone, it can not achieve a high
score, but when we combine it with other features, the recall would be improved
by a large scale meanwhile only a slightly drop on precision at max f1 point.

5.3 Comprehensive Experiment

The experiments above illustrate that each of our contribution could improve
performance measured by f1 score. Since our ultimate goal is to improve the
performance on RE system, still we conducted the third experiment, in which
we test the combination of FC-MIML-RE and paragraph vector.

Since the Surdeanu corpus only contains extracted features for entity men-
tion, there is no plain text provided, we can not use it to generate paragraph
vector. And the second corpus we used is manual labeled, it is not suitable for
distant supervision framework. So we employ a corpus generated by Yao3 to
test the performance of FC-MIML-RE align with paragraph vector. This data
is developed by aligning Freebase with the New York Times (NYT) corpus.
They used the Stanford named entity recognizer to find entity mentions in text
and constructed relation mentions only between entity mentions in the same
sentence. Since this corpus contains both extracted features and plain text of
entity mention, we could use it to evaluate the united performance of two major
contributions.

The Yao’s dataset contains hundreds of relations, but the majority of them
only possess few positive samples. We select the most twenty relations for
experiment. We use these data conducting four experiments, the MIML-RE,
MIML-RE+paragraph-vector, FC-MIML-RE and FC-MIML-RE+paragraph-
vector. We use half of the data as training set, and the rest for test. On the
Riedel dataset we evaluate all models using standard precision and recall mea-
sures. P/R curve shows in Fig. 4.

From Fig. 4, we can conclude that each of our work could improve system
performance, when combing them together, we could achieve an even higher

3 http://people.cs.umass.edu/∼lmyao/.
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Fig. 4. Result in the Yao dataset

f1 score. When recall is low, FC-MLML-RE beats MIML-RE by a large margin
measured by precision. Each of our contribution all performs better than original
MIML-RE, and the effect of FC-MLML-RE is slightly better than text’s para-
graph’s according to experiment. With the increment of recall, the advantage
broad by text’s vector gradually vanishes, still we argue that paragraph-vector
yields a smoother curve, which generally means that the model is not over-fitting
and achieves a better trade-off between precision and recall.

6 Conclusions

In this paper we presented a new model for distant supervised relation extrac-
tion which operates over tuples representing a syntactic relationship between
two named entities. We take the idea of fuzzy classification, using cluster cen-
ter as train-data for relation-level classifiers. Evaluation results on the KBP
2010&2011 (English) Slot-Filling task show that our model outperforms com-
petitive relation extraction approaches by a wide margin. We also examine the
effect when taking text’s vector as feature. The result shows that paragraph vec-
tors could not achieve high f1 score when it is used alone, but when combining
with other features, it improve f1 score by a large margin. Lastly we perform
a set of experiments, result demonstrates that the combination of paragraph
vector and FC-MIML-RE performs best.
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Abstract. Nowadays computer assisted language testing has become an impor‐
tant research both in the field of language teaching and computing test domain.
Through the preliminary practice of computer assisted spoken English testing,
the feedback of teachers and students, and the washback effect on language
learning, we may provide some suggestions in order to improve college students’
English abilities and relevant technology of computing test. Therefore, the basis
of carrying out this kind of test effectively is provided.

Keywords: Computer · Language testing · Washback effect

1 Introduction

In 2007, the Ministry of Education (2007) awarded new formulation of College English
Curriculum Requirements. It put forward a new college English teaching goal of culti‐
vating students’ English comprehensive application ability, especially the ability of
listening and speaking. Meanwhile it explores ideas that the teaching mode of listening
and speaking is set up in the network environment, and the teaching and practicing were
directly carried out on the LAN (local area network) or the campus network. From this
new requirement we notice that with the rapid development and popularization of
computer and multimedia network in China, the teaching environment based on the
platform, blackboard and chalk is gradually becoming people’s memory. Instead, the
teaching and testing mode are inclined to base on multimedia and network.

In the light of these series of reforms, spoken English class has appeared in Jilin
University of Finance and Economics for ten years. Students have spoken English test
at the end of each semester. We used computer assisted spoken English test in June 2009
for the first time. Till now few references can be found in the field of computer assisted
spoken English test. It’s necessary for us to analyze and summarize this kind of test and
share the experience with others.

This paper will introduce corresponding theory, the preliminary process of computer
assisted spoken English testing, feedback from teachers and students, and washback
effect on language learning in order to improve college students’ English ability and
offer some suggestions to perfect computing test system and language learning.

© Springer Science+Business Media Singapore 2016
W. Chen et al. (Eds.): BDTA 2015, CCIS 590, pp. 191–199, 2016.
DOI: 10.1007/978-981-10-0457-5_18



2 Theoretical Framework

2.1 Computer Assisted Language Testing

Computer assisted language testing has appeared for more than 20 years. In 1986, Canale
forecast that the age of computerized language assessments would come soon and indi‐
cated the revolution of a test pattern—the change from pencil-and-paper tests to internet-
based assessments. At present, language testing researchers have been trying to use the
existing computer technology to test language skills accurately and effectively.
Computer assisted language testing has become the most important development direc‐
tion in the field of testing. Computer technology is widely used in language testing
design, test management and test results analysis and other aspects.

Based on IRT, computer assisted language testing adopts adaptive model, which can
use a lot of subjective questions. Thus it has higher validity and authenticity. Computer
assisted language testing prompts candidates to improve their language skills by
completing authentic language tasks before and after the examination.

Computerized examination system has many characteristics, such as fast running,
convenient maintenance and so on. The test database has multi types and wide distri‐
bution, so it can test the language level of each examinee. Each function module is
powerful with not less than 10 question types, a number of test parameters and a variety
of statistical methods. The system is compatible with browsers of IE6, IE7, IE8,
FireFox4, Chrome and Opera.

Computer can complete many processes — establishing question base, assigning a
topic, developing standards, organizing test, scoring statistics. It not only saves
manpower and material resources, but also to reduce the impact of human factors. We
can see that this kind of test is efficient and fair.

2.2 Washback Effect

It is generally accepted that testing influences teaching and learning (Alderson and Wall
1993). The research into the testing effect is an important issue in the testing field. Such
effect is called washback effect in the language testing. Hughes (1989) defined it as “the
effect of testing on teaching and learning”. Language testing is used to serve teaching,
but without testing, there would be no effective teaching and learning.

Language testing washback effect is said to be either positive or negative. Positive
effect of language testing has a constructive impact on language learning which can
stimulate teachers and students to do better in the further study. On the contrary, negative
effect of language testing plays a bad role in language learning which may lead teachers
and students to misunderstand the test or even worse to disturb normal learning. One of
the main purposes of the study of washback effect is to explore ways to reduce the
negative effect and improve the positive effect. By analyzing computer assisted spoken
English testing at length, we will find ways to avoid its bad effect and improve the
positive one.

192 Z. Hongjun and P. Feng



3 Preliminary Practice of Computer Assisted Spoken English
Testing

Computer assisted spoken English testing can be divided into three stages: preparation,
implementation and evaluation.

3.1 Preparation

In the test experiment, we selected six language labs. Each lab was equipped with 54
sets of excellent computers and related equipment and software. Freshmen and sopho‐
mores were respectively arranged in six language labs to take examinations at the same
time. There were two invigilators in each language lab, one was mainly responsible for
operating the computer terminal and another invigilator was responsible for checking
students’ admission ticket and organizing students to enter the language lab orderly.
Meanwhile two technical staff of Software Company served as the technical consultants
of the examination.

Before the examination we had checked the test system and hardware of each
computer. Examiners installed the software of examination system to each host
computer, which belongs to blue pigeon’s science platform. A control system was
established which could monitor students’ examination all-round. Several sets of spoken
English questions were imported from the host of the test console. In the examination
system we set up a small library of examination questions. After compression and
encryption, examination questions were preserved to test center server.

3.2 Implementation

The examinations were performed for approximately twenty five minutes. At the
beginning of the examination, students entered the test detection interface in order
to check headphone and microphone and adjust the volume. Then they logged on the
system by typing their ID. Confirmed by computer successfully, they would await
spoken English test. Subsequently site server requested to distribute questions and
decrypted according to the password provided by the test center. After that the server
distributed examination questions to each client and examination questions were
downloaded from the server to the test. Students could see test interface. All these
steps were operated by the main invigilator.

Spoken English test included three parts: reading text, reciting passage and making
an impromptu speech by given short subject. Inspection contents were related to usual
teaching content. The first part, namely reading text, required students to read clearly
and fluently with correct pronunciation and intonation. Students’ computer screen would
show the paragraphs required to read aloud. They had one minute to prepare and another
minute to read the text. The second part, that is reciting passage, was chosen from
passages they had learned before. The third part, namely making an impromptu speech
by given short subject, aimed to assess the students’ English verbal ability. From this
part we can know whether the students had obtained the ability to express personal
opinions or feelings, state facts or reasons, and describe events.
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The test questions were recording test and each test was taped only once. Computer
and server could automatically record the whole test process. When the test was over,
the computer system submitted papers uniformly, collected and recorded sound package
of students’ answers. Then the main invigilator played test recording to let students
confirm their test recording without any error. After that students left the language lab.
At last these answers were packaged to test center server and the backup was stored at
the same time.

3.3 Evaluation

Spoken audio files were transferred to the scoring system and marked by all English
teachers on computer. The recording used database storage. We can carry out relevant
operation to hide students’ information. When teachers gave marks they couldn’t see
students’ names or numbers. If they had difficulty in judging, they could consider the
recording repeatedly and gave relatively objective scores. At the same time teachers
could listen to the recording again and again through the operation of the mouse. Thus
the process of scoring is relatively easy. The whole procedure reveals that the evaluation
of computer assisted spoken English testing is very impartial and fair.

Evaluation was implemented according to partial marking standard, i.e. marking
each test recording document. Marking standards mainly focus on the students’
pronunciation and intonation, fluency and coherent expression. Specific criteria are
as follows: First is accuracy, which refers to the exact degree of students’ pronunci‐
ation, intonation, grammar and vocabulary; Second is language range, which refers
to the complexity of the use of vocabulary and grammar structure; Third is the length
of words, which refers to the number of speech in the entire exam; Fourth is
continuity, which investigates whether students have the ability to carry out the
coherent speech for a long time; Last is flexibility, which refers to the ability to cope
with different situations and topics.

When the marking was over, teachers passed marking files to the teaching secretary.
Then the teaching secretary exported all the results as an EXCEL file, and imported them
to the management system of college English course performance. So far computer
assisted spoken English testing has been over.

4 Result and Discussion

4.1 Result

After the evaluation, we analyzed students’ scores. Then teachers received their
students’ report card. At the same time teachers gave marks according to students’
subjective impression. Results showed that there was a high correlation between them.
It indicated that computer assisted spoken English testing can reflect students’ real
English ability to a large extent.
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4.2 Discussion

It’s just the initial stage of implementing computing spoken English test. We have few
relevant experiences and the attitudes of teachers and students towards this kind of test
are not sufficient. After the exam, we performed questionnaires and interviews among
the teachers and the students to obtain feedback from them.

Feedback from Teachers. The questionnaire and interview among teachers reveal that
the teachers were in favor of computer assisted spoken English testing. The computer
assisted spoken English testing has improved quality and efficiency of the examination
greatly. They thought the results of the test are basically the same as students’ class
performance. The test can promote students’ English learning and stimulate their enthu‐
siasm and confidence in learning English. Therefore the validity and reliability of the
test have been proved. This new form of test allowed teachers to pay more attention to
the use of multimedia in teaching. In the interview a teacher with thirty years of teaching
experience admitted: “I’m too old to know much about computer. But for my students,
I use the computer to prepare lessons and make courseware every day now. The use of
computer is also more skilled.” Most teachers accepted that the test is an effective method
for evaluating teaching quality. The normalization of it will make the students concern
themselves with spoken language learning.

In the computer assisted examination process, the examinee’s original voice data
can be retained. Most of teachers believed that these voice data are worth investigating.
For each marking standard, they can choose one or tow students’ voice data as sample.
When the teachers summarized the spoken English test to the whole class after the
examination, they would play these typical samples to the students. It’s obvious for
students to understand the criteria of the test and emulate their strong points. The teachers
said it’s a good way for students to learn from others and see clearly their own discrep‐
ancy to study further.

Nonetheless we need to attach great importance to the problems. For existing ques‐
tion types, more than one-third of the surveyed teachers don’t think it can test students’
spoken English level. It shows that existing question types should be improved now. In
the interview, these teachers thought that the question types of reading, reciting and
impromptu speech are models of individual to computer, lacking interaction between
individual and individual. They suggested that students would achieve real exchange
completely if group discussion could add to question type. Thus the authenticity of the
communicative context in the test is insured. After all, the ultimate goal of spoken
English test is to evaluate whether the students have grasped the ability of conveying
ideas clearly and communicating with others effectively or not.

Feedback from Students. The questionnaire and interview among students show that
the students had a favorable attitude to computer assisted spoken English testing. The
large-scale computer-based oral test has been accepted and recognized by most of the
students. The majority of students believed that computer assisted spoken English testing
can reflect their English level objectively and effectively. At the same time it also stim‐
ulates their motivation of learning oral English. They thought that it’s more efficient
than traditional form of test.
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Some students whose listening levels were not good enough admitted that it can ease
their tension. While in traditional spoken English test they would answer questions asked
by the examiner. If they couldn’t understand or follow what the examiner had said, they
might fail in spoken English test. However, in computer assisted English testing, the
examination questions appear on the screen at the same time as tips to make students
know the topics which they will talk about. They wouldn’t worry about the trouble of
listening any more.

For the existing types of questions, the attitudes of students varied. Most of the
students thought that making an impromptu speech by given short subject can detect
their level of spoken English and is practical. They also believed that reciting passage
can urge them to recite sentences, the classic articles and other English expressions.
However, some students didn’t like to read text, which should arouse our attention. We
will guide students to develop a good habit of learning English in order to let them wake
up to the importance of reading aloud for the help of training pronunciation and into‐
nation and improving their language sense.

5 Washback Effect on Language Learning

5.1 Positive Effect

Teachers have cultivated the awareness of the use of network technology in teaching
because the age of computer assisted language teaching and testing is coming. They real‐
ized that to improve the level of their use of the Internet technology is to promote the
urgent task of multimedia network teaching. Moreover, computerized testing brings about
great help to language teaching. Examination records can be used as teachers’ teaching
material. By analyzing students’ record, teachers will find out what students have mastered
and the shortage of their study. Afterwards, teachers may do a further case study or indi‐
vidual counseling for students. It’s significant for both teachers and students. For teachers,
they can see directly their teaching effect and the focus of teaching on the future. And for
students, they can clear their own problems and the target of further effort.

The exam has played a greater role in supervising students’ autonomous learning.
Computer assisted spoken English testing forced the students to pay attention to listening
and speaking. Furthermore, they can make full use of the Internet to assist language
learning. It’s very good to orient the effect of spoken English. This kind of test has
produced a positive effect on students’ attitudes of learning English and teachers’
teaching method. The exam will not only improve the effect of language teaching, but
more importantly make the students adapt to new forms of exam and come into the new
world of language learning.

5.2 Negative Effect

Every coin has two sides. Each kind of examination has its advantages and disadvan‐
tages, so does computer assisted spoken English testing. We should pay more attention
to the negative effect on language teaching and learning and try to figure out ways to
solve it.
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In view of the fact that current development of software technology is not mature
enough, the existing oral exam questions can not fully reflect the characteristics of oral
communication. Some students of bright and bubbly personalities reflected that they tended
to use some nonverbal communications in the interview, such as eye contact, facial expres‐
sion and body language to convey information. One student said: “The teacher’s smile and
approving eyes give me a lot of confidence.” It’s known that these nonverbal communica‐
tions take important positions in spoken English test. Yet these have not been achieved in
the computer assisted spoken English testing. We expect that engineers and scientists of
computer could design the interactive software to represent the real scene of oral commu‐
nication in real life, in which students may feel role on the scene.

In the evaluation period, we found that for few students we couldn’t hear their sound
recording. We were confused about the exact reason. We wondered if they didn’t answer
any question or there was something wrong with the recording process. We need great
effort to find out the reason. Although such instances are extremely rare, it should stir
up our concern. If students didn’t answer any question, teachers have the duty to talk to
them in order to find out what’s happening on their spoken English test and encourage
them to speak English in and after the class. If necessary, teachers may follow up their
language learning. The latter is hardly probable, because the invigilator played test
recording to let students confirm their test recording before the end of the test. Even so,
related department of university and software company should guarantee that the
computers and equipment are in normal working order.

6 Suggestions

6.1 To Improve Teachers’ Level of Using Network Technology in Teaching

Computer assisted spoken English testing is a new testing format and differs from face
to face oral examination. It makes teachers begin to pay more attention to the preparation
of lessons by using computer multimedia. In order to improve multimedia English
teaching, it is most urgent that teachers should arouse the awareness of making use of
the network technology in English teaching so as to enhance their ability of conducting
network technology.

Under the network environment, the teaching mode of listening and speaking makes
the teacher’s teaching contents of spoken language more abundant. Teachers are no
longer confined to the contents of the spoken English books. They can focus on teaching
contents and then expand and supplement relevant materials. For example, when we
discuss the topic of family, the teacher can show the students a short video of foreign
family. Through watching their way of life, family values and other aspects, students
can be very intuitive to feel some similarities and differences between Chinese and
western family. They will have more ideas to exchange with other students. The teacher
can ask some deep questions concerning the topic or interact with students.

Colorful teaching contents not only makes oral English class more lively, but also
makes the students increase the interest of studying English, especially the ability to
speak English. With the aid of computer and network, additional multi sensory infor‐
mation, such as video and audio clips, play a vital role in guiding and stimulating
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students’ expression. Thus, the teachers’ teaching enthusiasm will be greatly improved
and the students’ ability of language use will be exercised.

6.2 To Improve Students’ Autonomous Learning Competence

Computer assisted spoken English testing is different from the past. It requires students
to express clearly which is dependent on their own expression in order to complete the
oral test successfully. This change allows students to be aware of the importance of
autonomous learning under the help of computer. In addition to the application in the
examination, the examination system should be used appropriately in the students’
autonomous listening and speaking training or in the daily teaching. Only when students
have increased this kind of training at daily life, can they face the computing test calmly.

Computer assisted language learning is a new autonomous learning mode which is
based on computer and network technology. It provides learning equipment, language
input materials, learning tasks as well as students’ reaction. Therefore, we can say it is
one of the most effective tools for English learners to achieve their own learning.
Computer assisted language learning emphasizes the importance of students’ autonomy
which is the ultimate goal of language teaching. Some students are aware that social
interaction is no longer limited to the people of their own country by their mother tongue.
Under the background of international society and economic globalization, they need
to use English to communicate with foreigners sometimes. Therefore, they learn English
more consciously at their spare time.

From above we can see that students are given much more freedom for autonomous
language learning in computer assisted language learning environment. Students can
find ways that are most appropriate to them and develop their autonomy in foreign
language study further. Through usual training students will become familiar with the
computer-based model so that they can improve the operability of computer assisted
language testing. In the language learning platform, students can complete audio-visual
network learning by themselves. After a period of practice, students can learn how to
adapt to this kind of test. What’s more, it also greatly improves students’ interest in
learning English.

6.3 The Relevant Teaching Management Departments Will Do Their Duties

The smooth implementation of computer assisted spoken English testing can not be
separated from the support and cooperation of the relevant teaching management depart‐
ment of the school. Firstly, the daily maintenance and updating of the equipment in
multimedia language laboratories demand the support of the school’s financial funds.
For example, some universities use language discipline platforms of Lange campus
network. They need to contact the curriculum development agencies of Lange company
regularly to keep pace with the development of program. Relevant departments and
leaders will increase the investment of computer hardware and software. Because
computer has developed so fast that the system and relevant software and hardware
require to be updated in a timely manner. What’s more, mouse, keyboard, headset and
other parts of computer want daily check. All these are also inseparable from the
teachers’ hard work of network experimental center.
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Secondly, every teacher should understand the test. In the computer era, it is duty
for organizers to let language teachers understand the computerized language test.
Because there are many functions which can be used in testing procedures, such as the
preparation and presentation of questions, statistical analysis of answers, storage,
delivery and information extraction, etc. Therefore, there is need to train teachers to
operate the computer at regular intervals.

Thirdly, the correlative teaching management departments should pay attention to
the development and the use of relevant software of computerized test in time. Take for
instance the national college spoken English test, the examination form has transformed
from communicating face to face with the examiner to computerized exam. Corre‐
spondingly, the examination questions have changed. The question types of self-intro‐
duction, answering questions with the picture, group discussion and so on are finished
by candidates to interact with other candidates or simulated examiner through the
computer. These are worthy of our attention and further research. It is expected that the
normalization of the national large-scale computerized examination, and the continuous
renewal of the relevant software development technology, which can provide reference
for the implementation of this kind of exam in local colleges and universities.

7 Conclusion

From the analysis of computer assisted spoken English testing, its feedback from
teachers and students and the washback effect on language learning, we notice that it
has been recognized by most of the teachers and students. Furthermore, although it has
some shortcomings, it can play a very good positive reaction to oral English teaching
and learning. It is sure to rise to urge action in improving students’ language ability
actively. Therefore, the large-scale implementation of computer assisted language
testing by using computer technology will have a brilliant future. It has become the focus
of domestic and foreign scholars’ attention and research.

With the rapid development of science and technology, we are looking forward to
the improvement of computer testing system. Meanwhile, we expect that more and more
people will join in the research work to promote the reform of language testing and
language learning.
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Abstract. Document Frequency (DF) is reported to be a simple yet quite
effective measure for feature selection in text classification, which is a key step
in processing big textual data collections. The calculation is based on how many
documents in a collection contain a feature, which can be a word, a phrase, a
n-gram, or a specially derived attribute. It is an unsupervised and class inde-
pendent metric. Features of the same DF value may have quite different dis-
tribution over different categories, and thus have different discriminative power
over categories. For example, in a binary classification problem, if feature A
only appears in one category, but feature B, which has the same DF value as
feature A, is evenly distributed in both categories. Then, feature A is obviously
more effective than feature B for classification. To overcome this weakness of
the original document frequency feature selection metric, we, therefore, propose
a class based document frequency strategy to further refine the original DF to
some extent. Extensive experiments on three text classification datasets
demonstrate the effectiveness of the proposed measures.

1 Introduction

Text classification, which aims at assigning one or more predefined categories to a
textual segment, is a key process for dealing with big textual data collections. As there
are usually thousands of candidate features in a text collection and these features are
not equally effective in text classification, feature selection for finding the most
effective feature subset is usually a must step, especially when processing big data in
this era. According to the Pareto principle1 (i.e. the 80–20 rule), using less features may
get almost the same results as using all features. Two benefits can be obtained from
feature selection: one is better performance, and the other is lower time and space cost.
In the past years, a lot of metrics, such as document frequency, information gain,
chi-square, bi-normal separation, odds ratio, mutual information, etc., have been pro-
posed to rank features in text classification [1]. Among these metrics, Document
Frequency (DF), which counts how many documents a feature appears in, has been
recognized as a simple yet quite effective metric in solving different text classification
problems, as reported by Yang and Pedersen in [2].

1 https://en.wikipedia.org/wiki/Pareto_principle.
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The traditional DF metric is an unsupervised and class independent metric. Features
of the same DF value may have quite different distribution over different categories,
and thus have different discriminative power over categories. For example, suppose:
(1) two features fi and fj both have DF value 6; and (2) fi scatters among 6 categories,
but fj only appears in documents of the same class. Then, fj is expected to have more
discriminative power than fi, but the original document frequency metric ranks them
equally. We, therefore, think over how to revise the traditional DF metric further to
make it have finer discriminative power. We propose a class based document frequency
strategy to refine the original DF to some extent. For each feature, we count its
document frequencies in each category and then choose the maximal class document
frequency for ranking. To reduce the negative effects of class imbalance, we design a
variant of the simple class based document frequency metric. Experiments on three
publicly available datasets show that the proposed metrics perform consistently better
than the traditional DF.

The rest of this paper is organized as following: Sect. 2 gives related work; Sect. 3
details the class based document frequency strategy; Sect. 4 presents extensive
experiments on three text classification problems and discussion on the results; Sect. 5
concludes the paper with possible future work.

2 Related Work

Feature Selection, which aims at choosing the features that are the most effective ones
in solving a supervised or unsupervised learning problem, has been widely studied in
machine learning community. Its successful application includes but is not limited to:
gene microarray analysis, combinatorial chemistry, image classification, face recog-
nition, text clustering, and text classification. The advent of big data has further raised
unprecedented demand for feature selection. Literature [3–6] provides good review of
feature selection in different domains.

To obtain the most effective features, we can have two alternatives: choosing a
subset from a candidate feature set or deriving a new compact feature set from those
candidate features. In this study, we focus on the first type of methods, which are
usually further classified into two categories: filter and wrapper. Wrapper methods try
to find the ideal feature set by evaluating the performance of each candidate subset,
where filter methods try to rank features independently. Filter methods are more
popular than wrapper ones, as they are computationally efficient. Forman [1] and Yang
and Pedersen [2] conduct empirical comparison of different feature filtering methods
for text categorization, including document frequency, information gain, chi-square,
bi-normal separation, odds ratio, mutual information, power, and so on. Yang and
Pedersen [2] conclude that the DF metric performs as excellent as chi-square and
information gain metrics do.

In this study, we concentrate on how to further improve Document Frequency
(DF) metric with class information. We propose a class based document frequency
feature selection strategy.
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3 Class Based Document Frequency for Feature Selection

As we pointed out in Sect. 1, the original document frequency metric neglects the class
distribution of a feature over different categories. We expect that features with
imbalanced distribution would have more discriminative capacity than those with
balanced distribution. We, thus, propose a class based document frequency strategy,
which aims at further refining the original DF to some extent. For each feature, we
count its document frequencies in each category and then choose the maximal class
document frequency for ranking.

To evaluate the discriminative capacity of a feature t for class CLSi, we usually need
to count the following numbers:

Ai: how many documents belong to class CLSi and contain the feature t;
Bi: how many documents do not belong to class CLSi but contain the feature t;
Ci: how many documents belong to class CLSi but do not contain the feature t;
Di: howmany documents do not belong to classCLSi and do not contain the feature t.

Suppose that there are totally M categories in a classification problem. Then, the
original document frequency (DF) measure can be computed as follows:

DF ¼
XM
i¼1

Ai ð1Þ

For performance comparison, in Sect. 4, we experiment with a popular and
state-of-the-art feature selection metric, Chi-Square, which is calculated as follows:

Chi� Square ¼
XM
i¼1

CHIi

¼
XM
i¼1

ðAi þBi þCi þDiÞ � ðAi � Di � Ci � BiÞ
ðAi þCiÞ � ðBi þDiÞ � ðAi þBiÞ � ðCi þDiÞ

ð2Þ

A simple class based document frequency metric (CBDF) can take the following
formula:

CBDF ¼ MAX
M

i¼1
Ai ð3Þ

CBDF chooses the maximal class document frequency of a feature for ranking. As
class imbalance may exist in a text classification problem, a variant of CBDF, which
normalizes the CBDF values with class distribution, is designed as follows:

CBDF N ¼ MAX
M

i¼1
Ai

�
DðCLSiÞ ð4Þ

where D(CLSi) is the total number of documents belonging to class CLSi in the training
dataset.
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4 Experiments and Discussion

In order to evaluate the performance of the proposed class based document frequency
(CBDF) feature selection metrics, we conduct extensive experiments on three single
label text classification problems [7].

4.1 Datasets

We experiment with the following three datasets:
20 Newsgroups: this dataset is evenly partitioned into 20 different newsgroups,

each corresponding to a specific topic [8]. Its “bydate” version is widely used in
literature, as it has a standard training and test split. The training set has 11,293 samples
and the test set 7,528 samples.

Reuters52c: it is a single-label dataset derived from Reuters-21578 with 90 classes
by Ana Cardoso-Cachopo during her Ph.D. study [9]. Documents with multiple labels
in the original Reuters-21578 (90 classes) dataset are discarded and finally the
Reuters52c dataset contains 52 categories, 6,532 documents for training, and 2,568
documents for test. The dataset is imbalanced and some categories only have a few
documents, e.g. classes cpu and potato. We use the all-terms version without
stemming.

Sector: this dataset is a collection of web pages belonging to companies from
various economic sectors. It has 105 categories, 6,412 training samples, and 3,207 test
samples. In the training dataset, the largest categories have 80 samples, while the
smallest category only has 10 samples. Most categories have around 40-80 samples.
The class imbalance is not serious. This dataset was first used by McCallum and Nigam
in their paper [10]. We used a version of this dataset from the LIBSVM data collec-
tion2. The stop words and rare words (DF = 1) are removed in this version.

4.2 Experimental Settings

We use the vector space model (VSM) for data representation, in which the dimension
is determined by the size of the dataset’s vocabulary. Each document is then repre-
sented as a space vector where the words in the document are mapped onto the
corresponding coordinates. The weight of a feature is given as follows:

xi ¼
ð1þ logðTFðwi; dÞÞÞ � logð jDj

DFðwiÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j ðð1þ logðTFðwj; dÞÞÞ � logð jDj

DFðwjÞÞÞ
2

q ; ð5Þ

which is the same as the standard representation “ltc” in Manning and Schutze [11].
Here,D is the document collection, and TF andDF are a term’s frequency in a document
d and its document frequency in the collection D respectively. In classification,

2 http://www.csie.ntu.edu.tw/*cjlin/libsvmtools/datasets/multiclass.html#sector.
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we use four widely used algorithms: Centroid, Multinomial Naive Bayes [10], Linear
(Liblinear [12]) and SVM (Libsvm [13]).

We evaluate the performance of different classification algorithms with the original
DF and our proposed CBDF feature selection metrics.

4.3 Evaluation Metric

To evaluate the effectiveness of category assignments to documents by classifiers, the
harmonic average of the standard precision and recall, F1 measure, is used as follows:

F1 ¼ 2recall � precision
recallþ precision

ð6Þ

The overall performance on all categories can be computed either by the
micro-averaging method or by the macro-averaging method. In micro-averaging, the
MicF1 score is computed globally over all the binary decisions. In macro-averaging,
the MacF1 score is computed for the binary decisions on each individual category first
and then averaged over the categories. The micro-averaged score tends to be dominated
by the classifier’s performance on common categories, while the macro-averaged score
is more influenced by the performance on rare categories.

4.4 Results and Discussion

Figure 1 shows the averaging Micro-F1 and Macro-F1 results of the four algorithms
with DF and CBDF as feature selection metrics. We experiment with top N features,
where N varies from 500 to 10,000 with interval of 500. Liblinear achieves the highest
scores, especially for averaging Micro-F1 (around 84), where Multinomial Naive
Bayes performs the poorest. SVM demonstrates advantage over Centroid. With fewer
features, SVM can obtain the best results, which demonstrates its excellent discrimi-
native capacity with fewer features. Liblinear can successfully utilize more features to
get better results.

CBDF constantly performs much better than the original DF. The difference is
evident when using fewer features, but tends to be narrower when using more features.
With Liblinear, DF looks approximately good as others when we use more than 9,000
features (the total number of candidate features is 73,712), although CBDF does beat
DF (at least 0.3).

As Liblinear achieves the best results, we will only report the results of this
algorithm in the next experiments, but we do get similar trends with other three
algorithms.

Figure 2 compares the normalized and un-normalized versions of CBDF on the
three datasets. Normalized version does not constantly show better performance than its
un-normalized variant. On the 20 newsgroups dataset and the sector dataset, CBDF_N
performs almost the same as CBDF on Micro-F1 and Macro-F1. It’s not out of
expectation as these two datasets are almost balanced, especially for the 20 newsgroups
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dataset. On the imbalanced dataset reuters52c, for Micro-F1, CBDF_N shows small
advantage over CBDF with fewer features. For Macro-F1, on this seriously imbalanced
dataset, CBDF_N clearly beats it counterpart when using fewer features. The nor-
malized version can alleviate the negative effects of extremely imbalanced categories
and obtain better Macro-averaging performance. We should choose the normalized

(a) Centroid, Micro-F1 (b) Centroid, Macro-F1

(c) Liblinear, Micro-F1 (d) Liblinear, Macro-F1

(e) Multinomial Naïve Bayes, Micro-F1 (f) Multinomial Naïve Bayes, Macro-F1

(g) SVM, Micro-F1 (h) SVM, Macro-F1

Fig. 1. Performance of the four algorithms on the 20 newsgroup dataset.
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version CBDF_N when dealing with extremely imbalanced datasets, using fewer
features, and preferring to Macro-F1 measure.

Figures 3, 4 and 5 give results of Liblinear algorithm with DF, CBDF, and
Chi-Square feature selection metrics on the three datasets respectively. The original DF
and Chi-Square metrics are used as baselines. The Chi-Square metric is reported to
perform well on many different datasets and regarded as a state-of-the-art metric.

Figure 3 shows the results on the 20 newsgroup dataset. The top 2 subgraphs
(a) and (b) illustrate the Micro-averaging and Macro-averaging F1 scores respectively
when the ratio of the selected features to the total features ranges from 0.05 to 1 with an
interval of 0.05. They give us overall pictures with different feature selection metrics.
The bottom 2 subgraphs (c) and (d) give the results when we choose top N features,
where N varies from 500 to 10,000 with an interval of 500. We can observe from the
top 2 subgraphs that CBDF performs better than DF when the ratio is less than 0.3.
When we consider the top 10,000 features, it’s clear that it achieves better results than

(a) 20 newsgroup, Micro-F1 (b) 20 newsgroup, Macro-F1

(c) reuters52c, Micro-F1 (d) reuters52c, Macro-F1

(e) sector, Micro-F1 (f) sector, Macro-F1

Fig. 2. Comparison of the normalized and un-normalized versions of CBDF.
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DF. The Chi-square metric is the best one among all the three metrics on this dataset,
but CBDF performs equally well as the Chi-Square metric, especially using more than
10 % features.

Figure 4 shows the results on the Reuters52C dataset. There are totally 22,274
candidate features. In the left 2 subgraphs on Micro-F1 scores, CBDF performs better
than DF overall when we use less than top 3,500 features. CBDF exhibits better
performance than Chi-Square when using top 10 % to 35 % features. Even for
Chi-Square, it cannot beat DF all the time, e.g. when using 6,500 to 9,000 features. On
Macro-F1, Chi-square achieves much better results when using less than 3,000 features,
but fails to beat CBDF wen using top 30 % to 50 % features.

Figure 5 shows the results on the sector dataset. There are totally 48,988 candidate
features in this dataset. CBDF obtains much better results than DF when we use less
than 45 % features. The difference is quite distinct when we use less than 30 % features.
The Chi-Square metric performs the poorest when we use less than 3,300 features. It
tells us again that feature selection is a process dependent on the data to deal with. For a
text classification problem, it’s necessary to do some cross validation to find a most
suitable feature selection metric.

Overall, class based document frequency metrics demonstrate advantage over the
original DF metric. Normalized metric CBDF_N does show advantage over its
un-normalized variant CBDF especially with extremely imbalanced datasets for Macro-
averaging scores.

(a) Micro-F1 (b) Macro-F1

(c) Micro-F1 (d) Macro-F1

Fig. 3. Performance on the 20 newsgroup dataset.
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(a) Micro-F1 (b) Macro-F1

(c) Micro-F1 (d) Macro-F1

Fig. 4. Performance on the Reuters52C dataset.

(a) Micro-F1 (b) Macro-F1

(c) Micro-F1 (d) Macro-F1

Fig. 5. Performance on the sector dataset.
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5 Conclusions and Future Work

Document frequency, as an unsupervised and class independent metric, is reported as a
simple yet quite effective feature selection metric in text classification. Features having
the same DF value may have quite different distribution over different categories, and
thus have different discriminative capacity over categories. Targeting at overcoming
this drawback of DF, we propose a class based document frequency strategy and design
a series of metrics for selecting features in text classification. Experiments on three
publicly available datasets demonstrate that the proposed metrics does perform better
than the traditional DF metric.

In the future, we would like to experiment with more datasets and apply the
proposed feature selection metric into other text mining applications, e.g. text clus-
tering, sentiment analysis, and so on.
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Abstract. When the user getting location based services by the traditional tech‐
nology, his location information of region is always be exposed. However, in
modern mobile networks, even the current geographical region is a part of privacy
information. To solve this problem, a new generalized k-anonymity location
privacy protection scheme in location based services (LPPS-GKA) with the third
trust servicer is proposed. And it can guarantee the users get good location-based
services (LBS) without leaking the information of the geo-location region, which
has protected the perfect privacy. Analysis shows that LPPS-GKA is more secure
in protecting location privacy, including region information, and is more efficient
than other similar schemes in computational and communicational aspects. It is
suitable for dynamic environment for different user’s various privacy protection
requests.

Keywords: Location privacy protection · Generalized k-anonymity · Location
based service

1 Introduction

Nowadays, social communication method has evolved dramatically along with the big
data era and the development of data networks. So the new secure schemes or systems
should be ‘application-oriented’ with strong reality backgrounds. And more and more
people join in the social networks to share sources and information, and generate a lot
of data, namely big data, at the same time. What’s more, the users are always not willing
to let other people know these data. And the location information is one of the most
important contents of the user’s privacy data, which should be protected properly.
However, most of the new-type applications of the mobile social networks, especially
the location based services, are always publishing the user’s location information at any
time [1], and the traditional opinion of anonymous privacy protection is not valid any
more in modern society.

As a result, some newer methods for location data preservation are proposed succes‐
sively for protecting location privacy comprehensively, such as the technology of
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randomization [2], space-vagueness [3] and time-vagueness [4]. In these methods
mentioned above, space-vagueness technology has its dominant position in real appli‐
cations in big data and social networks relatively because of its moderate computation
cost and easy realization.

2 Related Works

In the modern social networks, the researches on location-preserving have gotten lots
of outcomes. Just as described in paper [5], the location privacy protection technology
based on k-anonymity has made some remarkable developments in these outcomes.

k-anonymity is one of the specific ways to realize space-vagueness. When publishing
data, the real data should be disposed first, then published together with other ( )
data simultaneously [6]. k-anonymity technology is first used in location-privacy
preserving by Gruteser in 2003 [7], which means to fuzzy the user into k adjacent access
points in one region. But it cannot protect the located region from leaking when each
space-vagueness. From then on, it has been used widely in the location privacy protec‐
tion and gotten great developments.

However, the research about how to protect location data in location based services
has a rather late start. Since 2011, Huang Yi, etc. proposed a method for location privacy
preserving in location services, but the time for user to get location services increases
greatly when the privacy request k increasing [8]. And it is also supported by querying
adjacent points in one region, so the geo-location region is exposed too.

In 2013, Damiani and Cuijpers first pointed out the issue that the specific information
of user’s region is also an important part of location privacy [9]. And they proposed one
protection scheme based on privacy policy, but its efficiency is not high enough for
mobile Internet. In 2014, Peng etc. proposed a method to judge the location privacy
attacks according with the region located [10]. Then in 2015, Wang etc. proposed a
location privacy protection approach named KAP, which aimed at the privacy issue of
location service under the mobile Internet combing the concept of k-anonymity [5]. The
approach had stronger security, but it needs a number of other access points’ data around
the user during every location service, which may leak the user’s real located region
again.

To achieve the perfect location privacy, we must protect the specific location. On
the other hand, we must pay attention to the content about the located region including
the user too. And the method realizing this idea should be feasible and efficient.

3 Our Scheme

In the existing outcomes in researches on the issue, most of schemes about location
privacy protection are based on the center server and distributed P2P structure [11]. So
in this paper, we will discuss about this type protection schemes to realize perfect
privacy.
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3.1 Basic Definition

Definition 1: CRT (Chinese Remainder Theorem): Suppose  are positive
integers that are pairwise co-prime. Then, for any given sequence of integers

, there exists an integer x solving the following system of simultaneous
congruences.

(1)

If ,  and , we can computer the solution
set of the equations above:

(2)

Obviously, the original number x is included as one element in the solution set X.
K is an integer in Eq. (2). Choose K as different values, we can get different solutions

to satisfy all the equations in Eq. (1).

Definition 2: Generalized k-Anonymity (GKA): In location based services, if one
user’s accurate location data is extend to k access points, and: (a) It is not necessary that
these k access points are adjacent neighbours in one region and interact with the user
during location. (b) These  access points must belong to a equivalence class, which
means for the attacker, he can not tell which one is the user’s real location data.

It can be defined as generalized k-anonymity.
From the definition above, we can see that GKA is more scientific and practical than

the traditional definition in the background of big data and complex social networks.

3.2 LPPS-GKA

At present, most of the researches based on k-anonymity used the trusted third party,
namely center servicer [8]. The main function of the center servicer is anonymity and
agency query. As shown in Fig. 1, we begin with step 1:

Fig. 1. Illustration for scheme with center servicer
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Here,

x: The longitude-coordinate of the user’s location;
y: The latitude-coordinate of the use’s location;
t: The time when the user asks for service;
v: The velocity when the user asks for service;
con.: The query content of the user;
k: The privacy protection request parameter wanted by the user;

:  It is the integer chosen in the process of CRT computation.

Step 1:
Query: The user sends his location information, queries contents and privacy request
to the center anonymous servicer;

Step 2:
GKA: The center servicer first extends the accurate location coordinate of user into an
equivalence set including  different elements through CRT. Then it sends the query
content and these  elements as a query set to the location provider.

– Choose  randomly, satisfying the refine condition:
, and if the user doesn’t want to leak

his region information, make sure  (because we take the
precision of coordinates up to four decimal places), then the results returned are far
apart from each other; Or else, if the user doesn’t care about his current area infor‐
mation,  can be chosen randomly even its multiply is very small. So as
to realize generalized -anonymity defined in our paper, which is more scientific than
the traditional definition. We give a toy example for the results from GKA, which is
illustrated by Fig. 2.

– Send the query message  to the location provider
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Fig. 2. Illustration for GKA
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Step 3:
LBS: The location provider offers the query results set  to the center servicer:

The center servicer finds the accurate result  in the set, and computes r according
the time interval and velocity. Through  and the original location of the user
to judge the current area with radius r, then sends  to the user by locating this area.
In this way, LPSS-GKA is completed with a center servicer.

4 Discussion and Analysis

The privacy protection technology of location big data not only needs to protect the
user’s location data, but also to balance the feasibility of services and overheads [12].
In this chapter, we will discuss the features and performance of our schemes from 3
aspects respectively: (1) Geo-indistinguishability; (2) Survivability of services; (3)
Overheads in computation and communication.

4.1 Geo-Indistinguishability

Theorem 1. LPSS-GKA - has realized geo-indistinguishability.

Proof. As the user asks for service every time, we get an equivalence class including
his real location data, and in this equivalence class, there are  different elements with
equivalent relationship with each other. And in theory, these  elements have the uniform
probability to be chosen for the attacker. Even in the continual services during a period
of time, the attacker can’t identify with greater advantage. Because in fact, the different
regions located successively form an equivalence class too. So we can say it realized
the objective of geo-indistinguishability.

4.2 Feasibility of Services

Theorem 2. LPPS-GKA is feasible. It supports high quality of services, reliability of
query results.
We prove its feasibility mainly through two standards used universally: (a) Quality of
services; (b) Reliability of query results.

(a) Quality of services

Definition 3. The quality of service can be judged by the proportion of the number of
the successful privacy requests  as  changed in the whole number of all the privacy
requests , namely the success rate of anonymity. Its math expression is:
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Proof. Because we used the classic math tool CRT to realize k-anonymity, when k is
changed by user, the only additional thing need to do is choose more or less K values in
the solution set according to different k.

As we all known, the number of integers is countless, which means  if the
servicer and the terminal devices run normally.

(b) Reliability of query results

Definition 4. The reliability of query results can be judged by the relationship of the
distance between the user’s original location p and the current location p1 when receiving
query result after a time interval , and the radius of user’s location region.

– For LPSS-GKA . If , we say the query result is reliable
and accurate. Or else, the query result can’t be returned to the user’s hand, because
the user’s location has gone beyond the communication range accepted by the center
servicer. In this case, the location based service is invalid, but this case can be
neglected if we choose proper parameters.

4.3 Performance

High efficiency is the main advantage for our scheme to real application in social
networks or mobile networks.

(a) In LPSS-GKA, the space-vagueness degree, namely the privacy request  can be
changed easily and smoothly without adding more computation overheads. Shown as
Fig. 3, even  becomes larger, the overhead of computation and communication of both
center servicer and user’s terminal devices is almost fixed because the high efficiency
of CRT.

k

Overhead of 
computation

Our scheme based 
on CRT

Schemes  based on 
random algorithm
in paper[5](KAP)

5 10 20

Schemes  based on 
greedy algorithm
in paper[5](KAP)

Schemes  based on 
search algorithm
in paper[5](KAP)

k

Overhead of 
communication

Our scheme based 
on CRT

Schemes in 
paper[8](Co-

Pricacy)

5 10 20

Fig. 3. Illustration for the overheads comparison of our scheme and classic schemes

When asking for location based services, the users in our scheme needn’t to interact
with other adjacent users for several times any more like most of the existing schemes
to get other fuzzy access points. Therefore, it can spare more communication time and
network source.
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5 Conclusion and Future Work

A new LPPS-GKA for space-vagueness with center servicer in location services based
on CRT is proposed in this paper. The scheme can be proved to get good LBS for users
without leaking the information of the user’s location region. Besides, it can meet
different location privacy preserving requests of users with high efficient. When the
privacy request is higher, namely  is larger, the time increased can be neglected.

Since the third trust servicer is not so trustable, so the future work is to design a better
protection scheme without third center servicer.
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Abstract. Traditional way of problem solving tries to deliver data to program.
But when the problem’s complexity exponentially increases as the data scale
increases, to obtain the solution is difficult. Group cooperation computing model
works in an inverse way by delivering program to data. It first models each
single data as individual and data unit as group of individuals. Then, different
cooperation rules are designed for individuals to cooperate with each other.
Finally, the solution of the problem emerges through individuals’ cooperation
process. This study applies group cooperation computing model to solve
Hamilton Path problem which has NP-complete time complexity. Experiment
results show that the cooperation model works much better than genetic algo-
rithm. More importantly, the following properties of group cooperation com-
puting are found which may be different from the traditional computing theory.
(1) By using different cooperation rules, the same problem with the same scale
may exhibit different complexities, such as liner or exponent. (2) By using the
same cooperation rule, when the problem scale is less than a specific threshold,
the problem’s time complexity is liner. Otherwise, the problem complexity may
be exponent.

Keywords: Group cooperation � Cooperation rules � Social computing �
Hamilton path � NP-hard

1 Introduction

There are many research findings in biological and social science which demonstrates
the power of group cooperation. The famous Drachten traffic management experiment
[1] shows that automobiles can cooperate with each other without the management of
traffic police and traffic signals. The Wikipedia website shows that individuals can
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Project of Sichuan Provincial Department of Education (15ZA0184); Youth Foundation Project of
Sichuan Provincial Department of Education (11ZB088); Scientific Research Foundation of CUIT
(KYTZ201110, KYTZ201111, J201208, J201101).
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write encyclopedia together without strict auditing process [2]. Moreover, researchers
of computer science try to solve NP-hard problems with methods of group cooperation.
Scott Aaronson tries to solve Steiner tree problem through the autonomous connection
process of soap bubbles [3]. Group cooperation game Foldit can produce accurate
models of the protein by letting game user cooperate with each other [4]. The main
contribution of this study is not to introduce algorithms solving one single problem.
More importantly, it tries to design cooperation rules to solve computing problems and
to explore the inner relation between micro individual dynamics and macro group
dynamics. Finally, this study tries to understand the relation between the algorithm’s
complexity and the algorithm’s micro, macro dynamics.

2 Motivation

Traditional way of problem solving tries to deliver data to program. But when the
problem’s complexity exponentially increases as the data scale increases, to obtain the
solution is difficult. Cooperation computing model works in an inverse way by
delivering program to data. It is motivated by DNA computing and Artificial Chemistry
Programming [5]. The architecture of Artificial Chemistry Programming can be defined
by the triple (S, R, A) as illustrated in Fig. 1. S denotes a set of objects and R a set of
interaction rules constituting the reaction schemes applied whenever molecules collide.
The system’s dynamics is controlled by an algorithm A describing how the rules are
applied to a population of molecules. Accordingly, the architecture of cooperation
computing can also be defined by a triple (S, R, A) as illustrated in Fig. 2. Here, S
denotes a set of sub-solutions of the problem and R a set of interaction rules according
to which the sub-solutions may cooperate with each other. The system’s dynamics is
controlled by an evolution algorithm A describing how the rules are applied to those
sub-solutions. The following illustrates the triple (S, R, A) of Cooperation oriented
computing to solve Hamilton Path problem.

(1) S(Sub-solutions). Data unit is a group of individuals or sub-solutions.

Definition 1 SHP (SHP) and SHP-set (SHP-set): Let G(V,E) be an undirected
graph. V is the node set of G, V = (v1,v2,…,vn). E is the edge set of G. An SHP is a

Fig. 1. Architecture of cooperation ori-
ented computing

Fig. 2. Architecture of artificial chemistry
programming
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path which contains a sub set of V and visits each vertex exactly once. An SHP-set of
graph G is a set of SHPs, SHP-set = {SHP1,SHP2,…,SHPm}. SHP-set satisfies the
following constraints: (1) V(SHP1)[…[V(SHPm) = V; (2) V(SHP1)\…\V
(SHPm) = Ø. V(SHPi) = {v|v2SHPi (1 ≤ i ≤ m) and v2V}. Suppose there is a graph G
(V,E) as illustrated in Fig. 3. The following gives an example of G’s SHP-set.

Example 1. SHP-set = {SHP1,SHP2,SHP3}. SHP1 = <1-2-3-4-5-6-9-7-8>, SHP1’s
marginal nodes are node 1, 8; SHP2 = <17-18-14-10-12-13-11>, SHP2’s marginal
nodes are node 17, 11; SHP3 = <16-15> SHP3’s marginal nodes are node 16, 15;

(2) R(rules). Different rules are designed for sub-solutions to cooperate.

Connect rule: If there exists an edge between the end nodes of two different SHPs, the
two SHP can be connected.
Example 2: Assume graph G in figure has 3 SHPs, its SHP-set = {SHP1,SHP2,SHP3}.
SHP1 = <1-2-3-4-5-6-9-7-8>, SHP2 = <17-18-14-10-12-13-11>, SHP3 = <16-15>.
First, SHP1 can connect with SHP2 by connecting node 1 and 17. The new
SHP-set = {SHP1,SHP2}. SHP1 = <11-13-12-10-14-18-17-1-2-3-4-5-6-9-7-8>,
SHP2 = <16-15>.
Disconnect rule: One SHP can be cut off into two shorter SHPs.
Example 3: Cut off SHP1 by disconnect node 1,2. The new SHP-set = {SHP1,SHP2,
SHP3}. SHP1 = <11-13-12-10-14-18-17-1> SHP2 = <2-3-4-5-6-9-7-8>,
SHP3 = <16-15>.

(3) A(Evolution algorithm). Instead of searching for the final solution, the solution
emerges from the group sub-solution’s dynamic cooperation process which is
drive by the evolution algorithm. In this study, the algorithm is to make SHPs
iteratively interact with each other according to the rules until the complete
Hamilton Path can emerge through the collaboration process.

Example 4: After example 3, there are 3 SHPs. The algorithm continues to use rules in
R to make SHPs cooperate with each other. SHP1 can connect with SHP3 by con-
necting node 1 and 16. SHP2 can connect with SHP3 by connecting node 2 and 15.
A complete Hamilton Path is <11-13-12-10-14-18-17-1-16-15-2-3-4-5-6-9-7-8>.

Fig. 3. A graph example
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3 Related Works

Firstly, a lot of researchers believe that group intelligence may emerge through the
cooperation of individuals. Nicholas Stern’s research report shows that by increase
society’s communication and trustiness, the global climate change problem can be
solved much better compared with current solution [6]. Nicholas A. Christakis of
Harvard University believes that the evolution of society will let individuals develop
new skills which can make them cooperate with each other better when social network
become more and more complex [7]. The famous American reporter James Surowiecki
argues in his book “The Wisdom of Crowds” that the information of a group can lead
to better decisions than the information of an individual [8]. Socialist Robert Axelrod’s
research results show that cooperation can emerge in a group in which individuals do
not have any friendship with each other [9]. Dunbar’s social evolutionary theory points
out that the number of relationship an individual can maintain is less that 150 [10].
J. Bruggeman and other socialists believe that diverse social relationship can bring
more opportunity to an individual [11–14]. Secondly, many researchers try to find the
mechanism of group cooperation. J.P. Eckmann finds that different interactions in a
social group will strongly affect the productivity of individuals in it [15, 16]. In another
aspects, in order to analyze human mobile and behavior, Alex Pentland proposes
several methods of how to collect the immense data generated by individuals’ daily life
[17–19]. By using data collected by mobile phon, Gonzales et al. find that human
mobility follows simple and reproducible patterns [20–22]. Thirdly, many computer
scientists try to solve computing problems through group cooperation. Scott Aaronson
tries to solve Steiner tree problem which is NP-hard by through the connection of soap
bubbles [3]. Firas Khatib tries to produce accurate models of the protein by challenging
players with a protein folding game Foldit. Surprisingly, through the cooperation of
playing the game Foldit, players are able to generate models of sufficient quality for
successful molecular replacement [4]. Liu Jiming et al. tries to solve the N-queen
problem by autonomy oriented computing which obtain good experiment results [23].
As to solving Hamilton Path problem, there are several heuristic methods. Most of
these heuristic rules are applicable for specific graphs.

4 Cooperation Rules

Duncan Watts finds that a giant social network with long circle may emerge from the
composition of short circles [24]. Kim finds that to connect nodes with larger node
degree may improve the probability of quickly finding a path from the starting node to
the target node [25]. And according to the above intuition, we design 6 types of rules.
Table 1 illustrates the notations that will be used to describes those rules.

Rule 1 (Connect Strategy): MinimumDegree Node Connect First. Assume there are
three SHPs of G as shown in Fig. 4(a). Node a is the marginal node of SHP3 and Node d
is the marginal node of SHP2, and Eoriginal(a,d) = 1. According to rule 1, node a can
connect with node d and SHP2 can join with SHP3 to form a longer SHP. Moreover, if
there exist more than one nodes similar to node d, then node a should connect with the
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node that has the minimum degree. For example, assume Eoriginal(a, c) = Eoriginal(a,
d) = 1, Degree(d) = 5, Degree(c) = 2. Then node a should connect with node c, because
Degree(c) < Degree(d).

Rule1(Node i) 
Input:G(V,E),node i (node i is the marginal node of one  
of G’ s SHP) 
Output:SHP_Neighbors(node i) 
1 Candidate_node_set = Original_Neighbors(node i)  Mar-

ginal_Node_set(G); 
2 If (Candidate_node_set  null) 
3 {Node j = one of nodes in Candidate_node_set which has 

the minimum node degree; 
4 Set ESHP(i,j) = 1;} 

Example 5: Suppose there is a graph G(V,E) as illustrated in Fig. 3. SHP-set = {SHP1,
SHP2,SHP3}. SHP1 = <1-2-3-4-5-6-9-7-8>, SHP2 = <17-18-14-10-12-13-11>,
SHP3 = <16-15>. Then node 1 could connect with node 16 or node 17. Because degree
(16) = 5 and degree(17) = 3, node 1 should connect with node 17 according to rule 1.
Consequently, SHP-set = {SHP1,SHP2}. SHP1 = <11-13-12-10-14-18-17-1-2-3-4-5-
6-9-7-8>, SHP2 = <16-15>.

Rule 2(Connect Strategy): Random Connect. Rule 2 is similar with rule 1. But rule
2 randomly chooses one marginal node of other SHPs to connect instead of connecting
the node with minimum degree. For example, as in Fig. 4(a), according to rule 1, node
a should connect with node c. By rule 2, node a can connect either with node c or node
d randomly. The following gives the algorithm of rule 2.

Table 1. Notation

Notation Meaning of notation

Original Neighbors If node i, j are neighbors in the original graph G, then node i, j are
original neighbors.

Eoriginal If node i, j are original neighbors, Eoriginal(i,j) = 1, Otherwise,
Eoriginal(i,j) = 0

Original_Neighbors
(node i)

{v| Eoriginal(i,v) = 1}

SHP Neighbors If node i, j are neighbors in the one of G’s SHP, then node i, j are
SHP neighbors.

ESHP If node i, j are SHP neighbors, ESHP(i,j) = 1. Otherwise, ESHP(i,j) = 0.
SHP_Neighbors
(node i)

{v| ESHP(i,v) = 1}

marginal node Node which has only one neighbor in an SHP.
marginal node set {v| v is marginal node}
SHP’s non-marginal
node

Node which has two neighbors in an SHP.
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Rule2(Node i) 
Input:G(V,E),node i, node i is the marginal node of one  
of G’s SHP 
Output:SHP_Neighbors(node i) 
1 Candidate_node_set = Original_Neighbors(node i)  Mar-

ginal_Node_set(G); 
2 If ( Candidate_node_set  null) 
3 {   Node j = randomly choose one node in candi-

date_node_set; 
4     Set ESHP(i,j) = 1;} 

Example 6: Suppose there is a graph G(V,E) as illustrated in Fig. 3. SHP-set = {SHP1,
SHP2,SHP3}. SHP1 = <1-2-3-4-5-6-9-7-8>, SHP2 = <17-18-14-10-12-13-11>,
SHP3 = <16-15>. Then node 1 could either connect with node 17 or 16 according to
rule 2. If node 1 connect with node 16, then SHP-set = {SHP1,SHP2}.
SHP1 = <15-16-1-2-3-4-5-6-9-7-8>, SHP2 = <17-18-14-10-12-13-11>.

Rule 3(Connect Strategy): Circle Composition. Assume there are two SHPs as
shown in Fig. 4(b) and Eoriginal(a,b) = 1. Then rule 3 can be used and it contains 2 steps.
Step 1: Connect node a, b to let the SHP2 form a circle. Step 2: Disconnect two of the
circle’s neighboring nodes to form new SHP. The following describes two types of
situations when executing step 2.

Fig. 4. Illustration of rule 3
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Situation 1. Assume Eoriginal(d,b2) = 1, b2 belongs to the circle and d is marginal
node. Then, (a) disconnect node b2 with any one of its two SHP-neighbors, say node b,
in the circle; (b) connect node b2 with node d to combine SHP1 and SHP2.

Situation 2. If situation 1 does not exist, randomly disconnect any two neighboring
nodes of the circle.

Situation 1 can join the circle with another SHP to form longer SHP. Situation 2
cannot form longer SHP but can generate new marginal nodes. Figure 4(b) illustrate
situation 1. The following gives the algorithm of rule 3. Line 5*10 represents situation
1 of step 2. Line 11*13 represents situation 2 of step 2.

Rule3(Node i) 
Input:G(V,E),node i, node i is the marginal node of one  
of G’s SHP 
Output:SHP_Neighbors(node i) 
1 Let Node j is the other one marginal node which are in 
the same SHP with node i;  
2 If (Eoriginal(i,j) = 1) 
3 {   Set ESHP(i,j) = 1; 
4      Foreach node k in the circle 
5     {   Candidate_node_set = Orginal_Neighbors(k)

Marginal_nodes(G); 
6          If(Candidate_node_set  null) 
7         {   Node a = one of k’s SHP neighbors; 
8             Set ESHP(a,k) = 0; 
9             Node b = one of node in Candidate_node_set; 
10            Set ESHP(b,k) = 1; break;} 
11          Else 
12         {   Node a = one of k’s SHP neighbors; 
13             Set ESHP(a,k) = 0;  break;} }} 

Example 7: Suppose there is a graph G(V,E) as illustrated in Fig. 3. SHP-set = {SHP1,
SHP2,SHP3}. SHP1 = <4-5-6-9-8-7>, SHP2 = <15-16-1-17-18-14>,
SHP3 = <13-11-12-10-2-3>. Node 4 could connect with node 7 to let SHP1 form a
circle. Then, the circle could disconnect node 9 from node 8 to form a new
SHP1 = <8-7-4-5-6-9>. By connecting node 8 in SHP1 with node 3 in SHP3 and
connecting node 9 in SHP1 with node 14 in SHP2, a complete Hamilton Path of graph
G can be constructed. The Hamilton Path is <13-11-12-10-2-3-8-7-4-5-6-9-14-18-
17-1-16-15>.

When all marginal nodes of existing SHPs cannot connect with each other, we can
first connect one SHP’s marginal node with another SHP’s non-marginal node, then
disconnect the non-marginal node with any one of its two SHP neighbors. These
operations can generate new marginal nodes and are represented by Rules 4 and 5.

Rule 4 (Disconnect Strategy): Maximum Degree Node Disconnect First. Assume
there are two SHPs of G as shown in Fig. 4(c). None of SHP1 and SHP2’s marginal
node can connect with each other. Node a is SHP1’s marginal node and node g is
SHP2’s non-marginal nodes, Eoriginal(a,g) = 1. In order to generate new marginal nodes
to create new connection opportunities, there are two steps to take. Step 1, connect
node a with node g. Step 2, disconnect node g with node h or node f. Node h, f are
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node g’s SHP-neighbors. The previously marginal nodes are {a,b,c,k}. After the two
steps, the marginal nodes are {b,c,h,k}. Figure 4(c) illustrates the two steps.

If there exist more than one node in SHP1 that can connect with node a, node a
should connect with the node whose SHP-neighbors has the largest degree. For
example, in Fig. 4(c), assume Eoriginal(a,g) = 1,Eoriginal(a,j) = 1.Degree(f) = 5, Degree
(h) = 3, Degree(i) = 1, Degree(k) = 3. Then node a should connect with node g. And
node g should disconnect with node k, as the newly generated marginal node k has the
largest degree. The following gives the algorithm of rule 4. Line 1*4 shows when
node a in SHP2 given, how to choose node g and node k. Line 5 represents step 1 and
step 2.

Rule4(Node i) 
Input:G(V,E), node i (node i is the marginal node of one  
of G’s SHP) 
Output:SHP_Neighbors(node i) 
1 Candidate_node_set = Original_Neighbors(node i); 
2 Candidate_neighbor_set = SHP_Neighbors (Origi-

nal_Neighbors(node i)); 
3 Node k = one-of node in Candidate_neighbor_set with the 

largest node degree; 
4 Node j = {ESHP(j,k) = 1 and Eoriginal(i,j) = 1} 
5 Set ESHP(i,j) = 1; Set ESHP(j,k) = 0; 

Example 8: Suppose there is a graph G(V,E) as illustrated in Fig. 3. SHP-set = {SHP1,
SHP2}. SHP1 = <11-13-12-10-14-18-17-1-2-3-4-5-6-9-7-8>, SHP2 = <16-15>. Node
16 can connect with node 1,2,15,14,17. According to rule 4, node 16 should connect
with node 1 and node 1 should disconnect with node 2. Because node 2 has the
maximum degree in the neighbor set of node 1,2,15,14,17. The new SHPs
is <11-13-12-10-14-18-17-1-16-15>, <2-3-4-5-6-9-7-8>.

Rule 5(Disconnect Strategy): Random Disconnect. Rule 5 is similar with rule 4. The
difference between rules 5 and 4 is that if SHP’s marginal node can connect with more
than one non-marginal node of other SHPs, rule 5 will let the marginal node randomly
choose a non-marginal node to connect with. In Fig. 3(c), assume Eoriginal(a,g) = 1 and
Eoriginal(a,j) = 1, then node a can randomly connect with g or j and the node g or j can
randomly disconnect with one of its two SHP neighbors.

Rule 6(Disconnect Strategy): Massive Disconnect. Rule 6 randomly choose some
non-marginal nodes and disconnect these nodes with one of their two SHP neighbors.
Rule 6 can be described by the following. Parameter T controls the ratio of how many
nodes will execute rule 6.

Rule 6 
Randomly choose M nodes which are not marginal nodes 
1 For each of the M nodes 
2 { rand = random(0,1) 
3   if(rand < T){Disconnect with one of SHP neighbors}} 
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5 Evolution Algorithm Based on Cooperation Rules

5.1 Algorithm Framework

Algorithm Framework 
Input: Let graph G(V,E) be an undirected graph, |V|=N;  
Output: Hamilton path of graph G 
1  Initialize SHP-set  
2  while( number of SHP-set  > 1 ) 
3         {  Evolution(Combination of Rules);   };   
4  End While 

Line 1 is to initialize SHP set. Initialize SHP set = {SHP1,SHP2,…,SHPn} in which
SHPi(1 ≤ i ≤ n) contains only one node, i.e. node i. Line 2*4 is to let the graph nodes
cooperate with each other by using the rule in the rule set. We design four combina-
tions of rules. Combination 2 C2 is similar with Combination 1 C1 except that C2 does
not use Rule 3 after Rule 1. Combination 4 C4 is similar with Combination 3 C3 except
that C4 does not use Rule 3 after Rule 1.

Evolution(Rule 1, Rule 3, 
Rule 4, Rule 6)//C1  
1Foreach  SHPi in SHP Set
2    Foreach Marginal Node 

i in SHPi
3 Rule 1( Node i);
4     Rule 3( Node i);
5 End For
6 End For
7 Foreach  SHPi in SHP Set
8 Foreach Marginal Node 

i in SHPi
9 Rule 4( Node i);
10 End For
11 End For
12 Rule 6;

Evolution(Rule 2, Rule 3, 
Rule 5, Rule 6)// 3 
1 Foreach  SHPi in SHP Set
2    Foreach Marginal Nodei 

in SHPi
3        Rule 2( Node i); 
4        Rule 3(Node i);
5 End For
6 End For
7 Foreach  SHPi in SHP Set
8 Foreach Marginal Node 

i in SHPi
9 Rule 5( Node i);
10 End For
11 End For
12 Rule 6;

5.2 Theoretical Analyses

Lemma 1. Let graph G(V,E) be an undirected graph, |V| = N. G’s average node degree
is D and G’s maximum node degree is Max_D. Assume G is divided into k SHPs, i.e.
SHP-set = {SHP1,SHP2,…,SHPk}. The probability that there exist at least one original
edge between any two of the 2 k marginal nodes is 1 − ((N − 2 K)/N)D.
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Proof. First, the probability that there exist no original edge between any two marginal
nodes is ((N − 2 K)/N)D. Assume Fig. 5 is the analogy of graph G’s adjacency matrix
M. M(i,j) = 1 means Eoriginal(i,j) = 1 and M(i,j) = 0 means Eoriginal(i,j) = 0. The black
part is the adjacency matrix of marginal nodes and the gray part is the adjacency matrix
of the non-marginal nodes. Each row contains 2k marginal nodes and N − 2k
non-marginal nodes. Therefore, in each row, the probability that one 1 falls into the
white part I is (N − 2k)/N. Moreover, since G’s average node degree is D, so each row
of the adjacency matrix contains D 1s on average. And according to the hypothesis that
there exist no original edge between any two marginal nodes, so the adjacency matrix
of the marginal nodes (the black part) does not contain 1s and the adjacency matrix of
the non-marginal nodes must contain D 1s. Therefore, the probability that there exist no
original edge between any two marginal nodes is ((N – 2K)/N)D. Accordingly, the
probability that there exist at least one original edge between any marginal nodes is
1 − ((N − k)/N)D, q.e.d.

Let pdc(k − 1, rulei | k, rulej) denotes that after using rulej to divide the k SHPs into
k + 1 SHPs, the probability of using rulei to connect the k + 1 SHPs into k − 1 SHPs.
Let pc(k − 1, rulei | k, rulej) denotes that after using rulej to connect the k SHPs into
k − 1 SHPs, the probability of using rulei to connect the k − 1 SHPs into k − 2 SHPs.
The following demonstrates that nodes with larger degree are important.

Theorem 1. pdc(k − 1, rule1 | k, rule4) > pdc(k − 1, rule1 | k, rule5).

Proof. After using rule4 to divide the k SHPs into k + 1 SHPs, the k + 1 SHPs must be
able to connect into k SHPs. Let node a denotes the newly generated marginal node.
The key point is whether there is an edge between node a and the other marginal nodes.
According to Lemma 1, the probability that there exist at least one original edge
between two of the 2 k marginal nodes is 1 − ((N − 2k)/N)D. If the new marginal node
a is generated by rule 5, then node a’s degree is D on average. Thus p(k − 1, rule1 | k,
rule4) = 1 − ((N − 2k)/N)D. However, if the new marginal node a is generated by rule
4, then node a’s degree is Max_D on average. Thus pdc(k − 1, rule1 | k, rule
4) = 1 − ((N − 2 k)/N)Max_D. Because Max_D > D, so pdc (k − 1, rule1 | k, rule 4) > pdc
(k − 1, rule1 | k, rule 5).

Theorem 2. pcc(k − 2, rule1 | k, rule1) > pcc(k − 2, rule2 | k, rule2).

Fig. 5. Analogy of adjacency matrix
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Proof. The proof is similar to the proof of Theorem 1. Because limited space, the
detail proof is eliminated here.

6 Experimental Results

6.1 Experiment Setting

The experiment is running on dual-core 3.0 GHz Pentium IV, windows XP, with
2 Gbytes of memory. The collaboration algorithm is implemented on the Netlogo [26]
platform. The synthetic graph is generated by first forming a Hamilton path through all
nodes and then let each node randomly connect with other K nodes. In the experiment
K is 3. The real data is obtained from [27]. It contains 1589 nodes and 2742 edges. In
case that this network does not contain a complete Hamilton Path, we construct a
Hamilton Path by sequentially connecting each node.

6.2 Experiments on Synthetic Data

(1) Rule capacity

Tables 2, 3, 4 and 5 describe the time complexity of the four types of rule com-
binations. In order to test the capacity of different combinations of rules, the graph scale
increases from |V| = 200 to |V| = 500. The experiment is repeated 5 times. The success
rate is the percentage of successful experiments that find out one of the network’s
Hamilton Path in total 5 times of experiments. The M threshold in rule 5 is set to 50 and
the T threshold is set to 0.002.

According to Tables 2, 3, 4 and 5, when the graph scale is within 200 to 400, C1

can solve the problem in a linear time complexity. But when problem scale increases to
500, C1’s time complexity suddenly increases. When the graph scale is from 200 to
300, C2 can solve the problem in linear time. But when problem scale is larger than
300, C2’s time complexity also suddenly increases. C3 and C4 can hardly work out the

Table 2. Capacity of C1

Scale 200 300 400 500

Time (s) 4.29 5.86 29 1800
Success rate 100 % 100 % 60 % 20 %

Table 3. Capacity of C2

Scale 200 300 400 500

Time (s) 6.8 21.5 145.8 -
Success rate 100 % 100 % 20 % -

Table 4. Capacity of C3

Scale 200 300 400 500

Time (s) 8.8 74.1 - -
Success rate 100 % 60 % - -

Table 5. Capacity of C4

Scale 200 300 400 500

Time (s) 57.4 117.313 - -
Success rate 100 % 60 % - -
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solution when the graph scale is larger than 300. It is reasonable to say the complexity
of the problem is not decided by the problem itself, but also by the way that we model
the problem. If the rules are good enough, the problem complexity may decrease.

We try to find out Hamilton Path of the synthetic graph using Genetic Algorithm
(GA). Each chromosome contains one gene and the length of gene is the number of
nodes in the graph. The gene contains the number of each node. Gene(i) is the i-th
position of the gene and the value of gene(i) is the number of one of G’s nodes. The
fitness measurement is in Eq. (1). The scale of population is 100. We use two types of
genetic operators, the mutation operator and the crossover operator. The mutation rate
and the crossover rate is both 0.01. The selection method is roulette wheel.

Fitness ¼
X

gene i; iþ 1ð Þ gene i; iþ 1ð Þ ¼ 1ðif EoriginalðgeneðiÞ; geneðiþ 1ÞÞ ¼ 1Þ
ð0� i� gene length� 1Þ gene i; iþ 1ð Þ ¼ 0 ðif EoriginalðgeneðiÞ; geneðiþ 1ÞÞ ¼ 0Þ

ð1Þ

Since GA can not find the Hamilton path of any of the synthetic data, the exper-
iment results is not listed here. Comparing with the cooperation rules, the genetic
operators work in a macro level to adjust the system’s evolution process. It is not subtle
enough to detect the difference between individual nodes.

(2) Algorithm dynamics of different rules

This experiment investigates how the graph’s SHP number changes during the
evolution process. The horizontal axis represents the time stamp. The vertical axis
represents the number of SHPs at time stamp t. The curve shows whether the system
can converge to the final solution in linear or sub-linear time complexity. Figure 6
(a*l) is the SHP number change history using C1 strategy with |V| = 200,300,400,500.
There are several fluctuations in each curve. The fluctuation means the number of SHP
suddenly increases. This phenomenon is caused by the using of rule 6 which tries to
lead the group jump out of the local optima by cutting off several existing SHPs. By
using C1, When |V| = 200*400, rule 6 is used quite infrequently. When |V| = 200, rule
6 is used only once. When |V| = 300, rule 6 is used twice. But when |V| = 500, rule 6 is
used a lot of times. This means C1 can easily jump out of the local optima when the
problem scale is less than 300. But when the graph scale is larger than 300, it is difficult
for C1 to jump out of the local optima. Thus, |V| = 300 seems a complexity threshold.
Below the threshold, C1’s time complexity is linear or sub-linear. Beyond the
threshold, C1’s time complexity suddenly becomes exponent. C2*C4’s SHP evolu-
tionary process exhibit the similar phenomenon. The only difference is the complexity
threshold. C2, C3 and C4’s complexity threshold is about 200, 80 and 50. According to
experimental results, if the collaboration rule is good enough, its complexity threshold
could be high. The algorithm may find Hamilton path of more complex graphs.
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Fig. 6. SHP number change history
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This experiment investigates the relationship between node’s aliveness and degree.
Equation (2) defines Nodei’s aliveness. T is the evolution time of the algorithm.

Aliveness nodeið Þ ¼
X

C tð Þ ð1� t� TÞ C tð Þ ¼ 0; if SHP neighbors nodei; tð Þ
¼ SHP neighbors nodei; t � 1ð Þ

C tð Þ ¼ 1; otherwise

ð2Þ

Reference [25] points out that node with larger degree are more active. In Fig. 7, the
vertical axis represents node’s aliveness. The horizontal axis represents node’s degree.
The dotted line divides the figure into several sections. Nodes in the same section have
the same degree. Node degree in each section from left to right is 8,7,6,5,4,3,2. By C1,
the average aliveness of nodes with larger degree is higher than those with smaller
degree. However, by C2, the average aliveness doesn’t have significant difference.
Since C1 performs better than C2, this experiment verifies Theorems 1 and 2.

6.3 Experiments on Real Data

This section conducts experiments on real data as described in Sect. 6.1. Two other
algorithms are selected to compare with C1. In Table 6, Mathematica 9 only contain
algorithm to find a graph’s Hamilton Cycle. We add an additional node which has an
edge to every other node in the graph. If the algorithm can find a Hamilton Cycle in the

Fig. 7. Relationship between nodes’ aliveness and degree
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new graph, it finds the Hamilton Path in the original graph. ACOTSP is a well known
ant colony optimization package. If there is an edge between two nodes, the distance
between them is 0. Otherwise, the distance is 1. If ACOTSP can find a path in the graph
whose length is 0, it means the algorithm finds the Hamilton Path in the graph. Two
methods cannot find the Hamilton Path within two hours.

7 Conclusion and Future Work

The traditional computing method is to deliver data to algorithm. The group cooper-
ation model is to deliver algorithm to data. Therefore, the cooperation computing
model can adjust its evolution process according to each individual data’s real-time
status. This study constructs the computing model of the Hamilton Path problem using
different cooperation rules. By conducting experiments on both synthetic and real data,
this study demonstrates the feasibility and capacity of group cooperation computing.
The future work will try to design new cooperation model for other problems.
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Abstract. Analysis of the particularity of the civil aviation passenger auxiliary
service recommendation scenario. As application of the traditional recommen-
dation algorithm has certain limitation in civil aviation auxiliary services rec-
ommendation, a SVR recommendation algorithm of auxiliary service of civil
aviation based on context-awareness was proposed. Analysis of the civil aviation
passenger travel data, construct the civil aviation passenger preference model,
then recommend auxiliary service for passengers. Based on the traditional
two-dimensional user-item recommendation, considering the user characteristics,
item attributes and user contextual information in the process of recommenda-
tion, which can effectively reduce the data sparseness in some degree. In addition,
when there is a new user or a new item, whose similar users or items can be found
according to the user or item attributes, to some extent, which can solve the
problem of cold start. The experimental results show that the algorithm can
recommend auxiliary service for passengers more accurately, which can provide
convenience for passengers as well as increase the quality of airlines’ services.

Keywords: Context-aware recommendation � SVR � Auxiliary service of civil
aviation recommendation � Collaborative filtering

1 Introduction

Recommendation system has been widely used in every field of e-commerce. It rec-
ommends items and information which the user may be interested in while improving
the service quality of the e-commerce business. Nowadays, most of the recommendation
systems rely on the user’s rating data to the item, which brings about the problems of
sparsity and cold-start. In reality, there are many factors that impact the determination of
the user when they choose to buy something or depend on some information. And the
user requirements also change with the contextual information. For example, the user
preference will alter with the time [1, 2], the user attributes information and the item
characteristic attributes also influence the user preference [3]. In recent years, many
scholars have pointed out the concept of context-aware recommendation system, which
brought in the contextual information in the process of recommendation and had become
the research hot-spot in the domain of recommendation system.
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From the point of civil aviation industry, more and more types of civil aviation
auxiliary services have appeared. How to recommend the service which the passenger
may interest from various of services appropriately is much more important. As the
passenger trip will be influenced by many factors, a SVR recommendation algorithm of
auxiliary service of civil aviation based on context-awareness is proposed. Firstly, the
algorithm constructed the model of the user and item characteristic attributes respec-
tively, and then the preference model was built based on the user ratings to the item.
Finally, we added the contextual information into the user-item preference model, thus
constructing the model of the user-item-context, which is the preference model of the
user to item under certain contextual information.

2 Construct the User Preference Model

Based on the traditional two dimensional of the user-item recommendation, the algo-
rithm took the user and the item characteristic attributes information and the contextual
information to construct the user preference model.

2.1 Construct the User Attributes Model

Construct the user characteristic attributes model with the attribute information (such
as: gender age occupation).

Uij ¼
u11 � � � u1n
..
. . .

. ..
.

um1 � � � umn

3
75

2
64 ð1Þ

Where, uij represent the characteristic attributes of the user:

uij ¼ 0; user i doesn't belong to attribute j
1; user i belongs to attribute j

�
ð2Þ

Such that m denotes the number of the user, n denotes the number of the charac-
teristic attributes of the user.

2.2 Construct the User Preference Model

(1) Construct the item characteristic attributes information model, which is given by:

Itemij ¼
item11 � � � item1n

..

. . .
. ..

.

itemm1 � � � itemmn

3
75

2
64 ð3Þ
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Where, itemij denotes the characteristic attributes of item I, which is defined as
follows:

itemij ¼ 0; item i doesn't possess to attribute j
1; item i posesses to attribute j

�
ð4Þ

Such that m denotes the number of the item, n denotes the number of the char-
acteristic attributes of the item.

(2) Construct the preference model according to the characteristic attributes, which is
denoted as follows:

Pij ¼
p11 � � � p1n
..
. . .

. ..
.

pm1 � � � pmn

3
75

2
64 ð5Þ

Where, pij denotes the preference value to the item of the user, m represents the
number of the user, n represents the number of the characteristic attributes of the item.
The preference value to the item of the user is defined as follows:

pij ¼ nj
m

ð6Þ

Such that, nj represents the number of ratings to the item j of the user i, m denotes
the number of all items which are rated by the user (nj <=m). The range of the value of
pij is between 0 and 1.

(3) Combine the model which is built in (1) and (2), we can define the user-item
characteristic attributes preference model Mu as follows:

Mu ¼ Item � Pu ð7Þ

2.3 Construct the Contextual User Preference Model

As the choice of the user will change under different contexts, we add the context into
the model constructed above. Considering these contexts which influence the user
behavior in the process of recommendation can recommend better, and the accuracy of
the recommendation has been improved.
(1) According to the context which the user is under to construct the contextual matrix
model:

Where, the context cij is defined as follows:

Cij ¼
c11 � � � c1n
..
. . .

. ..
.

cm1 � � � cmn

3
75

2
64 ð8Þ
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cij ¼ 0; user i doesn't under the context j
1; user i under the context j

�
ð9Þ

Such that, m denotes the number of users, n denotes the number of contexts.
(2) Based on the user-item preference model constructed above, we can construct the
user-item-context preference model [4]:

y : ðU;Mu;CÞ ! R ð10Þ

Where, C is the context, R is the item rating from the user under the context C.

3 Nonlinear SVR Algorithm

The basic idea of Nonlinear SVR is mapping the input vector into a high-dimensional
feature space through pre-determined nonlinear mapping, then create a optimal sepa-
rating hyperplane which has the maximum distance in the feature space. From the point
of geometry, support vector is the minimum number of sample vector to determine the
optimal separating hyperplane. And then in the high-dimensional space to conduct
linear regression, so as to obtain the nonlinear regression effect in the original space [5].
The specific algorithm is described as follows:

(1) Firstly, the training set is given as T = {(x1, y1),…,(xl, yl)}2(Rn × Y)l, where,
xi2Rn, yi2Y = R, i = 1,…l;

(2) Then, choose the kernel function K(x,x’) and the precision ε > 0 and the penalty
parameter C > 0. The most common used kernel functions are as follows: Radial
Basis Kernel, Polynomial kernel, Fourier kernel and B-spline kernel. Penalty
parameter is used to measure the error during the process of learning of the
learning model, which has defined before the learning. The Loss Function is
different for different learning model. And for the same learning problem, the
learning model is different under different Loss Function.

(3) Construct and solve the quadratic programming problem

min
að�Þ2R2l

1
2

Xl

i;j¼1

ða�i � aiÞða�j � ajÞKðxi; xjÞþ

e
Xl

i¼1

ða�i þ aiÞ �
Xl

i¼1

yiða�i � aiÞ;

s:t:
Xl

i¼1

ðai � a�i Þ ¼ 0;

0� að�Þi �C; i ¼ 1; � � � ; l;

ð11Þ

(4) Compute �b: choose the component �aj and �a�k of �a� between the interval (0,C)
(penalty factor can be defined as 1).
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If �aj is selected, then:

�b ¼ yj �
Xl

i¼1

ð�a�i � �aiÞKðxi; xjÞþ e ð12Þ

if �a�k is selected, then:

�b ¼ yk �
Xl

i¼1

ð�a�i � �aiÞKðxi; xkÞ � e ð13Þ

(5) Construct the decision function

y ¼ gðxÞ ¼
Xl

i¼1

ð�a�i � �aiÞKðxi; xÞþ �b ð14Þ

4 SVR Recommendation Algorithm Based on Context

The main idea of Context-aware recommendation system based on SVR is to add the
context which may influence the user preference based on the traditional user-item
two-dimension recommendation, then construct the user-item-context preference
model, and adopt the SVR algorithm to predict the rating and finally make recom-
mendations for users. The algorithm is described as follows:

Input: User-Item-Context matrix, N recommendation items set;
Output: Top-N recommendation set for the user u

(1) Firstly, make sure the range of all the rating vector;
(2) Standardized pre-processing the user-item-context matrix (U,Mu,C) and the user

rating matrix about the item under different contexts;
(3) Choose the kernel function K(x,x’) and the precision ε > 0 and the penalty

parameter C > 0. Without the condition of prior knowledge to guide, we often
choose RBF kernel function, which can obtain the better nonlinear fitting results,
the calculation formula is as follows:

kðx; x0 Þ ¼ expð� jjx� x
0 jj2

r2
Þ ð15Þ

(4) Use the training set to train the model, pre-processing the input and output
parameter data of the sample. Then regard the value under relevant attribute as the
input of SVM (Support Vector Machines), take the rating as the output of SVM.
Thus establish a nonlinear map relationship between attributes and rating. MAE
(mean absolute error) is used to measure the difference between the actual rating
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and the prediction rating. Adjust the value of precision ε and the penalty
parameter C, and optimize the model constantly. During continuous learning and
testing, the model can be taken as the effective non-linear prediction model when
it achieves a higher precision.

(5) Adopt the model constructed above to predict the user rating for items those
haven’t been rated by the user. And then recommend the top-N rating items to the
user, realizing the recommendation for the target user.

5 The Application of the Passenger Auxiliary Service of Civil
Aviation

The chapter is mainly to analysis and arrangement the civil aviation passenger data set,
then apply the recommendation algorithm to the civil aviation passenger data set. And
finally provide appropriate auxiliary service to the passenger.

5.1 Analysis of the Passenger Ticket Booking Data Set

In this experiment, we adopt the passenger ticket booking data set of civil aviation, the
data set is from the passenger ticket booking data from the airlines during the year of
2011. The number of the data set is 1048753. Considering the security, we deal with
some of the book ID digits, thus the data set doesn’t involve the user’s privacy. As the
amounts of data, we filter the user data those who take plane less 3 times a year. Then
choose the 80 % of the data as the training set, the other 20 % as the testing set. The
training set is used to construct the contextual user preference model, and the testing set
is used to predict and measure the accuracy of the recommendation algorithm.

5.2 Pre-processing of the Passenger Ticket Booking Data Set of Civil
Aviation

The algorithm proposed is mainly used to predict the passenger preference for the
auxiliary service, and then recommend the auxiliary service that the user may interest.
Firstly, we need to transform the original data set into a rating data set of the passenger
about different auxiliary services under different contexts.

We choose the sex and age as the user attributes. Regard the start time of the flight
and the outing weather and company (the person with the passenger) as the contexts
that influence the passenger preference for auxiliary services. Select airport services,
in-flight services and luggage services as the characteristics attributes of the item.

Where, sex include M(man) and F(female). Through the statistics we found that the
range of the age is between 21 and 77. According to the age division of the United
Nations world health organization, we divide the age into four groups: 21–34, 35–44,
45–59 and 60–77. The start time is divided into four groups: 0:00–6:00, 6:00–12:00,
12:00–18:00和 18:00–24:00. The weather includes sunny and rainy. Company includes
family, friends and colleague. The auxiliary service attributes are described as Fig. 1:
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After dividing attribute categories for every attribute, we consider the marking
strategy. For example, Table 1 is the book information segment of the user ID 63**9
during one quarterly.

Fig. 1. Attributes of auxiliary services

Table 1. Booking data of a user

Booking
ID

Age Gender Start
time

Weather In-flight
services

Airport
services

Luggage
service

19**2 48 F 16:05:00 1 A1 B2 C2
19**2 48 F 21:15:00 0 A1 B2 C4
19**2 48 F 11:50:00 1 A2 B2 C4
19**2 48 F 19:30:00 0 A3 B4 C1
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Where, 0 and 1 in the weather column represent the rainy and sunny. A1, A2, A3 in
the in-flight service column represent separately: in-flight entertainment, meals and
drinks and rest service; B1, B2, B3, B4 in the luggage service column represent
separately: CM service, private room service, unaccompanied service and visa service.
C1, C2, C3, C4 represent separately: special luggage, super pieces of luggage, over-
weight luggage and transit luggage. For example, if the user whose ID is 19**2
selected in-flight entertainment twice, while select meals and drinks and rest service
once among the four bookings. In-flight entertainment accounts for 50 % while meals
and drinks and rest service just accounts for 25 %. We define the marking criterion as
Table 2:

According to the Table 2, we can obtain the user’s rating for in-flight entertainment
is 2, the rating for meals and drinks and rest service is 1. Use the same method, we can
achieve the ratings for other auxiliary services. Then we obtain the rating data set of the
passenger for the auxiliary services. According to the Sect. 2 to construct the model use
this rating data set. Finally we obtain a rating data set for each auxiliary service for
users with different attributes under different context.

5.3 Evaluation Metric

The performance of the recommendation system is mainly measured from the respect
of accuracy, diversity, novelty and coverage rate. The most commonly used is the
accuracy of recommendation. Accuracy measurements include: predictive accuracy,
Classification Accuracy and rank accuracy. As the measurement for regression effect
usually measure the error between the predict rating and the real rating [6]. Therefore,
we combine the metric of these two. We adopt MAE to evaluate the model. MAE is
defined as follows [7]:

MAE ¼ 1
N

XN
1

jy0
ij � yijj ð16Þ

Where, N is the number of the user, and yij denotes the prediction rating and y
0
ij

denotes the real rating.

Table 2. Marking criterion

Proportion Rating

X ≤ 25 % 1
25 % < X ≤ 50 % 2
50 % < X ≤ 65 % 3
65 % < X ≤ 85 % 4
others 5
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5.4 Experimental Results and Analyses

The algorithm chooses the RBF kernel, we need to set the value of the precision ε and
the penalty parameter C and the radial basis kernel parameter σ. According to literature
[8], we set C = 100. After a series of experiments, consider the algorithm scalability
and prediction accuracy comprehensively, we set ε = 0.01, C = 100 and σ = 1.

Experimental operation environment and implementation:
Hardware Environment: Intel Core(TM) i5-2400 CPU, 4G memory; operating

system: Windows7 32 bit;
Programming software: Matlab 7.0 and VC++6.0.

5.4.1 Analysis of the Influence of SVR Parameters’ Selection on MAE
(1) The influence of the precision ε on MAE

Literature [9] indicates the selection of ε independent of the selection of (σ, 2, C).
For different (σ, 2, C), less prediction error was achieved approximately in the same
value of ε [8]. Therefore, the value of ε can be confirmed, and then change the value of
(σ, 2, C) in order to find the minimum prediction error. The experimental selected a
group value of ε according to literature [8], Fig. 2 shows the change trade of the value
of MAE under different ε. Figure 2 shows the proportion of the number of support
vector under different values of ε.

The experimental result indicated that when the value of ε is in a range, the value of
MAE is smaller, and in this range MAE changes smaller as the change of the value of ε.
Then we choose the maximum of ε, because the bigger the value of ε, the less number
of the support vector is, in such case, the more simple regression function, the faster
calculation speed is. Combine the Figs. 2 and 3, when the value of ε exceeds a certain
value, the value of MAE increase very fast, and the support vector is very little and
close to zero, this phenomenon belongs to under-fitting obviously.

Fig. 2. Change trade of the value of MAE under different ε
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(2) The influence of radial basis kernel parameter σ on MAE

In the experimental, we select the value of σ between 0 and 1 according to the
method to select the value of radial basis kernel parameter in literature [10]. With the
change of σ, the change trade of MAE is as Fig. 4:

The experimental result indicates that, when the value of radial basis kernel
parameter σ reach a certain value, MAE shows a trend of decrease, and when the value
of σ is the maximum, the value of MAE is the minimum.

Fig. 3. Proportion of the number of support vector under different values of ε

Fig. 4. Change trade of the value of MAE under different σ
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5.4.2 Experimental Results
Figure 5 shows the degree of rating consistency of the in-flight entertainment. From the
bar chart we can contrast the error between prediction rating and the real rating (the
blue bar is the prediction rating, the red bar is the real rating, the chart just shows 50
samples’ results).

From the Fig. 5, we can see that the prediction rating and the real rating are in good
agreement. Which indicates the algorithm has better predictive effect.

The Fig. 6 shows the different result under four different recommendation algo-
rithms. Four algorithms are User-CF, Item-CF, Context-aware Factorization Machine
[4] and our proposed Context-aware SVR Recommendation algorithm.

Fig. 5. Consistency between the prediction rating and the real rating (Color figure online)

Fig. 6. Value of MAE in four recommendation algorithms
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From the Fig. 6, compared to the traditional user-based and item-based Collabo-
rative Filtering and the Context-aware Factorization Machine, our proposed method has
the minimum mean absolute error value.

6 Conclusion

The algorithm proposed in this paper apply the machine learning into the recommen-
dation system. Based on the traditional two-dimension of user-item algorithm, this
algorithm introduces the context, and construct user-item-context preference prediction
model to provide auxiliary services recommendation for the passenger, which can
induce the data sparsity effectively. When there is a new user or a new item, we can rely
on the attribute of the user and the item to find the similar users and items, which can
resolve the cold-start problem. Through the experimental, the result indicated this
algorithm can predict the passenger preference well and more accurately. Based on the
work in this paper, the next thing we try to do is to consider the user dependence on
the recommendation system and the rating fair of the user about the item. And combine
the recommendation accuracy and diversity to measure the performance of the rec-
ommendation system.
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Abstract. Material irradiation effect plays an important role in material science.
However, it is lack of high-throughput irradiation facility and process of evo-
lution and development, which lead to lack of basic scientific theory about
atomic scale materials design and development guidance. High-performance
computing for simulation makes deeply understanding of micro-level-material
possible. In this paper, a new data structure is proposed for the parallel simu-
lation of metal materials evolution with crystal structure under irradiation
defects. Compared with LAMMPS and IMD, which are two popular molecular
dynamic simulation versions, our method takes much less memory on multi-core
clusters.

Keywords: Irradiation effect � Molecular dynamics � Crystal structure �
High-performance computing

1 Introduction

Materials irradiation effect mainly refers to the interaction of neutrons, charged parti-
cles or electromagnetic rays and other radiation with solid materials product. Study on
materials irradiation effect involves many areas, such as nuclear reactor structural
material, ion probe, plasma processing and ion modification. However, in addition to
building a nuclear reactor systems theory, material problem is a major factor restricting
the development of nuclear power. Especially for the economics and safety of nuclear
power plant, material irradiation effect plays an important role.

Macroscale material radiation damage are 9 orders of magnitude, from the atomic
scale to the macroscopic scale: from bond breaking processes in time scale of
picosecond to nonlinear process of engineering structural failure and destruction in time
scale of decades. Because of lack of high-throughput irradiation facility and difficulty
in observing and discovering the process of evolution and development, we cannot
understand the internal microstructure evolution process and mechanism of radiation
effect on materials deeply. This situation leads to the lack of basic scientific theory
about atomic scale materials design and development guidance.
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The development of high-performance computer technology makes deeply under-
standing of micro-level-material possible and provides an important contribution to
reveal of microstructure evolution of material failure, quantitative relationship between
macro properties and microscopic processes. Computational material science has
become one of the most important research fields of materials science. Since the com-
puter simulation can offer us insight into the details of materials and reduce development
costs, the combination of radiation experiments and computer simulations can not only
improve research efficiency, but also reduce a lot of human and financial resources cost.

Molecular Dynamics (MD) simulates the trajectory of particles by solving the
equations of motion of all the particles in the system. Thermodynamic quantities and
other macroscopic properties of system are calculated by simulating the interaction and
motion of microscopic particles. MD can be used in the ensemble calculation such as
NPT, NVE, NVT, it is a thermodynamic calculation method based on the theory of
Newtonian mechanics, which has been widely used in various fields of physical,
chemical, biological, materials, medicine, etc.

At present, the scales of molecular dynamics simulations are usually from tens of
thousands to tens of millions of atoms, due to the storage capacity constraints. How-
ever, typical material microstructure and defect size are much larger than the calculated
scale that existing storage capacity can achieve, which makes a great difference
between computer simulation results and the actual material microscopic processes, as
well as macroscopic properties.

Recently, with the rapid development of high performance computer technology,
MD has further development. Scientists developed new MD software based on hybrid
architecture high performance computer. LLNL and IBM firstly developed MD soft-
ware facing high performance computer—ddcMD [1]. Sandia national laboratory
developed massive parallel MD software—LAMMPS [2], which is being widely used
today. University of Stuttgart developed MD software in 1997, named IMD [3–5], and
in 1999, it achieved the world biggest record with 5*109 atoms. Based on IMD,
University of Stuttgart developed new MD software—ls1 Mardyn [6]. It holds the
world biggest MD simulation record with 4*1012 molecules.

In this paper, a new data structure has been designed for parallel MD simulation. It
focuses on the crystal structure characteristics of BCC metallic materials without
neighbor list or linked cell. Based on this data structure, we developed molecular
dynamics simulation software named Crystal MD. To take advantage of characteristics
of BCC structure, array elements’ location in Crystal MD can be used directly to reflect
the atoms’ spatial arrangement. Compared with the traditional MD data structure, this
new data structure can reduce memory usage per atom, which results in larger scale
MD simulations on the same memory computer. Compared with the current main-
stream large-scale material MD open source software IMD and LAMMPS, the Crys-
tal MD can significantly expand the scale of simulation for crystal with BCC metal
materials. Besides, we are now expanding the code to be able to simulate the crystal
with FCC metal materials.

The main contributions of our work lie in three aspects:

(1) We propose a new data structure of MD simulation for metal with BCC structure,
which efficiently reduces memory usage, and expands the scale of MD simulation.

248 H. Bai et al.



(2) Based on the data structure, we propose a new method to find neighbor atoms’
during the simulation. We call it lattice neighbor list. Besides, we propose a new
method of communication, which efficiently reduces the pack/unpack calculation
during the communication.

(3) We compare the memory usage among LAMMPS, IMD and Crystal MD, and
analyze the constraint of the simulation scale.

The rest of this paper is organized as follows: Sect. 2 generally introduces Crys-
tal MD. Section 3 proposes the new MD simulation data structure. Section 4 presents a
new communication method based on the new data structure. Performance analysis and
discussion are given in Sect. 5. Conclusions and future work are drawn in Sect. 6.

2 Crystal Structure and MD Calculation

2.1 Crystal Structure

Mechanical properties of materials are dedicated by its’ microstructure [7], let’s take
radiation effect of steels for example. Structural materials in reactor systems are pre-
dominantly crystalline, metallic alloys. Neutron radiation has the capability to displace
atoms from their lattice sites and the formation of point defects, the migration and
clustering of point defects will lead to microstructure evolution under service condition
[8]. In Crystal MD, we want to study the radiation effect of alloy metal with BCC
structure, thus we focus on MD simulation with BCC structure. The body-centered
cubic (BCC) system has one lattice point in the center of the unit cell in addition to the
eight corner points. It has a net total of 2 lattice points per unit cell (1⁄8 × 8 + 1).
Figure 1 shows its physical structure.

2.2 MD Calculation

MD program’s computational cost depends on the calculation of forces acting on the
molecules (atoms), which are based on molecular models for the physical interactions.
Usually, we choose different potential functions for force calculation according to
different types of molecules (atoms).

Fig. 1. Physical structure of body-centered cubic (BCC)
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Here, in Crystal MD, we use embedded-atom method (EAM) [9] potentials as
physical interaction because we are aiming at studying metals and metal alloys. The
basic idea of EAM potential is to divide the potential energy into two parts: pair
potentials; embedding potentials.

After force calculation, Newton’s equations of motion are solved numerically for
all atoms to obtain the configuration in the next time step. Usually, the algorithm based
on the (Størmer-) Verlet method [10, 11] are used. But here, we employ the velocity
Verlet method [12], which is more efficient.

3 Data Structure in Crystal MD

The design of data structure in MD simulation determines the efficiency of finding
neighbors during the force calculation; furthermore, it determines the scale that com-
puter simulation can reach. There are two data structures which are commonly used in
MD simulations: Linked cell [13–15]; Neighbor list [16]. Linked cell data structure
divides the simulation volume into a grid of equally sized cubic cells, which have an
edge length equals to the cut-off radius. Therefore, this data structure ensures that all
interaction partners for any given molecule are situated either within the cell of the
molecule itself or the 26 surrounding cells (3d condition). Linked cell is easy to build,
and has great scalability with little memory cost, but it has to be built every time
step. Neighbor list data structure is to build a list, which all atom pairs within a neighbor
cutoff distance equal to the force cutoff plus the skin distance are stored in the list [17].
Typically, the larger the skin distance, the less often neighbor lists need to be built, but
more pairs must be checked for possible force interactions every time step. Neighbor list
is more complicated to be built than Linked cell, and uses much more memory to store
the list. However, Linked cell iterates much more atoms beyond the cutoff than neighbor
list during the force calculation, which reduces the efficiency of computation signifi-
cantly. In order to find neighbors efficiently, these two data structures not only result in
additional memory, but also constraining the simulation scale.

3.1 Data Structure Design for MD Simulation with BCC Structure

For bigger scale of MD simulation, we focus on the special physical evolutionary
process of metal with BCC structure under radiation effect: atoms are regularly con-
strained near every lattice point, and barely move during the whole simulation. Only a
few atoms will break the constraint and run away from the lattice point where they
originally located. Based on this physical feature, we propose a new data structure to
store the information of atoms. According to the atoms’ spatial distribution, Crys-
tal MD put the information of atoms, such as position, velocity, etc. into the corre-
sponding arrays in order, which makes a row of array corresponding to a lattice point,
as shown in Fig. 2.
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The information of atoms is stored in arrays regularly according to the atoms’
spatial distribution. Meanwhile, atoms that interact with each other are also distributed
in space regularly with a cutoff radius. Atoms that interact in space are distributed in
arrays regularly as well. Therefore, using cutoff and lattice constant, we can calculate
the offsets of neighbor atoms where they are stored in arrays apart from center atom. In
this way, it is easy to locate the position where atoms’ neighbors’ information is stored,
as Fig. 3 shows. To find the neighbors of atom with red, a black rectangle whose width
is N (calculated using Eq. 1) times of lattice constant is used.

Fig. 2. Data structure facing metal with BCC structure in 2-dimension

Fig. 3. Lattice neighbor list for BCC structure in 2-dimension; take atom with red as example,
all its possible neighbors are in the black box (the radius of circle is cutoff), the offsets are −10,
−9, −8…, all other atoms can use the same offset to find all their possible neighbors (Color figure
online)
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N ¼ ceil cutoff radius=lattice constantð Þ ð1Þ

At present, we call this data structure as lattice neighbor list. This new data
structure for MD simulation does not need to keep the memory usage of Neighbor list
or Linked cell, as well as the calculation of building these two data structure. Thus, it
will reduce both the memory usage and the calculation cost in same simulation scale.

When atoms run away from the lattice point where they originally located, we
allocate another memory space to store them, as shown in Fig. 4. As this part of atoms
is very few in the whole simulation, and if one of this part of atoms runs to a lattice
point which is no atom fixed, we put its information back into arrays of lattice point
(the right array shown in Fig. 2). It won’t take too much extra memory and extra
computation cost. Take 100 thousand atoms’ simulation as an example. If there are 1 %
atoms run out of the lattice point, and their information is stored in xinter array, so that
there will be 1 % extra memory usage. Every time step we will check if this part of
atoms run back to one of lattice points, if so, we put their information back into arrays
of lattice point; if not, we use array to tag which lattice point each of these atoms is
closed to. The extra cost is focused on the calculation of which lattice point this part of
atoms are closed to, thus, it is proportionate to the scale of this part of atoms. During
the force calculation, Crystal MD first judges which lattice point the atoms in xinter
array is closed to according to the array of tag, then computes the forces between them
and other atoms in lattice points with the lattice neighbor list, thirdly computes the
forces between atoms in xinter array.

Fig. 4. Data structure for metal with BCC structure in 2-dimension, when the atom with number
1 run away from the lattice point where it is fixed at the beginning, move its information into
xinter array
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4 Communication Scheme in Crystal MD

In Crystal MD, as we are aiming at massively parallel MD simulation, we use standard
domain decomposition to divide the simulation box, which means every process gets
same volume of box. As the scenario that Crystal MD can simulate is crystal structure
of BCC, and the feature of BCC structure determines its spatial distribution is almost
fixed during the whole simulation, so, in program, the atoms in lattice points which are
needed to send to neighbor processors as their ghost area are fixed during the whole
simulation. Thus, in the first time step of simulation, we calculate which atoms in
lattice points are needed to be sent (received) to (from) neighbor processors, and store
their index in arrays, as Fig. 5 shows. We don’t need to calculate which atoms to send
and receive every time step, we only need to pack (unpack) and send (receive) the
information to (from) neighbor processors according to the index we stored. In this
way, we can increase the efficiency of communication.

As for the atoms which run away from the lattice point where they originally
located, they also need to communicate with neighbor processors. Because of the BCC
structure, these atoms are very few during the whole simulation. We choose the same
way as other MD programs to handle the communication of these atoms. When atom
run out of the local box, we pack the information of this atom, and send it to the

Fig. 5. When process 1 send atoms (in the square circle) to the ghost area of process 0 (atoms in
grey), we store the index (process 1:0, 1, 2…) (process 0:12, 13, 14…) in the first step of
simulation, after that, we know exactly which atoms to be sent and received at every time step
later
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corresponding neighbor process. If the atom is needed for neighbor’s ghost area, its
information will be sent to neighbor processors.

5 Performance Analysis and Discussion

In order to test the performance of Crystal MD on large-scale parallel computers, the
experiments include two aspects: scalability, memory usage. In order to prove that
there is less memory with Crystal MD, we compared the memory usage with
LAMMPS (version 20150320) which uses neighbor list data structure and IMD
(version 20140121) which uses Linked cell data structure.

All tests in this section were finished at Supercomputing cluster “Era” in Super-
computing Center of Computer Network Information Center.

The experimental environment is infiniband switched cluster with Intel Xeon
E5-2680. Each node has 64 GB memory and run RedHat Linux version 4.4.7-3, with
kernel 2.6.32-358.el6. Time is measured with the function “MPI_Wtime()”. A sin-
gle-precision is used for the experiments.

5.1 Performance Test and Discussion

For the scalability evaluation of Crystal MD, we use the scenario of Fe at 600 K
temperature, and run 10 steps. The scale is 800 × 800 × 800, and the number of atom is
1.024 × 109.

The results are presented in Fig. 6 and Table 1. We test the execution time with
different cores. Take 100 cores as basis. Crystal MD shows great speed up in this case.

Fig. 6. Scalability of Crystal MD with 800 × 800 × 800 Fe example
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5.2 Memory Usage Test

We compared the memory usage among Crystal MD, LAMMPS and IMD to prove
Crystal MD performs the best at memory usage. Firstly, we fully fill the memory size
that each node can reach. As Table 2 shows, Crystal MD uses the least memory per
atom, while LAMMPS uses the most. In the same memory size, Crystal MD can
simulate much bigger scale of BCC structure simulation. To figure out the detailed
difference of memory usage among these three versions, we test the memory usage of
these three versions in same scale. And we analyzed the code of these three versions to
estimate memory usage per atom. We start from the memory usage that stores atom
information, record the variables associated with atom information, and estimated
memory usage. The record is shown in Table 3.

According to Table 3, Crystal MD uses the least memory to store atoms’ infor-
mation, LAMMPS uses the most. The difference in memory usage to store atoms’
information among three versions is 10–60 bytes, but the total memory usage is quite
different as shown in Table 2. Therefore, we made a further analysis of these three
versions’ memory usage in data structure. We use the same scale of BCC structure
simulation to test memory usage of three versions, as shown in Table 4.

LAMMPS uses neighbor list to store atoms’ neighbors’ index. In the test case, the
average number of each atom’s neighbor is 84. Neighbor list stores the index of
neighbors. Each neighbor index takes 4 bytes to store, therefore, the list takes
84*4 = 336 bytes per atom to store neighbor index. The total memory of neighbor list is
78.231 GB, which occupies 65.2 % of total memory usage.

IMD uses Linked cell to find neighbor atoms. During the simulation, IMD’s cells
allocate memory space to store atoms’ information. Because atoms move among cells,

Table 1. Execution time of Crystal MD

Name Type of potential
function

Calculation scale (bcc
length)

CPU
cores

Computation
time (s)

Crystal
MD

EAM 1.024 × 109 (800) 100 1480.01221
1.024 × 109 (800) 200 729.889124
1.024 × 109 (800) 400 375.261747
1.024 × 109 (800) 800 189.048273
1.024 × 109 (800) 1000 148.758292

Table 2. Memory usage test of three MD simulation versions, which fully fill the memory that
each CPU core can reach

Name CPU
cores

Calculation scale
(bcc length)

Memory usage
(G/core)

Memory usage per
atom (B/atom)

Crystal
MD

100 1024000000(800) 2.1 220.20

LAMMPS 100 351232000(560) 2.0 611.41
IMD 100 686000000(700) 2.0 313.04
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Table 3. Memory usage for each atom of three versions

Crystal MD LAMMPS IMD

Coordinate (x) 3 × double Coordinate (**x) 3 ×
double

Coordinate (ort) 3 × double

velocity (v) 3 × double velocity (**v) 3 ×
double

electron cloud
density
(eam_rho)

1 × double

force (f) 3 × double force (**f) 3 ×
double

derivative of
embedding
energy
(eam_dF)

1 × double

Atom Id (id) 1 ×
unsigned
long

Atom Id (*tag) 1 ×
int64_t

Id 1 × integer

Atom type (type) 1 × int Atom type (*type) 1 × int force (craft) 3 × double
electron cloud density
(rho)

1 × double *image 1 ×
int64_t

momentum
(impuls)

3 × double

derivative of
embedding energy
(df)

1 × double *mask 1 × int Atom type (sorte) 1 × short
int

electron cloud
density (*rho)

1 ×
double

Vsorte 1 × short
int

derivative of
embedding energy
(fp[i])

1 ×
double

mass (masse) 1 × double

which element each
atom type maps to
(*map)

1 × int Number 1 × integer

Index of neighbors
(*jlist)

1 × int pot_eng 1 × double

Index of lattice point
neighbors (*ilist)

1 × int

First neighbor
(*firstneigh)

1 × int

Number of neighbors
(*numneigh)

1 × int

whether each i, j has
been set
(**setflag)

1 × int

cutoff sq for each
atom pair
(**cutsq)

1 ×
double

accumulated
per-atom energy
(*eatom)

1 ×
double

Accumulated
per-atom virial
(**vatom)

1 ×
double

Memory usage per
atom

100 bytes Memory usage per
atom

160
bytes

Memory usage per
atom

116 bytes
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the memory space of cells will larger than the memory space to store information for
the actual number of atoms in cells. In the test case, the total number of atoms including
ghost area is: 267635200, but the memory space in cells is available for 502574200
atoms. Thus, the memory of linked cell is 25.38 GB, which occupies 33.15 % of total
memory usage.

Crystal MD uses lattice neighbor list to store neighbor offsets. In the test case, it
only needs 112 neighbor offsets, and each neighbor offset takes 4 bytes to store. Thus,
it takes only 448 bytes to store lattice neighbor list. This new data structure saves much
more memory usage than neighbor list or Linked cell do. This is the reason why
Crystal MD uses much less memory in the same scale of BCC structure simulation than
LAMMPS and IMD.

6 Conclusions

We presented the new molecular dynamic simulation software, Crystal MD. We com-
pared memory usage with other MD versions to analyze the limitation of MD simulation
scale. Focusing on metal with BCC structure, in the same memory capacity, Crystal MD
saves the memory to improve the scalability of MD simulation. Crystal can simulate
much bigger scale with BCC structure than other MD software on 100 CPU cores.

Other crystal structure MD simulation, such as FCC structure, will be done in future
works.
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Abstract. The Locally Self-consistent Multiple Scattering (LSMS) code
solves the first principles Density Functional theory Kohn-Sham equation
for a wide range of materials with a special focus on metals, alloys and
metallic nano-structures. It has traditionally exhibited near perfect scal-
ability on massively parallel high performance computer architectures.
We present our efforts to exploit GPUs to accelerate the LSMS code
to enable first principles calculations of O(100,000) atoms and statisti-
cal physics sampling of finite temperature properties. Using the Cray
XK7 system Titan at the Oak Ridge Leadership Computing Facility we
achieve a sustained performance of 14.5PFlop/s and a speedup of 8.6
compared to the CPU only code.

1 Multiple Scattering Theory

Density Functional Theory [4], especially in the Kohn-Sham formulation [6] rep-
resents a major, well established, methodology for investigating materials from
first principles. Most computational approaches to solving the Kohn-Sham equa-
tion for electrons in materials attempt to solve the eigenvalue problem for peri-
odic systems directly. The solution of the eigenvalue problem for dense matrices
results in cubic scaling in the system size. Additionally these spectral methods
require approximations such as the use of pseudopotentials or linearized basis
sets for all electron methods to make the size of the basis set manageable.
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In this paper we utilize a different approach to solving the Kohn-Sham equa-
tion using multiple scattering theory in real space. The basis of this method is
formed by the Kohn-Korringa-Rostocker (KKR) method [5,7], that allows for
the solution of the all electron DFT equations without the need for linearization.

1.1 The LSMS Algorithm

For the energy evaluation, we employ the first principles framework of density
functional theory (DFT) in the local density approximation (LDA). To solve the
Kohn-Sham equations arising in this context, we use a real space implementation
of the multiple scattering formalism. The details of this method for calculating
the Green function and the total ground state energy E[n(r),m(r)] are described
elsewhere [3,14]. Linear scaling is achieved by limiting the scattering distance
of electrons in the solution of the multiple scattering problem. Additionally the
LSMS code allows the constraint of the magnetic moment directions [11] which
enables the sampling of the excited magnetic states in the Wang-Landau proce-
dure described below.

For the present discussion it is important to note that the computationally
most intensive part is the calculation of the scattering path matrix τ for each
atom in the system by inverting the multiple scattering matrix.

τ = [I − tG0]
−1

t (1)

While the rank of the scattering path matrix τ is proportional to the number of
sites in the local interaction zone and to (lmax + 1)2 (typically a few thousand,
e.g. for lmax = 3 and 113 atoms in the local interaction zone, the rank is 3616.),
the only part of τ that will be required in the subsequent calculations of site
diagonal observables (i.e. magnetic moments, charge densities, and total energy)
is a small (typically 32 × 32) diagonal block of this matrix. This will allow us to
employ the algorithm described in the next section for maximum utilization of
the on node floating point compute capabilities (Fig. 1).

From benchmarking a typical calculation of 1024 iron atoms with a local
interaction zone radius of 12.5a0 on the AMD processors on Titan, we find that
the majority of time (95%) and floating point operations are spent inside the
inversion of the multiple scattering matrix to obtain the τ -matrix. About half
of the remaining time is used to construct this matrix. Thus our approach to
accelerate the LSMS code for GPUs concentrated on these two routines that will
be presented in detail in the following two sections.

1.2 Scattering Matrix Construction

To calculate the τ -matrix (Eq. 1) the first step involves constructing the scatter-
ing matrix

m = I − tG0 (2)



GPU Acceleration of the LSMS Code 261

Fig. 1. Parallelization scheme of the LSMS method [14].

to be inverted. The m matrix is constructed from blocks that are associated with
the sites i and j in the local interaction zone.

mij = Iδij − tiG
ij
0 (3)

Each of these block can in principle be evaluated in parallel. The size of these
individual blocks is given by the cut-off in the l expansion of the scattering
expansion. For a spin-canted calculation the size of a block is 2(lmax + 1)2, i.e.
for a typical lmax = 3 each of the mij blocks has rank 32. The indices inside
each block label the angular momentum l, m. For a typical number of O(100)
atoms in the local interaction zone, there are O(10, 000) blocks of the m matrix
that need to be calculated, thus providing significant parallelism that can be
exploited on accelerators. On the accelerator the m matrix is first initialized to
a unit matrix to account for the Iδij part. The single site scattering matrices are
currently calculated on the CPU, as this involves only the numerical evaluation
of ordinary differential equations for initial values determined by the energy and
the angular momentum l and are communicated as needed to remote nodes and
transferred to the GPU memory.
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The structure constants Gij
0,LL′(E) are geometry dependent and the atomic

distances Rij and directions R̂ij are transferred to the GPU memory at the
beginning of the program and remain there unchanged. The structure constants
are given by the expression

Gij
0,LL′(E) = 4πil−l′

∑
L′′

CL
L′L′′D

ij
L′′(E) (4)

where L are the combined (l,m) indices and CL
L′L′′ are the Gaunt coefficients.

The factor Dij
L′′(E) is given by the following equation.

Dij
L (E) = −il+1

√
Ehl(

√
ERij)Y ∗

L (R̂ij) (5)

Here hl(x) are the spherical Hankel functions and YL(r̂) are the spherical har-
monics. These structure constants are evaluated inside a CUDA kernel that is
allows parallelization in L,L′ and executed in multiple streams for i, j. The
final product tiGij is evaluated using batched cuBLAS double complex matrix
multiplications.

1.3 Matrix Inversion

The most computationally intensive part of the LSMS calculation is the matrix
inversion to obtain the multiple scattering matrix τ . (Eq. 1) The amount of
computational effort can be reduced by utilizing the fact that for each local
interaction zone only the left upper block (τ00) of the scattering path matrix τ
is required. LSMS uses an algorithm that reduces the amount of work needed
while providing excellent performance due to its reliance on dense matrix-matrix
multiplications that are available in highly optimized form in vendor or third
party provided implementations (i.e. ZGEMM in the BLAS library).

The method employed in LSMS to calculate the required block of the inverse
relies on the well known expression for writing the inverse of a matrix in term
of inverses and products of subblocks:

(
A B
C D

)−1

=
(

U V
W Y

)

where

U = (A − BD−1C)−1

and similar expressions for V , W , and Y . This method can be applied multiple
times to the subblock U until the desired block τ00 of the scattering path matrix
is obtained.

The operations needed to obtain the τ00 thus are matrix multiplications and
the inversion of the diagonal subblocks. For the matrix multiplication on the
GPUs we can exploit the optimized version of these routines that are readily
available in the cuBLAS library. The size of the intermediate block sizes used in
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the matrix inversion serves as a tuning parameter to optimize the performance
of our block inversion algorithm. As the block size becomes larger, the resulting
matrices entering the matrix multiplication usually result in significant improve-
ments of the matrix multiplication performance at the cost of performing more
floating-point operations then are strictly needed to obtain the final τ00 block.
Thus there exists a optimum intermediate block size that minimizes the run-
time of the block inversion. For the CPU only code this is achieve at a rank of
the intermediate blocks of approximately 1000. For the GPU version we employ
an optimized matrix inversion algorithm written in CUDA that executes the
whole inversion in a single kernel in GPU memory, thus avoiding costly memory
transfers and kernel launches. The maximal rank of double complex matrices
that can be handled by this algorithm is 175, thus providing the size limit for
the intermediate blocks and the block size for which we observe the maximum
performance of the GPU version reported in this paper.

2 Wang-Landau Monte-Carlo Sampling

The LSMS method allows the calculation of energies for a set of parameters
or constraints {ξi} that specify a state of the system that is not the global
ground state. Examples of this include arbitrary orientations of the magnetic
moments or chemical occupations of the lattice sites. Thus we can calculate the
energy E({ξi}) associated with these sets of parameters. Evaluating the partition
function

Z(β) =
∑
{ξi}

e−βE({ξi}), (6)

where β = 1/kBT is the inverse temperature and the sum is over all possi-
ble configurations {ξi}, allows the investigation of the statistical physics of the
system and the evaluation of its finite temperature properties. In all but the
smallest most simple systems (e.g. for a few Ising spins), it is computational
intractable to perform this summation directly. Monte-Carlo methods have been
used successfully to evaluate these very high dimensional sums or integrals using
statistical importance sampling. The most widely used method is the Metropolis
method [8], which generates samples in phase space with a probability that is
given by the Boltzmann factor e−βE({ξi}).

For our work we have chosen to employ the Wang-Landau Monte-Carlo
method [12,13], which is a method to calculate the density of states g(E) of
the system for the phase space spanned by the set of classical parameters that
describe the system.

We have parallelized the Wang-Landau procedure by employing multiple,
parallel walkers that update the same histogram and density of states [2] as
illustrated in Fig. 2.

3 Scaling and Performance

The WL-LSMS code has been known for its performance on scalability, as has
been shown on CPU only architectures, such as the previous Jaguar system at
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Wang-Landau Driver (1 process)
g(E); {mi}M

LSMS
Instance 1
(N procs)

LSMS
Instance 1
(N procs)

LSMS
Instance M
(N procs)

Fig. 2. Parallelization strategy of the combined Wang-Landau/LSMS algorithm. The
Wang-Landau process generates random spin configurations for M walkers and updates
a single density of states g(E). The energies for these N atom systems are calculated by
independent LSMS processes. This results in two levels of communication, between the
Wang-Landau driver and the LSMS instances, and the internal communication inside
the individual LSMS instances spanning N processes each.

the Oak Ridge Leadership Computing Facility [2]. The acceleration of significant
portions of the code for GPUs, combined with major restructuring of the high
level structure of the LSMS code was able to maintain the excellent scalability of
the code. In Fig. 3 we show the near perfect weak scaling of the LSMS code in the
number of atom, while maintaining the number of atom per compute node over
five orders of magnitude from 16 iron atoms to 65, 536 atoms, while achieving a
speedup factor of 8.6 for the largest systems compared to using the CPUs only
on the Titan system at Oak Ridge. This performance puts calculations of million
atom size systems within reach for the next generation of supercomputers such
as the planned Summit system at the Oak Ridge Leadership Computing Facility.

For the statistical sampling with the Wang-Landau method as described
above, we tested the scaling of the code in the number of walkers. The perfor-
mance tests were done for 1024 iron atoms and the energies were self-consistently
calculated for a LIZ radius of 12.5a0 allowing us to achieve a sampling rate of
nearly one Monte-Carlo sample per second on Titan. The scaling of the energy
samples per wall-time is shown in Fig. 4.

To assess the improvements in the computational and power efficiency that
resulted from the porting of the significant portions of the code to GPU acceler-
ators, we have run an identical WL-LSMS calculation for 1024 iron atoms with
290 walkers on 18561 nodes on Titan at the Oak Ridge Leadership Computing
Facility for 20 Monte-Carlo steps per walker. We measured the instantaneous
power consumption at the power supply to the compute cabinets which includes
the power for compute, memory and communication as well as line losses and
the secondary cooling system inside the cabinets, but excludes the power con-
sumption of the file system and the chilled water supply. The measurements
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Fig. 3. Weak scaling of LSMS on Titan utilizing the GPU accelerators for a bulk iron
calculation. 16 atoms on 4 nodes require 67.343 s per iteration step and 65536 atoms
on 16384 nodes require 69.988 s, resulting in a parallel scaling efficiency of 96 % across
Titan.

were performed both for a CPU only run as well a for a computation utilizing
the GPUs. The results are shown in Fig. 5. The difference in power consump-
tion between the compute intensive LSMS calculations, that take most of the
time, and Monte-Carlo steps that are marked by a significant drop in the power
consumption is obvious and this allows a clear comparison of the two runs.

4 Applications

In this section we review results that we have obtained using the method
described in this paper to calculating the Curie temperatures of various mate-
rials. In particular we have applied this method to iron and cementite [1] and
to Ni2MnGa [9]. For the underlying LSMS calculations the atoms are placed on
lattices with lattice parameters corresponding to the experimental room tem-
perature values. The self-consistently converged potentials for the ferromagnetic
or ferrimagnetic ground states were used for all the individual frozen-potential
energy calculations in the combined Wang-Landau/LSMS algorithm. The calcu-
lations were performed by randomly choosing a site in the supercell and randomly
picking a new moment direction. In the case of Fe and Fe3C the convergence cri-
terion for the Wang-Landau density of states was chosen to be the convergence of
Curie temperature. The density of state thus obtained was used to calculate the
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Fig. 4. Scaling of Wang Landau LSMS on Titan for 1024 Fe calculations, using 128
nodes per Monte-Carlo walker. The code shows good scaling in the number of states
sampled with increasing number of walkers. With two walkers on 257 nodes the code
generates 0.0208 samples/second and with 96 walkers on 12289 nodes 0.9128 sam-
ples/second are generated, thus achieving a parallel efficiency of 92 %.

specific heat. The peak in the specific heat allows us to identify the Curie tem-
perature to be 980 K for iron, in good agreement with the experimental value of
1050 K. The Curie temperature obtained for Fe3C is 425 K which again is in good
agreement with the experimental value of 480 K. [1] For Ni2MnGa the Curie tem-
perature reported is 185 K, well below the experimental value of 351 K. [9] The
small cell used in these calculation (144 atoms) will have resulted in a significant
finite size error. Additionally, it is known that the localized moment picture that
underpins our WL-LSMS calculations does miss important contributions to the
fluctuations that determine the finite temperature magnetism in nickel, which
will contribute to the reduction of the calculated Curie temperature from the
experimental value. This was already observed by Staunton et al. [10] in disor-
dered local moment calculations that underestimate the Curie temperature of
pure Ni and they find 450 K as opposed to the experimental value of 631 K. We
propose to include fluctuations in the magnitude of local moments. Preliminary
calculations with a Heisenberg model that is extended with the inclusion of the
magnitude of the local moment as a variable indicates that this can result in an
increase in the Curie temperature.
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Fig. 5. Power consumption traces for identical WL-LSMS runs with 1024 Fe atoms on
18,561 Titan nodes (99 % of Titan). 14.5 PF sustained vs 1.86 PF CPU only. Runtime
is 8.6X faster for the accelerated code, Energy consumed is 7.3X less. GPU accelerated
code consumed 3,500 kW-hr, CPU only code consumed 25,700 kW-hr.

5 Conclusions

We have shown that for some classes of calculations, it is possible to make effi-
cient use of GPU accelerators with a reasonable amount of code modification
work. The acceleration of the code additionally results in significant energy sav-
ings while maintaining its scalability. Consequently the code and work presented
in this paper enables the first principles investigation of materials at scales that
were previously hard to access and pushes the possibilities for first principles
statistical physics. Ongoing work involves extending the capabilities of LSMS
presented in this paper to non spherical atomic potentials and to solving the
Dirac equation for the electrons in solids, which will allow the first principles
investigation of the coupling of magnetic and atomic degrees of freedom and
other effects involving atomic displacements. These additions to the code will
require additional work to accelerate the single site solvers for GPUs as in these
cases a significant amount of compute resources will be needed to solve the single
site equation for non spherical scatterers.
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Abstract. We present multi-threading and SIMD optimizations on short-range
potential calculation kernel in Molecular Dynamics. For the multi-threading opti‐
mization, we design a partition-and-two-steps (PTS) method to avoid write
conflicts caused by using Newton’s third law. Our method eliminates serialization
bottle-neck without extra memory. We implement our PTS method using
OpenMP. Afterwards, we discuss the influence of the cutoff if statement on the
performance of vectorization in MD simulations. We propose a pre-searching
neighbors method, which makes about 70 % atoms meet the cutoff check, reducing
a large amount of redundant calculation. The experiment results prove our PTS
method is scalable and efficient. In double precision, our 256-bit SIMD imple‐
mentation is about 3× faster than the scalar version.

Keywords: Molecular dynamics · EAM · SIMD · Vectorization · OpenMP ·
Short-range potential · High-performance computing

1 Introduction

Mechanical properties of materials are dedicated by its’ microstructure. Let’s take
radiation effect of steels for an example. Structural materials in reactor systems are
predominantly crystalline, metallic alloys. Neutron radiation has the capability to
displace atoms from their lattice sites and formation of point defects. The migration
and clustering of point defects will lead to microstructure evolution under service
condition [1]. Molecular dynamics (MD) simulation provides the methodology for
detailed microscopic modeling on the molecular scale; MD allows the simultaneous
motion of atoms (molecules) under their mutual interactions to be simulated. The
evolution of the system is governed by classical Newtonian mechanics, where the
atomic forces are calculated as the negative gradient of the effective potential. The
computation of the interatomic potentials and the corresponding forces dominates
more than 80 % of the runtime in MD simulation, which makes the optimization on
force calculation kernel very significant. Our optimization work can simulate a
longer physical process in limited time.

© Springer Science+Business Media Singapore 2016
W. Chen et al. (Eds.): BDTA 2015, CCIS 590, pp. 269–281, 2016.
DOI: 10.1007/978-981-10-0457-5_25



Because Single-Instruction-Multiple-Data (SIMD) execution is an effective way to
improve peak performance and multi-threading is useful to accelerate programs, both
of them have been exploited to optimize MD simulations.

The main contributions of our work are:

• We propose a partition-and-two-steps (PTS) method to optimize force calculation
kernel in large-scale MD simulations on shared-memory architectures. Our method
eliminates write conflicts caused by using Newton’s third law in a simple and efficient
way. The proposed method only needs several implicit barriers. So it is unlike the
traditional solving strategies, which result in too much synchronization cost, lock
contentions, repeated computations or extra memory usage.

• We present a modified pre-searching neighbors strategy to optimize the meet ratio
of the cut-off if statement in SIMD implementation. Using AVX and AVX2 to process
double precision datum, we achieve up to an approximate 3× speedup over the scalar
version. A higher speedup can be achieved if the variables are single precision in the
simulation.

• We analyze and compare the performances of the original program and our optimized
version using Intel Vtune [2, 3]. The experiment results prove that our accelerated
version runs much faster than the original one. This means that in the same environ‐
ment platform and limited time, our optimized version can simulate a longer physical
process.

The reminder of this paper is organized as follows. Section 2 reviews related work
and presents some background information. The specific multi-threading and vectori‐
zation optimization on force computation kernel are illustrated in Sect. 3. The results
and evaluations of our experiments are provided in Sect. 4. The paper is concluded in
Sect. 5.

2 Related Work and Background

We review some related multi-threading and SIMD optimization work in molecular
dynamics simulations. Because we use Embedded Atom Method (EAM) as an example
to explain our optimization strategy, we introduce the EAM potential briefly. As we
have made our experiments based on Crystal MD, we then present some information
about Crystal MD.

2.1 Related Work

2.1.1 Multi-threading for Molecular Dynamics
MD force computation typically employs the nature symmetry of pair forces, (i.e., fij = -
i) by calculating the forces of a pair of atoms only once, and then adding fij and -i to
atom i and atom j separately [7]. Although exploiting Newton’s third law reduces the
force calculation routine by a factor of two, it creates a write conflict among threads.
Different pair interactions may involve some common atoms (in Fig. 1) if Newton’s
third law is applied, which possibly results in a write conflict in memory (i.e., force
array).

270 X. Wang et al.



cutoff radius

thread 0 thread 1

common neighbor k

atom i atom j
fik fjk

Fig. 1. The write conflict among threads caused by applying Newton’s third law

Various methods have been put forward to eliminate the write conflict. Among them,
the simplest way is to give up using Newton’s third law. However, the solution duplicates
the force calculation [8, 9]. The second solution is to use critical sections: modification
of the force array need be achieved in a critical section [7]. This method has some
disadvantages. The critical sections bring about a terrible synchronization cost, and the
bottleneck becomes even severe with the increasing number of CPU cores. The third
solution is creating thread private works areas in which store partial forces. The private
data is reduced later. However, the memory cost is expensive when a large number of
threads are used. Kunaseth et al. [10] have come up with some algorithms via nucleation-
growth allocation to cut down the memory for privation data.

Liu et al. [11] have introduced a multi-step computation method to remove data
dependence between computations of long-range forces in numbers of threads. The
method firstly divides atoms into groups and then partitions the computations of real-
space Ewald summation into steps based on these groups.

2.1.2 SIMD for Molecular Dynamics
Much effort has be devoted to achieving higher performance in MD using SIMD execu‐
tion. Gromacs [12–14] currently has provided several SIMD acceleration options on the
most compute-intensive parts. Pennycook et al. [15] have explored SIMD utilization on
Sandia’s miniMD benchmark using three SIMD widths (128-, 256- and 512-bit). Vecto‐
rization has been achieved by using Intel intrinsic functions as well as pragma directives
on L-J force calculation in CoMD [16].

2.2 Background

Our optimization on MD force calculation kernel is applicable to various short-range
potentials, such as EAM and Lennard-Jones (L-J) potential, etc. In order to elaborate
our optimization strategies clearly, we choose a specific potential (EAM) as example in
the following discussion. It is necessary to reiterate that our optimization strategies are
applicable to all the short-range potentials. The EAM potential was suggested by Daw
and Baskes [4] as a way to overcome the main problem with two-body potentials. It can
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be characterized as the addition of a many-body embedding energy term to a standard
pair potential interaction [5]:

(1)

(2)

The term rij represents the distance between atom i and atom j. The pair potential
term with the electrostatic core-core repulsion and embedding energy are given respec‐
tively by ei and F (ρi). The local electron density ρi is a superposition of contributions
fij (rij) from neighboring atoms [6].

Our optimization technologies are based on Crystal MD [17]. Crystal MD is a MD
package designed for BCC/FCC materials. It uses lattice neighbor list to calculate atoms’
neighbor indexes according to their positions. It is necessary to note that although
experimented on the basis of Crystal MD, the optimization methods we have proposed
in this paper apply to other MD simulations. But the load among threads may be not
perfectly balanced if PTS method is used for the material with no crystal structure.

3 Kernel Optimization of Molecular Dynamics

3.1 Efficient Multi-threading Implementation

When multi-threading is used in MD, the methods to eliminate rare condition is signif‐
icant. As mentioned in Sect. 2.1.1, traditional solutions have their disadvantages.
Inspired by Liu’s [11] multi-step computation method, we propose a PTS computation
method which partitions the simulation box (or a simulation part handled by one process)
into several slabs, and then computes potential and force in two steps.

3.1.1 Principle of PTS Algorithm
The principle of the PTS method is presented as follows:

(1) The simulation area is partitioned into 2M (M is the number of threads used) slabs.
Figures 2 and 3 demonstrate examples where M equals 2 in 2-Dimension and 3-
Dimension situations separately. The simulation areas are correspondingly decom‐
posed into 4 slabs (slab 0~slab 3).

(2) The 2M slabs are divided into two groups, and there are M slabs in each group.
Every slab of one group need be separated from other slabs in the same group.
Figures 2 and 3 illustrate that the 4 slabs are divided into a red group and a blue
group. Slab 0 and 2 are in the red group and they are separated from each other.
Slab 1 and 3 are in the blue group.

(3) The potentials and forces are calculated using multiple threads in two steps. In the
first step, all the threads process the red group. Then the same threads continue to
deal with the blue group. As our example shows, we use thread 0 and thread 1 to
compute slab 0 and 2 separately in the first step. And thread 0 and 1 then process
slab 1 and slab 3 respectively.
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To avoid the write conflict caused by using Newton’s third law, the distance between
two slabs should be larger than the cutoff radius. This is the limitation of our PTS method
which will be discussed in detail later in Sect. 3.1.3.

The workflow of the PTS method is explained in Fig. 4. In step 0, the M threads
process slabs (slab 0, slab 2…slab 2M-2) belonged to the first group. In step 1, the M
threads process slabs (slab 1, slab 3…slab 2M-1) belonged to the second group. We use
OpenMP [18] to implement this method.

3.1.2 Implement the PTS Method Using OpenMP
Three loops are needed in the classical calculation of EAM potential and related force.
The first loop is to compute Φ (pair potential) and get ρ (electron density) from r (distance
between atoms) through interpolation function. Afterwards, a loop is used for the
computation of the F (embedding energy) and its derivative. The embedding energy
must then be communicated as the EAM force computation requires terms from adjacent
simulation areas [4]. Finally, a loop computes the embedding energy contribution to the
force, and adds the final result to the two-body force [19]. Figure 5 gives the partial
pseudo of the PTS method using OpenMP.

slab 0 slab 1 slab 2 slab 3

thread 0 thread 1 

First step

thread 1 thread 0

Second step

Fig. 2. Partition the 2D simulation area into 2M slabs (M = 2) (Color figure online).

x

y

z

slab 0 

slab 1 

slab 2 

slab 3 thread 1 

thread 0 

Second step

thread 0 

thread 1 

First step

Fig. 3. Partition the 3D simulation area into 2M slabs (M = 2) (Color figure online).
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1. /* divide the simulation area into 2M slabs*/ 
2. omp_set_num_threads(M); 
3. slab_number=2*M; 
4. divide the simulation area into 2M slabs; 
5.
6. /*In step 0, M threads process the red slabs in parallel; In step 1, process blue ones*/  
7. #pragma omp parallel private(step) 
8. for(step=0; step<2; step++) { 
9.       #pragma omp for 
10.       for(i=step; i<2M; i+=2) {                                      //i is the slab index 
11.       compute distance r;  
12.       compute ρ from r through interpolation function in slab i; 
13.           } 
14.
15.        #pragma omp for 
16.        for(i=step; i<2M; i+=2) { 
17.        compute F and its derivative from ρ through interpolation function in slab i; 
18.       } 
19.
20.       #pragma omp single{ 
21.        Communicate F; 
22.         } 
23.
24.       #pragma omp for 
25.       for(i=step; i<2M; i+=2) { 
26.       compute the Φ in slab i; 
27.       calculate force using Φ, F in slab i; 
28.       } 
29. } 

Fig. 5. Partial pseudo of the PTS method using OpenMP

Partition the simulation area into 2M slabs 

Divide the 2M slabs into 2 groups   

step=0

step<2

i=step

slab i + 2 slab (i<2M) slab i

step ++

end

calculate forces 
b et we en  a to m 
pairs in each slab 
in parallel on M 
threads

No

Yes

Fig. 4. Workflow of the PTS method

274 X. Wang et al.



3.1.3 Limitation of PTS Method
To avoid the write conflict caused by using Newton’s third law, the distance d between
two slabs belonged to the same group need be longer than the cutoff radius. Only if this
condition is met, the atoms in different slabs belonged to the same group can be guar‐
anteed to have no common neighbors. Therefore different threads will not write the same
neighbor in force array simultaneously. Figure 6 demonstrates the rationale in 2D case.

cutoff radius cutoff radius

d d d d

Fig. 6. If the distance d between two slabs (belonged to the same group) is greater than cutoff
radius, there are no common neighbor atoms among different threads.

Our PTS method is designed for large-scale MD simulations, which can meet the
limitation generally. We still support a check in our program: if the distance d is greater
than cutoff radius, our PTS method will be used; otherwise, a traditional method will be
provided. Because only half of the neighbors are calculated, the distance d do not need
to be large than 2*cutoff.

3.2 Improved SIMD Utilization

As discussed in Sect. 3.1.2, the computations of EAM potential and force require three
loops. On account of the constrained space and the similarity of the three loops, we
choose the electron density ρ calculation loop to introduce our optimization method.

3.2.1 Cut-Off if Statements
There is a cutoff check (indicated on line 7 in Fig. 7) to estimate if the distance r is shorter
than cutoff in the short-range potential calculation. As to the neighbors whose distance
between atom i is larger than cutoff, their contributions of electron density ρ should not
be added to the rho array, not vice versa. Pennycook et al. [15, 20] handled this issue
via blending/masking, adding value for neighbors that fail in the cut-off is set to 0.
Resembling technique is used in Gromacs [13, 14].

Nevertheless, these solutions bring about redundant calculation: the neighbors which
satisfy and the neighbors which fail in the cutoff check both execute lines 8–11 in Fig. 7.
The amount of inefficiency which is caused by the redundant calculation depends upon
the proportion of neighbors that fail in the cut-off check. Pennycook et al. used neighbor
list in miniMD and Gromacs [18] used Verlet pair-lists to control the ratio failing in the
cut-off check. So the efficiency loss is tied to neighbor list construction frequency. The
more accurate the neighbor list is, the more time is spent on updating neighbor list.
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1. for all atoms i do 
2.   for all neighbors j do 
3.       delx = xi - pos[j]+[0]; 
4.       dely = yi - pos[j]+[1]; 
5.       delz = zi - pos[j]+[2]; 
6.       rsq = (delx * delx) + (dely * dely) + (delz *delz); 
7.           if (rsq <= Rc) then                  //Rc=curoff*cutoff 
8.            r=sqrt(rsq); 
9.            ρ= Interpolate(r); 
10.            rho_i+=ρ; 
11.            rho[j]-= ρ; 
12.     end if 
13.   end for 
14. end for 

Fig. 7. Computes electron density ρ using distance r

3.2.2 Modified Pre-searching Neighbor Method
We reference the lattice neighbor list in Crystal MD which finds neighbors according
to their positions. Modification has been made on the neighbor searching method to
achieve higher cut off check meet ratio. Figure 8 illustrates the principle of the
lattice neighbor list: to find the neighbors of atoms i (colored red), a red rectangle whose
width is N (calculated using Eq. 3) times of lattice constant is used. The yellow atoms
in this rectangle are regarded as neighbors of atom i. This algorithm makes only about
30 % of the neighbors meet the cutoff check, which leads to a significant performance
loss when SIMD is used.

(3)

atom i N Lattice

Fig. 8. Neighbor searching method in Crystal MD (Color figure online)

We modified the lattice neighbor list as follows: pre-calculate the the lattice position
distance between the yellow atoms and atom i; if the distance is shorter than variable R
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in Eq. (4), the yellow atoms are determined as a neighbor of atom i, otherwise the yellow
atoms are removed from the lattice neighbor list. According to our application back‐
ground, atoms generally do not derivate from their lattice position further than twice the
lattice constant. Here we use Eq. 4 to determine variable R, and variable R can be adjusted
based on other practical applications. The pre-searching work need be carried out once
through the entire simulation process, so time consuming on this work can be ignored.
The modified pre-searching neighbors strategy leads to about 70 % neighbors to meet
the cutoff check. For the MD packages which use neighbor list, to achieve the same meet
ratio, a large amount of time will be spent on updating neighbor list.

(4)

The simulation variables, such as positions and forces, are double-precision in
Crystal MD. And we use 256-bits SIMD [21–23] for vectorization implementation, so
we process four neighbors simultaneously [15]. Figure 9 represents the AVX and AVX2
implementation outline.

xj0 yj0 zj0 0 xj1 yj1 zj1 0 xj2 yj2 zj2 0 xj3 yj3 zj3 0

r0 r1 r2 r3

m0 m1 m2 m3

t0 t1 t2 t3

Index for interpolation array

Variable used in interpolation

__m256i

__m256d

ρ0 ρ1 ρ2 ρ3

_mm256_mask_i64gather_pd

a00 a01 ...

...

am01

...

am00

Interpolation array

positions of neighbor j0 positions of neighbor j1 positions of neighbor j2 positions of neighbor j3

Interpolation function

distances between atom i

electron density

Fig. 9. 256bit SIMD implementation outline for calculating ρ.
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4 Experiments Results and Analysis

We performed our experiments using Red Hat 4.8.2-16 operating system and Intel(R)
Xeon(R) CPU E7-8890 v3. The original codes came from the Crystal MD.

4.1 Experiment Result and Analysis of Multi-threading Optimization

Three test cases were used in our experiments: the small case (549,250 atoms), the
middle case (1,024,000 atoms), and the large case (8,192,000 atoms). Because the EAM
potential and force calculation is the most compute-intensive part and this part has data
dependence, the execution time in the experiment result refers to the EAM computation
time.

The multi-threading speedup of LAMMPS and our improved version are presented
in Fig. 10. The CS in Fig. 10 means the critical section method used in LAMMPS. It is
demonstrated in Fig. 10 that the performance of our PTS version is improved with
increasing number of threads and atoms. Figure 11 shows that our PTS method achieves
a nearly linear speedup, which proves its satisfying scalability. The good performance
of the PTS method is benefited by several factors. Firstly, as introduced in Sect. 3.1, we
partitions the simulation area into some equal size slabs, which guarantees balanced
load. Secondly, as critical sections are not used in our PTS method, there are not severe
serialization bottleneck. The only breakdown for PTS method is several implicit barriers
in one simulation time step. The second group must be processed after the first one to
avoid conflicts between two groups. LAMMPS reduces the global properties serially
with a “critical” directive, so that only one thread at a time can access the global variables
[24]. That is the reason why the speedups of the critical method are worse than our PTS
method with the increasing number of threads.

Fig. 10. Comparison of the PTS and CS methods multi-threading speedups.
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Fig. 11. Speedup of the PTS method

Unlike the method creating thread private work areas discussed in Sect. 2.2, the
PTS method do not need extra memory. We observed that memory usage of our
multi-threading implementation remains almost the same over the different number
of threads.

4.2 Experiment Result and Analysis of Improved SIMD Implementation

The simulation parameters were fixed as follows: cutoff radius = 5.6, lattice
constant = 2.855, time steps = 30. We use absolute performance (i.e. (atoms*time steps)/
execution time) to compare the original and AVX versions. Because our optimization
focuses on force calculation kernel, we only observe execution time of EAM force
calculation for both original and SIMD versions.

Table 1 presents execution time and speedups. Figure 12 compares the absolute
performances of the original scalar and our SIMD versions over different atom numbers.
Figure 12 also presents that the Atom-Step/s of the scalar version remain almost the
same across various problem sizes. Our optimized SIMD code is consistently about 3×
faster than the scalar version over different simulation scales.

Table 1. Execution time and speedup

Thousands of Atoms 54 182 250 432 1024 2000

Original execution time (s) 2.39 7.83 11.06 18.56 45.978 90.48

SIMD execution time (s) 0.83 2.57 4.26 6.61 17.48 33.53

Speedup 2.88 3.05 2.60 2.81 2.63 2.70
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Fig. 12. Absolute performances of the original version and AVX version.

5 Conclusions

We provide multi-threading and vectorization on force calculation kernel. Our optimi‐
zation method accelerates the original MD version. This means that a longer physical
process can be simulated using our optimized version, in the same experimental platform
and limited time.

We put forward a PTS method to avoid the rare condition when the short-range force
is calculated on shared-memory multi-core platforms. Our PTS method does not need
extra memory usage, redundant computation, or lead to severe serialization bottleneck
with increasing threads. Our experiment results demonstrate our PTS method is scalable
and efficient.

The cut-off if statement in short-range force calculation has great influence on the
MD program performance. We modifies the lattice neighbor list in Crystal MD by adding
a pre-searching process. The modified strategy leads to about 80 % atoms meet the cut-
off check, which decreases numerous redundant calculations. Our vectorization version
is about 3× than the scalar version.

Future research directions include auto tuning, data partitioning, and using more
advanced SIMD instruction-set (such as AVX-512). Some operations required in the
interpolation function are only supported by AVX-512. A better speedup is expected in
the future experiment platform providing AVX-512.

Although illustrated with the EAM potential, our optimization strategies are widely
applicable for other short-range potentials. Both our multi-threading and vectorization
are effective and uncomplicated to implement.

Acknowledgement. The research is partially supported by Natural Science Foundation of China
under Grant No. 61303050, the Hi-Tech Research and Development Program (863) of China
No. 2015AA01A303 and the Youth Innovation Promotion Association, CAS (2015375).
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Abstract. Kinetic Monte Carlo (KMC) algorithm has been widely applied for
simulation of radiation damage, grain growth and chemical reactions. To simulate
at a large temporal and spatial scale, domain decomposition is commonly used to
parallelize the KMC algorithm. However, through experimental analysis, we find
that the communication overhead is the main bottleneck which affects the overall
performance and limits the scalability of parallel KMC algorithm on large-scale
clusters. To alleviate the above problems, we present a communication aggrega‐
tion approach to reduce the total number of messages and eliminate the commu‐
nication redundancy, and further utilize neighborhood collective operations to
optimize the communication scheduling. Experimental results show that the opti‐
mized KMC algorithm exhibits better performance and scalability compared with
the well-known open-source library—SPPARKS. On 32-node Xeon E5-2680
cluster (total 640 cores), the optimized algorithm reduces the total execution time
by 16 %, reduces the communication time by 50 % on average, and achieves 24
times speedup over the single node (20 cores) execution.

Keywords: Domain decomposition · Communication aggregation ·
Communication scheduling · Neighborhood collectives

1 Introduction

Kinetic Monte Carlo (KMC) [1–4] is a very popular method to simulate the dynamics
of stochastic processes. It provides a simple yet powerful and flexible tool for exercising
the concerted action of fundamental, stochastic, and physical mechanisms [5]. The main
idea of KMC shows the evolution of a dynamical system with simulating the system
transition from one state to another state. During of simulating system evolution, it is
an iterative process. In every iteration, KMC chooses and performs an event by random
number to update the status of the system. The iterative simulation ends until reaching
the set time.

There are two parts in the KMC algorithm which can be parallelized. One part is
calculating the transition probabilities, and another part is the event execution. The
parallel KMC algorithm is often based on the method of domain decomposition, which
is shown in Fig. 1. This algorithm arranges processes to 2d or 3d box to minimize surface
area per process. The simulation domain is a 3d box, which consists of a number of
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lattice sites. The key part of domain decomposition is to allocate the simulation box for
every process. Figure 1 shows eight processes to be mapped into a 3d coordinate, and
every process is responsible for the simulation of a sub-domain. In order to avoid data
collisions in parallel simulation, the sub-domain of every process is further divided into
sectors. When the sites of the process need take the data of their neighbor sites not in
the same process, the process will communicate with neighbor processes.

Fig. 1. Domain decomposition of KMC

The parallel KMC algorithm based on domain decomposition has good performance
on a small-scale cluster. However, with the number of cluster increasing, the proportion
of communication time increases sharply as shown in Fig. 2. Through experimental
analysis, we find that the communication redundancy and congestion are the main factors
for making the communication performance poor and the sublinear scalability of the
parallel KMC algorithm, which is caused by the traditional point-to-point communica‐
tion between the neighbor processes. Thus, it is very important to reduce communica‐
tions overhead.

Fig. 2. The proportion of communicating time in running time

To solve the above problems, we propose a communication aggregation approach
to reduce the total number of messages and eliminate the communication redundancy,
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and further utilize neighborhood collective operations to optimize the communication
scheduling. We find there are two communications between one sector of every process
and neighbor sectors of neighbor processes, it will take eight iterations to complete
communications of all sectors in every process. We combine the second communication
of one sector and the first communication of the next sector in the same process. The
communication aggregation approach makes the total number of communications
between one process and neighbor processes reduces by 40 times. In addition, using
neighborhood collective operations can avoid communication congestion instead of
point to point communication of neighbor processes. Experimental results show that the
optimized KMC parallel algorithm exhibits better performance and scalability than the
well-known open-source library—SPPARKS. On 32-node Xeon E5-2680 cluster (total
640 cores), the optimized algorithm reduces the total execution time by 16 %, reduces
the communication time by 50 % on average, and achieves 24X speedup over the single
node (20 cores) execution.

In the rest of paper, Sect. 2 introduces the related work of the parallel KMC algo‐
rithms. Then we discuss the communication aggregation approach for the parallel KMC
algorithm in Sect. 3. Section 4 presents the neighborhood collective operations for opti‐
mization the communication scheduling. Section 5 shows experimental results and
analysis. Finally, we make a conclusion of the research results and provide the direction
of future research.

2 Related Work

The KMC serial algorithm exposes the problem of running time too long and is even
difficult to simulate correctly in the large time scale and space scale. With the rapid
development of high performance clusters, many experts and scholars are devoted to
the research of parallel KMC algorithms.

Shim et al. [6] present an efficient semirigorous synchronous sublattice algorithm
for parallel kinetic Monte Carlo simulations. The accuracy and parallel efficiency are
studied as a function of diffusion rate, processor size, and number of processors for a
variety of simple models of epitaxial growth. Martinez et al. [7] propose a synchronous
parallel generalization of the rejection-free n-fold KMC method. And they test to vali‐
date the method and study its scalability by solving several well-understood diffusion
problems. Sandia National Laboratories has developed an open-source KMC parallel
simulation framework called SPPARKS [8, 9]. SPPARKS provides the parallel algo‐
rithm support for a variety of applications based on KMC simulation. This paper starts
from the parallel KMC algorithm in SPPARKS, and adopts communication aggregation
and neighborhood collective operations to alleviate communication congestion and
optimize communication scheduling, and lifts the performance of parallel KMC to a
higher level.

From the above references, we can see that most optimization method focus on
computing parallelization, reducing synchronization overhead and optimizing sites data
structures. It has been widespread concern optimizing communications between
neighbor processes in the field of high performance computing. Li et al. [10, 11] utilize
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shared memory to optimize the point to point communication and provide excellent
performance for communication of short messages between neighbor processes.
O’Brien et al. [12] propose a scalable domain decomposed algorithms for Monte Carlo
particle transport, and they show how to efficiently couple together adjacent domains to
maintain within workgroup load balance and minimize memory usage. Hoefler et al.
[13] propose the neighborhood collective operations to efficiently describe the commu‐
nication patterns such as 2d and 3d Cartesian neighborhoods. In this paper, we utilize
the neighborhood collective operations to schedule the communications, and find a
larger performance boost when using in conjunction with communication aggregation.

3 Communication Aggregation

SPPARKS is a parallel Monte Carlo library based on MPI. The KMC simulation is an
iterative process in SPPARKS. At the initialization stage, the information of simulating
sites is established and assigned to the corresponding processes by domain decomposi‐
tion. The messages of simulating sites to be sent and receive includes site global ID, site
local ID, process ID, neighbor site ID, neighbor processes, buffer (called sendbuf) to be
sent to neighbor processes and buffer (called recvbuf) to receive from neighbor
processes. Each sector of every process exchanges the messages with neighbor
processes. Then the process calculates the transition probabilities. Repeat this above
process until reaching the set time. Figure 3 shows the process of iterative communica‐
tions in SPPARKS. In every iteration, the total 8 sectors are performed in turn. The
current sector communicates with neighbor sectors for the first time. Since the current
sector and some of the neighbor sectors are not on the same process, point to point
communication operations are used to perform data exchange between different
processes. Next, the current sector randomly chooses an event to perform and update
the messages of the current sector sites. Finally the current sector performs the second
communication. The next sector will perform the same procedures sequentially as the
previous sector. After the first iteration of simulation is done, it will continue the next
iteration and exit the iteration until reaching the set time.

As can be seen from the Figs. 1 and 3, each sector of every process should perform
7 times communication with neighbor processes, the above communication operations
will be performed twice. Therefore, the total number of communications is 112 (8
sectors*2*7) times in every process. We find that there is no event operation between
the second communication in the current sector and the first communication in the next
sector. The first time communication in sector 1 is performed at first, and then the second
communication in sector 1 is merged with the first time communication in sector 2.
Similarly, the second communication in the current sector is merged with the first time
communication in the next sector until the last sector. The second communication in the
last sector is performed normally. There are three kinds of situations in communication
aggregation algorithm: (A) surface adjacent sectors situation; (B) edge adjacent sectors
situation; (C) diagonally adjacent sectors situation.
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3.1 Surface Adjacent Sectors Situation

Surface adjacent sectors situation refers the two sectors location next to each other in
which communication blocks will be merging. Figure 4 illustrates the situation of surface
adjacent sectors and the process of communication aggregation. 8 sectors are placed in
a 3d coordinate in each process, the merging of sector 1 and sector 2 is the case, also
including sector 3 and sector 4, sector 5 and sector 6, sector 7 and sector 8. Each sector
has 7 communication blocks due to 7 neighbor processes. The merging of sector 3 and
sector 4 is shown in Fig. 4.

Fig. 4. The merging process of sectors of surface adjacent

However, there are some conflicts of data dependency during the merging. The
reason of those problems is that these 2 sectors have some of the same neighbor processes
to exchange data with each other. Thus some of the communication blocks overlap. If

Fig. 3. The process of iterative communications
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we don’t take some measures, the order of sending and receiving messages and correct‐
ness of the data can’t be ensured. We find that the data of sector 3 is always up-to-date
and it will be sent to its neighbor processes, while sector 4 will receive the latest data
from the neighbor processes. Therefore, we can send the latest data from sector 3 to both
its neighbor processes and the process of sector 4. This method can avoid the data
inconsistency problema. Before merging the twice communication operations, the
number of communications is 14 times, including 7 times in sector 3 of second commu‐
nication and 7 times in sector 4 of the first time communication. While after merging
the number of communications reduces 13 times, including 7 times merging blocks and
6 times dealing overlapping communication blocks.

3.2 Edge Adjacent Sectors Situation

The edge is shared between two adjacent sectors which communication blocks will be
merging. Figure 5 illustrates the situation of edge adjacent sectors and the process of
communication aggregation. As shown in Fig. 5, the merging of sector 3 and sector 8
is the case. Each sector has 7 communication blocks due to 7 neighbor processes. As
with the above surface adjacent sectors situation, there has the problem of blocks over‐
lapping during merging the communication blocks of sector 3 and sector 8. We also take
the same measure to solve the problem. The number of communications is 9 times,
including 7 times merging blocks and 2 times dealing overlapping communication
blocks.

Fig. 5. The merging process of sectors of edge adjacent

3.3 Diagonally Adjacent Sectors Situation

Diagonally adjacent sectors situation refers that the two sectors are not in the same side.
The position of diagonally adjacent sectors is shown in Fig. 6. The merging of sector 3
and sector 6 is the case. During merging communication blocks of sector 3 and sector
8, they don’t have a same neighbor process, thus it will not exist a overlapping commu‐
nication block. The number of communications is 7 times, including 7 times merging
blocks.
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Fig. 6. The merging process of sectors of diagonally adjacent

The communication will be performed from sector 1 to sector 8 in order, there are
7 places to combine from sector 1 to sector 8 one by one. During the process, the combing
of sector 1 and sector 2, sector 3 and sector 4, sector 5 and sector 6, sector 7 and sector
8 belongs to the situation of surface adjacent sectors, it will only reduce a communica‐
tion. While the combing of sector 2 and sector 3, sector 6 and sector 7 belongs to the
situation of edge adjacent sectors, it will reduce 5 communications. And in the situation
of diagonally adjacent sectors, the combing of sector 4 and sector 5 will reduce 7
communications. Therefore, the method of communication aggregation algorithm can
reduce the total number of communications from 112 times to 91 times.

4 Neighborhood Collective Communication Optimization

Neighborhood collective operations provide a communication optimization method for
the collective communications of irregular sparse communication mode. The purpose
is to make the communication of the arbitrary processes topology will implement the
same good parallel performance and scalability as traditional collective communication.
The concept of neighborhood collectives has initially been motivated under the name
sparse collectives in [14]. The MPI Forum [15] simplified and renamed the proposed
functions. There are two main functions including MPI_Neighbor_allgather and
MPI_Neighbor_alltoall in neighborhood collective communications. The former is an
operation of sending the same buffer to neighbor processes and receiving the buffer from
neighbor processes in the same way. While the latter is the operation of sending different
buffers to neighbor processes and receiving the buffers from neighbor processes.

Compared with point to point communication, neighborhood collective opera‐
tions optimize communication topology and scheduling. The predefined collective
communications and static communication patterns are used to control communica‐
tion scheduling and avoid bandwidth congestion for different communication models
in neighborhood collective operations.
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We optimize the communication scheduling by neighborhood collective operations
for parallel KMC stimulation based communication aggregation. And the optimization
results can be superimposed due to optimizing different aspects of communications.
Detailed optimization of this section has two parts, including graph topology processes
and optimizing communication scheduling.

4.1 Graph Topology Processes

The primary condition of using neighborhood collective operations is to create the topo‐
logical relations among neighbor processes. In parallel KMC algorithm, every each
process communicates with every neighbor process by point-to-point communication.
The communication pattern of those neighbor processes can be represented by a graph.
The nodes represent processes, and the edges connect processes of communication with
each other.

MPI supports three process topology types: Cartesian, graph, and distributed graph.
Cartesian topologies partition a set of processes into a regular 2d or 3d Cartesian struc‐
ture, every of process is equal relation. Graph and distributed graph topologies can be
used to create arbitrary shape topology for processes. The function
MPI_DIST_GRAPH_CREATE_ADJACENT and MPI_DIST_GRAPH_CREATE are
used to create distributed graph topologies. MPI_DIST_GRAPH_CREATE provides
full flexibility in order to make sure that communications will occur between every pair
of the processes in the graph. MPI_DIST_GRAPH_CREATE_ADJACENT creates a
distributed graph communicator with each process specifying, each of its incoming and
outgoing (adjacent) edges in the logical communication graph. As a result, it will need
minimal communication during initialization.

We choose MPI_DIST_GRAPH_CREATE_ADJACENT to create the neighbor
processes topology for parallel KMC algorithm, because both the number of neighbor
processes and sending buffer size are not fixed. This function has 7 main input argu‐
ments: comm_id, indegree, sources, sourceweights, outdegree, destinations, and dest‐
weights. The argument comm_id is current communicator, argument indegree is the size
of neighbor processes for which the calling process is a destination, argument sources
is ranks of above neighbor processes, argument sourceweights is weights of the edges
into the calling process, argument outdegree is the size of neighbor processes for which
the calling process is a source, argument destinations is the rank of above neighbor
processes, argument destweights is weights of the edges out of the calling process.
Running this function will return a communicator with distributed graph topology.

4.2 Optimizing Communication Scheduling

In parallel KMC algorithm, each site in simulation box is responsible for a process in
3d coordinate. Each process is further divided into 8 sectors in order to maximize the
degree of parallelism. In KMC algorithm for materials science, each site represents a
metal atom and has 27 neighbor atoms in body-centered cubic (BCC) structure. The
ghost sites in a process interact with 27 neighbor sites. Obviously, the 27 neighbor sites
may not be in the same process. Thus, each process has to communication with neighbor
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processes to make the ghost sites update data from neighbor sites. It may lead to
communication obstruction that each process simultaneously sends messages to
neighbor process due to the lack of communication scheduling in point to point commu‐
nication. Thereby the communication time increases significantly.

Neighborhood collective operations use the method of messages coalescing and
forwarding through proxy processes to reduce injection rate limitations, and avoid
congestion and optimize communication scheduling. We compared and analyzed sched‐
uling communication between neighborhood collective operations and point to point
communication. And we set that local input bandwidth of each process is bw and network
concurrency is ncd. Figure 7(a) shows the state of point to point communication. We
use Send and Recv operation to realize MPI_Neighbor_alltoall function. From Fig. 7(a)
we can see that each process receives 8 buffers from all processes simultaneously. The
ideal bandwidth of each process is bw/8 and the total bandwidth is bw. If ncd is less than
8 or buffer size is so large that ncd can’t hold all buffers from all processes, communi‐
cation protocol will choose part of buffer to receive and the rest of the buffer are placed
in a queue to be received. The above operations will take a lot of time for redeployment,
transferring out the queue and reducing the performance and scalability of communi‐
cation. The communication scheduling steps of neighborhood collective operation is as
shown in Fig. 7(b). In the first step, process 0 send to process 1, process 1 send to process
2, …, and process 7 send to process 0. In the second step, process 0 send to process 2,
…, and so on, in step j, process i send to process (i + j)%8. Each process receives 1
buffer from all processes simultaneously. The ideal bandwidth of each process is bw
and total bandwidth is 8*bw.

(a) Point to point communication   (b) MPI_Neighbor_alltoall  

Fig. 7. The steps of communication scheduling
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Then we use neighbor collective operations replace of point to point communication,
and combine communication aggregation optimization in parallel KMC algorithm.
Because the number of neighbor processes of each process may be different, the function
MPI_Neighbor_alltoall is not applicable. We choose MPI_Neighbor_alltoallv to imple‐
ment communication among processes.

MPI_Neighbor_alltoallv is the extended function of MPI_Neighbor_alltoall. It
allows users to define buffer to send and to receive in vectorization. The communicator
determines the neighbor relation of processes which is created by
MPI_Dist_graph_create_adjacent in the initialization phase. As shown in Fig. 8, process
0 sends the different sizes of sbuf to neighbor processes.

Fig. 8. Communication of MPI_Neighbor_alltoallv

5 Experimental Evaluation

We use the communication aggregation and scheduling to optimize the parallel KMC
simulation. We analyze parallel performance and scalability to show the impact of each
optimization method. On one hand, we show running time and communication overhead
of the original parallel KMC algorithm, the optimization of communication aggregation,
the optimization of communication scheduling, and using both optimization methods,
respectively. On the other hand, we compare strong scaling and weak scaling to illustrate
scalability.

5.1 Experimental Environment

In our experiments, we choose SPPARKS as the original parallel KMC algorithm to
simulate the application of defect formation in erbium hydrides. SPPARKS is an impor‐
tant and popular parallel KMC simulation framework for numerous materials modeling
applications. This application simulates a model of reaction and diffusion on a special‐
ized Erbium lattice, which consists of an BCC lattice for the Erbium, additional tetra‐
hedral and octahedral interstitial sites.

Table 1 shows our experimental environment. We use the “Era” Supercomputer
located in Supercomputing Center of Chinese Academy of Sciences, which has a total
of 270 sets of dawn CB60-G16 Dual Blade. The CPU overall performance reaches
120.96Tflops. Each blade is configured with 20 Intel 2.8 GHZ cores. We use the Intel
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C++ Compiler version 2013_sp1 in the MPI compiler environment version
MVAPCH2-intel 1.9.

Table 1. The experimental environment

Supercomputing system “Yuan” supercomputing systems Blade
computing node

CPU models Intel E5-2680 V2

CPU info 20 Cores, 2.8GHX, 64 GB 1866 MHz DDR3
ECC memory

Operating system Red Hat Enterprise Linux Server release 5.1

MPI version MVAPCH2-intel 1.9

Simulating application defect formation in erbium hydrides

5.2 Parallel Performance

In this section, we will show performance comparison between the original and the
optimized algorithms. We set the simulation box in a 3d coordinate, and the maximum
value in each dimension is 200. There are about 128 million sites in the box. We perform
the original algorithm and optimized algorithm using different number of processes,
varying from 20 to 640. Table 2 shows the running time of the original algorithm and
optimization algorithm, and Fig. 9 compares communication overhead. We can see that
the optimized algorithm, using communication aggregation and scheduling, can reduce
the total running time and significantly minimize the communication overhead.

Table 2. Comparison of running time

Number of
Processes

Time (s) of different algorithm

Original Nei-coll Aggregation Nei-coll+
aggregation

20 1015.86 1002.02 991.36 996.48

2*20     515.94 518.654 526.169 502.617

4*20     269.76 265.054 265.982 261.593

8*20     140.00 133.538 137.96 132.883

16*20         76.06     71.8368     72.4572     70.2506

32*20         48.60     42.7146     41.34     40.9813
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Fig. 9. Comparison of communication overhead (Color figure online)

In order to present concisely, we use the label of “original” to represent the original
parallel KMC algorithm, “aggregation” to represent the optimized algorithm by commu‐
nication aggregation, “nei-col” to represent the optimized algorithm by neighborhood
collective communication, and “nei-col+aggregation” to represent the optimized algo‐
rithm by using both communication aggregation and scheduling.

As shown in Table 2, each optimized algorithm takes less time than the original
algorithm to finish all the KMC simulation. However, there are some exceptions. “nei-
coll+aggregation” takes more time than “aggregation” algorithm and less than “nei-
coll” when using 20 processes. Because the 20 processes are on the same node, commu‐
nication congestion is not the main bottleneck for impacting communication time. Using
neighbor collective communication might take more time to create process topology,
and thus may increase the communication time. What’s more, the time of “nei-coll” and
“aggregation” is longer than “original” using 2 * 20 processes. 2 * 20 processes use 2
nodes and each node contains 20 processes. It may be caused by the difference in band‐
width among the nodes. In conclusion, with the processes increasing, the performance
improvement is more significantly when optimized by communication aggregation and
scheduling.

Figure 9 analyzes the communication overheads of each algorithm on different
number of processes. It takes less time than original algorithm after using neighborhood
collective communication. Communication aggregation algorithm takes less time than
neighborhood collective communication, while communication aggregation together
with scheduling takes a little less time than communication aggregation alone. On
average, communication overhead of communication aggregation and scheduling is
reduced by 50 % compared with the original algorithm. It demonstrates that our two
optimization methods can benefit each other and have a synergistic effect. In conclusion,
our communication optimization methods using communication aggregation and sched‐
uling are efficient.

5.3 Scalability

In this section we will show the scalability of the optimization algorithms and analyze
the performance of scalability through weak scaling and strong scaling.
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1. Weak Scaling

In weak scaling, the workload of each process is constant. Thus, with the number of
processes increasing, we set the size of simulation box of a corresponding increase
proportionally. We use 20 processes to simulate a 100 * 100 * 200 box, 2 * 20 processes
to simulate a 100 * 200 * 200 box, 4 * 20 processes to simulate a 200 * 200 * 200 box,
8 * 20 processes to simulate a 200 * 200 * 400 box, and 16 * 20 processes to simulate
a 400 * 400 * 400 box. Because the number of sites reaches 1.024 billion on 640
processes, the computation time for calculating the sites of potential energy occupies
most of the running time. Using the running time and speedup can’t reasonably explain
the scalability of the algorithms optimized by the communication aggregation and
scheduling. What’s more, many material simulation applications get the potential energy
value of sites by looking up the tables in database, which saves lots of the computation
time. Thus, we can compare the communication time and communication speedup to
analyze the scalability of such applications conveniently.

Figure 10 shows the performance of each algorithm under weak scaling. The using
number of processes range from 20 to 640. We see that all algorithms scale is well, with
the exception of original algorithm. The “original” algorithm spends up to 30 % more
communication time than the optimized algorithms. Moreover, the optimized algorithm
by communication aggregation and scheduling takes the minimum and the most stable
time in all algorithms, and shows a good weak scaling.

2. Strong Scaling

Fig. 10. The weak scaling of communication (Color figure online)

We also test the strong scaling of each algorithm on number of processes from 20
to 640. And we set the simulation box size to 200 * 200 * 200. As shown in Table 3,
compared with the original algorithm, and all the optimization introduced in this paper,
we have improved the speedup from 20.90 times of a single node performance to 24.32
times with 640 processes.
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Table 3. Comparison of speedup performance

Number of
processes

Speedup of different algorithm

Original Nei-coll Aggregation Nei-coll+
aggregation

20     1.00     1.00     1.00     1.00

2*20     1.97     1.88     1.93     1.98

4*20     3.77     3.73     3.78     3.81

8*20     7.26     7.19     7.50     7.50

16*20 13.36 13.68 13.95 14.18

32*20 20.90 23.21 23.46 24.32

Figure 11 compares the speedup of each algorithm only considered communication
time. With 640 processes, the speed of “original” is about 5 times a single node, the
speed of “nei-col” is about 7 times a single node, the speed of “aggregation” is about 8
times, the speed of “nei-coll+aggregation” is about 11 times.

Fig. 11. The speedup of communication part

6 Conclusions and Future Work

In this paper, we showed the optimization method for parallel KMC simulation by
communication aggregation and scheduling. Firstly, we introduced the KMC simu‐
lation algorithm and domain decomposition applying in the traditional parallel KMC
simulation. Secondly, we analyzed the communication process of parallel KMC
simulation. And we found that the communication congestion caused by point-to-
point communication among the neighbor processes is the main bottleneck increasing
the communication time. Thirdly, to solve the above problems, we present commu‐
nication aggregation and scheduling method. Then we described each optimization
in detail. It is a very efficient method to reduce the number of communication
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between neighbor processes using communication aggregation. Using neighborhood
collective operations can implement minimum communication congestion and opti‐
mize the communication scheduling. Lastly, to evaluate the performance of optimi‐
zation, we analyzed parallel performance and scalability to show the impact of each
optimization in isolation. Experimental results show optimization by communica‐
tion aggregation and scheduling has a good parallel performance and scalability. On
32-node Xeon E5-2680 cluster (total 640 cores), the optimized algorithm reduces the
total execution time by 16 %, reduces the communication time by 60 %, and achieves
24X speedup over the single node (20 cores) execution.

The approaches of communication aggregation and scheduling proposed in this
paper are not just specific to parallel KMC simulation. They can also be transplanted to
those parallel applications based on domain decomposition, such as molecular
dynamics.

As future work, we plan to research shared memory in MPI or hybrid MPI/OPENMP
parallel programming model to reduce the size of communication buffer within the same
node and overlap computing and communications. We expect that future work will
further improve parallelism and scalability.
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Abstract. Review similarity computing is used to judge whether the content of
online reviews is related to the products. It is an important prerequisite to judge
the usefulness of reviews, and it is also an important basis for the classification
and sorting of product reviews. This paper combines the VSM, TF-IDF algo-
rithm and cosine similarity algorithm to build the model of similarity computing
between the product online reviews and product features, and to build the
process framework of review similarity computing for enterprises. Besides, this
paper also verifies the model’s effectiveness and correctness based on real online
review data of E-business. The experiment results show that the process model
can be used to quantify the similarity between reviews and product features, and
the similarity results also have a good effect on the application of the review
sorting.

Keywords: Reviews similarity � Process model � VSM � TF-IDF algorithm �
Cosine similarity algorithm

1 Introduction

In the online shopping process, online reviews play a very important role. Consumers
can judge the quality of the products according to the comments of others on products
[1]. However, with the rapid development of online shopping, the number of electronic
comments is also growing. It is impossible for any customer to read all online reviews.
Therefore, online comment classifying, filtering, sorting and mining out valuable
information are very important [2, 3] so as to improve the quality and efficiency of
online shopping. For instance, consumers of books are more concerned about the
content, instead of function and brand which other types of products focus on.
According to the characteristics of goods, the paper builds the process model of sim-
ilarity computing between the product online reviews and product features.

There are a number of representation methods of text, such as Vector Space Model
(VSM), which were raised by Gerard Salton and McGill in 1969 [4]. Expressed as a
mathematical model, the text can be calculated efficiently. Moreover, the three text
representation models—namely, the language model, the suffix tree model [6] and the
ontological model— are integrated with the semantic knowledge, and can more accu-
rately reflect the contents of the text features [6–9]. However, VSM with the simplicity,
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low computational complexity and good effect of representation becomes the most
widely used text representation model.

Feature extraction is picking out from all features the characteristics which have a
really great contribution to characterize text [10]. Feature extraction can be divided into
supervised and unsupervised. Supervised feature extraction methods [5] include mutual
information (MI), v2 - test (CHI) and information gain (IG); Feature extraction algo-
rithm for the unsupervised have term strength (TS), document frequency (DF) and
feature contributions (TC).

TF-IDF algorithm, improved DF algorithm based on vector space model, considers
the word’s frequency in the text and the word’s ability to distinguish between different
texts. Therefore, the algorithm is widely used in various fields.

Differences in text representation model lead to different ways in similarity cal-
culation. Taking VSM as an example, the text is represented as a point in a vector
space. Thus, the distance between the point and the other point represent the degree of
similarity between the text and the other text. The degree of similarity and distance is
inversely proportional to the value. Widely used methods of distance calculating in
mathematics are Euclid distance, Manhattan distance and Minkowski distance [11].

In addition to distance, inner-product, Jaccard similarity coefficient, Dice coefficient
and cosine coefficient can also represent the text similarity. These are all called simi-
larity coefficient. The larger similarity coefficient is, the more similar the texts are.
Among them, the calculating method of the cosine coefficient is the cosine similarity
algorithm, which is actually an improvement of the vector inner-product. Using this
algorithm, all results can be controlled in the interval (0, 1). Thus, there is a relatively
clear threshold in judging. Besides, in the case of a large number of calculations,
computation effort can be reduced effectively.

Thus, the paper put out a process model of similarity computing between the
product online reviews and product features, based on VSM model, TF-IDF algorithm
and the cosine similarity algorithm.

2 Research Design

This paper studies the similarity calculation algorithm between online reviews and
product features and the process model applying this algorithm. Based on the real data
of a certain website, the experiment is performed to test and verify the process model.
The research process consists of three phases:

Phase I: Research theory and algorithm. This article covers text mining knowledge
including text representation model, feature extraction method and similarity calcula-
tion algorithm. This section is introduced in the section of Introduction.

Phase II: Based on the theory, build the process model on similarity computation of
product reviews.

According to the general process of data mining, and combined with the objectives
of this paper, the process model is built, which includes the three main parts: data
preprocessing, feature selection and weighting, and similarity calculation. The 3rd
section of this paper will focus on the process model.
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Phase III: Experiments and result analysis. Collect data from some E-commerce
sites, and divide them into two classes. One is real books’ reviews data and the other is
the description of the goods from sellers. The description from sellers can represent the
product features. Then, based on those data, this paper studies review correlation, and
performs the experiment step by step according to the process model. Finally, exper-
imental results of each step will be displayed and analyzed. This phase is introduced in
the 4th quarter.

3 Framework of Process Model of Review Similarity
Computing

In the area of text mining, product review mining becomes a rising hot spot in recent
years. It uses natural language processing technology to mine and find useful infor-
mation from large amounts of the product reviews on the Web [16]. Mining product
reviews are divided into four main processes, i.e. comment text pre-processing, feature
extraction, useful information mining and show of mining results. Similarity computing
is an important part of the review mining.

Combining the general process of review mining with specific review mining’s
objective (mining the degree of similarity between the goods comments and the
description of the goods), this paper constructs the correlation calculation process
model. Figure 1 is the framework of process model of review similarity computing. The
review texts and descriptions are the model’s input, and the model includes three
processes: text preprocessing (data cleansing, Chinese word segmentation), feature

Fig. 1. The framework of process model of review similarity computing
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vector representation and feature extraction, and review text similarity calculation.
Further, the model can be further divided into the following 7 modules:

(1) Text library module: This part is used to store the texts of reviews and product
descriptions;

(2) Data cleaning module: Clean the texts of reviews and product descriptions, such
as removing numbers and punctuation;

(3) Library module: Administration and maintenance of segmentation library and stop
word library, which store a large number of sub-words and stop words to support
Chinese automatic segmentation;

(4) Chinese word segmentation module: Segment Chinese text and regulate the
ambiguity of words;

(5) Product description feature extraction module: According to the segmentation and
statistic results, this module calculates feature weight and extracts text features;

(6) Review feature extraction module: According to the segmentation and statistic
results, this module represents the review texts as feature vectors, calculates
feature weight, removes the duplicate comments and merges the new comments
with the original;

(7) Similarity computing module: According to feature vectors of reviews and pro-
duct descriptions, calculate the similarity of each comment and description of the
goods.

3.1 Text Preprocessing

Data Cleaning. Since product description in the text library is published at the
E-commerce platform by sellers, the texts are standard and clear. However, the product
reviews are messages from different users, and contain a large amount of spam
information [10], such as advertisement and useless information, which need to be
filtered in the module. Moreover, data cleaning needs to remove punctuation, symbols,
and numbers. Then, the text will become the format standard and valuable, and lay the
foundation for further work.

Chinese Word Segmentation. In this article, the research objects, reviews and pro-
duct descriptions are texts written in Chinese. In Chinese, a single word is the basic unit
of writing. There are no visible marks to distinguish the terms, and thus the computer
cannot understand the meaning of those words [17]. Therefore, dividing the text into
appropriate terms is the base and key to dealing with Chinese information. Currently,
word segmentation algorithms can be divided into four major categories: word seg-
mentation method based on dictionaries and thesaurus matches, word segmentation
method based on word frequency statistics, word segmentation method based on
semantic and word segmentation method based on knowledge [12].

In this model, this module use the word segmentation method based on dictionaries
and thesaurus matches to segment the product description and reviews. This method is
in accordance with certain policies to match specific strings with the terms in the
thesaurus. If the string is in the thesaurus, the match is successful.
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3.2 Feature Selection and Weighting

Product Description Feature Extraction. After segmenting a series of terms from the
text of product descriptions, the model uses the stop thesaurus to extract feature terms
from the segmented terms.

Stop words are translated as “Computer Retrieval function words or Non-retrieval
words” in the dictionary. It can be divided into the following two categories: One is the
words used very widely or even too often. Such words as “我(I)” and “就(on)” that
appear in almost every document are useless for similarity calculation, and cannot
improve the accuracy of the results, and even reduces the efficiency. The other is
meaningless words. This category includes modal particles, adverbs, prepositions, and
conjunctions, such as “的(of)”, “在(on)”, and “和(and)”.

After removing those stop words, the features of goods descriptions can be obtained.
Then according to the TF-IDF algorithm [13] the weights of each feature are calculated.

Step 1. Calculate term frequency (TF). Suppose Dj represents the ith text, and Ti is
the ith word. Then in Dj, the frequency of Ti is represented as TFij and computed as
follows:

TFij ¼ Ni;jP
k Nk;j

: ð1Þ

In the above formula, Ni;j refers to the frequency the word Ti appears in Dj, andP
k Nk;j is the total number of all words in the text Dj.
Step 2. Calculate inverse document frequency (IDF). IDF is a measure of general

importance of words [18], which can be computed by taking logarithm of the ratio
between the total amount of text and the number of text containing Ti:

IDFi ¼ log
jDj

jfj : Ti 2 Djgj : ð2Þ

In this formula, jDj stands for the total amount of text in the library, and jfj : Ti 2 Digj
is the number of text containing Ti (the number of text whose Ni;j are not equal to zero).
Due to the fact that the words may not be in the library, the dividend may be zero.
Therefore, 1þ jfj : Ti 2 Djgj is used;

Step 3. Calculate the weight Wij. Wij is proportional to the frequency of Ti in the text
Dj, and is inversely proportional to the frequency of Ti in the other text from the text
library. The equation for Wij is:

Wij ¼ TFij � IDTi ¼ Ni;jP
k Nk;j

� log
jDj

1þ jfj : Ti 2 Djgj : ð3Þ

Step 4. Normalize the weight. In order to be clear about the threshold value in
calculation, the document vectors need to be normalized, as shown in the formula:
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Wij ¼ TFij � IDTiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
Ti2Dj

½TFij � IDTi�2
q : ð4Þ

According to the above processes, all the feature weight values can be computed.
The feature with low weight value should be removed. Then, by using the VSM model
[13] we can put the text into the mathematical model. The basic idea of the process is
simplifying the text into certain features. Feature weights as components form a vector.
Thus the vector in n-dimensional space is the quantitative form of the text.

Features: The document can be divided into multiple independent terms. Remove
the stop word, and the remaining entries are called the features Ti. The document can be
expressed as ðT1; T2; T3; � � � ; TnÞ.

Feature weight: In representing documents, the importance of every feature Ti is
different. The degree of feature importance can be quantized into weight Wi. Then the
document can be expressed as ðT1 �W1; T2 �W2; T3 �W3; � � � ; Tn �WnÞ, which are
simplified as ðW1;W2;W3; � � � ;WnÞ.

Vector Space Model: Use ðT1; T2; T3; � � � ;TnÞ as coordinates and an n-dimensional
vector space can be formed. The document ðW1;W2;W3; � � � ;WnÞ is a vector in the
n-dimensional space [14].

Through the three processes, remove the stop words, calculate the feature weight
and form the feature vector, and the segmentation results are represented in a feature
vector form, which lay the foundation for computing similarity.

Statistics and Frequency of Terms. Like the process of product description, the
added reviews in the database also need to be clean and segmented and the stop words
need removing, and then the comment features can be obtained. However, the calcu-
lating of weights is different from the processing of goods description. Review weights
should be calculated by counting up the frequency of feature items because most
reviews are too short and the frequency of features can sufficiently represent the
important degree of words. In this module, similar reviews should be eliminated.

3.3 Similarity Calculation [14, 15]

In the above process, the feature vector about product descriptions and reviews can be
obtained. Taking the two vectors as input and using cosine similarity algorithm, the
similarity between the product descriptions and reviews can be calculated. The detail is
as follows [15]:

First, represent product description D1 in feature vector X ¼ fX1;X2; � � � ;Xng, and
express the text of product review D2 in Y ¼ fY1; Y2; � � � ; Yng. n means the dimension
of feature vectors, and Xk, Yk is the kth dimension of the vector X and Y .

Second, use the vector cosine formula, the similarity between X and Y is calculated.
The cosine formula is as follows:

sim X;Yð Þ ¼ X � Y
jXj � jYj ¼

Pn
k¼1 Xk � Ykffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðPn
k¼1 X

2
kÞð

Pn
k¼1 Y

2
kÞ

q : ð5Þ
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4 Model Application and Effect Analysis

The objects of the experiment are book reviews and descriptions from some
e-commerce sites. In this experiment, 10 product details and the corresponding 1000
comments are selected. Each book corresponds to 100 comments. Take the book of Les
Aventure De TinTin as an example, the paper introduces in detail the proceedings of
applying the model to the similarity calculation. Figure 2 is the input data of the model.
Based on the above model of similarity calculating, the data were preprocessed and the
experimental results were obtained.

4.1 Treatment Effect of Product Descriptions

First, in order to obtain the standard data, this paper preprocessed the descriptions and
reviews of Les Aventure De TinTin. Next, the standard data were divided into some
words using the Chinese word segmentation. Finally, all the features of the descriptions
were extracted by matching up with the library of stop words. The feature items are 242
in total. Figure 3 presents the detailed process of this part of experiment.

Having obtained the features of details, the weight of each feature was calculated
by the two methods of TF and TF-IDF. Tables 1 and 2 are sorted features and the
weight of features by TF and TF-IDF respectively.

Comparing the two results above, it can be seen that those characteristic words such
as “世界 (world)”, “创作(creation)”, “成(into)” and “读者(readers)” appear in the top
ten sorted according to TF, but not in the top ten sorted according to TF-IDF. This
shows that the TF-IDF algorithm weakens the importance of such words as “世界

2222

Fig. 2. The model input—the product description and corresponded comments
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(world)”, “创作(creation)”, “成(into)” and “读者(readers)”, and strengthens the weight
of such words as “米卢(Milutinovic)”,托托(Toto)” and “狗(dog)” simultaneously. It is
known based on experience that such words as “米卢(Milutinovic)” and “托托(Toto)”
can characterize the book more precisely compared with “世界 (world)” and “读者

(readers)”.
Experimental data show that in this case, TF-IDF algorithm can characterize the text

better than TF algorithm and is more appropriate to the actual situation. Therefore, the
TF-IDF algorithm is used to calculate the feature weight of descriptions of the book.

Stop word

Word segmentation

The description

Data cleaning11 terms

29 words

21 features

Fig. 3. The treatment process of product descriptions

Table 1. The sorted features and the weight of features by TF

Num Word TF-IDF Normalized TF-IDF TF

1 丁丁 122.627449 0.079276244 16
2 埃尔热 64.789063 0.04188486 8
3 世界 9.051818 0.005851823 5
4 比利时 19.153393 0.012382293 4
5 创作 10.681673 0.006905492 4
6 成 8.812729 0.005697257 4
7 读者 5.571782 0.003602048 4
8 一个 5.397255 0.00348922 4
9 蓝莲花 28.469944 0.018405261 3
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4.2 Treatment Effect of Product Reviews

In this part, the original data is product reviews. According to the model established
above, the data of the product reviews were handled step by step. Then the comment
feature vector and feature frequency were obtained. Since most reviews are short, TF
algorithm is more appropriate to calculate the weight. Table 3 illustrates the results of
the features and the weights of features on comments, and there are a total of 8
characters.

For example: “丁丁的故事不但陪伴我长大, 现在正在陪伴儿子长大, 让不太爱

看书的儿子喜欢上看书 [19]!”

4.3 Results of Similarity Calculation and Effects

In the above process, the feature vectors of product descriptions and reviews were
obtained. The feature vector of product descriptions has 242 vector elements and the
feature vector of product reviews has 8 elements. These two vectors have three same
elements, which are {丁丁(Tintin), 故事(story), 书(book)}, and the total feature vector
includes 247 elements, {丁丁(Tintin), 故事(story), 书(book) ……}. Use 247 elements
as coordinate to form a vector space. Then the feature vector of product descriptions
is {0.079, 0.0013, 0.00089, ……} and the feature vector of product reviews is

Table 2. The sorted features and the weight of features by TF-IDF

Num Word TF-IDF Normalized TF-IDF TF

1 丁丁 122.627449 0.079276244 16
2 埃尔热 64.789063 0.04188486 8
3 蓝莲花 28.469944 0.018405261 3
4 米卢 19.753508 0.012770256 2
5 比利时 19.153393 0.012382293 4
6 托托 17.124866 0.01107089 2
7 历险记 16.912283 0.01093346 3
8 狗 15.1287 0.009780408 3
9 名字 13.676311 0.008841467 3

Table 3. The feature weight of reviews by TF

Num Word TF TF归一化 isInTitle

1 丁丁 1 0.083333 1
2 故事 1 0.083333 1
3 陪伴 2 0.166667 0
4 长大 2 0.166667 0
5 书 2 0.166667 1
6 儿子 2 0.166667 0
7 爱 1 0.083333 0
8 喜欢 1 0.083333 0

306 X. Xie et al.



{0.083, 0.083, 0.083,……}. Therefore, according to the cosine similarity algorithm the
similarity between product descriptions and reviews could be obtained. Table 4 lists the
top three most relevant reviews which correspond to the book Occasion Not Allowed to
Cry.

The model of similarity calculating can be applied to many cases of text mining; for
example, apply the similarity model to comment sorting. On the E-commerce website,
showing the product reviews sorted by relevance has more advantages than showing
the disordered ones. And it can boost book sales [19]. This also indicates that the
proposed process model of the similarity computing between product features and
reviews is effective.

5 Conclusion

This paper established a similarity computing process model based on VSM. The first
step of the process is text pre-processing for the text. Then, through feature extraction
and weight calculation, the feature vector can be obtained. Finally, according to the
cosine algorithm, the score of similarity can be computed. In this paper, the experi-
ments applying the model are performed, based on the books’ electronic comments
from the E-commerce websites. The experiment shows that the process model can
support the review text mining such as comment usefulness analysis, comment sorting
and comment categorizing. How to strengthen some features’ impacts on similarity will
be the next focus.
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Abstract. Analyzing and predicting the tendency of consumers online shop-
ping is the precondition of providing personalized recommendation service, and
has attracted more and more attentions. Most of e-commerce platform shave
various types of products, and there exists tremendous difference in consumers’
occupation, education background and other personalized features. This Paper
realizes a TOPSIS Method which is based on entropy and fuzzy numbers.
Compared to the traditional TOPSIS method, with the Association Rules mining
method of data mining, the improved TOPSIS solves the problem in traditional
TOPSIS method which requires manual intervention during execution. In this
study, to implement intelligent tendency predicting and analysis of consumers
online shopping based on data driven, three steps is carried out. Firstly, the data
mining method is leveraged to obtain the fuzzy weights of evaluation indicator
through analyzing the electric business transaction data, and then a fuzzy
decision-making matrix is established between product and consumer’s attri-
bute; finally, a product category sequence which can indicate the tendency of
consumer online shopping is established through calculating.

Keywords: Purchase tendency � Entropy � Fuzzy TOPSIS � Data mining

1 Introduction

With the development of computer science and internet, electronic commerce develops
rapidly, and online shopping has become the most important way for consumers
purchasing. According to the 36 times report of Internet development status statistics of
china [1], which is published by CNNIC (China Internet Network Information Center)
in July 2015, the amount of Chinese online shopping users is delivering up to
374 million, which take up 55.99 % of the total number of Internet users, by the end of
June 2015. And the total turnover of electronic commerce is increasing rapidly,
according to the data provided by Alibaba, he total turnover of commodity transaction
through “Alipay” settlement merchandise is delivering up to ¥ 571 billion, only in
November 11, 2014. Under this background, to analyze and predict the tendency of
consumers online shopping has an important significance for the enterprise to carry out
business of online marketing and advertisement.

Most of e-commerce platforms have various types of products, and every cus-
tomer’s personalized features are tremendous different from each other, including
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gender, age, educational background, occupation, income, region, etc. This paper aims
to realize the goal that analyzing and predicting the tendency of consumer online
shopping through analyze and study the relationship between the personalized attribute
feature set and the set of possible purchased product.

The traditional TOPSIS method can solve the above analysis and predicting
problem, and has made some progress in the domain that analyzing and predicting
tendency of consumer online shopping. But the traditional TOPSIS method exist some
problems which are listed as follows.

(1) When we predict the tendency of consumer online shopping, the customer’s
different personalized features have different effects on the decision that whether they
will purchase certain kind of product. The traditional TOPSIS method generally makes
use of the expert investigation method or Analytic Hierarchy Process to determine
weights of evaluation indicator which is along with a greater subjective factor, because
everyone is different from each other on the degree of importance evaluation for every
indicator.

The Entropy-weighted Method is a method which is to determine weight of indi-
cator based on the information content of the observed values of the indicators. The
data distribution is more dispersed, the method’s accuracy is more higher [2]. This
paper uses the Entropy-weighted Method to determine the weight for each indicator of
consumer’s personal attribute. And then, we can use the weights to predict the tendency
of consumer online shopping. Through analyzing the entropy of each indicator, we can
determine the degree of important for each indicator which have an influence on
whether the consumer will buy a certain product, so as to determine the weights, that is
entropy weight. Entropy weight method is an objective weighting method, which
determines the weight of indicator according to the amount of information contained in
each indicator, and overcomes the defects of the subjective weighting method [3, 4].

(2) Using Entropy-weighted Method to determine the weights avoids the deviation
caused by human factors, but exists the shortcomings of heavy bias, and in the real
application process, the weights themselves often can’t be expressed by an accurate
numerical. Therefore, we take advantage of the fuzzy number to express the degree of
importance for indicator.

(3) The traditional TOPSIS method is a static multi-objective decision-making
algorithm. The weights used in the forecasting process can’t be automatically updated
in time. In this paper, we gain and update the weights dynamically in the algorithm by
using the method of machine learning.

In summary, some improvement is made on the TOPSIS method, which is
described as follows. We get the degree of importance for indicators by using big data
analysis method to mine e-commerce transaction data, and then make use of the
information entropy method based on fuzzy number to determine the weights of
indicators. It not only overcomes the shortcomings that the decision-makers’ decisions
may be inaccuracy, but also gains the degree of importance for evaluation objects based
on decision matrix we make. The method described in this paper reduces the difficulty
of the decision makers and make their views expressed better, also eliminates the
influence of human factors and increases the real-time performance of the dynamical
prediction.
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2 Improvement on the TOPSIS

2.1 Traditional TOPSIS

TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) algorithm
was first proposed by C.L.Hwang and K.Yoon in 1981 [5]. TOPSIS is usually used as
an evaluation method which executes the process of multi-objective decision-making
analysis with finite alternatives. It can establish a sorted sequence by calculating the
degree of closeness between the evaluated object and the ideal target, and gives the
relative merits of evaluation.

In the basic idea of the TOPSIS, some steps are carried out. Firstly, it will find out
the optimal and the worst scheme using cosine method based on the normalized data
matrix, and then calculate the distance between the evaluation object and the optimal
scheme or the worst scheme, finally obtain the relative closeness, which is considered
as the Basis for evaluating merits, between each evaluation object and the optimal
scheme.

Assume that the number of evaluated objects is n, and the evaluation indicators is
m, the original data is shown in the Table 1, Xij indicates that the value of indicator j for
the evaluation object i, where i ¼ 1; 2; 3::n and j ¼ 1; 2; . . .;m.

The steps of using the TOPSIS algorithm to solve the problem are as follows:

Step 1: Establish the original matrix.
According to the original data can establish the corresponding matrix A

A ¼

X11 X12

X21 X22

� � �
. . .

X1m

X2m

..

. ..
. . .

. ..
.

Xn1 Xn2 � � � Xnm

2
6664

3
7775 ð1Þ

Step 2: Preprocessing of matrix data
When using the TOPSIS as an evaluation method, all the indicators should be
changed congruously, also is called communality, which can transform upper-quality
indicator (benefit indicator) into low-quality Indicator (cost indicator), or low-quality
indicator into upper-quality indicator, we usually use the latter. Through leveraging
the reciprocal method shown in Eq. (2), the low-quality indicator can be transferred

Table 1. The original data of TOPSIS

Evaluated object Indicator 1 Indicator 2 ··· Indicator m

1 X11 X 12 ··· X1m

2 X21 X22 ··· X2m

··· ··· ··· ··· ···

n Xn1 Xn2 ··· Xnm
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into upper-quality indicator, so as to establish the original data table after data
communality. The value after data communality processing is shown in the Eq. (3).

X
0
ij ¼ 1=Xij ð2Þ

X0
ij ¼

Xij lowquality
1
�
Xij upperquality

�
ð3Þ

X
0
ij represents the value of the indicator j for the evaluation object after transformation

with reciprocal method, as shown in Table 2.

Step 3: Calculating the original data matrix after data communality, the calcu-
lation method is shown in the formula (4).

Zij ¼

XijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
Xijð Þ2

q original upper
quality indicator

X
0
ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
X

0
ij

� �2
q original low

quality indicator

8>>>><
>>>>:

ð4Þ

The matrix after the normalized processing is shown as follows.

Z ¼

Z11 Z12

Z21 Z22

� � �
. . .

Z1m

Z2m

..

. ..
. . .

. ..
.

Zn1 Zn2 � � � Znm

2
6664

3
7775 ð5Þ

Step 4: Find out the optimal value vector the worst value vector according to the
matrix Z that is to find the optimal and the worst scheme in the finite solution.
Among them, the optimal scheme Zþ is constituted by the maximum value of each
column in the matrix Z, as shown in the formula (6).

Zþ ¼ max Zi1;max Zi2; . . .;max Zimð Þ 1� i� n ð6Þ

The worst scheme Z� is made up of the minimum value of each column in the
matrix Z, as shown in the formula (7).

Table 2. The value after data communality

Evaluated object Indicator 1 Indicator 2 ··· Indicator m

1 1/x11 1/x12 ··· 1/x1m
2 1/x21 1/x22 ··· 1/x2m
··· ··· ··· ··· ···

n 1/xn1 1/xn2 ··· 1/xnm
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Z� ¼ min Zi1;min Zi2; . . .;min Zimð Þ 1� i� n ð7Þ

Step 5: Calculate the distance Dþ
i between each evaluated objects and the

optimal scheme Zþ , D�
i between each evaluated objects and the optimal scheme

worst scheme Z�: As shown in formula (8).

Dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1

max Zij � Zij
� �2

s

D�
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1

min Zij � Zij
� �2

s ð8Þ

If each indicator has weight Wij, the distance formula is Eq. (9).

Dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1

wij max Zij � Zij
� �2

s

D�
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1

wij min Zij � Zij
� �2

s ð9Þ

Wij is the weight coefficient of the indicator j.
Step 6: Calculate the closeness Ci between the evaluated object and the optimal

scheme, the formula is shown in formula (10).

Ci ¼ Dþ
i

Dþ
i þD�

i
0�Ci � 1 ð10Þ

Ci Get a value between 0 and 1, we should know that Ci is more closer to 1, the
evaluated object is more closer to the optimal scheme. On the contrary, Ci is more
closer to 0, the evaluated object is more closer to the worse scheme.
Step 7: Get the optimal scheme among the evaluated object by sorting the evaluate

object according to the numeric value of Ci.

2.2 Improve on TOPSIS

2.2.1 Determine the Weight Using Entropy Method
In this paper, the weight of each indicator is calculated by using the entropy method [6].
Thus the subjective deviation caused by the artificial intervention in forecast is elimi-
nated. The rules which are used to calculate the value of weight by using the entropy
method are as follows:

There is a matrix A (as shown in Formula 1) in which the number of evaluation
objects is m and the number of indicators is n. Xij, which represents the evaluation
value of the attribute j for the evaluated object i, is defined as the Formula (11).
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Xij ¼ � XijPm
i¼1 Xij

ð11Þ

Ej which is shown as Formula (12) represents the entropy of the evaluated object
about attribute j.

Ej ¼ �k
Xm
i¼1

XijlnXij ð12Þ

Here k ¼ 1=lnm.
Dj is the information deviation degree, whose definition is shown as formula (13).

Dj ¼ 1� Ej ð13Þ

The weight of attribute for the indicator j is Wj.

Wj ¼ DjPn
j¼1 Dj

ð14Þ

If the indicator has attribute preference, the weight of attribute is:

Wj ¼ kjDjPn
j¼1 kjDj

ð15Þ

kj is the eigenvalue, the formula for calculating the maximum eigenvalue is:

kmax ¼
Xn

i

AWð Þi
nWi

ð16Þ

2.2.2 The TOPSIS Algorithm Based on Fuzzy Number
The assigning method by using Entropy avoids the deviation caused by human factors,
but the decision object itself still exists fuzziness and uncertainty in the problem of
multi-attribute decision-making, the value of each attribute factors is difficult to get an
accurate result [7, 8]. So in this paper, the degree of importance for the indicator is
expressed by the form of interval number, which aims to improve the TOPSIS algo-
rithm further.

Interval numbers are defined as follows:

Definition 2.1. Assuming that

~a ¼ aL; aU
� � ¼ xjaL � x� aU; aL; aU; aU 2 R

n o
;

Here call ~a an interval number. Particularly, if aL ¼ aU; ~a is degenerated to a real
number.
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The comparison rules of interval numbers are defined as follows (refer to the
Definitions 2.2 and 2.3):

Definition 2.2 [9]

p ~a[ ~b
� � ¼

1; when ~a[ ~b
1
2 ; when ~a ¼ ~b
0; when ~a\~b

8<
:

here pð~a[ ~bÞ is defined as the possible degree of ~a[ ~b, and ~a; ~b are real number.

Definition 2.3 [10]. When there exists at least one interval between ~a and ~b, the
possible degree of ~a� ~b is defined as follow:

p ~a� ~b
� � ¼ min l~a þ l~b;maxðaU � bL; 0Þ	 


l~a þ l~b

here,

~a ¼ aL; aU
� �

; ~b ¼ bL; bU
� �

;

l~a ¼ aU � aL; l~b ¼ bU � bL;

For a given set of interval number eai ¼ aLi ; a
U
i

� �
; i 2 N, all of them will be com-

pared with each other, and use the above probability degree definition to obtain the
possible degree P eai � eaj

� �
; i; j 2 N between each other. And then build the matrix of

possible degree p ¼ pij
� �

n�n
. The matrix contains all the probability degree infor-

mation between each interval number of the set. Therefore the problem of ranking the
interval number is transformed into the problem of ranking the vector of the probability
degree matrix.

In the past research, subjective analysis method such as expert analysis methods
were used to determine the interval weights in some applications, but the subjective
analysis is easily influenced by human factors. The indicator weight assignment
problem belongs to multi-attribute decision-making problem in which the related
attributes have different preference information. In this paper, fuzzy number theory and
a kind of interval weight obtain method, which is based on interval fuzzy preference
relation, is used to implement the indicator weight assignment with non-subjective
factor.

For example, the indicator is divided into five kinds of levels according to the
important degree: unimportant, slightly unimportant, important, slightly important and
very important, and is expressed by fuzzy interval, as shown in Table 3.

Therefore, for the indicator index by j, a kind of interval weight obtain method,
which is based on interval fuzzy preference relation, is used to implement the indicator
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weight assignment in which the weight is expressed by the form of fuzzy interval
number, then the weight kj is transformed into the formation as follows:

kj1; kj2
� �

:

Here kj1 is the upper bound of the fuzzy interval, and kj2 is the lower limit of the
interval.

Assume that k, shown in the formula (17), is the weight vector of all the indicators,

k ¼ k11; k12ð Þ; k21;k22ð Þ � � � kj1; kj2
� �� �

1� j� n ð17Þ

Then, the lower and upper bound entropies can be calculated according to the
formula (12). The form of weight vector is shown as formula (18).

W ¼ w11;w12ð Þ; w21;w22ð Þ � � � wj1;wj2
� �� �

1� j� n ð18Þ

Finally, the weight vector W is substituted into the TOPSIS algorithm.

A ¼

X11 X12

X21 X22

� � �
. . .

X1m

X2m

..

. ..
. . .

. ..
.

Xn1 Xn2 � � � Xnm

2
6664

3
7775

At this time, each value of the matrix A is multiplied by the corresponding lower
and upper bound weight, the result is shown as formula (19):

A ¼

X�
11;X

þ
11

� �
X�

12;X
þ
12

� �
X�

21;X
þ
21

� �
X�

22;X
þ
22

� � � � �
. . .

X�
1m;X

þ
1m

� �
X�

2m;X
þ
2m

� �

..

. ..
. . .

. ..
.

X�
n1;X

þ
n1

� �
X�

n2;X
þ
n2

� � � � � X�
nm;X

þ
nm

� �

2
66664

3
77775

ð19Þ

In order to obtain the optimal and the worst scheme, further improvement on the
TOPSIS algorithm is carried out.

Table 3. Fuzzy interval

Important degree Fuzzy interval

not important (0.0, 0.2)
slightly not important (0.2, 0.4)
important (0.4, 0.6)
slightly important (0.6, 0.8)
very important (0.8, 1.0)
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The optimal scheme:

Zþ ¼ ð maxðX�
i1Þ;maxðXþ

i1 Þ
� �

; maxðX�
i2Þ;maxðXþ

i2 Þ
� �

; � � � ;
maxðX�

imÞ;maxðXþ
imÞ

� �Þ 1� i� n
ð20Þ

The worst scheme:

Z� ¼ ð minðX�
i1Þ;minðXþ

i1 Þ
� �

; minðX�
i2Þ;minðXþ

i2 Þ
� �

; � � � ;
minðX�

imÞ;minðXþ
imÞ

� �Þ 1� i� n
ð21Þ

Then using the formulas (20) and (21) to get the distance between the evaluation
object and the ideal optimal or the ideal worst scheme:

Dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm
j¼1

X�
ij �maxðX�

ij Þ
� �2

þ Xþ
ij �maxðXþ

ij Þ
� �2

 �vuut ð22Þ

D�
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm
j¼1

X�
ij �minðX�

ij Þ
� �2

þ Xþ
ij �minðXþ

ij Þ
� �2

 �vuut ð23Þ

Finally, according to the formula (24) we can obtain the closeness of distance
between the evaluation object and the optimal scheme in order.

Di ¼ Dþ
i

Dþ
i þD�

i
ð24Þ

3 Algorithm Application

This work is based on the e-commerce platform of Bone China supply chain. We
analyze and forecast the tendency of different kinds of products for different
consumers.

3.1 Product Category

The e-commerce platform of Bone China supply chain involves all product categories
of China’s Bone Porcelain. In this paper, we choose the ceramics for daily use product
category for analysis and predicting, as shown in Table 4.
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3.2 Determination of the Consumers’ Attributes Value
and the Corresponding Fuzzy Weights

In this paper, the consumer’s attribute including gender, age, education background,
occupation, income, region and so on are mentioned.

According to requirement of the method used to calculate the weights of attributes
parameter, which is involved in the prediction process, through fuzzy calculation, the
fuzzy weight of each consumers’ attribute indicator is obtained by analyzing the his-
torical transaction data with the data mining method on association rules. The method
is described as follows.

In order to obtain the fuzzy interval data (w�
i ;w

þ
i ) of the parameter indicators, the

upper and lower bound value of the corresponding fuzzy interval w�
i and wþ

i are
required to obtain respectively.

We mine the transaction data to obtain the association rules between product cat-
egories and each indicator of consumers’ attributes by using A priori algorithm. The
results of mining will be assigned to the upper and lower bound of each indicator
corresponding fuzzy interval. Detail method is as follows:

The calculation method of w�
i :

The confidence degree of association rule mining algorithm is set to 1, and then the
support degree, which is assigned to lower bound of the fuzzy weights of the indicators,
is calculated under this confidence degree.

The calculation method of wþ
i :

The confidence degree of association rule mining algorithm is set to 0.5, and then
the support degree, which is assigned to upper bound of the fuzzy weights of the
indicators, is calculated under this confidence degree.

Divides about value of each consumers’ attribute and the corresponding fuzzy
weight are obtained by using the above method to analyze the Transaction data about
Shell porcelain tableware. Part of analysis results above is shown as between Tables 5,
6, 7, 8, 9 and 10. Due to the number of product category is too large, only the
parameters about Shell porcelain tableware are listed.

Table 4. Ceramics for daily use product category

Class number Class name Code

0355602090001 Magnesia porcelain tableware MC
0352002130010 Magnesia strengthen porcelain tableware MQC
0355602090001 Strengthen porcelain tableware QC
0353602070015 Shell porcelain tableware BC
0352802810002 Color glazed tableware SC
0735604180002 Elegant light porcelain tea set YC
0355600213008 Bone china tableware GC

Table 5. Fuzzy weight of sex

Sex Weight

Male (0.4, 1.0)
Female (0.0, 0.4)
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The vector (42, male, 06, 01, The coastal region) is an instance of a consumer A’s
attribute corresponding to the indicator. At first, the values in above vector are mapping
into the Table 11, and then middle result is substituted into formulas (16) and (17), the
data in Table 12 are final decision-making matrix.

According to formulas (17) and (18), the optimal scheme and the worst scheme are
shown as follows:

The optimal scheme:

Zþ ¼ ðð0:248; 0:354Þ; ð0:177; 0:314Þ; 0:26; 0:458ð Þ; 0:333; 0:481ð Þ; 0:219; 0:294ð ÞÞ

Table 6. Fuzzy weight of age

Age Weight

≤19 (0.0, 0.1)
20–29 (0.1, 0.2)
30–39 (0.2, 0.5)
≥40 (0.5, 1.0)

Table 7. Fuzzy weight of degree

Degree Weight

Junior middle school and below (0.0, 0.1)
Senior middle school, Technical secondary school, Technical school (0.1, 0.2)
Junior college (0.2, 0.4)
Undergraduate (0.4, 0.7)
Graduate student (0.7, 1.0)

Table 8. Fuzzy weight of occupation

Occupation Weight

State organs, Party organizations, Enterprise, leaders of enterprise unit (0.5, 0.6)
Professional and technical personnel (0.4, 0.5)
The staff and related personnel (0.6, 0.8)
Business and service personnel (0.8, 1.0)
Agricultural, forestry, animal husbandry, fishery, water conservancy industry
production personnel

(0.2, 0.3)

Production, transport equipment operators and related personnel (0.3, 0.4)
Soldier (0.1, 0.2)
Other practitioners of inconvenience (0.0, 0.1)
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The worst scheme:

Z� ¼ ðð0:107; 0:229Þ; ð0:084; 0:196Þ; ð0:124; 0:266Þ; ð0:202; 0:343Þ; ð0:151; 0:215ÞÞ

Table 9. Fuzzy weight of income

Income (¥) Weight

No income (0.0, 0.1)
<1000 (0.1, 0.2)
1001–3000 (0.2, 0.3)
3001–5000 (0.3, 0.5)
5001–8000 (0.5, 0.6)
8000–10000 (0.6, 0.9)
More than 10000 (0.9, 1.0)

Table 10. Fuzzy weight of region

Region Weight

The coastal region (0.7, 1.0)
The central region (0.5, 0.7)
Northeast region (0.2, 0.5)
Western Region (0.0, 0.2)

Notes: We select and analyze 100 thousand trading records related to several kinds of products
involved in Table 4 in our study. And then obtain the weight value of indicator about each kind
of tableware, as shown in Table 11.

Table 11. Decision-making matrix

P_C Age Sex Deg. Occu. Rigion

BC 0.063,(0.0,0.1)
0.483,(0.1,0.2)
0.635,(0.2,0.5)
0.981,(0.5,1.0)

1.234,(0.4,1)
0.795,(0,0.4)

··· ······ ······

MCQ 0.098,(0.0,0.1)
0.123,(0.1,0.2)
0.342,(0.2,0.6)
0.323,(0.6,1.0)

······ ··· ······ ······

QC ······ ······ ··· ······ ······

MC …… ······ ··· ······ ······

SC ······ ······ ··· ······ ······

YC ······ ······ ··· ······ ······

GC ······ ······ ··· ······ ······
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Finally, the distance Dþ between each candidate scheme and the optimal scheme
can be obtained by using formula (22); the distance D� between each candidate scheme
and the worse scheme can be obtained by using formula (23). The value of Dþ and D�

in our study in shown as follows:

Dþ ¼ ð0:229; 0:241; 0:196; 0:292; 0:559; 0:301; 0:243Þ

D� ¼ ð0:241; 0:19; 0:312; 0:229; 0:222; 0:223; 0:27Þ

According to the formula (24), the closeness between the evaluated object and
positive scheme can be obtained which is included in the vector (0.487, 0.559, 0.386,
0.561, 0.715, 0.574, 0.274).

And then the priority about the purchasing tendency among the selected seven
kinds of product for consumer A is SC, YC, MC, MCQ, BC, QC, GC.

The method above can used to implement analysis and predicting of tendency about
consumer online shopping in some other e-commerce platform.

4 Conclusion

This paper puts forward a method TOPSIS based on entropy and fuzzy numbers which
can implement the tendency predicting analysis of consumer online shopping. This
method offsets the impacts of human factor in the subjective analysis method and the
deviation which is caused by many factors in objective method, such as too many
evaluation indicators. It should be pointed out that the predicting process of the method
is dynamical. In this process, data mining method is leveraged to dynamically obtain
the fuzzy weights of evaluation indicator through analyzing the electric business
transaction data, and the fuzzy data which can reflect the weights of evaluated indicator
will dynamically updated with the electric business transaction data renewal.

Acknowledgement. This paper is Acknowledged by the key technologies R&D program pro-
ject of Hebei province (15210110D), and the key technologies R&D program project of
Tangshan (14130233B).

Table 12. Final decision-making matrix

P_C Age Sex Deg. Occu. Rigion

BC (0.133,0.266) (0.084,0.212) (0.241,0.385) (0.331,0.397) (0.204,0.291)
MCQ (0.163,0.271) (0.123,0.246) (0.154,0.307) (0.291,0.436) (0.219,0.274)
QC (0.134,0.334) (0.177,0.295) (0.26,0.364) (0.333,0.466) (0.172,0.294)
MC (0.115,0.229) (0.137,0.196) (0.229,0.458) (0.202,0.354) (0.185,0.264)
SC (0.172,0.287) (0.115,0.287) (0.219,0.383) (0.274,0.343) (0.205,0.256)
YC (0.107,0.268) (0.129,0.258) (0.124,0.289) (0.321,0.481) (0.151,0.215)
GC (0.248,0.354) (0.126,0.314) (0.157,0.266) (0.262,0.459) (0.165,0.274)

Research on the Tendency of Consumer Online Shopping 321



References

1. The 36 times report of Internet development status statistics of china. China Internet
Network Information Center, pp. 3–11 (2015)

2. Harremoes, P., Topsoe, F.: Maximum entropy fundamentals. Entropy 3, 191–226 (2001)
3. Yang, H., Lin, L., Yu, Z.: A class of fuzzy multiple attributes TOPSIS decision making

based on exponential type fuzzy numbers. Comput. Eng. Appl. 48(34), 120–124 (2012)
4. Wu, C., Fan, X.: Fuzzy entropy based human resource’s structure optimal configuration.

Chin. J. Manage. Sci. 10(4), 43–47 (2002)
5. Li, C-Y., Xu, M.-Q.: The importance analysis of equipment based on the improved TOPSIS.

J. Vib. Shock 28(6), 19–27 (2009)
6. Deng, X., Li, J., Zeng, H., Chen, J.: Research on computation methods of AHP wight vector

and its applications. Math. Pract. Theory 42(7), 93–100 (2012)
7. Abbattista, F., Degemmis, M., Fanizzi, N., et al.: Learning User Profiles for Content-Based

Filtering in E-Commerce. SSRN
8. Zhang, X., Wu, Q.: Research on the personalized recommendation based on TOPSIS

method. J. Intell. 12(2), 23–28 (2009)
9. Xu, Z.: New method for uncertain multi-attribute decision making problems. J. Syst. Eng.

17(2), 176–181 (2002)
10. Xu, Z., Da, Q.: Possibility degree method for ranking interval numbers and its application.

J. Syst. Eng. 18(1), 67–70 (2003)

322 Y. Ma et al.



Author Index

Bai, He 247

Chen, Guang 130
Chen, Hao 59
Chen, Jia-Yong 211
Chen, Xuebin 7, 34
Chung, Tonglee 116

Dong, Yanyan 7, 34
Du, Hongrui 15
Du, Xiaoping 298

Eisenbach, Markus 259

Feng, Pan 191
Feng, Pengfei 298

Guo, Minru 102
Guo, Yunpeng 93

Han, Liping 200
Han, Yiliang 155
Han, Yi-Liang 211
He, Huaiqing 15, 234
He, Shuqun 26
He, Xinfu 247, 269
Hongjun, Zhang 191
Hu, Changjun 247
Huang, Chuchu 130
Huang, Donghuan 309
Hui, Kanghua 234

Jin, Wenwu 144

Larkin, Jeff 259
Li, Baoli 200
Li, Jianjiang 269
Li, Qi 116
Li, Shigang 282
Li, Yan 26
Liu, Haohan 15, 234

Liu, Jiannan 144
Liu, Jing 26
Liu, Mingye 155
Liu, Pengfei 309
Liu, Yan 93
Liu, Yuming 178
Lu, Jun 74
Luo, Junyong 93
Lutjens, Justin 259

Ma, Yuekun 309
Ma, Yukun 116

Nie, Ningming 269

Qiao, Shaojie 218
Qiu, Shenghai 144

Ren, Zihan 74
Rennich, Steven 259
Rogers, James H. 259

Shu, Hongpin 218
Sun, Ailing 83

Wan, Kang 74
Wang, Jingbin 102, 163
Wang, Jing-Jing 211
Wang, Jue 247, 269
Wang, Liya 83
Wang, Shi 7, 34
Wang, Wei 46
Wang, Xianmeng 269
Wang, Xu 7
Wang, Yan-Ping 1
Wang, Yunxia 144
Wang, Zhijiang 83
Wen, Liyu 218
Wu, Baodong 282

Xie, Xueguang 298
Xu, Bin 116



Xu, Weiran 178
Xu, Yuanping 218

Yan, Qiuling 200
Yang, Lei 59
Yang, Qinghong 298
Yang, Xiaoyuan 155

Zhang, Boyao 247
Zhang, Chunying 83

Zhang, Hongli 234
Zhang, Jun 26
Zhang, Li-Tao 1
Zhang, Shufen 34
Zhang, Yunquan 282
Zheng, Caixue 26
Zheng, Jiaju 74
Zheng, Jiaoling 218
Zhong, Jiang 59
Zhou, Qijun 163

324 Author Index


	Preface
	Organization
	Contents
	A General MHSS Iteration Method for a Class of Complex Symmetric Linear Systems
	Abstract
	1 Introduction
	2 The General MHSS Method 4E49 MSSOR
	Funds
	References

	Big Data Storage Architecture Design in Cloud Computing
	Abstract
	1 Introduction
	2 Big Data Platform Design
	2.1 Platform Environment
	2.2 Architecture Design

	3 Key Technologies
	3.1 Storage System Design Based on Cloud Computing
	3.2 Updating Algorithm Design Based on File Block
	3.3 Fault Recovery Mechanism Design Based on Cloud Storage

	4 Conclusions
	References

	Visual Analysis for Civil Aviation Passenger Reservation Data Characteristics Based on Uncertainty M ...
	Abstract
	1 Introduction
	2 Uncertainty Measurement of Multidimensional Data
	2.1 Measurement Method
	2.2 Uncertainty Measurement of Properties and Data Record

	3 Visual Analytic
	3.1 Parallel Coordinates with Histogram
	3.1.1 Parallel Coordinates
	3.1.2 Histogram

	3.2 Radar Chart
	3.3 Pixel Chart
	3.4 Interaction Method
	3.4.1 Hidden
	3.4.2 Zooming and Moving


	4 Conclusion
	References

	The Mobile Personalized Recommendation Model Containing Implicit Intention
	Abstract
	1 Introduction
	2 Mobile Personalized Recommendation Model with Implicit Intention
	3 Research on Key Technologies Based on MPRI Method
	3.1 Constructing Explicit Demand Knowledge Database
	3.2 Calculate Implicit Will Influence Value
	3.3 Calculate the Predictive Value of the Composite Purchase Behavior

	4 Experimental Analysis
	5 Conclusion
	References

	Personalized Recommendation System on Hadoop and HBase
	Abstract
	1 Introduction
	2 Personalized Recommendation System and Hadoop, HBase
	2.1 Personalized Recommendation System
	2.2 Hadoop Platform
	2.3 HBase Platform

	3 Personalized Recommendation System Algorithm Optimization
	4 Data and Experiment
	4.1 Experimental Data
	4.2 Experiment and Result Analysis
	4.2.1 Data Storage Optimization Experiment
	4.2.2 Recommended Algorithm Optimization Experiments
	4.2.3 Recommended System Results


	5 Conclusion
	References

	A Social Stability Analysis System Based on Web Sensitive Information Mining
	Abstract
	1 Introduction
	2 Related Work
	3 Social Stability Analysis Technology Framework
	3.1 The Web Mining Layer
	3.2 The Knowledge Discovery Layer
	3.3 Quantitative Calculation of Social Stability Index
	3.4 The Data Presentation Layer

	4 Prototype System Demonstration
	4.1 System Construction
	4.2 Case Study

	5 Evaluation and Analysis
	6 Conclusions and Future Work
	Acknowledgments
	References

	Energy Conservation Strategy for Big News Data on HDFS
	Abstract
	1 Overview
	2 Access Pattern of News Data
	3 HDFS Energy-Conservation Storage Strategy
	3.1 Data Nodes Partition Strategy
	3.2 Two Strategies of Priority Allocation
	3.2.1 Active State Node Priority (ASNP)
	3.2.2 Lower Than Average Utilization Rate Node Priority (LANP)

	3.3 File Migration Strategy
	3.4 Nodes Standby Strategy

	4 Experiment Results and Analysis
	4.1 Analysis of Cluster Power Consumption
	4.2 Analysis of Cold Data Nodes Utilization Rate
	4.3 Analysis of File Migration
	4.4 Impact on the Response Time of Reading

	5 Conclusions and Future Work
	References

	Research on Jukes-Cantor Model Parallel Algorithm Based on OpenMP
	Abstract
	1 Introduction
	2 Jukes-Cantor Model
	3 Parallel Algorithm of Distance Model
	3.1 The Design of Parallel Algorithm
	3.1.1 OpenMP Parallel Technique
	3.1.2 The Design of Parallel Algorithm

	3.2 Parallel Algorithm Based on OpenMP

	4 Results of Experiments
	5 Conclusion
	Acknowledgment
	References

	Rough Control Rule Mining Model Based on Decision Interval Concept Lattice and Its Application
	Abstract
	1 Introduction
	2 Decision Interval Concept Lattice
	2.1 Basic Concepts
	2.2 Decision Interval Rule
	2.3 Construction Algorithm for Decision Interval Concept Lattice
	2.4 Mining Algorithm for Decision Interval Rule

	3 Mining Model of Decisions Interval Rule in Rough Control
	3.1 Model Design
	3.2 Model Analysis

	4 Case Study
	5 Conclusions
	Acknowledgements
	References

	Research on Association Analysis Technology of Network User Accounts
	1 Introduction
	2 Basis of Association Analysis on Network User Accounts
	2.1 User Naming Conventions
	2.2 User Profiles
	2.3 User Writing Styles
	2.4 User Online Behavior
	2.5 User Community Relationship

	3 Method of Association Analysis on Network User Accounts
	3.1 The Analysis Method Based on User Naming Conventions
	3.2 The Analysis Method Based on User Profiles
	3.3 The Analysis Method Based on User Writing Styles
	3.4 The Analysis Method Based on User Online Behavior
	3.5 The Analysis Method Based on User Community Relationship

	4 Future Direction
	References

	A Distributed Query Method for RDF Data on Spark
	Abstract
	1 Introduction
	2 Preliminaries
	2.1 RDF and SPARQL
	2.2 Spark and RDD
	2.3 MemSQL

	3 RQCCP Algorithm
	3.1 Split and Storage
	3.2 Index and Query

	4 Experiment and Evaluation
	4.1 Cluster Configuration
	4.2 Datasets
	4.3 Experimental Results

	5 Conclusions
	References

	Real-Time Monitoring and Forecast of Active Population Density Using Mobile Phone Data
	1 Introduction
	2 Related Work
	3 Data Description
	4 Real-Time Active Population Monitoring and Forecasting
	4.1 Area of Service Coverage for a Base Station
	4.2 Active Users Within Service Coverage of a Base Station
	4.3 Real-Time Monitoring and Forecast of Active Population Density
	4.4 Forecast Methods

	5 Experiments
	5.1 Environment Setup
	5.2 Evaluation Method
	5.3 Results

	6 Conclusion
	References

	Ranking-Based Recommendation System with Text Modeling
	Abstract
	1 Introduction
	2 Related Work
	2.1 Rating Predicted Model
	2.2 HFT Model

	3 Model
	3.1 Ranking-Based Matrix Factorization Model
	3.2 Text Modeling
	3.3 Model Merging

	4 Experiment
	4.1 Rating-Based Model and Ranking-Based Model
	4.2 Text Modeling
	4.3 Compare to HFT

	5 Conclusions and Future Work
	References

	Design and Implementation of a Project Management System Based on Product Data Management on the Baidu Cloud Computing Platform
	Abstract
	1 Introduction
	2 Project Management in the PDM
	2.1 The Basic Concept of Project Management
	2.2 Organization Structure Model of Project Management
	2.3 Function Analysis of PMS
	2.4 Data Analysis in the PMS

	3 System Architecture: Baidu Cloud Computing Platform
	4 Software Architecture Design of a PMS System Based on BAE
	5 Use-Case Testing and Implementation of the PMS
	6 Conclusion
	Acknowledgments
	References

	A Ring Signature Based on LDGM Codes
	Abstract
	1 Introduction
	2 Ring Signature Using LDGM Codes
	2.1 Security Model
	2.2 Scheme Description
	2.3 Analysis of the Scheme

	3 Conclusion
	References

	SparkSCAN: A Structure Similarity Clustering Algorithm on Spark
	Abstract
	1 Introduction
	2 Preliminary
	2.1 Spark
	2.2 Rdd
	2.3 PDirSCAN Algorithm

	3 SparkSCAN
	3.1 Data Structure of SparkSCAN
	3.2 Parallel Recognition  epsilon  Neighbors and Core Nodes
	3.3 Extension and Synchronization of Cluster Label in Parallel
	3.4 Clustering Result Analysis

	4 Evaluation
	4.1 Data-sets
	4.2 Algorithm Evaluation Index
	4.3 Environment of Experiment
	4.4 Parameters of Cluster
	4.5 Results and Analysis of Experiment

	5 Conlusion
	References

	Using Distant Supervision and Paragraph Vector for Large Scale Relation Extraction
	1 Introduction
	2 Related Works
	2.1 Distant Supervision
	2.2 Paragraph Vector

	3 Task Definition
	4 Modeling Framework
	4.1 Fuzzy Classification Based Multi-instance Multi-label Learning
	4.2 Paragraph Vector
	4.3 Training & Inference

	5 Experiments
	5.1 FC-MIML-RE
	5.2 Paragraph Vector
	5.3 Comprehensive Experiment 

	6 Conclusions
	References

	Computer Assisted Language Testing and the Washback Effect on Language Learning
	Abstract
	1 Introduction
	2 Theoretical Framework
	2.1 Computer Assisted Language Testing
	2.2 Washback Effect

	3 Preliminary Practice of Computer Assisted Spoken English Testing
	3.1 Preparation
	3.2 Implementation
	3.3 Evaluation

	4 Result and Discussion
	4.1 Result
	4.2 Discussion

	5 Washback Effect on Language Learning
	5.1 Positive Effect
	5.2 Negative Effect

	6 Suggestions
	6.1 To Improve Teachers’ Level of Using Network Technology in Teaching
	6.2 To Improve Students’ Autonomous Learning Competence
	6.3 The Relevant Teaching Management Departments Will Do Their Duties

	7 Conclusion
	References

	Using Class Based Document Frequency to Select Features in Text Classification
	Abstract
	1 Introduction
	2 Related Work
	3 Class Based Document Frequency for Feature Selection
	4 Experiments and Discussion
	4.1 Datasets
	4.2 Experimental Settings
	4.3 Evaluation Metric
	4.4 Results and Discussion

	5 Conclusions and Future Work
	Acknowledgments
	References

	A Generalized Location Privacy Protection Scheme in Location Based Services
	Abstract
	1 Introduction
	2 Related Works
	3 Our Scheme
	3.1 Basic Definition
	3.2 LPPS-GKA

	4 Discussion and Analysis
	4.1 Geo-Indistinguishability
	4.2 Feasibility of Services
	4.3 Performance

	5 Conclusion and Future Work
	References

	Cooperation Oriented Computing: A Computing Model Based on Emergent Dynamics of Group Cooperation
	Abstract
	1 Introduction
	2 Motivation
	3 Related Works
	4 Cooperation Rules
	5 Evolution Algorithm Based on Cooperation Rules
	5.1 Algorithm Framework
	5.2 Theoretical Analyses

	6 Experimental Results
	6.1 Experiment Setting
	6.2 Experiments on Synthetic Data
	6.3 Experiments on Real Data

	7 Conclusion and Future Work
	References

	SVR Recommendation Algorithm of Civil Aviation Auxiliary Service Based on Context-Awareness
	Abstract
	1 Introduction
	2 Construct the User Preference Model
	2.1 Construct the User Attributes Model
	2.2 Construct the User Preference Model
	2.3 Construct the Contextual User Preference Model

	3 Nonlinear SVR Algorithm
	4 SVR Recommendation Algorithm Based on Context
	5 The Application of the Passenger Auxiliary Service of Civil Aviation
	5.1 Analysis of the Passenger Ticket Booking Data Set
	5.2 Pre-processing of the Passenger Ticket Booking Data Set of Civil Aviation
	5.3 Evaluation Metric
	5.4 Experimental Results and Analyses
	5.4.1 Analysis of the Influence of SVR Parameters' Selection on MAE
	5.4.2 Experimental Results


	6 Conclusion
	Acknowledgment
	References

	Crystal MD: Molecular Dynamic Simulation Software for Metal with BCC Structure
	Abstract
	1 Introduction
	2 Crystal Structure and MD Calculation
	2.1 Crystal Structure
	2.2 MD Calculation

	3 Data Structure in Crystal MD
	3.1 Data Structure Design for MD Simulation with BCC Structure

	4 Communication Scheme in Crystal MD
	5 Performance Analysis and Discussion
	5.1 Performance Test and Discussion
	5.2 Memory Usage Test

	6 Conclusions
	Acknowledgements
	References

	GPU Acceleration of the Locally Selfconsistent Multiple Scattering Code for First Principles Calculation of the Ground State and Statistical Physics of Materials
	1 Multiple Scattering Theory
	1.1 The LSMS Algorithm
	1.2 Scattering Matrix Construction
	1.3 Matrix Inversion

	2 Wang-Landau Monte-Carlo Sampling
	3 Scaling and Performance
	4 Applications
	5 Conclusions
	References

	Kernel Optimization on Short-Range Potentials Computations in Molecular Dynamics Simulations
	Abstract
	1 Introduction
	2 Related Work and Background
	2.1 Related Work
	2.1.1 Multi-threading for Molecular Dynamics
	2.1.2 SIMD for Molecular Dynamics

	2.2 Background

	3 Kernel Optimization of Molecular Dynamics
	3.1 Efficient Multi-threading Implementation
	3.1.1 Principle of PTS Algorithm
	3.1.2 Implement the PTS Method Using OpenMP
	3.1.3 Limitation of PTS Method

	3.2 Improved SIMD Utilization
	3.2.1 Cut-Off if Statements
	3.2.2 Modified Pre-searching Neighbor Method


	4 Experiments Results and Analysis
	4.1 Experiment Result and Analysis of Multi-threading Optimization
	4.2 Experiment Result and Analysis of Improved SIMD Implementation

	5 Conclusions
	References

	Optimizing Parallel Kinetic Monte Carlo Simulation by Communication Aggregation and Scheduling
	Abstract
	1 Introduction
	2 Related Work
	3 Communication Aggregation
	3.1 Surface Adjacent Sectors Situation
	3.2 Edge Adjacent Sectors Situation
	3.3 Diagonally Adjacent Sectors Situation

	4 Neighborhood Collective Communication Optimization
	4.1 Graph Topology Processes
	4.2 Optimizing Communication Scheduling

	5 Experimental Evaluation
	5.1 Experimental Environment
	5.2 Parallel Performance
	5.3 Scalability

	6 Conclusions and Future Work
	References

	A Study on Process Model of Computing Similarity Between Product Features and Online Reviews
	Abstract
	1 Introduction
	2 Research Design
	3 Framework of Process Model of Review Similarity Computing
	3.1 Text Preprocessing
	3.2 Feature Selection and Weighting
	3.3 Similarity Calculation [14, 15]

	4 Model Application and Effect Analysis
	4.1 Treatment Effect of Product Descriptions
	4.2 Treatment Effect of Product Reviews
	4.3 Results of Similarity Calculation and Effects

	5 Conclusion
	References

	Research on the Tendency of Consumer Online Shopping Based on Improved TOPSIS Method
	Abstract
	1 Introduction
	2 Improvement on the TOPSIS
	2.1 Traditional TOPSIS
	2.2 Improve on TOPSIS
	2.2.1 Determine the Weight Using Entropy Method
	2.2.2 The TOPSIS Algorithm Based on Fuzzy Number


	3 Algorithm Application
	3.1 Product Category
	3.2 Determination of the Consumers' Attributes Value and the Corresponding Fuzzy Weights

	4 Conclusion
	Acknowledgement
	References

	Author Index



