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Abstract( Due to the numerous attacks over the Internet, several early detection 
systems have been developed to prevent the network from huge losses. Data 
mining, soft computing, and machine learning are employed to classify historical 
network traffic whether anomaly or normal. This paper presents the experimental 
result of network anomaly detection using particle swarm optimization (PSO) for 
attribute selection and the ensemble of tree-based classifiers (C4.5, Random 
Forest, and CART) for classification task. Proposed detection model shows the 
promising result with detection accuracy and lower positive rate compared to 
existing ensemble techniques. 
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1 Introduction 

With the rapid growth of computer networks, the number of users connected to the 
Internet has increased year by year. Severe disasters might be risen due to the 
excessive escalation of malicious intrusion or attack over the Internet. Therefore, 
the need for providing secure and safe security systems through the use of 
intrusion detection systems (IDS), encryption, or firewall is required. An IDS 
plays a vital role to analyze the network events occurring in a computer networks 
for indication of intrusion presence.  

Intrusion aims at attempting to violate computer security policies such as 
confidentiality, integrity, and availability [1]. To date, significant research concern 
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in information security is intrusion detection and prevention. Intrusion detection 
can be considered as a classification analysis which is given to computer network 
traffic whether as normal or anomaly [2].  

A first IDS was proposed by Denning [3], since then, numerous detection 
techniques including statistical methods, machine learning and data mining have 
been deployed in order to improve their performance. However, the deployment of 
efficient model to identify such malicious activity is still challenging task. An IDS 
must not have high computational burden and can perform intelligently so as to 
recognize previously unknown attacks. Specifically, an IDS must meet a low false 
positive rate and high detection rate [4].  

In the recent work, a combination of PSO-based feature selection technique and 
multiple of tree-based classifiers system are proposed. PSO [5] is chosen to reduce 
computational cost since its capability to automatically search good features. We 
also consider the fusion of tree-based classifiers such as C4.5 [6], Random Forest 
[7], and CART [8] for classification analysis in order to increase detection 
accuracy. The performance result of proposed model is compared with the 
aforementioned base classifiers as single classifier and the state-of-the art 
ensemble techniques such as Bagging [9], Real Adaboost [10], MultiBoost [11], 
and Rotation Forest [12]. 

The objective of this paper are as follows: firstly, to select the most relevant 
features for intrusion detection systems using PSO and correlation-based feature 
selection (PSO-CFS); and secondly, to introduce the fusion of tree-based 
classifiers to maximizing the classification accuracy.  

2 Related Work 

Biology-inspired methods have tremendous impact to design computer security 
systems. They have developed novel and effective protection mechanism. Due to the 
increased deployment and widespread use of computer systems, traditional approaches 
often suffer from scalability problems to cope with [13]. Thus, it is important to 
consider biologically systems as sources of inspiration when designing new 
approaches [14].  

PSO as one of many existing biology-inspired methods have been widely applied 
in IDS. It has been adopted for core functionality of IDS such as classification task or 
for secondary functions such as feature selection [4]. For instance, Zainal et al. [15] 
proposed the integration of rough set theory and particle swarm (Rough-DPSO) for 
feature selection process in IDS. From the experiment, proposed method offers better 
representation of data and they are robust. The most recent research regarding the use 
of PSO for feature selection in intrusion detection is a method called dynamic swarm 
based rough set (IDS-RS) [16]. IDS-RS is proposed to select the most relevant 
features that can represent the pattern of the network traffic.  

2.1 PSO and Correlation-Based Feature Selection  

PSO firstly proposed by Kennedy and Eberhart [17], is one of computation 
technique which is inspired by behavior of flying birds and their means of 
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information exchange to solve the problems. Each particle in the swarm represents 
possible solution. A number of particle is located in the hyperspace, which has 
random position ߮௜ and velocity ߴ௜. The basic update rule for the position and the 
speed is depicted in Eq. (1) and (2), respectively. 

 ߮௜ሺݐ ൅ 1ሻ ൌ ߮௜ ൅ ݐ௜ሺߴ ൅ 1ሻ  (1) 

ݐ௜ሺݒ  ൅ 1ሻ ൌ ሻݐ௜ሺߴ߱ ൅ ܿଵݎଵሺ݌௜ െ ௜ሻݔ ൅ ܿଶݎଶሺ݃ െ  ௜ሻ  (2)ݔ

Where ߱ denotes inertia weight constant, ܿଵ and ܿଶ denotes cognitive and social 
learning constant, respectively, ݎଵ  and ݎଶ  represent random number, ݌௜  is 
personal best position of particle ݅, and finally, ݃ is global best position among 
all particles in the swarm. 

Correlation-based feature selection (CFS) is one of leading subset selection 
method in machine learning and pattern recognition [18]. CFS uses entropy and 
information gain theory to measure the uncertainty or unpredictability of a system. 
The lack of computation using information gain is symmetrical uncertainty and 
biased of feature with more values. Hence, CFS adopts a coefficient to 
compensate information gain’s bias toward attribute with more values and to 
normalize its value to the range ሾ0,1ሿ.  

In this paper, the integration of PSO and CFS is employed. An open source data 
mining tool, Weka, allows us to combine PSO and CFS as search and evaluation 
method, respectively. We consider to compare the number of selected features by 
varying the number of particle and its influence to the performance of classifier.  

2.2 Fusion of Tree-Based Classifiers 

Nowadays, the fusion of several base classifiers in parallel has been widely applied 
in many applications. Parallel approach organizes classifiers in parallel. All 
classifiers are applied for the same input in parallel, and then the result from each 
classifier is then combined to yield the final output. Moreover, in parallel approach, 
a combination rule is needed in order to incorporate the output of each classifiers. 
Once the base classifiers have been trained, a classifier fusion is formed by the rule 
of voting. In this current work, we consider to compare the accuracy of classifiers 
fusion using majority voting [19] and average of probabilities rule [20]. 

Our approach is based on the hypothesis that the use of classifiers fusion, an 
accurate detection can be obtained. Our base classifiers are C4.5, Random Forest, 
and CART. The selection of base classifiers, although we could choose other 
classifiers, is based on the fact that these classifiers are widely applied in many 
today’s applications and show successful performance.  

3 Experimental Setup 

In this section, the scheme for intrusion detection using PSO-based feature 
selection and multiple classifier systems is presented. Firstly, we present a 
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framework of intrusion detection using multiple classifiers systems as depicted in 
Figure 1. Then, each part of the framework such as dataset description, parameter 
for feature selection process, and the strategy for combining multiple tree-based 
classifiers will be briefly discussed. 

Our experiments were performed using NSL-KDD dataset [21]. It consists of 
selected records of older and well-known dataset, KDD Cup. NSL-KDD possesses 
41 attributes plus one class label. It has 12973 records with 53.3% of normal class 
and anomaly class (represents 23 attacks) for the rest. All attributes were labeled 
from A to AO. Dataset is divided into 2 parts. One part which consists of two-
third (66%) of dataset will be used for training, and the rest will be used for 
evaluation.  

 
Fig. 1 Framework of intrusion detection systems  

The parameter for the feature selection process using PSO-CFS the learning 
parameter of base classifiers is shown in Table 1. A different number of particle 
for feature selection are 50, 100, and 200 are denoted by PSO-50, PSO-100, and 
PSO-200, respectively. We considered the same parameters for base classifiers 
either as part of MCS or as an individual classifier. We ran the experiments using 
Weka, running on a system with an Intel Core i5 3.65GHz, 16GB RAM, and 
Windows 7 Professional. 

The performance of classifiers are measured by accuracy and false positive rate 
(FPR). Accuracy represents the percentage of correctly classified of samples for 
different number of attributes, whilst FPR denotes the number of incorrectly 
classified of samples as belonging to positive class.  

Table 1 Parameter for feature selection and learning process 

PSO-CFS C4.5 Random Forest CART 
Number of particles: 
50, 100, and 200 

Confidence factor, 0.25 = ܥ 
Number of trees: 100 Heuristic process ߱ = 0.33 Number of folds = 3 Number of slots = 1 Number of pruning: 5 ܿଵ, ܿଶ = 0.34 Min. instance per 

leaf = 2 
 Pruning  

 Pruning    
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4 Result and Discussion 

Table 2 summarizes our experimental results. Our proposed scheme with respect 
to classifiers ensemble using tree-based classifiers performed better than single 
classifier and existing ensemble classifiers. Based on the feature selection 
experiment by varying the number of particles, as the number of particle increases, 
the number of selected features continue to decreases significantly. Nevertheless, 
the fewer of selected features, the lower performance of classifier has. 

Moreover, proposed feature selection scheme PSO-50 with average of probability 
voting ensemble scheme shows higher accuracy rate than other classifiers. It can be 
said that in the future, ensemble of tree-based classifiers might become a promising 
solution to detect anomaly in computer network. With reference to single classifier, 
RF always performs better than other classifiers with 99.78%, 99.67%, and 99.43% 
of predictive accuracy for PSO-50, PSO-100, and PSO-200, respectively. 
Surprisingly, among the ensemble technique, Rotation Forest with C4.5 as base 
 
Table 2 Cross comparison results 

Method Selected 
Features 

Accuracy (%) FPR 

PSO-50 

D, E, F, L, Z, 
AC, AD, AG, 
AK, AL, AM 

  
C4.5 99.71 0.003 
RF 99.78 0.002 
CART 99.72 0.003 
Bagging-C4.5 99.76 0.002 
Real Adaboost-C4.5 99.77 0.002 
Multiboost-C4.5 99.78 0.002 
Rotation Forest-C4.5 98.98 0.011 
Maj. Voting (C4.5+RF+CART) 99.76 0.002 
Average of Prob. (C4.5+RF+CART) 99.80 0.002 
PSO-100 

D, E, F, L, Z, 
AC, AD, AK, 

AM 

  
C4.5 99.62 0.004 
RF 99.67 0.004 
CART 99.60 0.004 
Bagging-C4.5 99.62 0.004 
Real Adaboost-C4.5 99.64 0.004 
Multiboost-C4.5 99.64 0.004 
Rotation Forest-C4.5 98.39 0.018 
Maj. Voting (C4.5+RF+CART) 99.64 0.004 
Average of Prob. (C4.5+RF+CART) 99.76 0.002 
PSO-200 

D, E, F, L, Z, 
AD 

  
C4.5 99.39 0.007 
RF 99.43 0.006 
CART 99.35 0.007 
Bagging-C4.5 99.38 0.007 
Real Adaboost-C4.5 99.40 0.007 
Multiboost-C4.5 99.38 0.007 
Rotation Forest-C4.5 98.12 0.019 
Maj. Voting (C4.5+RF+CART) 99.44 0.006 
Average of Prob. (C4.5+RF+CART) 99.39 0.007 
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classifier continue to show unsatisfactory performance compared to other ensemble 
technique. Finally, a good performance could not be obtained when we employed a 
well-known decision tree method C4.5 as single classifier, yet C4.5 tends to show 
good performance when we incorporate it in ensemble technique.  

5 Conclusion 

In this paper, the performance of particle swarm optimization feature selection 
based and classifiers ensemble are thoroughly studied. The classifiers ensemble 
was built by tree-based classifiers such as C4.5, Random Forest, and CART, while 
feature selection was carried out by varying the number of particles. The proposed 
scheme showed good performance compared to other ensemble techniques. An 
incorporation of fifty particles of PSO and an average probability voting rule gave 
us promising performance with 99.8% of accuracy. As future work we will study 
the performance of classifiers fusion by combining other machine learning 
technique with different dataset. 
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