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About IFMBE

The International Federation for Medical and Biological Engineering (IFMBE) is primarily a federation of national and
transnational societies. These professional organizations represent interests in medical and biological engineering. The IFMBE
is also a Non-Governmental Organization (NGO) for the United Nations and the World Health Organization (WHO), where
we are uniquely positioned to influence the delivery of health care to the world through Biomedical and Clinical Engineering.
The IFMBE’s objectives are scientific and technological as well as educational and literary. Within the field of medical,
biological and clinical engineering IFMBE’s aims are to encourage research and application of knowledge, and to disseminate
information and promote collaboration. The ways in which we disseminate information include: organizing World Congresses
and Regional Conferences, publishing our flagship journal Medical & Biological Engineering & Computing (MBEC), our
web-based newsletter – IFMBE News, our Congress and Conference Proceedings, and books. The ways in which we promote
collaborations is through networking programs, workshops and partnerships with other professional groups, e.g., Engineering
World Health.

Mission

The mission of the IFMBE is to encourage, support, represent and unify the world-wide Medical and Biological Engineering
community in order to promote health and quality of life through advancement of research, development, application and
management of technology.

Objectives

The objectives of the International Federation for Medical and Biological Engineering shall be scientific, technological,
literary, and educational. Within the field of medical, clinical and biological engineering its aims shall be to encourage research
and the application of knowledge, and to disseminate information and promote collaboration.
In pursuit of these aims the Federation may, in relation to its specific field of interest, engage in any of the following activities:
sponsorship of national and international meetings, publication of official journals, co-operation with other societies and
organizations, appointment of commissions on special problems, awarding of prizes and distinctions, establishment of pro-
fessional standards and ethics within the field, or in any other activities which in the opinion of the General Assembly or the
Administrative Council would further the cause of medical, clinical or biological engineering. It may promote the formation of
regional, national, international or specialized societies, groups or boards, the coordination of bibliographic or informational
services and the improvement of standards in terminology, equipment, methods and safety practices, and the delivery of health
care.
In general the Federation shall work to promote improved communication and understanding in the world community of
engineering, medicine and biology.



Foreword

The International Conference for Innovation in Biomedical Engineering and Life Sciences (ICIBEL 2015) is organized by the
Center of Innovation in Medical Engineering (CIME), Department of Biomedical Engineering, Faculty of Engineering, under
the Innovative Technology Research Cluster, University of Malaya. This conference is also co-organized by the Society of
Medical and Biological Engineering, Malaysia (MSMBE), and endorsed by the International Federation for Medical and
Biological Engineering (IFMBE), United States of America.

We are honored to present to you the collection of papers in the area of Biomedical Engineering and Life Sciences. The
papers are contributed by presenters from Australia, China, Egypt, Germany, India, Malaysia, Mexico, New Zealand, Pakistan,
Singapore, Japan, Hong Kong, Canada, Bangladesh and United States of America. We hope the content of the proceedings
will stimulate curiosity, increase your understanding in these fields, and beneficial to your current and future research activities.

On behalf of the organizing committee of ICIBEL2015, it is our pleasure to take this opportunity to convey our highest
appreciation to our reviewers, editors, keynote and invited speakers, paper presenters, members of the organizing committee
and advisory panels for ICIBEL2015. Without the contributions, commitment and support of everyone, the compilation of this
proceedings would not be possible. Thank you.

Prof. Ir. Dr. Fatimah Ibrahim
Chairperson,

ICIBEL 2015 Organizing Committee
President

Society of Medical and Biological Engineering, Malaysia (MSMBE)
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Abstract— Careful selection of electrode material, configu-

ration, dimensions, number and the inter electrode distance 
can improve the spatial resolution of the reconstructed images 
in electrical impedance tomography (EIT) applications. Consi-
dering the best of these features, a wet, non-polarizable circu-
lar, single type, Ag/AgCl electrode of 10mm diameter is chosen 
for the study. The inter electrode distance is maintained as per 
the standard of 20 mm. An EIT system with eight electrodes 
was developed and studied for different excitation methods 
and measurement techniques. The statistical analysis suggest 
that the adjacent method with a standard deviation as low as 
0.06 is still the most suitable excitation method for mono polar 
voltage measurements.  

Keywords— Electrodes, Adjacent method, Multiplexer, 
Standard deviation, Electrical impedance tomography. 

I. INTRODUCTION 

The spatial resolution of an electrical impedance tomo-
graphy (EIT) system does not only depend on the hardware 
components but also on the accuracy of the measurements. 
Electrodes, excitation methods and measurement patterns 
play an important role towards the spatial resolution of the 
image. Electrodes are the sensors used for measuring the 
two dimensional (2D) electrical field on the surface of the 
object under study. Majority of the EIT systems work on 
input-adjacent current method and output-differential vol-
tage measurement technique. 

II. LITERATURE REVIEW 

This section is divided into two parts, the first part dis-
cusses on the electrode considerations of the EIT systems 
and the second part highlights on the excitation methods 
and measurement techniques studied by other researchers.  

A. EIT Electrodes 

Maximum contact stability and minimum contact imped-
ance are the two desired features expected form any  
electrodes that are used for the EIT applications. A point 
electrode would meet the above requirements in an ideal 
situation. Rather, all the electrodes have some contact area 

and the above two requirements must be met within this 
scope. The electrode material, configuration, dimensions, 
number and the inter electrode distance (IED) contribute 
towards the quality of the reconstructed image(s). 

a) Electrode Material 
Electrodes could be either wet or dry type. The wet type 

comes with a conductive gel between the electrode itself 
and the test object for the better flow of current while the 
dry type do not require the conductive gel. Hence the for-
mer has better contact stability while the latter has less of it 
[1]. Wet type electrodes are most suitable for the EIT mea-
surements [2]. The electrode materials can also be classified 
as either polarizable or non-polarizable electrodes. The 
polarizable electrodes are characterized by a capacitive 
behavior i.e. when a potential source is applied, there is no 
current flowing between the electrode and the test object. 
Examples include electrodes made up of Gold and Plati-
num. The non-polarizable electrodes are characterized by a 
resistive behavior i.e. when a voltage is applied, there is a 
free flow of current across the electrode – test object inter-
face. The non-polarizable electrodes are highly stable and 
have lower noise levels compared to the polarized elec-
trodes [2]. Silver/Silver Chloride (Ag/AgCl) electrode is the 
widely used wet type, non-polarizable material for the EIT 
applications in this category [3].  

b) Electrode Configuration 
The EIT systems can be either mono polar or of differen-

tial configurations. The mono polar configurations refer to 
the information collected from the individual electrodes. 
This approach is exclusive for research applications. The 
differential configurations on the other hand pick up the 
information between two electrodes. This approach gives 
the electrical field distribution as a function of time as well 
as space [1]. 

c) Electrode Dimensions 
Most of the EIT systems either use a circular or a rectan-

gular shaped electrodes. These can be of single type or 
compound type [4]. In the single type, the current is injected 
and voltage is measured from the same electrode. The  
compound electrode consist of two individual electrodes, 
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where the larger one is used for the current injection and the 
smaller one is used for the voltage measurements.  

The compound electrodes help in minimizing the contact 
impedance but however tend to limit the inter electrode 
distance [5], does not actually help in improving the image 
resolution [6] and tend to reduce the current distribution to 
the interior of the test tank when compared with a single 
electrode [7]. 

Some more electrode designs can be seen in the litera-
ture. An inflatable belt with carbon electrodes was used for 
ease of use as compared to the sticky electrodes. Instead, 
they gave rise to more noise [8]. Similarly, a flexible belt 
with conductive nano-fiber electrodes was used to provide 
low contact impedance during EIT measurements. However 
the hardware had cumbersome wires [9]. To avoid this an 
active electrode was designed with less wiring by bringing 
all the electronic components closer to the test object. How-
ever, the system was bulky and uncomfortable [10]. 

d) Electrode Number 
It is a common belief that the increasing the number of 

electrodes in EIT applications will result in better image reso-
lution. But, there is a limit for increasing the number of elec-
trodes beyond which the image resolution is no longer im-
proved [7]. More electrode also mean more hardware and 
hence more processing time. Moreover, if an EIT system uses 
a number of electrodes, then all the electrodes must be driven 
by the input currents simultaneously for better results [11]. 

e) Inter Electrode Distance 
The center-to-center distance between two consecutive 

electrodes is the inter electrode distance (IED) and should 
not be more than 20 mm for EIT applications. 

In view with the above discussion, a wet, non-polarizable 
circular, single type Ag/AgCl electrode of 10 mm diameter 
is chosen for the study. The inter electrode distance is main-
tained as per the standard of 20 mm. Only 8 electrodes are 
used for hardware simplicity. 

B. Excitation Methods and Measurement Patterns. 

AC current is safer than the DC current in EIT studies. A 
common practice is to apply the currents and measure the 
voltages rather than applying the voltages and measuring the 
currents. This is mainly done to reduce the noise due to the 
spatial variations when the currents are applied. Also floating 
currents are not suitable for the EIT applications. Instead, 
grounded current sources are used [12]. Individual voltage 
measurements is carried out to get complete information on 
the test object rather than the differential voltage measure-
ments which is a function of both time and space [1].  

 

The EIT systems could be either applied current type 
(ACT) or applied potential type (APT). In the ACT type, the 
input current is applied to the electrodes. Further, ACT can 
be single current source type or multi-current type [13]. In 
the single current source method, the input current is being 
applied to each single electrode one at a time in a cyclic 
manner while in the multi-current source method all the 
electrodes are injected with independent input current si-
multaneously using independent multiple current sources. 
The ACT with multiple current sources has the advantage of 
delivering maximum power to the electrodes and hence 
better resolution of the images is expected from the EIT 
systems [14]. On the other hand, these systems become 
more expensive because of the independent multiple current 
sources which equal to the number of electrodes are thereby 
making the EIT systems more complex [13]. In the ACT 
with single current source, a single current source is used 
and the current is applied to a pair of electrodes one at a 
time and repeated for all possible electrode pairs. The ACT 
with single current source are generally used in the EIT 
systems rather than the APT systems as they mainly over-
come the contact impedance errors. 

The electrode pair combination for the single current 
source can be neighboring, opposite or cross [15]. The 
neighboring method or also known as the adjacent method 
is proposed as the best excitation method especially for 
circular test objects [16], for a single current source [6], for 
static images [17] and for the boundary measurements [18].  
But [19] did not support this method saying that the adja-
cent method is usually chosen to support the back propaga-
tion algorithm.  

III. MATERIALS AND METHODS 

A wet, non-polarizable circular, single type Ag/AgCl 
electrode of 10 mm diameter was used for the following 
study. In this type, Fig 1, the metal stud allows even the 
smallest voltages to be measured, the backing foam material 
provides the necessary stability to the electrode, Ag/AgCl 
ensures the accuracy of the readings, the adhesive is suitable 
for the long term monitoring at patients comfort and the gel 
acts as a conductive medium between the electrode and the 
human body.  

A test tank made up of polypropylene material is used. 
The dimensions of the test tank are 1760 mm2 × 120 mm. 
Eight electrodes are placed on the outer surface of the test 
tank which is filled with 10% saline water. The inter elec-
trode distance of 20mm is maintained. 
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Table 3 Measured voltages by the cross method 

Test 

No 

Mono polar voltages of each electrode 

1 2 3 4 5 6 7 8 

1 0.96 0.85 1.32 0.62 0.71 0.81 0.70 0.73 

2 0.67 1.10 0.81 1.48 0.93 1.07 0.88 0.96 

3 0.79 1.12 1.14 0.99 1.09 0.35 0.92 0.64 

4 0.76 0.70 0.95 0.75 0.81 0.76 0.76 0.68 

5 0.74 1.31 1.45 0.80 1.14 1.32 0.74 0.64 

Avg 0.79 1.02 1.13 0.93 0.94 0.86 0.80 0.73 

 

The average voltages are then plotted w.r.t. the electrodes 
for the above three methods as shown in Fig 4. 

 

 

Fig. 4 Comparative graphs of the three excitation methods 

The variation of the average mono polar voltage readings 
among the electrodes is more in the opposite methods and 
the cross methods as compared with neighboring method of 
current injection. In order to quantify this amount of varia-
tion or dispersion of a set of data values, the standard devia-
tion (σ) is calculated for the three methods as, 

σ =
∑ ̄

   (1) 

 
where, x is the individual mono-polar voltages, x ̄ is the 

mean value of the voltages and n is the number of voltage 
values. The calculated values are shown in Table 4. 

Table 4 Standard deviation of the three excitation methods 

       Method x̄ σ

Neighboring 0.89 0.06 
Opposite 0.93 0.15 

Cross 0.90 0.13 
 

Unlike most of the researchers, the mono polar voltages 
are measured rather than the differential voltages in order to 
get more spatial information of the test object. The statistic-
al analysis suggest that the adjacent method with a standard 
deviation as low as 0.06 is still the most suitable excitation 
method for EIT applications as compared to the opposite 
and cross methods of current excitation. 

V. CONCLUSION 

    A wet, non-polarizable circular, single type Ag/AgCl 
electrode of 10 mm diameter has been found suitable for the 
electrical impedance tomography (EIT) studies. The inter 
electrode distance must not be greater than 20 mm. Appar-
ently the adjacent method of excitation shows more stabi-
lized mono polar voltage readings, compared with the oppo-
site and cross methods, as the standard deviation of the 
adjacent method is less than that of the opposite and cross 
methods. Hence, the adjacent method has the lowest disper-
sion or variation in the mono-polar voltage values and is 
still suggested as the most suitable excitation method for the 
EIT applications.  
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Abstract— Brain event related potentials (ERP) have been 
used in developing brain computer interface (BCI) systems. 
P300 as a robust ERP has been utilized in BCI and clinical 
researches. A common P300-based BCI system consist of brain 
signal recording, pre-processing, P300 features extraction, and 
classification units. Achieving a high accuracy in detection of 
single-trial P300, using fast computational algorithms is the 
main challenge of designing these systems. However, there is 
trade-off between accuracy and computational time. In this 
study, various well-developed algorithms controlled by a rule-
based platform to optimize the detection algorithm. P300 fea-
ture extraction algorithms has been developed by using wave-
let transform techniques, while SVM with linear/Gaussian 
kernels and logistic regression applied as alternative super-
vised learning classifiers. Principle component analysis also 
was used for feature selection in order to speed up the classifi-
cation procedure. This optimization system make decision on 
selecting the proper P300 detection method via selecting the 
group of channels, feature extraction algorithm, number of 
selected principle components, and type of classifier. Control-
ler used cross validation data set to calculate the accuracy and 
ratio of computational time for each possible combination, and 
the optimized method was assessed using test data set. The 
results suggest that designing a P300-BCI system with the 
ability to select the proper method of detection can be utilized 
in different applications to benefit the user with a better per-
formance.  

Keywords— Brain computer interface, Event related poten-
tials, Wavelet transform, Support vector machine, Supervised 
learning. 

I. INTRODUCTION  

BCI systems are designed to transform brain electrophy-
siological signals into commands for computers. Brain 
computer interface (BCI) systems has been used excessively 
for research purposes and clinical diagnostics in the past 
decade [1].There have been various BCI systems based on 
different attributes of brain signals. However, event-related 
potential (ERP)-based BCI systems are known as effective 
systems in this field. P300 is a robust positive ERP which 
has been utilized in BCI systems and shows promising re-
sults in terms of accuracy and robustness [2]. P300 occurs 
as a response to rare task-relevant stimuli in a series of task 
irrelevant stimuli around 300 ms after stimuli [3]. Farwell 
and Donchin described P300-BCI system to communicate 

with computers without utilizing voluntary muscle activity 
[4], using oddball paradigm to evoke P300 component [5]. 
Oddball paradigm demonstrate a random sequence of de-
sired and undesired events, which is supposed to probe 
P300 during the novel desired stimuli. The aim of BCI de-
tection algorithm is to detect the target signals (carry P300) 
among non-targets.  

 

Table 1 Fig. 1 BCI system components, including data acquisition, signal 
processing and BCI application units. Brain signals are recorded using an 

EEG machine. Signal processing using is consist of Pre-prosessing, feature 
extraction, and classification blocks. BCI application includes translated 

command of brain and a paradigm for stimulating the brain. 

Typical P300-BCI system consists of three major blocks: 
(1) signal acquisition and pre-processing, (2) P300 features 
extraction, and (3) classification (Figure 1). There are chal-
lenges in developing components of this system; each unit 
of the system should be developed in order to optimize the 
performance of whole system. Designing an algorithm for 
providing noise and artifact free signals, accurate P300 
feature extraction and selection, and finally efficient classi-
fication of these features are the main criteria of a robust 
P300 detection method. However, when it comes to real 
time and online applications, processing time, number of 
channels, accuracy of single-trial detection, and complexity 
of the classifier are significance issues to be considered. 

This paper aims to utilize a rule-based controller for  
optimizing the single-trial P300 detection accuracy and 
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enhancement of processing time in real-time P300-BCI 
systems. This optimization platform evaluates the EEG 
recording channels and employs the proper algorithm for 
pre-processing, feature extraction, and classification units. 

II. P300-BCI SYSTEM 

A. Signal Acquisition 

Although various types of current scalp electroencepha-
logram (EEG) equipment record efficient signals using 
convenient and user-friendly electrodes; there are two sig-
nificant considerations about the recording signals and 
number of recording channels in a P300-BCI system. De-
veloping a P300-BCI system using large number of elec-
trodes cause user discomfort as well as longer processing 
time. Therefore, employing smaller subset of electrodes was 
suggested to reduce the processing time and increasing user 
comfort, while providing enough information for an accu-
rate detection of P300. Some studies aimed to define an 
optimal subset of electrodes applicable in P300-BCI sys-
tems, e.g. Krusienski et al, suggested 8-channel electrodes 
set (Fz, Cz, P3, Pz, P4, PO7, PO8, Oz) [6], and Motlagh et 
al, suggested five channels (C1, Cz, Cpz, Pz, Fcz) [7]. 

In this study, dataset were obtained based on 10–20 sys-
tem using 19 EEG Channels (Fp1/2, F7/8, Fz, F3/4, T3/4, C3/4, 
Cz, T5/6, P3/4, Pz, O1/2) with average of A1/2 as reference dur-
ing the performance of an oddball paradigm. Nicolet EEG 
diagnostics system (Care Fusion Corporation, 3750 Torrey 
View Court, San Diego, CA 92130) was used to capture the 
EEG activities within the frequency band of 0.5-70Hz (with 
a sampling rate of 256 Hz). Before data collection, the im-
pedances of all the electrodes were monitored during the 
EEG recording, to verify its value to be under 5 kΩ, and the 
paradigm timing system and the EEG recorder were syn-
chronized. 

B. Pre-Processing 

EEG is highly susceptible to various forms and sources 
of noises, which present significant difficulties and chal-
lenges in analysis and interpretation of EEG data. Pre-
processing the data as the most essential step in develop-
ment of a reliable BCI system should be accurate and effi-
cient. In this study, an automated standard pre-processing 
steps was applied on the signals in the initial phase.  

Each channel’s signal band-pass filtered between 0.1-45 
Hz using slepian multitaper spectrum (MATLAB “pmtm” 
function) by applying four orthogonal tapers, (a combina-
tion of a high pass and low pass filter), in order to remove 
power line, high frequency noises and DC biases.   

Signal mean, standard deviation, skewness, kurtosis and 
median (five first cumulates of distribution) were calculated 

and stored. Signals data-points distribution from each chan-
nel shows an estimation of quality of EEG recording from 
that channel. Kolmogrov-smirnov test applied to estimate 
the distribution of the signal of each channel subsequently. 
The result of this test at a significant level of P 0.05 shows 
whether the data distribution of signal is Gaussian or not; 
thus, each channel would be labeled based on the equation 
(1) criteria.  

  1                   0.050                   0.05     (1) 

 
Channels with label “0” should be eliminated from the 

rest of the procedure. In order to have a uniform and stan-
dard procedure for detecting the EEG artifacts, all Gaussian 
signals were divided to epochs with duration of one-second 
period, and following steps were applied: 

Removing linear trend: During acquisition of EEG, re-
cording-induced current drifts and electrode movements 
cause occurrence of linear drifts in EEG trials. This type of 
artifacts was removed by fitting a straight line to the data-
points of the signal, and if the slope of the calculated line is 
more than 60 µv, then the epoch’s linear trend was removed.  

ICA decomposition: Independent component analysis 
(ICA) algorithm was used for removing the artifacts, eye-
movements and blinking using “runica infomax” in 
MATLAB. ICA decomposed the channels’ signals into 
independent signals ( based on orthogonality using singular 
value decomposition algorithm) as a common method for 
artifact removal and source localization of EEG signals (this 
method described in [8, 9]).  

ICA Reconstruction: After removing the artifactual in-
dependent components (IC), remaining signals was used for 
reconstruction of channels’ EEG. Then, ICA decomposition 
was applied again in order to guarantee the noise removal 
procedure.  

Windowing: Each signal should be synchronized with 
the stimuli onset timing of the paradigm; therefore, 256 
samples (1second) from the onset of the stimuli was se-
lected as a single trial.  

Training set labeling: Single-trial P300 detection algo-
rithm is based on a supervised learning classification. there-
fore 60% of the dataset were selected randomly as training 
set, and each trial of training set were labeled as target or 
non-target.  

C. Feature Extraction 

The major challenge in optimizing the performance  
of the P300-BCI is to enhance the real-time detection of 
P300. The process of real-time detection consists of an op-
timal P300 features extraction in order to employ a simpler 
classification algorithm to increase the processing speed  
in real-time applications. P300 like other event related  
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potentials has a very low amplitude (μv) compared to base-
line EEG signals (mv); this per se compromise the detection 
accuracy and cause a trade-off between detection speed and 
accuracy. Additionally, high signal-to-noise ratio (SNR) of 
EEG signals make this very challenging [10]. Various stu-
dies have been employed orthogonal linear transformation 
[11], blind source separation, wavelet transform [12, 7, 2, 
13-15] and other advanced techniques to overcome these 
challenges. The key point of established feature extraction 
techniques is to utilize most distinctive features to reduce 
the computational time.  

In this study, two feature extraction algorithms were de-
signed based on wavelet transform (WT) properties: 

CWT: In the first approach, continuous WT (CWT) were 
applied on the trials using Mexican-hat wavelet (scales 30-
100). It was shown that this wavelet has a good similarity 
on scales of 30-100 with P300 component (this range of 
scale is associated with 0.6-2 Hz in frequency domain) [7]. 
In this method, each trial was swept by different scales of 
wavelet and their correlation was calculated for each time-
scale as similarity coefficients. Wavelet coefficients of a 
signal x (t) at time point p are defined as: 

 , ,                   (2) 
 
Where s is the wavelet scale, t is trial data-points, and  

is the chosen wavelet (Mexican-hat). 
Then, CWT coefficients were averaged over different 

scales and extermum values of obtained vector was stored. 
It is assumed that the maximum of averaged curve has the 
amplitude of A0 that happens at time T0. The goal is to find 
the two local minimums, i.e., one just after A0 and another 
just before A0 with amplitudes of B1 and B2 respectively. 
Using “equations (3) and (4)”, and the obtained extermum 
properties, two heuristic features over averaged scales can 
be defined. “A” as the similarity amplitude and “T” as ratio 
of latency.  

                          0 – B   0  B                          3                                  | 0  300| 300                               4  
 

For detecting P300 wave the amplitude of the peak fea-
ture should have "large" value and time difference feature 
should be as "small" as possible (zero is considered ideal). 
Therefor, A and T are two features to be extracted by apply-
ing CWT. This method was confirmed to provide robust 
features for single-trial P300 detection, although calculation 
of correlation and sweeping the signals for all scales in-
crease the processing time [7, 13]. 

(DC)WT: In the second approach, a combination of dis-
crete WT (DWT) and CWT was applied for providing more 

robust features. In this method, discrete wavelet transform 
was used for multi-resolution decomposition of signal into 
‘details’ and ‘approximation’ (high frequency and low fre-
quency) components. B-Splines wavelets were chosen as 
mother function in this study due to their high resemblance 
with brain evoked responses. Five levels of DWT trans-
formed the signals into 64–128 Hz, 32–64 Hz (gamma), 16–
32 Hz (beta), 8–16 Hz (alpha), 4–8 Hz (theta) and the last 
approximation giving the activity in the 0.1–4 Hz (delta). 
Since, each step of DWT decomposition divide the signal 
into two components by down-sampling, delta and theta 
band (0.1-8 Hz) contains 16 data points. These 16 data 
points were stored as DWT features.  

Thanks to low frequency of evoked potentials, delta and 
theta decompositions were used for reconstructing the sig-
nal and up-sampling. The reconstructed signal from delta 
and theta band results in a smooth signal 0-8 Hz. CWT as it 
explained earlier was applied on reconstructed signal and 
CWT and DWT features was stored (18 features).  

Final number of features in this method is these features 
multiple by the number of selected channels. Since, dealing 
with large number of features leads more computational 
time for classification; selected features should be reduced 
into lower dimensions using principle component analysis 
(PCA). PCA reduced the features dimensionality into lower 
orthogonal dimensions using Eigen vectors of features. The 
number of principle component should be chosen based on 
the percentage of variance that retained. The optimal per-
centage of retained variance is supposed to be 99%. The 
whole procedure of this approach is depicted in Figure 2. 

 

 

Fig. 2 Feature extraction methods designed based on two approaches. 
CWT and DWT features of each channel should transformed to a lower 

dimensions using PCA algorithm. The controller decide on the number of 
principle components (K) to be selected as the inputs of classifier. 

D. Classification 

Single-trial P300 detection requires accurate classification 
of extracted features. Numerous studies have attempted to 
enhance the classification algorithm by utilizing linear and 
nonlinear methods [16-18]. However, avoiding complex but 
reliable classifiers benefits the enhancement of computational 
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time. Logistic regression and support vector machine (SVM) 
(both linear and Gaussian kernels) were used as fast binary 
classifiers in this study. 

Selected principle components and trials label of training 
dataset would be used in these three supervised classifica-
tion algorithms (logistic regression, SVM with linear kernel, 
and SVM with Gaussian kernel).  

 

 
Fig. 3 Flowchart of rule-based controller of P300-BCI system.  

The user will choose the criteria for accuracy and computational time  
based on the application and system would be modified. 

E. Controller 

The aim of controlling the single-trial P300 detection al-
gorithm is to choose the best procedure for detecting P300 
accurately in minimum time. In this study, 60% of the data 
was selected randomly for training, 20 % for cross valida-
tion, the rest of data (20 %) as test dataset, and a rule-based 
controller was chosen for selecting the best combination of 
the algorithms in order to fulfill the accuracy and computa-
tional time conditions. This controller can decide on number 
of selected channels (NC), feature extraction algorithm 
(FE), number of selected features based on PCA output 
(FS), and selecting the type of classifier (CS). In this step, 
training and cross-validation set were used to evaluate each 
possible combination of parameters. However, there are 
huge number of different possibility for NC and calculation 
of all possible combinations is impossible. Therefore, a 
certain set of well-studied channels was used (Table 1 
shows some of the outputs of this part).  

There are five different level for each method, namely 
very low, low, normal, high, and very high. Computational 
time was normalized between 0-1, and 0.2 as threshold of  
 

each level (0-0.2 very low, 0.2-0.4 low, 0.4-0.6 normal, 0.6-
0.8 high, and 0.8-1 very high). Accuracy percentage of 
cross validation set was divided to 50-65% very low, 65-
75% low, 75-85% normal, 85-90% high, and 90-100% as 
very high. The controller aims to maintain the system to 
perform in a condition which user can define (e.g. very low 
computational time and high or standard accuracy percen-
tage), shown as user condition (UC). 

The system start with using Cz channel signals, CWT 
method of feature extraction and using just one principle 
component and logistic regression (the fastest method). The 
rule-based controller works as follow: 

Step 1. If the accuracy is lower than UC, then other clas-
sifiers would be evaluated, and the one with highest accura-
cy is selected. 

Step 2. If the accuracy is lower than UC, increase the 
number of K (number of principle components) that 99% 
variance retained. 

Step 3. If the accuracy is lower than UC, evaluate both 
feature extraction methods and select the most accurate 
algorithm. 

Step 4. If the accuracy is lower than UC, evaluate the 
second set of channels. 

Step 5. Repeat steps 1-4 until the UC condition for accu-
racy percentage is provided. 

In this system, accuracy percentage condition has priority 
over the computational time; therefore, after fulfilling the 
accuracy criterion, the computational time would be eva-
luated using all possible methods without changing the 
number of channels and the fastest method would be cho-
sen; then, the UC condition for accuracy percentage should 
be reassessed. By defining the method, system use test data-
set to evaluate the system again and results would be shown 
to the user and waiting for confirmation or new set of crite-
ria. The flowchart of this system is depicted in Figure 3.  

Table 2 Accuracy (A) and normalized computational time (NCT) for some 
of the possible combinations.   

NC FE FS CS A% NCT

Cz 2 3 LR 68.23 0.21 

Cz, Pz 1 3 SVML 66.12 0.16 

Pz 2 3 SVMG 73.29 0.19 

C1 1 3 SVMG 61.19 0.18 

Cpz 1 3 SVML 54.49 0.11 

Fcz 2 3 LR 60.10 0.16 

C1,Cz 2 2 SVMG 65.12 0.21 

Cz, Pz, Fcz 2 2 SVMG 75.45 0.25 

5 1 2 SVML 86.28 0.35 

8 1 2 SVML 89.36 0.54 

19 2 3 LR 96.38 0.96 
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III. CONCLUSIONS  

The P300-BCI appears to be the most commonly used 
BCI system. Despite its popularity among researchers, it is 
apparent that many P300-BCI systems must be improved 
before they can be considered as an alternative communica-
tion device for individuals. In this paper, a rule-based con-
troller system was applied to optimize the accuracy and 
processing time of single-trial P300-BCI system.  

The accuracy of each set of data would be compared to 
select the smallest set of channels providing fastest compu-
tation and highest possible accuracy. Once the sub-group of 
channels selected, the system can be work in test condition 
using less number of channels. This controlling system can 
provide a better performance of a typical BCI system in 
various applications. Future work is focus on testing this 
system in various applications and compare it with current 
systems using fuzzy controllers and other soft computing 
methods for a better modification.  
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Abstract— Speaker identification is a technique of determin-
ing an unknown speaker's identity and is very essential for 
security, crime investigation, and telephoning. In this study, a 
text-dependent speaker identification technique using the 
neural responses of a physiologically-based computational 
model of the auditory periphery is proposed. Neurograms were 
constructed from the responses of the auditory-nerve model to 
sentences of different speakers. The proposed features were 
then used to train and test the recognition system using the 
support vector machine and Gaussian mixture model classifi-
cation techniques. The proposed method was tested on a text-
dependent database in quiet and under noisy conditions for a 
range of signal-to-noise ratios.  Although the performance of 
the proposed method in quiet was comparable to the perfor-
mance of a traditional Mel frequency cepstral coefficients-
based method and also to the result of a very recent Gamma-
tone frequency cepstral coefficient-based system, the neural-
response-based method showed a substantially better classifi-
cation accuracy under noisy conditions. The proposed method 
could be extended to design a text-independent speaker identi-
fication and verification system. 

Keywords— Speaker Identification, Auditory periphery, 
Neurogram, MFCC, SVM. 

I. INTRODUCTION  

The traditional features of speech such as frequency, 
formants, energy, power, and pitch vary from speaker to 
speaker due to variation of the vocal fold position and 
length of the vocal tract. Every speech signal conveys some 
information to the listener like what being said (message), 
gender, speaker identity, emotions, and the location of the 
source. Automatic speaker identification system is a biome-
tric modality that uses an individual speaker’s voice for 
identification purposes [1]. Automatic speaker identification 
system is related to extract, characterize, and recognize 
information in the speech signal of speaker.  

Substantial research and development on automatic 
speaker identification methods have been undertaken for 
decades. Generally, the most common traditional speaker 
identification approaches use features such as Mel frequen-
cy cepstral coefficients (MFCC) [2] and linear prediction 
cepstral coefficients (LPCCs)[3]. In a very recent study, the 
auditory-based Gamma-tone frequency cepstral coefficient 
(GFCC) feature have been used to propose a robust speaker 
identification system [4]. Speaker identification techniques 

are often subject to additive noise and input speech distor-
tion which degrade identification performance substantially. 
The challenge is to increase the identification accuracy un-
der noisy conditions, i.e., to make the identification system 
more robust. 

Two types of automatic speaker identification system ex-
ist: text-independent and text-dependent.This paper proposes 
a new robust text-dependent approach to classify speakers 
based on the neural responses simulated using a physiologi-
cally-based computational model of the auditory nerve 
(AN)[5]. This AN model captures most of the nonlinear be-
haviors of the peripheral auditory system, such as nonlinear 
tuning, two-tone suppression, and adaptation in the inner-
hair-cell-AN synapse. The motivation of this approach hinges 
on the fact that the neural responses are robust against differ-
ent types of noises[6]. 

A neurogram is a 2D representation (time-frequency) and 
can be constructed by simulating the responses of AN fibers 
over a range of characteristic frequency in response to a 
speech signal. The neurogram contains important informa-
tion about the identity of the speaker that is extracted and 
trained using common classifiers such as support vector 
machine (SVM) and Gaussian mixture model (GMM) to 
identify the speaker. Figure 1 shows the block diagram of 
the proposed method for a robust speaker identification 
system. 

 
 Speaker training stage 

 Speaker testing stage 

 

Fig. 1 Block diagram of the proposed speaker identification technique 
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II. METHODOLOGY 

In this study, a speech database with 39 speakers (25 
males and 14 females) from the auditory neuroscience lab in 
the University of Malaya has been used. Every speaker was 
asked to utter ‘Universiti Malaya’ for 10 times. The signals 
were recorded in a sound proof booth with a sampling fre-
quency of 8 kHz. The silent periods from recorded signal 
were removed using the voice-activity-detector (VAD) al-
gorithm provided in the voice box toolbox[7]. Seventy per-
cent of speech signals from each speaker was randomly 
chosen to train the SVM/GMM classifier, and the rest of the 
signals was used to test the performance of the proposed 
system. In order to determine the robustness of the method, 
the test speech signals were distorted by a white Gaussian 
noise over a range of signal to noise ratios (0 to 15 dB in 
steps of 5 dB). 

A. AN Model and Feature Extraction 

In recent years, the responses of AN model has been used 
quite extensively in the field of speech processing applica-
tions. The neural responses are very robust against noise 
due to the property of phase locking [8,9]. The maximum 
frequency limit for phase locking lies at about 4~5 kHz. In 
this study, the computational AN model developed by  Zila-
ny  and  colleagues [5] was employed to simulate the neural 
responses. The input to the AN model is a speech signal 
which was up sampled to 100 kHz required by the AN 
model, and the output is the spike times for a certain value 
of characteristic frequency (CF).The neural responses of 
each CF were averaged with a bin (time window) size of 
100 µs, and then the responses were divided into frames 
using a Hamming window (50% overlap between adjacent 
frames) of length 128 samples. The combination of binning 
to 100 µs and smoothing with the 128-sample accounted for 
spike synchronization to frequencies up to ~160 Hz 
[1/(100×10-6×128×0.5)]. Thus the resulting neurogram ex-
cludes spike timing information aboutthe temporal fine 
structure (which might go up to ~4 kHz); however, it in-
cludes information about the envelope (mostly low frequen-
cy) of the signal. 

Neurogram is basically a 2D representation in which neur-
al responses of a wide range of CFs are displayed as a func-
tion of time [10]. In this paper, the responses were simulated 
for 12 CFs logarithmically spaced from 250 Hz to 1 kHz. It 
was observed that the responses of AN fibers above 1 kHz 
were not quite consistent for the same speaker in response to 
different instances of the same speech utterance, and thus 
only the responses of AN fibers with CFs up to 1 kHz were 
considered in this study. The responses of three different 
types (high, medium, and low spontaneous rate) of AN fibers 
were simulated and weighted by the reported distribution of 

spontaneous rates (SR) of AN fibers (60% high, 20% me-
dium, and 20% low) [11]. 

B. MFCC 

Mel-frequency cepstral coefficient (MFCC) is a repre-
sentation of linear cosine transform of log power spectrum 
of a sound signal. The MFCC features have been widely 
used in automatic speaker and speech identification sys-
tems. In this study, the VAD algorithm was used to remove 
the silent periods from the acoustic signals. The rastamat 
toolbox [12] was then employed to calculate the MFCC 
coefficients from speech signals. The coefficients were 
calculated using a frame size of 25 ms with a Hanning win-
dow and an overlap of 50% between consecutive frames.  
Each frame resulted 39 MFCC features consisting of three 
groups: Ceps (cepstral coefficients), Del (derivatives of 
ceps) and the Ddel (derivatives of Del) with 13 features for 
each group.  

C. GFCC 

GFCC is an auditory-based feature which was derived 
from the responses of Gammatone filter bank. According to 
physiological observation, Gammatone filter bank resem-
bles more to the cochlear filter bank [13]. In order to com-
pute GFCC, the same window size and overlapping between 
frames were used, as employed in the computation of 
MFCC. The basic difference between MFCC and GFCC is 
that Gammatone filter bank and cubic root operation are 
used in GFCC derivation whereas triangular filter bank and 
log operation are applied in MFCC extraction[14]. In this 
study, the lowest 23 GFCCs (among 128 coefficients) from 
each frame have been used, since these coefficients retain 
most information of Gammatone feature (GF) due to energy 
compaction property of DCT [15]. 

D. SVM 

The Matlablibsvm toolbox [16] was used to generate 39 
SVM speaker models for speaker identification. In this 
study, the one-against-all classification technique was em-
ployed to train the SVM models. Note that the size of the 
feature vector determines the dimensional space of the clas-
sifier. In this study, 7 samples were used to train the SVM 
models, and the remaining 3 samples were used to evaluate 
the performance of the system. In this study, the feature size 
of the proposed method was m × 12, where m was the num-
ber of envelope points in the neurogram. For the MFCC- 
and GFCC-based methods, there were n × 39 and n × 23 
features for each speech sample; where n is the number of 
frames of the speech signal. 

In the proposed method, the features were normalized in 
such a way that training data array was bounded to a mean 
value of zero and a standard deviation of one (1). The  
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default type of kernel function (Radial basis function, RBF) 
was used in this study. Using a cross validation algorithm 
[17], the best C and γ (associated to the RBF kernel) were 
chosen in such a way that it resulted best accuracy. Once the 
training model was obtained, it was saved and tested against 
test samples for range of SNRs. In this study, the following 
parameters: cost function (c), gamma (g), SVM type (s), 
shrinking parameter (h) were set to 8, 8, 0, and 0, respec-
tively. The speaker identity of the unknown test speech was 
determined by the model that resulted a maximum decision 
value. 

E. GMM 

The use of GMM classification technique in speaker 
identification is very common and well established. The 
application of expectation maximization (EM) algorithm 
[18] makes the GMM a successful classifier for speaker 
identification. Mean vectors, covariance matrices, and mix-
ture weights from all component densities parameterized 
speaker GMM model. 

In this study, all neurograms of the training set from 
each speaker were combined together to form an input array 
for training. Thirty nine (39) GMM models were generated 
using EM algorithm. Diagonal covariance matrices were 
used to reduce the computational overhead and thus make 
the system faster. Ten (10) mixture components were used 
to obtain 12 dimensional feature vectors, and it was noticed 
that the proposed system performance dropped substantially 
when the number of mixture component was increased 
above 10. Speaker identification process was accomplished 
by comparing each unknown test utterance to all GMM 
speaker models and calculating the maximum likelihood 
values using the probability density function (pdf).  

III. RESULTS AND DISCUSSIONS 

This section illustrates the performance of the proposed 
neural-response-based speaker identification system for 
both in quiet and under noisy environment. The estimated 
accuracy of the proposed system was also compared with 
the accuracy of the MFCC-and GFCC-based speaker identi-
fication system. To check the stability of the proposed sys-
tem, the performance of the proposed method was evaluated 
for five times independently for each SNR, and the average 
results are reported in Figs. 2 and 3. 

Figure 2 shows the accuracy performance of the pro-
posed system (solid line) along with the identification per-
formance of the baseline-feature-based methods using 
GMM as a classifier. The performance is shown as a func-
tion of SNR. It is clear that the performance of all the sys-
tems in quiet was near 100% and very comparable to each 
other. As more noise was added to the speech signal, the 

identification performance of all systems degraded accor-
dingly. However, the neural response-based proposed sys-
tem outperformed the traditional acoustic-feature-based 
systems at all SNRs studied. Also, GFCC-based system 
showed better performance compared to the results using 
MFCC as features under noisy conditions, consistent with 
the observation in[15,19]. 

Figure 3 shows the performance of the identification sys-
tems using SVM as a classifier. In general, the results are 
similar compared to the results described in Fig. 2 (using 
GMM) except that the performance of the proposed and 
MFCC-based methods showed better identification results 
at all SNRs studied, and GFCC-based system exhibited a 
substantially poorer performance compared to the identifi-
cation result of the MFCC-based system under noisy condi-
tions (due to less number of support vector).Based on these 
results, it has been observed that the performance of the 
proposed system was almost same irrespective of classifier, 
whereas the GFCC- and MFCC-feature-based system per-
formances were dependent on the classifier. 

To make resemble with the human auditory system, a 
very simple feature has been proposed in this study. The 

 

 

Fig. 2 Illustration of speaker identification rate for the proposed, GFCC, 
and MFCC features using GMM as a classifier (for 39 speakers). 

 

 

Fig. 3 Illustration of speaker identification rate for the proposed, GFCC, 
and MFCC features using SVM as a classifier (for 39 speakers). 

3. To investigate the reason behind the robustness of speak-
er identification, the proposed neural feature was calculated 
(using responses of the AN model) from several speech 
samples of different speakers. It has been observed that  
the responses at lower frequencies (below 1 KHz) were 
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comparatively less affected by noises than the responses at 
higher frequencies, consistent with the phase-locking prop-
erty of the auditory neurons at low CFs (<~4 kHz). 

IV. CONCLUSION 

In this paper, a neural-response-based feature was pro-
posed for the text-dependent speech-based speaker identifi-
cation system. This novel feature captures essential infor-
mation about the speaker and was derived from the res-
ponses of a well-established physiological-based model of 
the auditory periphery. The performance of the proposed 
system was evaluated both in quiet and under noisy condi-
tions and compared to the performance of two traditional 
acoustic-feature-based identification system, GFCC and 
MFCC. In clean condition, the speaker identification rate of 
the proposed system was comparable to the result from the 
acoustic-feature-based systems, however, the proposed 
system outperformed under noisy conditions. It was also 
observed that the performance of the GFCC- and MFCC-
based systems was dependent on the classifier, whereas the 
identification rate of the proposed method was almost inde-
pendent of the classifier. Since the same front-end is used 
for both automatic speech recognition and speaker recogni-
tion, the proposed feature could also be used for speaker 
verification, text-independent speaker identification, and 
speech recognition. 
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Abstract— Mental stress has been identified as one of the 
major contributing factors that leads to various diseases such 
as heart attack and stroke. To avoid this, stress quantification 
is very important for clinical intervention and disease preven-
tion. In this study, we investigate the feasibility of exploiting 
Electroencephalography (EEG) signals to discriminate stress 
from rest state in mental arithmetic tasks. The experimental 
results showed that there were significant differences between 
the rest state and under stress at three levels of arithmetic task 
levels with p-values of 0.03, 0.042 and 0.05, respectively. We 
thus confirm the feasibility of EEG signals in detecting mental 
stress levels. Using support vector machine (SVM) we could 
detect mental stress with an accuracy of 94%, 85%, and 80% 
at level one, level two and level three of arithmetic problem 
difficulty respectively.  

Keywords— Stress, EEG, Wavelet transform, SVM. 

I. INTRODUCTION  

People suffer from stress in their daily life. Stress has 
been defined as “the non-specific response of the body to 
any demand for change” [1]. Stress can change the respon-
siveness of central-peripheral regulatory systems rendering 
them less efficient in supporting health. It has been recog-
nized as one of the major factors contributing to chronic 
disorders and productivity loses. It influences the desire to 
work, performance at work and attitude toward life. Chronic 
stress has been linked to a range of health problems [2]. 
Previous studies have shown a correlation between long-
term exposure to stress and risk factors such as cardiovascu-
lar diseases [3, 4].  

Stress response can be evaluated from perceptual,  
behavioural and physical responses to mental stress task. 
Evaluation of perceptual responses to stress involves sub-
jective estimations and perceptions. Self-report question-
naires are one of the most commonly used methods to 
measure an individual’s level of stress [5]. However, eva-
luating the stress using questionnaires is subjective method 
[6]. Therefore, clinicians evaluated the stress by measuring 
cortisol and α-amylase levels [7]. Stress response involves 
the activation of hypothalamus-pituitary-adrenocortical axis 
(HPA) and sympathetic nervous system (SNS) causing an 
increase in the glucocorticoid/cortisol secretion in the 
adrenal cortex.  

Beside the release of cortisol, stress can be quantified 
from human bio-signals [8]. Studies have found a relation-
ship between salivary cortisol levels and physiological va-
riables changes such as heart rate variability (HRV), skin 
temperature (ST) and blood pressure (BP) [9]. Heart rate 
variability refers to the beat-to-beat alternations in heartbeat 
intervals. Stress causes a decrease in the high frequency 
components of the heart beat interval and an increase in the 
low frequency components of that heartbeat interval signals 
respectively. Thus, heart rate variability analysis has been 
established as an instantaneous quantitative measure of 
ANS activity associated with mental stress. Skin conductivi-
ty on the other hand varies with the changes in skin mois-
ture level revealing the changes in sympathetic nervous 
system. Skin conductivity has been reported to increase 
with stressful task and can be acquired simultaneously using 
galvanic skin response (GSR) [10].  

Furthermore, the changes in ANS can be effectively 
represented by electroencephalography (EEG) signals [11]. 
Electroencephalogram (EEG) is one of the most common 
sources of information used to study brain functions and 
conditions. It is a very complex signal and can be recorded 
non-invasively using surface electrodes from the scalp. EEG 
is the most studied non-invasive brain imaging device due 
to its excellent temporal resolution, ease of use, and low set-
up cost. Additionally, EEG benefits from its high temporal 
resolution, enable it to measure the changes in cognitive 
activity within millisecond scale [12]. EEG signals are cate-
gorized by frequency bands; Delta (0.5-4 Hz), Theta (4-8 
Hz), Alpha (8-13 Hz) and Beta (14-30 Hz). Each of the 
frequency band represents a state of the person. An increase 
of EEG power spectra in the Beta frequency band asso-
ciated with increase in the alertness and arousal; Alpha 
increased with relaxation and Theta occurred during the 
sleep state [13].  

EEG signals have been previously used in the assessment 
of variation in the state of the subjects during cognitive 
tasks. Compared to HRV and blood pressure, EEG gives 
more information about relaxation and alertness condition 
[12, 14]. In literature, both decreased and increased in alpha 
and beta power have been found as a sign of mental stress 
[15]. EEG has successfully classified stress from the rest 
state in [16] with an average accuracy of 85.55% using Yule 
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Walker and in [17] with average classification rate of 90%. 
Another studies have combined EEG signal with several 
physiological signals to study mental stress. Skin conduc-
tance, heart rate variability and EEG signals combined to 
classify stress in [18] resulted in average accuracy of 84.1% 
using psychological signals and 82.7% using the EEG sig-
nals. Blood pressure, skin conductance, heart rate variability 
and EEG signals in [19] model the stress with high classifi-
cation rate of 95% using all physiological signals and 91% 
using EEG signals.  

According to previous studies, no stress levels has been 
studied yet. Stroop colour word test [20], mental arithmetic 
task[21], public speaking [22], cold pressor [23], computer 
work [24] and videos [25] have been successfully used in 
previous studies as stress stimuli. In this study, we devel-
oped a stress stimuli to elucidate three levels of stress using 
arithmetic task. The aim of this study is to discriminate 
between stress levels and rest state based on EEG signals 
collected while performing mental arithmetic tasks. We 
simulated the brain using mental arithmetic task with three 
levels of difficulty as proposed by [26]. In this study, we 
proposed wavelet transform (WT) for feature extraction. 
According to previous study, [27] WT has the ability to deal 
with stationary and non-stationary signals. As EEG signals 
are non-stationary, WT may give good features that highly 
correlate with mental stress levels. 

II. METHODOLOGY  

A. Subjects 

Twelve healthy male right-handed adults with an age 
ranges from 20-24 years participated to this study. All sub-
jects were informed prior to the experiment and they gave 
written consent, in accordance with the declaration of Hel-
sinki and ethical approval granted by local ethics committee 
at Unversity Teknologi PETRONAS. None of these partici-
pants had a history of psychiatric, neurological illness or 
psychotropic drug use. The participants were asked to mi-
nimize their head movements and to keep calm during the 
entire experiment. 

B. Experimental Set-up and Protocol Design  

We measured EEG signals from the frontal cortex using 
BrainMaster 24E system with seven active electrodes [FP1, 
F3, F7, Fz, FP2, F4, and F8] and one reference A1 attached 
to the earlobes. All the electrodes placed on the surface 
scalp based on the international 10-20 system of electrode 
placement. The sampling frequency for EEG was set to 256 
Hz. The impedance of EEG was minimized using small 
amount of gel directly to the scalp.  

The mental stress experiment was designed based on 
Montreal Imaging Stress Task (MIST) [26]. The experiment 
protocol were performed in four steps. First, brief introduc-
tion was given to the participants to be familiar with the 
proposed tasks. Second, the participants were trained for 
five minutes at each level of difficulty in the mental arith-
metic (MA) task to estimate time taken to answer each 
question. Third (i.e. control phase), the participants had 
their EEG signals recorded for total duration of 15 minutes 
while solving arithmetic problems at three levels of difficul-
ty without any time limit per question. After the EEG  
recording, a questionnaire was filled by the participants 
self-reporting about task loading according to NASA-TLX 
rating scale. Fourth (i.e. stress phase), the average time 
recorded during the training phase was reduced by 10% to 
induce stress on the participants. Similar as in the control 
phase, the EEG was recorded for 15 minutes and the partic-
ipants completed another questionnaires about the task load-
ing. The task in level one (L1) involved 3-one digit integer 
(ranging from 0 to 9) and used the operands of + or – (ex-
ample 7+2-4). In level two (L2), the task involved 3 integers 
(ranging from 0 to 99) with at least 2 two-digit integers 
using the operands of +, –, and × (example 14×3-39). In 
level three (L3), the task involved 4 integer numbers (rang-
ing from 0 to 99) and the operands include +, –, ×, / and ÷ 
(example 7-99/3+35). In this experiment, we developed the 
control technique by sending marker via channels 23-24 of 
EEG BrainMaster as ‘1’ to mark the start of the task and ‘0’ 
for the end of the task for each block. The entire record 
which had a total of nearly 1 hour, consisted of four blocks. 
Figure 1, gives an overview of the experimental protocol 
and the block design. Each block consisted of 40 seconds of 
mental arithmetic task and 30 seconds of rest. 

 

 

Fig. 1 Experimental protocol of mental stress study. The labels L1, L2 and 
L3 represent the levels of mental arithmetic task and MA stands for mental 

arithmetic. Six recordings were performed in this experiment; three for 
control case and three for stress case. In each record, there were four 

blocks. In each block, mental arithmetic was allocated for 40 s followed by 
30 s rest.  
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C. EEG Analysis  

The Pre-processing of EEG data was performed offline. 
EEG data was Pre-processed with EEGLAB 2013a toolbox. 
First, the EEG data was bandpass filtered in the range of 0.5 
Hz to 30 Hz using 3rd order Butterworth filter. Second, the 
artefacts were removed using independent components 
analysis technique (ICA). 

EEG signal is a non-stationary signals which have differ-
ent frequency elements at different time intervals. In this 
study, EEG signals was analysed using wavelet transform 
(WT) [28]. WT is suitable method for multiresolution time-
frequency analysis. In this work, WT decomposed the EEG 
into four sub-frequency bands; Delta (1-4Hz), Theta (4-8 Hz), 
Alpha (8-12.5 Hz) and Beta (12.5-30 Hz). The wavelet de-
composition level was set to 5-levels and one final approxi-
mation since we are interested in the frequency range of 0-30 
Hz only. Table 1 gives a summary of the frequency distribu-
tion with wavelet decomposition levels.  

Table 1 EEG frequency band decomposition levels.  

Decomposi-
tion level 

Frequency 
bandwidth  

Frequency 
band 

DL1 64 Hz -128 
Hz 

Noisy signal  

DL2 32 Hz -64 Hz Noisy Gamma 
DL3 16 Hz -32 Hz Beta 
DL4 8 Hz -16 Hz Alpha 
DL5 4 Hz -8 Hz Theta 
AL5 0-4 Hz  Delta 

 
From the wavelet coefficients we extracted the mean of 

the absolute values of the wavelet coefficient in each sub-
band and the average power and energy. The power spectral 
density was calculated by: ∑ | |  ,  (1) 

where x(n) represents the segmented EEG signal and N is 
the length of the recorded EEG signal. The energy of EEG 
frequency bands was calculated based on: 1 | |  ,                               2  

In this work, we used a segmentation of s time interval rec-
tangular window to calculate the features of EEG signals.  

D. Features Normalization  

The features extracted from EEG signals were norma-
lized to interval [0, 1] before feeding them into the classifier 
by calculating: 

x    ,                        3  

where x is the entire feature set, min(x) is the minimum 
value in the feature set and max(x) is the maximum value in 
the feature set respectively.  

E. Classification  

In this work, we used support vector machine (SVM) 
with 10-fold cross validation to classify stress from rest 
state. The SVM algorithm is a nonprobabilistic binary linear 
classifier that build a model to predict which category the 
new case belongs to. In this phase, only power values ex-
tracted from alpha band were used for classification. There 
was a total of 840 features for each subject in each record-
ing phase (120 power values calculated from alpha frequen-
cy band multiply by 7 EEG measured electrodes). Features 
of one trial were used for testing and the other features 
(from other trials) were used for training the classifier. The 
formulation for obtaining SVM can be found in [29]. 

III. RESULT AND DISCUSSION  

The goal of this study was to discriminate between stress 
and rest state based on EEG signals collected while solving 
mental arithmetic task with three levels of difficulty. Stress 
levels in this experiment were based on time pressure and 
negative feedback. The developed mental stress stimulus in 
this paper induced variations in the brain cortical activities 
as captured by EEG signals. We investigated on the effects 
of mental stress levels induced by arithmetic tasks by calcu-
lating the alpha and beta rhythm power values in all elec-
trodes for all the subjects. The obtained results of EEG 
records found that, subjects failed to relax and appeared less 
attentive when facing high level of stress. This indicates 
that, the cortical activation increased with low level of stress 
and decreased with high level of stress and time pressure. 
Our results demonstrated a decrease in alpha rhythm power 
from level one to level two and failed to drop in level three 
of mental stress. Beta rhythm power, on the other hand in-
creased with response speed of mental arithmetic, suggest-
ing that subjects needed to pay more attention to finish the 
task under time pressure but as they faced high level of 
stress their attention would reduce.  

In particular, by studying each level of mental stress  
separately, we found a very significant difference between the 
control/rest and the stress condition. We employed two-sample 
t-test analysis between every pair of the tasks to study their 
significant differences. In the analysis part, we focused on 
alpha rhythm due to its negative correlation with mental  
stress and its significant variation with mental workload [16]. 
There was a significant decrease in alpha rhythm power from 
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control condition to stress condition in level one of mental 
stress with mean p-value of 0.03. Level two however, showed 
a significant reduce in alpha rhythm power with mean p-value 
of 0.042. In level three we found that, the mean difference 
between control and stress condition was less significant as 
compared to level one and level two, mean p-value of 0.05. By 
comparing the three levels of mental stress induced by arith-
metic tasks, there was a great decline in alpha power from 
level-one-to-level-two and increased again from level-two-to-
level-three. This indicates that the cortical activation increased 
from task level-one to task level-two and failed at task level-
three, verified with questionnaires. Figure 2 showed the mean 
differences between each level of the control task and stress 
task.  

NASA-TLX rating scales showed no significant differ-
ences in the three mental stress levels. The results suggested 
that, subjective assessment using questionnaire was not 
sensitive for measuring mental stress levels and revealed the 
effectiveness of physiological measurement using EEG 
signals.  

Based on the repititive of the stress tasks ( three times 
recording for three levels of mental stress), we studied the 
dominant brain regions to mental stress. The dominant was 
obtained based on the significant responses from the right 
and left asymmetry as calculated by two-sample t-test. The 
study revealed the dominant of the right prefrontal cortex 
(PFC) to mental stress (PFC reduce with stress) in all the 
three levels of mental stress. This finding is consistent with 
previous study [30, 31]. Furthermore, we classified the 
stress levels using support vector machine classifier. The 
mean classification accuracy obtained by the classifier was 
94%, 85% and 80% for level one, level two and level three 
of mental stress respectively.  

 

Fig. 2 Mean Alpha rhythm power distribution in two mental states; control 
and stress. The L1-represents level one of mental arithmatic task, L2- 

represents level two of mental arithmatic task and L3- represents the level 
three of arithmatic task. 

IV. CONCLUSION  

In a study with 12 subjects, we have shown that EEG 
signals can be used to reliably identify mental stress levels 
from rest state. The study reported a significant differences 
between the tasks (control and stress) as measured by two-
sample t-test with mean p-values of 0.03, 0.042, and 0.05 
for level one , level two and level three of arithmetic task 
respectively. Furthermore, the study revealed the dominant 
of the right prefrontal cortex to mental stress. The question-
naire about task loading indicated that with increasing level 
of difficulty especially level three, the engagement of partic-
ipants reduced significantly. The experimental results sup-
ported the suggestion of using EEG to detect mental stress, 
and reported level one of mental arithmetic task as the most 
suitable stress stimuli.  
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Abstract— Studies of Mean Glandular dose (MGD) and 
Image quality for 3D imaging are still relatively new compared 
to 2D imaging. Therefore the objective of this research is to 
compare mean glandular dose (MGD) and figure of merit 
(FOM) obtained using ionization chamber between 2D and 3D 
breast imaging. This experimental study was conducted at the 
National Cancer Society using the Hologic Selenia Digital 
Breast Tomosynthesis. Three types of CIRS phantom with 
50/50, 30/70 and 20/80 glandularity were exposed with an Auto 
- Filter mode in the Cranio-caudal projection.  The ionization 
chamber (IC) was used to measure the Entrance Surface Air 
Kerma (ESAK) and Half Value Layer (HVL). The MGD value 
was calculated using Euref protocol and finally the image 
quality was assessed qualitatively by two radiologists and 
quantitatively by figure of merit (FOM). The results of the 
experiment showed that the MGD value obtained from the 
experiment increased with thickness and the MGD value for 
3D projection is consistently higher than 2D projection. The 
spectrum W/Rh has a higher FOM value compared to 
spectrum W/Al for all phantoms. For 3D imaging the FOM 
value decreased when the depth of the object increased and the 
object is clearer in the center compared with other slices. In 
summary, it is estimated the MGD value for combined 2D and 
3D increased by 1.5 - 2.5 times than single 2D mammography. 
The combined 2D and 3D imaging MGD value for 50% was 
2.27 mGy, for 30% was 3.07 mGy and for 20% was 4.09mGy. 
*The combined 2D and 3D imaging for 50% glandularity is 
less than FDA limit for single projection and resulted in 
superior image quality compared to 2D imaging alone. 

Keywords— Mean Glandular Dose (MGD), Figure of Merit 
(FOM), Image quality, Digital breast tomosynthesis (DBT). 

I. INTRODUCTION 

Breast tomosynthesis is a three-dimensional imaging 
technology that involves acquiring images of a stationary 
compressed breast at multiple angles (x-ray tube rotate from 
-7.5 degrees to + 7.5 degrees) during a short scan [1]. The 
individual images are then reconstructed into a series of thin 
high-resolution slices that can be displayed individually or 
in a dynamic ciné mode. 

Acquisition of DBT image can be done  in both 2D and 
3D imaging or maybe with 3D imaging is sufficient to show 
breast abnormality. However by additional projection like 
3D imaging the radiation dose received by the patient will 
be higher. Therefore, this study is designed to compare the 
dosage and image quality for 2D and 3D imaging.  

The objective of this research was to compare Mean 
Glandular dose (MGD) and figure of merit (FOM) value 
obtained using an ionization chamber between 2D and 3D 
breast imaging. 

II. MATERIAL AND METHOD 

This experimental study was conducted at the National 
Cancer Society using Digital Breast Tomosynthesis (Selenia 
Dimension breast tomosynthesis, Hologic, Bedford, United 
States). Selenia Dimensions with AWS 5000 is equipped 
with a Tungsten (W) anode x-ray tube and with a choice for 
Rhodium (Rh) or Silver (Ag) filtration (0.050 mm thick, 
respectively) for 2D mammography whilst for 3D the filter 
used is Aluminium with 0.70 mm thickness.  

There were three types of phantom used for this 
experiment. Phantoms are  breast-shaped and made of 
epoxy resin, with standard thickness (4 cm, 5 cm and 6cm), 
equivalent to 50%, 30% and 20% glandular breast tissue, 
respectively [2]. The first phantom composed of 20% 
glandular and 80% adipose tissue of tissue equivalent breast 
phantom (Breast phantom, Computerized Imaging 
Reference Systems (CIRS), Norfolk, Virginia) with 6 cm 
thickness, the second phantom 30/70 with 5cm thickness 
and the third phantom  is 50/50 with 4cm thickness 
respectively [3]. As this study was a phantom study, ethical 
clearance was not obtained. 

The Entrance Surface Air Kerma was measured using the 
calibrated ionization chamber (Radcal 9095, Radcal 
Corporation, Monrovia, California, USA). The ionization 
chamber was calibrated by Malaysia Institution Nuclear 
Technology with correction factor provided, so that it can 
be used to correct the obtained ESAK values. The CIRS 
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breast phantom was placed on the surface of the image 
receptor in craniocaudal (CC) position. The exposure was 
made in Auto-filter mode, which enables the automatic 
selection of the target, filter, kVp and mAs during patient 
screening. 

To obtain an ESAK value for each phantom the method 
described in International Atomic Energy Agency (IAEA) 
TRS 457 for the assessment of dose was followed [4]. The 
method consists of two parts: the determination of the tube 
loading for correct exposure of the phantom and the 
measurement of the incident air kerma at the 
mammographic reference point for this tube loading [4]. 
Firstly the machine was set-up in Craniocaudal position, the 
phantom was placed on the breast table with its longest edge 
aligned with the chest wall edge of the table and centred 
laterally [4]. The compression plate was brought down onto 
the phantom. Exposures were made according to the tube 
output chose by the system. The resulted tube loading 
(mAs), tube voltage and target/filter combination used were 
recorded. The experiment was repeated for three times to 
find the mean value for each phantom. Later the phantom 
was removed and the ionization chamber was placed on the 
reference point of the radiation detector at the 
mammographic reference point, 45 mm above the cassette 
table, and 40 mm from the chest wall edge and centred with 
respect to the lateral direction. The compression plate was 
in contact with the detector. The exposures were made using 
the tube loading obtained from the previous experiment [4]. 
The entire experiment was repeated for three times to check 
for consistency. 

In order to calculate the MGD, half value layer (HVL) 
for each tube output (kVp) was also measured using the 
same method describe in TRS 457 report [4]. HVL 
measurements were carried out for obtaining suitable 
conversion factors to estimate the MGD. 

The MGD was calculated for each combination 
parameter of those settings (target/filter combination, kVp 
and mAs values) chosen by the system, by applying 
published conversion factors to the ESAK previously 
measured using the European protocol [3,4]. 

Factor g is the conversion factor of ESAK to MGD, the 
factor c corrects for any differences in breast composition 
from 50% glandularity and the factor s corrects for any 
differences from the original tabulation due to the use of a 
different x-ray spectrum. Formalism is proposed to estimate 
the MGD for breast tomosynthesis, which it introduces t-
factors for the calculation of breast dose from a single 
projection and T-factors for a complete exposure series [5]. 

MGD=K.g.c.s.T (1) 

 

Contrast-to-noise ratio (CNR) value was recorded for 
each exposure parameter from the screen of the DBT 
system and followed the same method as described by 
Kanaga et al [6].    

                       (2)  

MPVsignal and MPV background is the mean pixel 
value measured in an area of 100% glandularity of the 
stepwedge (center of the stepwedge) and in the reference 
zone respectively. Whilst the SDsignal and SDbackground 
are the standard deviations of each region of interest (ROI) 
respectively. Then, Figure of Merit (FOM) is determined by 
using the formula below. 

FOM=                                     (3) 

Image quality assessments were done on CIRS 11A 
breast phantom for line pair (resolution), speck, nylon fiber 
and masses for each exposure. In evaluating the image, two 
radiologists with twenty years working experience were 
asked to rate the visibility of each phantom test object by 
using validated scoring form. More than one radiologist is 
needed to avoid bias.  

III. RESULTS   

Table 1 showed the normalized MGD for 2D imaging 
and 3D imaging. The results were divided into three 
phantoms 20/80 (6cm), 30/70 (5cm) and 50/50 (4cm). The 
MGD value obtained from the experiment increased with 
thickness meanwhile, MGD value for 3D projection is 
consistently higher than 2D projection. This results in  an 
MGD of less than two times compared to a single-view of 
2D imaging.  

The spectrum of W/Rh has a higher value of FOM for all 
phantoms compared to spectrum of W/Al. For 3D imaging 
the FOM value decreased when the depth of the object 
increased as shown in Table 2. The object is clearer in the 
center compared with other slices.  

The score of the image quality was between 23 to 32 
marks. All of the score of image quality had an acceptable 
value as recommended by the manufacturer (the 
detectability must be 15-16 line pair/mm identifiable. All 
specks larger than 0.196 mm must be visible, for nylon 
fibers, four largest sizes must be visible, and for masses, 
four largest sizes must be visible). Figure 1 show the 
distribution of marks for each phantom 20/80, 30/70 and 
50/50 glandularity. 
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Table 1 Parameters chosen under fully Auto-Filer mode2D,  
two-dimension; 3D, three-dimension; mAs, mili-ampere second; MGD, 

mean glandular dose; CNR, contrast to noise ratio; FOM, figure-of  merit. 

Image  kVp Phantom   Target/ 
filter 

MGD CNR Figure 
  Merit 

2D 31 20/80  W/Rh 1.90±0.11 7.38±0.12 30.3±0.95 

3D 33 20/80 W/Al 2.19±0.09 4.58± 0.23 8.4±1.03 

2D 29 30/70 W/Rh 1.27±0.01 7.70± 0.32 33.1±2.68 

3D 31 30/70 W/Al 1.80±0.01 4.70± 0.02 8.98±0.10 

2D 28 50/50 W/Rh 0.96±0.01 6.56±0.27 38.9±1.16 

3D 29 50/50 W/Al 1.31±0.02 4.70±0.11 9.6±0.46 

Table 2 The CNR and FOM values for 3D imaging  2D, two-dimension; 
3D, three-dimension 

Image  Phantom Thickness Slice depth       CNR Figure of  
Merit 

3D 20/80 6cm 50mm 3.4±0.06 4.70±0.18 

3D 20/80 6cm 30mm 4.6±0.23 8.4±1.03 

3D 30/70 5cm 40mm 3.3±0.08 7.9±0.40 

3D 30/70 5cm 25mm 4.7±0.02 8.9±0.10 

3D 50/50 4cm 30mm 4.4±0.33 8.5±1.26 

3D 50/50 4cm 20mm 4.7±0.11 9.6±0.46 

IV. DISCUSSION 

Table 1 shows the mean MGD and FOM of each 
phantom.  An IC was used to measure the MGD since the 
source of uncertainty for TLD 100H could reach ±12.98%. 
In particular to the radiation dose of 2D and 3D imaging, 
the MGD for the 20% breast glandularity for 2D imaging 
was 1.9 mGy. Meanwhile, the MGD for 3D imaging was 
2.19 mGy, which was 15.2% higher than 2D. Thus, a 
combination of 2D and 3D imaging resulted in an MGD of 
4.09 mGy, 2.1 times than the single-view 2D imaging. On 
the other hand, the MGD for 30% glandularity with 5cm 
thickness for 2D imaging was 1.27 mGy. However, the 
MGD for 3D imaging was 1.8 mGy, which was 41.7% 
higher than 2D. Thus, a combination of 2D and 3D imaging 
resulted in an MGD of 3.07 mGy, 2.4 times that of a single-
view 2D imaging. Finally for 50% glandularity with 4cm 
thickness, the resulted MGD for 2D imaging was 0.96 mGy 
and for 3D imaging was 1.31 mGy, 36.4% higher than 2D, 
thus the combination of 2D and 3D imaging resulted in an 
MGD of 2.27 mGy.  

The CNR values increased with the increasing phantom 
thickness due to higher absorbed dose. In this study, the 
FOM values for 4cm breast phantom is higher than 6cm 
breast phantom. Besides, for the 3D image the CNR value  
 

 
Fig. 1 Diagnostic value for each phantom and filter. 2D, two-dimension; 

3D, three-dimension 

for the center slice (half of the phantom thickness) is higher 
than the slice at 10mm above the detector. The deeper 
image has lower CNR compared with center image as the 
speck, masses, nylon fibres and other anatomical structures 
were located in central phantom. 

In addition to above image quality assessment, a human 
observer was used to evaluate the image as the 
interpretation of mammogram is done by a radiologist using 
image quality criteria [7]. However, it may be subjective as 
different observers have their own evaluation, thus Kappa 
analysis is used to find the agreement between observers 
[8]. In this study both observers had shown an excellent 
agreement with k=0.88. The specks were better visualized 
compared with all features (line pair, masses, fibers) and it 
is similar to Myung-Su K et al’s finding [9]. Meanwhile, the 
line pair assessment 3D imaging showed better image 
quality than 2D imaging. Due to tube movement from -7.5 
degrees to +7.5 degrees, the  image was produced at 
different angles and separate structures at differing heights. 
The increased number of image as compared to single 2D 
image may increase visibility of the object. 

Radiation doses from digital breast tomosynthesis was the 
primary interest in this study. Earlier research results showed 
the MGD value for breast thickness 4.7cm with Molybdenum 
target resulted in 1.97 ± 0.95 mGy that was higher than single 
3D imaging (Table 1) [10]. Meanwhile other research reported 
that ‘when comparing doses with the “average” breast 
(compressed thickness of 5 cm, 50 percent glandular fraction), 
a DBT acquisition resulted in 1.30 mGy, only an 8 percent 
higher mean glandular dose than the FFDM acquisition of 1.20 
mGy which is comparable to our study in which a combined 
2D and 3D imaging resulted in MGD of 2.27 mGy [11]. 
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Our results may be compared and are in good agreement 
with those of other work. Steve and Sechopoulos [20] based 
their work on the characterize the dosimetric properties of a 
clinical digital breast tomosynthesis (DBT) system for the 
acquisition of mammographic and tomosynthesis images. 
They reported that for a combined 2D and 3D imaging for 
50% glandularity resulted in 2.5 mGy which is less than 
Mammography Quality Standards Act limit for a 
twoviewcscreening mammography study [11].  

Meanwhile for 20% breast glandularity the mean MGD 
estimated in this study was also in good agreement with those 
estimated by Olgar et al [21] the mean MGD values in 2D 
imaging mode per exposure for the standard breast were 1.57 
mGy, while the mean MGD values after correction for real 
breast composition were 1.82 mGy for Craniocaudal view. 
The mean MGD values in 3D imaging mode per exposure for 
the standard breast were 2.19 mGy while the mean MGD 
values after correction for the real breast composition were 
2.53 mGy for Craniocaudal view. Whilst in this study the 
MGD for 20% breast glandularity is 2.19  mGy.  

On the other hand, it can be estimate if a patient with 
normal breast 50% undergoing two procedure 2D and 3D 
imaging the total MGD received is less than ±3mGy that 
meets the FDA approval limit for each projection. Meanwhile 
for 20% the MGD value for single 2D and 3D imaging was 
less than 3mGy for each projection. This study suggests that 
the combined 2D and 3D imaging can be used as a breast 
screening tool as the combine 2D and 3D the MGD is still 
low and its show the benefit is far outweigh the dose  

V. CONCLUSION 

In summary, it is estimated the MGD value for combined 
2D and 3D increase by 1.5-2.5 times than single 2D 
mammography. The combined 2D and 3D imaging MGD 
value for 50% was 2.27 mGy, for 30% was 3.07 mGy and 
for 20% was 4.09mGy. The combined 2D and 3D imaging 
for 50% glandularity is less than FDA limit for single 
projection and resulted in superior image quality compared 
to 2D imaging alone. The CNR value for 2D is higher than 
3D since the measurement done without scatter reduction 
and the method is not specifically for  3D image analysis. 
Nevertheless the radiologist observation revealed that the 
3D image is a complementary projection for the 2D image 
since it produce image at different slice and level. 
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Abstract— This randomized cross-over pilot study aimed to 
evaluate the effect of hearing augmentation on cognitive as-
sessment scores and duration to complete cognitive assessment 
among the elderly in-patients in a teaching hospital. A hearing 
amplifier was used for hearing augmentation and the Montreal 
Cognitive Assessment (MoCA) test was used to assess cogni-
tion. Seventy one patients were allocated into Group A (n=33) 
or Group B (n=38) using block randomization. There was no 
significant difference in total MoCA scores with and without 
hearing augmentation (p = 0.622). There was a significant 
improvement in the total scores on the second test that sug-
gests a learning effect (p < 0.05). There was also no significant 
difference in time taken to complete cognitive assessment with 
and without hearing augmentation (p = 0.879).  Similar statis-
tical tests performed on a subgroup of patients with hearing 
impairment did not reveal significant results. The results of 
this study will now inform a larger randomized controlled 
study evaluating the use of hearing amplifiers as cost-effective 
solutions to hearing impairment in our older population. 

Keywords— Dementia, Cognition, Aged, Hearing augmenta-
tion, Hearing impairment. 

I. INTRODUCTION  

Individuals aged 60 years and above currently represents 
11.7% of the world population, and this is projected to be 
doubled by the year 2050 to 21.1% [1], with Asia witness-
ing the largest number (225 million) in growth of their older 
population in the past 20 years. As a result, age-associated 
conditions such as hearing loss and dementia are expected 
to increase accordingly [2-4]. Hearing loss affects one-third 
of individuals aged over 65 years, and its prevalence is 
usually greatest among those living in low and middle-
income countries such as countries in the Asia Pacific re-
gion [5]. However, only a small portion of older people in 
these countries currently use hearing aids because they ac-
cept hearing loss as a part of old age, poor visual acuity, 
decreasing manual dexterity or the cost of devices [6; 7]. 

Being custom made, personalized hearing aids are costly. 
The use of alternative, less costly hearing devices to aug-
ment hearing may be a cost effective solution in societies 
where affordability issues are common. 

There is evidence of an association between lower hear-
ing ability with lower cognitive function among the elderly 
[3; 8; 9]. Hearing loss may also occur as a result of loss of 
neurons and slow brain processing time resulting from an 
underlying degenerative pathology within the brain [10]. 
Internationally, there has been several studies on the effects 
of hearing on cognition [2; 3; 8; 9; 11; 12]. A  study on in 
an Australias population found an association between hear-
ing loss and lower cognitive test scores after adjusting for 
age, sex, education and a history of stroke [3]. Nevertheless, 
all of the above evidence were obtained from observational 
studies whereby the conclusions need to be drawn with 
caution due to the absence of true cause and effect.   

A study on hearing augmentation using a hearing am-
plifier had been conducted in a prospective randomized 
study among older patients at a teaching hospital in Scot-
land. The study reported the effects of hearing augmentation 
using hearing amplifiers on two cognitive performance 
measures and found that the Mini Mental State Examination 
(MMSE) scores improved significantly, while no improve-
ments was observed in the Abbreviated Mental Test [13]. 
The samples in the study were not blinded which may lead 
to a response bias which can affect the conclusion. There 
was also uneven sample allocation, with far fewer individu-
als in the control group compared to the intervention group, 
which may bias the statistical conclusion. Therefore, further 
studies were suggested to verify the benefit of hearing aug-
mentation during routine cognitive screening. 

In view of the above available evidence, we conducted a 
pilot study using a randomized crossed-over design for the 
effects of hearing augmentation on cognitive assessment 
scores among older in-patients at a teaching hospital in 
Kuala Lumpur, Malaysia. 
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II. METHODS 

A. Design  

This was a randomized cross-over design. This design 
was suggested to ensure that the subjects had the highest 
possible equivalence in its background compared to the 
treatment given[14]. In this study, the patients were ran-
domly assigned to Group A or Group B (Figure 1). Group A 
received cognitive assessments with hearing augmentation 
first, while Group B had their cognitive assessment without 
hearing augmentation first. The sequence was reversed in 
the second cognitive assessment after a wash-out period. A 
brief wash-out period of 24 to 48 hours was observed before 
the second cognitive assessment. This study was approved 
by the Medical Ethics Committee, University of Malaya 
Medical Centre (MEC ID. No: 201410-713).  

B. Participants 

The study was conducted among in-patients aged 60 
years and above from medical, obstetrics & gynecology, 
cardiology, geriatric, rehabilitative, surgical and orthopedic 
wards in a teaching hospital in Malaysia.  

C. Inclusion and Exclusion Criteria 

Informed consent was obtained from patients prior to 
participation in this study, and potential participants were 
excluded if they declined to participate or were unable to 
provide informed consent. Patients with any language dis-
order such as dysphasia were excluded. Patients with visual 
impairment or severe hand deformity who were unable to 
participate in reading, writing and drawing tasks were also 
excluded.  

D. Randomization 

Block randomization was generated using a compute-
rized random sequence allocation, and the treatment alloca-
tion was stored in sealed, opaque envelopes. The envelopes 
were arranged in sequence, and the researcher used the en-
velopes in the correct sequence. A block size of 10 was used 
to ensure that out of each 10 patients enrolled, 5 will come 
from the intervention group and 5 from the control group. 
The envelopes were opened once the participants agreed to 
participate.  

E. Procedure  

Eligible participants were approached by the researcher. 
Demographic data and background information were first 
obtained from consenting participants. Hearing augmenta-
tion was performed using a hearing amplifier. The hearing 
amplifier is a type of assistive listening device (ALDs), 
consisting of a microphone, amplifier and headphone  
assembled together.  The researcher would first of all  
 

demonstrate the use of the device. Participants were then 
assisted with appropriate use of the device. The volume was 
adjusted according to the patients’ needs.  

During both cognitive assessments, with and without 
hearing augmentation, the time duration required to com-
plete the test was measured in minutes using a calibrated 
stopwatch to ensure accurate measurement of the time dura-
tion. The researcher started timing the patient when the first 
question of the Montreal Cognitive Assessement (MoCA) 
test, “Please draw a line …” was administered  and stopped 
timing when participants answered the final question (orien-
tation to city). 

F. Outcomes 

a) Cognitive performance 
The Montreal Cognitive Assessment scale was used to 

assess cognitive performance, either with or without hear-
ing augmentation according to the treatment allocation.  
It assessed nine cognitive domains (attention, concentra-
tion, executive function, memory, language, visuo-
constructional skills, conceptual thinking, calculations, and 
orientation to time and place). The MoCA test has a com-
bination of dichotomous and ordinal scales of measure-
ments with the highest possible score of 30 points. Both 
English and Malay versions of the MoCA were used.  
The Malay version of the MoCA has been validated in the 
Malaysian population [15].  

b) Additional measures  
The presence of hearing impairment was determined with 

self-perceived hearing assessment using the screening ver-
sion of the Hearing Handicap Inventory for the Elderly 
(HHIE-S) assessment scale [16]. The HHIE-S contains 10 
items with a range of scores from 0 to 40. The cut-off used 
for determining the presence of hearing impairment was a 
total score of more than eight.  

G. Statistical Methods  

Data analysis was performed using the IBM® SPSS® 
Version 21 statistical software. Categorical data were pre-
sented as frequencies with percentages. Normally distri-
buted data were presented as mean with standard deviation, 
and non-normally distributed data were presented as median 
with interquartile range. The main outcome, MoCA scores 
with and without hearing amplifier were compared using the 
Mann-Whitney U test because of the high rate of dropouts. 
A subset of 20 patients who reported having self-perceived 
hearing impairment were evaluated with an additional sub-
group analysis comparing cognitive performance with and 
without hearing augmentation using an independent sample 
t-test. We adjusted for potential learning effects between the 
first and second test using linear regression methods.  
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A p value of less than .05 was considered statistically sig-
nificant. As this was designed as a pilot study to inform a 
larger randomized-controlled study for hearing amplification, 
we were not adequately powered to detect any significant 
differences in cognitive outcomes. Potential differences ob-
served would be used to inform power calculations for a fu-
ture larger study.  

III. RESULTS 

A. Response and attrition rates  

One hundred and fifty seven patients were assessed for 
eligibility. However, 86 patients were excluded because i) 
they did not met the inclusion criteria (n = 35), ii) refused to 
give consent (n = 51) and iii) were discharged (n = 13). Se-
venty one patients were randomized into Group A (n=33) and 
Group B (n=38). A total of 37 (52%) patients out of the initial 
71 recruited completed the study, 34 (48%) patients did not 
complete the second cognitive assessment. One patient re-
fused to have any cognitive assessment after hearing assess-
ment. In Group A, 17 (52%) out of 33 patients completed 
both cognitive assessments, and 16 patients dropped out of 
the study. While in Group B, 20 (53%) out of 38 patients 
completed both cognitive assessments. Figure 1 shows the 
flow of participants and the reasons recorded for discontinued 
participation, with the highest recorded reasons being refusal 
(n = 15), followed by patients being discharged (n = 13), 
patients too ill to continue with cognitive assessments (n = 4), 
and patients transferred out to another ward (n = 2). Only 37 
(52%) patients completed both cognitive assessments. 

Table 1 Demographic data and background information 

Items 
Total 
(n=71) 

Group A 
(n=33) 

Group B 
(n=38) 

p-value 

Age, Mean  
(SD) 

70.97 a 
(8.171) 

71.81  
(8.101) 

69.43 
(7.178) 

.229 b 

Gender 
Male, n (%) 
Female, n (%) 

 
33 (47.1%) 
37 (52.9%) 

 
16 (48.5%) 
17 (51.5%) 

 
17 (44.7%) 
20 (52.6%) 

 
.832 c 

Hearing impaired,  
n (%) 

20 (28.2%) 6 (18.2%) 14 (36.8%) .081 c 

Hearing score, 
median (IQR) 

2.00 (12) 2.00 (5) 3.00 (16)  
.521 b 

Use of hearing aid 0 0 0 - 
Completed second 
test, n (%) 

37 (52.1%) 17 (51.5%) 20 (52.6%) - 

Existing medical 
condition 
Cardiovascular 
disease, n (%) 

 
 
20 (29%) 
 

 
  
12 (38%) 
 

 
 
8 (22%) 
 

 
.147 c 

Hypertension, n 
(%) 

45 (65%) 22 (69%) 23 (62%) 

COPD, n (%) 10 (14%) 2 (6%) 8 (22%) 
Diabetes, n (%) 30 (43%) 12 (38%) 18 (49%) 
Thyroid  
dysfunction, n 
(%) 

 
0 

 
0 

 
0 

a mean count for 68 patients 
b Calculated with Mann-Whitney test 
c Calculated with Chi-square test 

B. Baseline Demographic data and HHIE-S scores 

Table 1 summarizes the demographic data, existing med-
ical conditions, use of hearing aid and hearing scores. The 
mean age for both groups was 70.97± 8.1, and there were 
more females than males in this study. Six (18%) patients in 
Group A and 14 (37%) patients in Group B have a HHIE-S 
score greater than eight. The median HHIE-S score was 
two. No patient reported use of a hearing aid. Twenty-eight 
(39.4%) patients scored less than two while 43 (60.6%) 
patients scored more than two. Twenty seven (38%) indi-
viduals reported difficulty hearing people whisper. Only six 
(9%) individuals reported that their personal or social life 
was hampered by hearing difficulties. 

C. Cognitive performance 

Table 2 summarizes the cognitive performance scores for 
individual items presented in median and interquartile 
range. The p value obtained using Mann Whitney-U showed 
no significant difference in each item of cognitive assess-
ment scores with and without the use of a hearing amplifier. 
The total mean cognitive performance scores for both 
groups with hearing amplifier was 18.84 ± 6.5 and that 
without hearing amplifier was 17.55 ± 7.7, (t (101) =  
-0.083, p = 0.622).  

Table 2 Itemized cognitive performance scores 

Item 

With  
hearing 
amplifier 
(n=52) 

Without 
hearing 
amplifier 
(n=55) 

z score 

p a

Visuospatial/  
executive,  
median (IQR) 

3.00 (3) 3.00 (3) -.177 .859 

Naming, median (IQR) 3.00 (0) 3.00 (0) -.728 .466 
Attention reading 
digits, median (IQR) 

2.00 (1) 2.00 (1) -.381 .703 

Attention reading 
letters, median (IQR) 

1.00 (0) 1.00 (1) -.982 .326 

Attention serial  
subtraction,  
median (IQR) 

1.00 (1) 1.00 (1) -1.22 .223 

Language repeat  
sentence, median (IQR) 

.00 (1) .00 (1) -843 .399 

Language fluency, 
median (IQR) 

.00 (0) .00 (0) -1.26 .208 

Abstraction,  
median (IQR) 

1.00 (1) 1.00 (1) -.387 .699 

Delayed recall,  
median (IQR) 

1.00 (3) 1.00 (3) -.268 .789 

Orientation,  
median (IQR) 

5.00 (2) 5.00 (3) -.195 .845 
ap value calculated using Mann Whitney Test 

 
The cognitive performance scores obtained with a hear-

ing amplifier was higher (19.70 ± 6.4) than the scores with-
out a hearing amplifier (16.85 ± 6.8) in Group B. However, 
in Group A, the cognitive performance scores without a  
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Table 3 Comparison between groups 

Item Group A Group B p-value 

n=32 n=36  

MoCA at T1a 

Mean (SD) 

 
17.72 (6.5) 

 
17.75 (6.9) 

 
.985 

Completed both tests n=17 n=20  
MoCA at T1 Mean (SD) 16.47 (7.3) 16.85 (6.8) .871 
MoCA at T2 Mean (SD) 19.00 (7.7) 19.70 (6.4) .765 
Difference with and without 
HA Mean (SD) 

2.38 (1.7) 3.35 (2.2) .159 

Time taken T1 (mins),  
mean (SD) 

12.51 (4.5) 13.13 (3.5) .660 

Time taken T2 (mins),  
mean (SD) 

10.74 (4.5) 12.21 (3.4) .287 

Groups Combined n= 37 
MoCA With HA 
Mean (SD) 

18.22 (6.9) 
.819 

MoCA Without HA 
Mean (SD) 

17.84 (7.2) 

Time with HA (mins), mean 
(SD) 

12.35 (3.9) 
.816 

Time without HA (mins), 
mean (SD) 

12.11 (4.2) 

Group A had hearing amplification at T1 
Group B had hearing amplification at T2 
aTotal MoCA scores including T1 scores of drop outs 

hearing amplifier were higher (18.88 ± 8) than the scores 
with a hearing amplifier (16.44 ± 7.5). The overall increase 
in scores from the first test to the second test regardless of 
the use of a hearing amplifier suggests a learning effect 
despite the washout period (F = 22.88, p < 0.0005). Table 3 
summarizes the cognitive assessment scores and duration to 
complete the assessment between groups. 

Table 4 compares the MoCA scores and the time taken to 
complete each test for individuals with HHIES scores ≥ 2 vs 
HHIES scores <2.  

When we then considered the 20 individuals who had a 
HHIE-S of above 8, which was the recommended cut-off to 
define hearing impairment, the mean scores of cognitive 
performance with a hearing amplifier were 17.17±7.98 and 
without a hearing amplifier were 15.5±7.97 (t (28) = 0.261, 
p = 0.796). 

D. Duration 

The mean duration required to complete cognitive assess-
ment with hearing augmentation was 12.22±3.65 and with-
out hearing augmentation was 12.35±4.25 (t (88) = -0.153, 
p = 0.879). 

Table 4 Comparison of MoCA scores and duration 

Item HHIES >=2 HHIES <2 

 Group A Group B p-value Group A Group B p-value 
 n= 20 n= 20  n= 12 n= 14  

MoCA at T1a 

Mean (SD) 

 
18.30 (6.7) 

 
17.90 (6.4) 

 
.848 

 
16.75 (6.4) 

 
19.36 (6.2) 

 
.304 

 n= 9 n= 12  n= 8 n= 8  
MoCA at T1 
Mean (SD) 

16.11 (8.0) 16.83 (7.0) .828 16.88 (7.0) 16.88 (7.0) 1.00 

MoCA at T2 
Mean (SD) 

19.22 (9.0) 19.42 (6.6) .832 18.75 (6.6) 20.13 (6.5) .681 

Difference with and without HA 
Mean (SD) 

2.89 (2.6) 3.42 (2.3) .627 2.63 (2.0) 3.25 (2.3) .578 

Time taken T1 (mins), mean 
(SD) 

12.36 (5.2) 13.34 (4.3) .676 12.65 (4.3) 13.51 (2.5) .652 

Time taken T2 (mins), mean 
(SD) 

10.38 (4.5) 12.34 (3.7) .302 11.10 (4.8) 11.93 (2.7) .642 

Groups Combined n= 21 n= 16 
With HA 
Mean (SD) 

18.29 (7.1) 
.630 

18.50 (6.7) 
.462 

 Without HA 
Mean (SD) 

17.86 (7.8) 17.81 (6.7) 

Time with HA (mins), mean 
(SD) 

12.45 (4.3) b 
.749 

12.34 (5.6) c 

.832 
Time without HA (mins), mean 
(SD) 

12.07 (4.7) b 12.16 (4.1) c 

Group A had hearing amplification at T1 
Group B had hearing amplification at T2 
aTotal MoCA scores including T1 scores of drop outs 
b n=17 
c n=14 
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IV. DISCUSSION 

In this pilot study, we have evaluated and highlighted 
various issues with a cross-over design for the universal use 
of hearing augmentation for cognitive assessments in older 
inpatients in a tertiary hospital in Kuala Lumpur. Dropout 
rates were high following the washout period and there 
appeared to be a learning effect for the MoCA from the first 
to the second test. There appeared to be a small but statisti-
cally non-significant difference between the use of hearing 
amplifier for cognitive assessments, and this difference 
appeared larger, but remained non-significant, when only 
individuals with hearing impairment were considered. There 
appeared to be little difference in the time taken to perform 
the test with and without hearing amplification.  

Previous studies evaluating the effect of hearing augmen-
tation to improve cognitive performance among the elderly 
have yielded inconclusive results [13; 17-19]. The study pop-
ulations were different across these studies where most of the 
studies were from Western developed countries. Older people 
in industrialized nations could have been exposed to greater 
noise pollution, resulting in higher rates of hearing problems 
among the older population. This could have explained varia-
tions in outcomes in the previous studies.  In this pilot study, 
a lower rate of hearing problems was detected.  

The improvement in cognitive assessment scores with 
time confirmed the concern of the author of the MoCA test 
[20] that a repeated MoCA test should be done with a dif-
ferent set of questions, although no studies have reported 
any learning effect on cognitive assessment using the same 
set of assessment tools [13; 21].  This, therefore, limited our 
ability to perform the cross-over design despite a brief wa-
shout period. A longer washout period was also not feasible 
as ours was an acute hospital. Even with the washout period 
of 24-48 hours, 15 of our recruited participants had already 
been discharged prior to the second test. Individuals were 
also reluctant to be tested again, presumably because they 
did not perceive a repeat test as valuable, further limiting 
the cross-over design. This finding also has important im-
plications for other studies with uncontrolled pre and post-
test designs and for clinical settings where repeated testing 
is used over time to assess treatment response and disease 
progression [22].  

The lack of observed benefit with hearing augmentation 
may reflect the small sample size, however, the observed 
trend also suggests there to be no clinically significant bene-
fits to the universal use of hearing augmentation. We had 
postulated that the universal use of hearing augmentation in 
busy, noisy hospital settings may be useful as hearing im-
pairment is common, and at least some mild difficulties 
exist in older individuals. Universal use will reduce the need 
to screen for hearing problems prior to cognitive testing, 

and in self-reported screening tools, older individuals may 
not willingly admit to hearing problems due to embarrass-
ment or denial. In addition, in a multilingual society that 
makes up Malaysia where multiple Malay, Chinese and 
Indian dialects as well as variable command of the English 
language exists, and it is not easily discernible whether 
difficulties in communication are due to hearing or language 
issues. However, problems may exist with the use of hear-
ing augmentation. None of our participants had previously 
used hearing aids. Hearing amplification will accentuate 
background noise as well as speech, and while the volume 
of speech is amplified, it may not be of adequate clarity to 
allow comprehension. Furthermore, previous studies have 
also suggested an association between hearing impairment 
and cognitive decline. However, as accurate assessment of 
cognition among individuals with sensory impairment re-
mains a major challenge, this relationship has yet to be ac-
curately characterized. This may, however, account for our 
unremarkable findings as correction of hearing impairment 
by amplification is unlikely to improve cognitive perfor-
mance should the central processes required to interpret 
sound stimuli remain afflicted. 

V. LIMITATIONS AND RECOMMENDATIONS 

Due to the limitation in resources and reluctance to addi-
tionally burden inpatients, actual audiological tests were not 
performed. As the HHIE-S is a self-reported assessment of 
hearing, it is almost invariably subject to  bias. Our study 
also had not enquired about the patients’ perception of the 
use of hearing augmentation. Our pilot study has hig-
hlighted that the use of cross-over design is not appropriate 
for our study aimed at determining the value of hearing 
augmentation during cognitive testing in an in-patient set-
ting. The future larger study should be limited to a rando-
mized-controlled design with less stringent exclusions, as 
cognitive assessments should be universally performed and 
incorporated into the routine assessment performed for all 
older hospital in-patients. We feel that the hearing amplifier 
should still be applied universally, however, this should be 
complemented by formal audiological testing and self-
reported hearing assessment tools to determine how many 
individuals with hearing impairments will be missed with-
out universally offering hearing augmentation. Hearing 
amplifiers could also be offered as a low cost alternative to 
hearing aids which are unaffordable to majority of  
older individuals living in developing nations. However, 
this will require additional evaluation in a separate rando-
mized controlled study with personalized hearing aids or 
placebo, assessing the effect of a hearing amplifier on quali-
ty of life, activity of daily living and cognition over a longer 
period.  
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VI. CONCLUSION 

Our pilot randomized-controlled study has revealed that a 
cross-over design to evaluate the benefits of hearing ampli-
fication for cognitive testing in older inpatients is not ap-
propriate due to a rapid patient turnover, loss of patient 
cooperation and learning effect associated with the cogni-
tive test chosen. Our findings also have additional implica-
tions for the serial use of cognitive tests to assess progress 
or treatment response. The results of our pilot will now 
inform a future larger, randomized controlled study evaluat-
ing the use of hearing amplifiers in developing country 
settings during cognitive testing as a short term outcome, 
and also to improve independence and quality of life as a 
long term outcome. 
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Abstract— Development of environmental friendly materials 
is desirable in the fields of science and engineering for various 
purposes. In environmental science, they find applications 
commonly in environmental remediation and the recovery of 
valuable metals. This aspect is of particular concern to health 
sciences due to the toxic effects and non-biodegradable nature 
of many substances that have found their way into the human 
body via environmental media. As for instance, though cobalt 
possesses some importance in diet it has been linked to health 
problems like cardiomyopathy, asthma etc. via overexposure. 
As a result, removal of this substance from the aqueous media 
of our environment is crucial. In this study, polypyrrole con-
ducting polymer incorporated with biomass waste (sawdust) 
was prepared by simple chemical oxidative polymerization as a 
composite adsorbent for 57Co radionuclide removal from 
aqueous solution. The as-prepared composite material was 
characterized by FESEM, XRD and BET surface analysis. In 
the 57Co adsorption studies, the effects of several factors such 
as adsorbent dosage, contact time and competitive metal ions 
were investigated for real wastewater treatment applications.  
The results indicated that the removal process was rapid and 
reached saturation within 3 hours of contact of adsorbent and 
adsorbate at ambient temperature. Both Na+ and K+ coexisting 
ions were found to affect 57Co adsorption and the uptake per-
centage was reduced from 54.9 to ~ 20% at 0.1M of both Na+ 
and K+ ions. Langmuir isotherm model was used to fit the 
maximum sorption capacity. 

Keywords— Adsorption, 57Co radioisotope, sawdust,  
polypyrrole nanocomposite. 

I. INTRODUCTION 

Conducting polymers have attracted much attention in 
scientific community since their discovery in the last cen-
tury. This is due to the physico-chemical properties exhi-
bited by the conducting polymers which have made them 
applicable for different purposes. Conducting polymers  
are available in polymeric batteries, wire, microactuators, 
electronic devices, functional membranes and as bio- and 
gas- sensors among others [1]. However, in the field of 
environmental science, the flexibility and strong adhesive 
forces of conducting polymers have been explored in decon-
tamination of heavy metals and radioactive materials from 
water and wastewater [2].  

Concerning liquid radioactive wastes treatment, among 
the radionuclides that need urgent attention to be removed is 
the radioisotopes of cobalt. The reason is that these radioi-
sotopes are commonly released from different extractive 
industries such as nuclear power plants, medicine, mining, 
metallurgy, painting, pigments and electronics [3,4]. From 
various applications, cobalt is released as part of the liquid 
wastes into the environment and transfer through soil-to-
foodstuff route into human and animals, leading to internal 
exposure. Once ingested, cobalt can cause serious health 
effects in the human body some of which are diarrhea, para-
lysis, low blood pressure, neurotoxicological symptoms 
such as headaches and changes in reflexes [5]. Cardiomyo-
pathy outbreak in beer was once linked to ingestion of  
cobalt (Lauwerys and Lison, 1994). The effects of radioiso-
topes of cobalt are more severe because they can induce 
many a lifelong disease among which is cancer [5]. All 
these have expedited increasing worldwide concern to de-
contaminate cobalt and its isotopes from water and waste-
water.  

In the present study, we have investigated the possibility 
of polypyrrole/ saw dust composite adsorbent for 57Co re-
moval from its aqueous solution by adsorption. The choice 
of biomass material (saw dust) with polypyrrole conducting 
polymer in this study was due to its cheap accessibility, 
pressence of many functional groups which could support 
adsorption and possibly increase sorption capacity when 
coated with polypyrrole. Previous studies have revealed that 
enhancement of sorption capacity is possible through incor-
poration of conducting polymers into the inorganic and 
biomass adsorbents [2,7]. Apart from this, organic-
inorganic composites have proven stable to decomposition 
or to the release of adsorbed radionuclides and are easily 
separated from aqueous solutions due to insoluble nature 
[8,9]. Hence, polypyrrole nanocomposite adsorbent based 
on sawdust is expected to be safer for final disposal after 
adsorption of the target radionuclide. 

To the best of our knowledge, no study has been  
conducted for 57Co removal from waste effluents by using 
polypyrrole/ sawdust composite. As a result, adsorption 
studies were conducted to obtain the effects of common 
environmental conditions on the adsorption process. 
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II. MATERIALS AND METHODS 

A. Materials 

Sawdust used in this study was obtained freely from the 
Mechanical workshop, Physics department and separated 
from the dirt before washing and drying to obtain in clean 
form. The dried sawdust was sieved to small particle sizes 
(0.45-0.60mm) before use. 

B. Reagents 

All chemicals used in this work were of analytical rea-
gent grade. Iron (III) chloride (FeCl3.6H2O) and pyrrole 
monomer (98%) were obtained from Merck. The pyrrole 
was distilled for high purity before use. Distilled water ob-
tained from Milli-Q system was used throughout the expe-
riment. The radiotracer 57Co (traceable in 4M HCl solution) 
was purchased from Eckert and Ziegler Analytics, supplied 
in a flame sealed vial. All chemicals and materials were 
used as obtained from the supplier without further purifica-
tion.  

C. Synthesis of Polypyrrole and Composite 

The synthesis and modification of polypyrrole was per-
formed by the following steps: 1.680g of FeCl3.6H2O was 
dissolved in 250ml of distilled water and after; 250ml of 
5.705g of previously distilled pyrrole monomer was added 
to the oxidant solution and left for about 30mins in a static 
mode for the formation of polypyrrole at room temperature.  

The modification of polypyrrole with sawdust was con-
ducted by first adding a requisite amount of sawdust (about 
2.5 g) to 250ml of 1.680g aqueous solution of pyrrole mo-
nomers and stirred at 300rpm for about 30 mins. After stir-
ring by magnetic stirrer, 250ml of 5.705g aqueous solution 
of FeCl3.6H2O as oxidant was added to the mixture and 
stirring continued at 300rpm for the next 30mins for the 
formation of the polypyrrole / sawdust composite. The solid 
was then separated from the solution using Whatman #2 
filter paper under vacuum and thoroughly washed with dis-
tilled water. The remaining solid was dried at 50±0.1°C 
under vacuum for 48 h. The as-prepared composites and 
polypyrrole adsorbents were crushed with mortar and pestle 
and sieved before use. 

D. Adsorbent Characterization 

PPy/SD composites were characterized by Field emission 
scanning electron microscopy (FESEM), X-ray diffractome-
try (XRD) and Brunauer-Emmett-Teller (BET) instrumenta-
tions. The FESEM (Hitachi Technology) photograph was 
taken to show the surface morphology of the sorbents at 2000 
volt accelerating potential and 11300 mA emission current. 
The X-ray diffraction (XRD) data (on powders) were col-
lected using PANalytical EMPYREAN diffractometer system 

in a 2θ configuration employing the Cu kα radiation (λ = 1.54 
Å) consisting of soller slits (0.04rad), a fixed divergence slit 
(0.5o), a fixed anti-scatter slit (1o) and a rotating sample stage 
(rotating time of 8s).  The sample was scanned between 2θ = 
10o and 70o with the PIXcel-3D detector. PANalytical High 
Score Plus software, version 3.0d (3.0.4) was employed for 
qualitative analysis. The Brunauer, Emmett and Teller (BET) 
surface area and porosity were measured from the N2 gas-
adsorption/ desorption isotherm at 77.4K using Micromeritics 
(ASAP 2020 and Tritar II 3020 Kr). The total pore volume 
(Vpore) was determined with the manufacturer’s software 
(SAP 2020 V4.01). Moreover, pore size distribution was 
inferred using the BJH theory [10]. The t-plot method was 
used to calculate the micropore volume (Vmicro) and exterior 
surface area [11]. 

E. Batch Experiment 

The adsorption of 57Co onto PPy/SD composites was car-
ried out at room temperature (25oC) and pH3.65 in batch 
mode. Solutions of different concentrations were prepared 
by diluting an appropriate portion of the 57Co radiotracer 
stock solution in 250ml polyethylene beaker.  

Several batch experiments were carried out on mechani-
cal platform shaker at 250 rpm with 50ml of solution to 
identify the optimum values of contact time, adsorbent do-
sage and the effect of interfering ions. The isotherm studies 
were carried out in different initial concentrations (2.0 to 
7.55 Bq/L) at the optimum time and adsorbent dosage. 

The contents of the polyethylene beakers were filtered 
through #2 whatman filter paper. The initial solution and the 
filtrate were analyzed using high-purity germanium detector 
(HPGe) coupled with multi-channel analyzer for data acqui-
sition at γ-ray energy = 122.1 KeV, Iγ = 85.6%. The remov-
al percentage of the radionuclide and the amount sorbed per 
unit mass of the adsorbent (qe) were calculated using the 
following equations (1 and 2):  %   100      (1)      (2) 

Where Ci= initial concentration, Cf= filtrate concentra-
tion,Vi= initial volume, Vf= filtrate volume m= adsorbent 
dosage amount. 

III. RESULTS AND DISCUSSION 

A. Adsorbent Characterization 

The surface area measurement of the samples in dried 
powder form was carried out to investigate the adsorption 
efficiency of the sorbents by BET technique. The BET sur-
face areas of the polypyrrole and composites are 10.57 and 
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C. Adsorption Isotherm Modelling 

Assuming that the adsorption sites are equivalent and the 
ability of a particle to bind there is independent of whether 
or not adjacent sites are occupied [17]. Thus, we can esti-
mate the existing relationship between the adsorbate con-
centrations in solution and the amount sorbed by the adsor-
bent at a particular temperature using isotherm models. The 
most common isotherm models (Langmuir and Freundlich 
isotherm models) have been used in the present study. 

Langmuir isotherm model [18]                       (3) 

Where qe, qm and b represent adsorption capacity at equi-
librium concentration Ce (Bq/L), maximum monolayer  
adsorption capacity and Langmuir constant, respectively. 
Adsorption capacity at equilibrium (qe) is calculated from 
the equation 2. Both qm and b are estimated by plotting 1/qe 
versus 1/Ce as shown in the Fig. 6. The Langmuir isotherm 
plot suggests the model could be applicable to the cobalt 
adsorption with the correlation coefficient R2= 0.974. Both 
qm and b estimated from the plot are compiled in Table 1. 

The RL value which indicates the type of isotherm was 
estimated by using equation 4 [19]. The values of RL be-
tween 0 and 1 suggest favourable adsorption of the adsor-
bate. As shown in the table (Table 2), the values of RL are 
below 1 for all the initial concentrations of the cobalt radio-
nuclide, indicating favourable adsorption.      (4) 

Meanwhile, Freundlich isotherm model was also used to 
analyze the adsorption data using equation 5:      (5) 

Where, kf and n are Freundlich constants representing 
adsorption capacity and adsorption intensity, respectively. 
The plot of logqe against logCe as shown in Fig. 6 suggests 
the model may not be applicable to the adsorption system in 
this study as the correlation coefficient, R2= 0.957 obtained 
is less than the value obtained by Langmuir model. Hence, 
adsorption data followed more to Langmuir isotherm model 
based on the correlation coefficient obtained compared to 
Freundlich isotherm model (see Table 1). However, a good 
fit of experimental data to an isotherm model might not be 
sufficient for its validity and furthermore interpretation of 
the model for liquid‒solid system is expected to be difficult 
compared to gas‒solid system [20]. But still, isotherm mod-
el which represents equilibrium data might give some  
insight into the nature of sorption. Based on the Langmuir 
plot, it can be assumed that the sorbent surface carries  
 
 

 

Fig. 6 Adsorption isotherms of cobalt adsorption onto polypyrrole coated 
sawdust (a) Langmuir isotherm model, (b) Freundlich isotherm model 

Table 1 Isotherm constants for cobalt radionuclide adsorption onto 
polypyrrole coated sawdust  

Parameter     Value R2 

Langmuir isotherm qm (mBq/g) 909.1 0.974 

b (L/mBq) 1.38 

Freundlich isotherm kf (mBq/g) 521.6 0.957 

n      2.79   

Table 2 RL values for adsorprtion of 57Co onto polypyrrole coated sawdust 
at 25oC 

Intial Co–57  
concentration (Bq/L) 2.84 3.25 5.18 7.55 

RL×10-3 0.203 0.182 0.123 0.088 

 
a limited number of sites that are characterized by equal 
energy of adsorption, indicating monolayer coverage of 
adsorbate onto a homogeneous adsorbent surface [21] and 
that the sorption of a molecule at a particular site does not 
depend on the occupation of the neighboring sites [22]. 
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IV. CONCLUSION 

The toxicity, easy migration within the environmental 
media and subsequent health implications of cobalt metal 
and its radioisotopes warrant their removal from aqueous 
solutions in the environment. The results presented in this 
study show that polypyrrole coated sawdust can be used as 
an adsorbent alternative to high cost materials for the re-
moval of cobalt radioisotope (57Co) from its aqueous solu-
tion. Several environmental factors have been investigated 
to optimize the use of the adsorbent for maximum adsorp-
tion in actual wastewater treatment applications. The study 
revealed that polypyrrole coated sawdust could be applied 
for real wastewater treatment at ambient temperature. 
Langmuir isotherm model could favourably be used to de-
scribe the adsorption of cobalt radionuclide onto the poly-
pyrrole coated sawdust. 
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Abstract— Textual memorization involves intensive memo-
rization techniques and processes, including repetition, rehear-
sal, and retrieval. Yet, little is known about the possible effects 
of this robust memorization training on brain structures. 
Therefore, this study was designed to investigate the presence 
of structural plasticity in the brain, which may develop after 
long-term practice of textual memorization techniques. The 
subjects are a group of huffaz who underwent one year of 
textual memory training. Twenty-eight volunteers (14 males) 
were enrolled in this study. Brain images of the subjects were 
obtained by employing 1.5 Tesla MRI and 3D-MPRAGE imag-
ing sequence. Voxel-based morphometry was applied to assess 
the gray matter volume differences in the memorizers and the 
control subjects. The current study found that gray matter 
volume in the anterior cingulate gyrus, orbitofrontal cortex, 
left inferior temporal gyrus, right occipitotemporal gyrus, left 
inferior parietal gyrus, right perirhenal cortex, superior pa-
rietal cortex, posterior cingulate cortex and anterior cingulate 
cortex of the memorizers were significantly increased as com-
pared with the control subjects. The results suggest textual 
memorization involves with extensive connection across the 
brain. 

Keywords— voxel-based morphometry, grey matter volume, 
textual memorization, huffaz, Quran. 

I. INTRODUCTION  

Numerous studies have been carried out on the relation 
between specific types of memory and structural brain vari-
ation. Most studies documented the structural plasticity in 
hippocampus and its gray matter volume associated with 
spatial memory [1]–[3]. Apart from the studies conducted 
on the hippocampal contribution to spatial memory, there is 
a growing need to determine whether textual memorization 
could directly be associated with any changes in the brain 
structures. Textual memorization involves comprehensive 
memory construction and retrieval processes which may 
leave permanent changes in the brain structures.  

To our knowledge there is no scientific study that has 
been performed on the effect of textual memorization on 
regional grey matter volume. A study has found a positive 
correlation between gray matter volume with extensive 
learning [4] but it is still undetermined specifically for  

textual memorization. Another study concluded that 
changes in gray matter induced by learning new task is 
more vital for the brain plasticity than a constant learning of 
previously trained activity [5]. The study found only certain 
areas in gray matter in the occipito-temporal cortex respon-
sive towards the training. The investigation was done on 
visio-motor skill after three months of training. 

Results from a study among semantic dementia patients 
reported atrophy in left anterior temporal region is positive-
ly associated with the degree of memory impairment, but 
not in the hippocampus compared to age-matched control 
subjects [6]. They also located areas that are significantly 
affected by the disease. However, the effect of semantic 
memory training to the gray matter volume has not yet been 
investigated. 

Long-term memory (LTM) has enormous capacity in 
holding information. The acquired information needs to be 
consolidated first before it can be stored in LTM. Formation 
of LTM occurs gradually following learning when new 
memory becomes consolidated into a relatively long lasting 
state by reverberating neural circuits. This will induce last-
ing changes in synaptic connections that provide the basis 
for LTM. This is evident in a study of the effects of musical 
training on brain function during LTM retrieval in a func-
tional study [7]. On the other hand, the study has been ex-
tended to reveal that there is also an increase in gray matter 
volume in hippocampal region of musicians compared to 
non-musicians. Study in the memory-related regions with 
regard to textual memorization, however, is still not well 
explored. 

The aim of the current study is to investigate whether 
grey matter volume changes associated with verbatim and 
extensive textual memorization regime can be detected 
anywhere in healthy individuals. 

II. MATERIAL AND METHOD 

A total of 28 healthy volunteers with  ages  ranging  
from  21-25  years  participated  in  the  study.  The 
participants comprised of 12 subjects (6 males) who had 
undergone extensive textual memory training for 1 year.  
This group of participants is called the huffaz. The Quran 
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The first process produced 7 template files (Template_0.nii 
until Template_6.nii) and the Template_6.nii file was se-
lected for the normalization step. This high dimensional 
warping process results in improved localization and in-
creased sensitivity in analyses. 

G. Gaussian Smoothing 

The optimally processed and normalized images then 
were smoothed by convolving with an 8mm full width-half 
maximum (FWHM) isotropic Gaussian kernel. 

H. Second Model Specification and General Linear Model 
(GLM) Analysis  

The investigation of the gray matter volume differences 
between huffaz and control subjects was done by using vox-
el-by-voxel analysis of variance test. Because the groups 
did not show a significant difference in age and sex distribu-
tion, hence these variables were not inserted as covariates. 
The relationship between the textual memorization status 
and gray matter volume changes was investigated by regres-
sion analysis. During conducting the analysis, great care 
was taken at each step to ensure that the matrix vector for 
the group of participants and the grey matter volume for 
each participant were always in exactly the same order. 

For the statistical analysis, all of the voxels with a gray 
matter value below 0.1 (of a maximum value of 1) were ex-
cluded to avoid possible edge effects around the border be-
tween gray and white matter and to include only voxels with 
sufficient gray matter, respectively. T-contrast was set to find 
positive and negative differences between grey matter vo-
lume and textual memorization. Positive differences mean 
textual memorizer participants have greater grey matter vo-
lume than control participants and the negative differences is 
the opposite. The findings were considered significant at a 
voxel level of p=0.005, Family Wise-Error (FWE) corrected 
for multiple comparisons, with an extended threshold looking 
for clusters with at least 250 contiguous voxels.  

III. RESULTS 

There were no significant group differences in age, gend-
er and total gray matter volume as shown in Table 1. 

 
 
 
 

Table 1 Characteristics of participants. 

Characteristics Huffaz Control P-Value 

Mean Age  Stdev 
(Year)

22.83  
0.718 

23.19  
1.109 

0.344 

Male (%) 50 50 -

Total Gray Matter 
Volume  Stdev 

(mm3)

0.703   
0.031 

0.677  
0.031 

0.185 

 
The VBM analysis in comparing these two groups (huf-

faz and non-huffaz) was threshold at the cluster-wise signi-
ficance level at p=0.005 (FWE-corrected). At this threshold, 
there were nine gray matter regions that were found posi-
tively correlated with textual memorization status as shown 
in Table 2. 

The involved brain structures are in the medial areas of 
the anterior cingulate gyrus, orbitofrontal cortex, posterior 
parietal cortex, posterior cingulate cortex and anterior pa-
rietal cortex. Additional positive correlations with textual 
memorization status were found in the right occipitotem-
poral cortex, right perirhenal cortex, left inferior parietal 
lobe and left inferior temporal gyrus. Figure 2, Figure 3, and 
Figure 4 indicate the representative peaks for each lobe on 
axial, sagittal and coronal view of a transparent canonical 
brain and labeled for reference.  

The involved brain structures are in the medial areas of 
the anterior cingulate gyrus, orbitofrontal cortex, posterior 
parietal cortex, posterior cingulate cortex and anterior pa-
rietal cortex. Additional positive correlations with textual 
memorization status were found in the right occipitotem-
poral cortex, right perirhenal cortex, left inferior parietal 
lobe and left inferior temporal gyrus. Figure 2, Figure 3, and 
Figure 4 indicate the representative peaks for each lobe on 
axial, sagittal and coronal view of a transparent canonical 
brain and labeled for reference.  

For the analysis to look for the negative relationship be-
tween textual memorization status and structural brain 
changes, there are very few peaks in the relatively small 
area of parietal cortex for the effect to reach significance 
(cluster size: 46mm3, cluster p-value=1.00 FWE-corrected). 
Thus, it can be concluded that no area in the control group 
that was significantly larger than the huffaz.  
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During Quran memorization, intense repetition of the 
verses is exercised to ensure it is strongly and correctly 
being stored in the memory which may explain this finding. 
Huffaz had spent 18 months to complete the Quran memori-
zation. Along this duration, they devoted their time to read, 
memorize, repeat and rehearse their memorization of the 
Quran. Students will come to class every day to rehearse 
several times before checking the memorized verses with 
their teachers. Basically, they can only proceed to the next 
verses after their memorization has been verified to be per-
fect by their teachers. Therefore, it supports the proposal 
that larger gray matter volume seen in huffaz might actually 
cause by adaptations to long-term robust memorization 
training.  

This study also showed a strong increase in gray matter 
volume related to Quran memorization status in the Brod-
mann area of 7, 20, 24, 32 and 40. The role of these areas is 
thereby supported by many functional imaging studies that 
have found brain activation associated with the retrieval 
success  [10], [11]. 

The reason for this present result may relate to the Quran 
memorization technique. Aforementioned technique to me-
morize the Quran has highlighted the need for a constant 
revision of the memorization, which requires huffaz to recall 
the memory in front of the teachers or friends repeatedly, 
just to ensure everything has been memorized flawlessly. 
Besides, this finding seemed to agree with Kozlovskiy 
(2012) findings which show increased in the size of the 
anterior and posterior cingulate cortex correlates with less 
number of memory errors. 

The findings showed the relationship between the huffaz 
and gray matter volume of the orbitofrontal cortex. Previous 
researches show the brain activity in the orbitofrontal region 
(BA11) in relation with reward-related stimuli and motiva-
tion (Rolls, 2000; Hikosaka & Watanabe, 2000; Barbey, 
Koenings, & Grafman, 2011). It is therefore likely that such 
connection exist between motivation and Quran memoriza-
tion. Memorizing the whole Quran is not an easy task, espe-
cially if the Arabic language is not a primary language of 
the huffaz. 

Several studies have generally discovered a conventional 
laterality effect in regard to brain structures, whereby  
left-sided structures are more important for the verbally-
coded material, while right-sided structures are more crucial 
for nonverbal and visuospatial material. When referring to 
Quran memorization activity, it is linked with memory that 
established by verbally-coded material since huffaz have  
to recite the verses during the memorization process.  
However, the findings of the current study demonstrated  
the increased gray matter volume in both right and left  
brain structures. This suggest that huffaz not only memo-
rized the Quran by merely reading the verses, but they also 

incorporate other techniques such as giving careful attention 
to the each verse symbol and location in the page during the 
recitation. The Quranic verses are verbally, visually and 
spatially encoded in the brain, which leave a significant 
effect on both sides of brain structures. 

The present study was limited in several ways. The brain 
morphological differences between huffaz and control group 
may be attributed to other factors such as innate predisposi-
tion, gender, intelligence quotient (IQ) level, demographic 
factors and others, rather than to Quran memorization sta-
tus. Thus, it would be better to perform IQ test and consider 
IQ scores as a cofactor in the statistical analyses of voxel-
based morphometry. However, there was no significant 
difference in the education levels between the study groups, 
so the individuals from both groups would be expected to 
have similar IQ levels.  

V. CONCLUSIONS 

In summary, this paper used voxel-based morphometry 
(VBM) techniques to explore whether brain morphology is 
associated with textual memorization status. Primary data 
were collected by scanning the brain of huffaz and the con-
trol group. The study found that total gray matter volume of 
huffaz was not significantly differed from the control group. 
However, huffaz showed regionally increased gray matter 
volume in the anterior cingulate gyrus, orbitofrontal cortex, 
left inferior temporal gyrus, right occipitotemporal gyrus, 
left inferior parietal gyrus, right perirhenal cortex, superior 
parietal cortex, posterior cingulate cortex and anterior cin-
gulate cortex. While differences were found in relevant 
brain areas demonstrating the reliability of the VBM tech-
nique, the present results should be interpreted with caution. 
Considering the lack of literature concerning textual memo-
rization and structural brain variation, it is believed that the 
results of the present study establish a basis for future stu-
dies probing more direct relationship between long-term 
textual memorization activity and related structural changes 
in specific brain regions. 
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Abstract— While blood pressure variability (BPV) and or-
thostatic hypotension (OH) are independently related to an 
increase in prevalence of cardiovascular disease, the relation-
ship between BPV and OH remains poorly understood. We 
evaluated the association between postural changes in blood 
pressure with beat-to-beat BPV during supine rest and stand-
ing. Continuous beat-to-beat blood pressure recordings were 
obtained from 832 individuals, aged 55 years and above, dur-
ing ten minutes’ supine rest and three minutes’ standing. The 
maximal drop in systolic blood pressure (ΔSBP) and diastolic 
blood pressure (ΔDBP) with standing from the supine position, 
BPV in the supine and standing positions and standing to lying 
BPV ratio were computed. Standing systolic BPV and SLR for 
systolic BPV were correlated significantly with ΔSBP (r=0.497, 
p=<0.001; r=0.476, p=<0.001). Standing diastolic BPV and 
SLR of diastolic BPV showed a moderate correlation ΔDBP 
(r=0.397, p=<0.001; r=0.432, p=<0.001). Standing BPV and 
SLR for BPV were significantly higher for subjects with do-
cumented OH. Standing systolic BPV, height, weight and age 
were accounted 27% of the variability in ΔSBP while the SLR 
of diastolic BPV accounted for 19% of the variability in ΔDBP. 
The SLR for diastolic BPV, body weight, and cerebrovascular 
disease were independent predictors for OH (R2=0.157). The 
significance of beat-to-beat BPV remains unclear. Our study 
suggests that supine and erect BPV are influenced by different 
mechanisms. The impaired compensatory mechanism leading 
to OH, which are sympathetic hyporesponsiveness, are also 
associated with increased BPV while standing.  

Keywords— Blood pressure variability, orthostatic hypoten-
sion, aged, autonomic nervous system, baroreflex. 

I. INTRODUCTION  

Blood pressure variability (BPV) is the measure of fluc-
tuations in blood pressure but can be measured in relation to 
differences in office visit to office visit measurements, 
changes over a 24-hour period and beat-to-beat variations 
[1, 2]. Daily BPV has been found to have prognostic signi-
ficance in terms of target-organ damage [3-7], incidence of 
cardiovascular event [1, 7] and mortality [7, 8]. Visit-to-
visit variability has been found to independently contribute 
to stroke event [8, 9], target-organ damage, cardiovascular 
event and all-cause mortality [1, 2, 8]. Recent studies have 
also found that the visit-to-visit BPV is associated with  
cognitive function in the elderly [10, 11]. 

Orthostatic hypotension (OH) is one of the most common 
disorders of blood pressure regulation [12]. The prevalence 
of OH using existing definitions has been reported as 5% to 
30%, depending on the population studied and the methods 
of measurement [13, 14]. The American Autonomic Society 
and the American Academy of Neurology consensus com-
mittee defined OH as a drop in systolic blood pressure 
(SBP) of 20 mmHg or greater and/or a drop in diastolic 
blood pressure (DBP) of 10 mmHg or greater [13]. This 
definition has remained unchanged from the original con-
sensus definition published in 1996. Many researchers have, 
however, acknowledged that with the increasing use of 
continuous non-invasive BP monitoring, this definition may 
need to be reconsidered [12, 15].  

Greater changes in postural BP is related to silent cere-
bral infarcts and cardiac overload in hypertensive patients 
[16, 17]. Moreover, OH has been associated with falls [18], 
and increased risk of myocardial infarction, coronary heart 
disease, transient ischaemic attack [17, 19], fracture and 
increased mortality [19, 20]. Orthostatic hypotension is also 
associated with increasing age [21], isolated systolic hyper-
tension [22], depression [23] and reduced body weight [22].  

Increased mean BP and BPV are independently related to 
an increase in prevalence and severity of target-organ damage 
[3, 6]. Previous research findings have, however, been con-
ducted primarily on office BP measurements [24]. Regardless 
of mean BP, the severity of target-organ damage is also high-
er in patients with greater visit-to-visit and 24-hour BPV [17]. 

While BPV and OH have been found to be independently 
associated with similar conditions, the relationship between 
BPV and OH remains poorly understood. This study there-
fore evaluated the relationship between BPV with the reduc-
tion in blood pressure with posture change as well as OH, 
using current consensus definition. Our specific hypothesis 
was that OH and changes in blood pressure with posture 
change is associated with standing BPV and standing to 
lying BPV ratio.  

II. METHODS 

A. Study Population 

This study included 832 subjects from the Malaysian 
Elders Longitudinal Research (MELoR) study. The MELoR 
study is a longitudinal cohort study based in greater Kuala 
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Lumpur. Individuals aged 55 years and above were select-
ing through simple random sampling from the electoral rolls 
of the Parliamentary constituencies of Petaling Jaya Utara, 
Petaling Jaya Selatan and Lembah Pantai. One hundred and 
thirty six subjects were excluded due to inability to stand for 
3 minutes, non-availability of continuous blood pressure 
measurements, or less than 128 beats of adequate quality 
blood pressure signals available. The study had obtained a 
favorable opinion from the University of Malaya Medical 
Ethics Committee (MEC Ref No: 925.4) and informed con-
sent was obtained from all subjects prior to their inclusion. 

B. Baseline and Beat-to-Beat Blood Pressure Assessment 

Baseline characteristics including age, gender and medi-
cal history were obtained from all subjects. Body weight 
and body height were measured for each subject. All sub-
jects were assessed using continuous non-invasive beat-to-
beat blood pressure monitoring using the vascular unloading 
technique (Task Force ®, CNSysem Austria) [25]. The 
active stand test was performed on all eligible subjects. 
Continuous blood pressure was recorded during 10 minutes 
of supine rest and 3 minutes of standing [26]. Assistance 
was provided whenever required to ensure that the transition 
from lying to standing occurred smoothly. Subjects were 
instructed not to move their hands fitted with the finger cuff 
during data collection to reduce artefacts. The presence of 
any symptoms of dizziness during standing was recorded 
for all subjects. 

C. Signal Processing 

The continuous blood pressure signals for individual par-
ticipants were exported to MATLAB and analyzed with a 
software custom-written using MATLAB (version R2009a, 
the MathWorks Inc., Natick, Massachusetts, United States). 
Orthostatic blood pressure change in SBP and DBP was 
determined by calculating the difference between the mean 
blood pressure for 20 beats immediately before standing to 
the minimum blood pressure during 3 minutes of standing 
[27]. Blood pressure variability was computed separately 
for supine and standing blood pressure segments using the 
coefficient of variation (standard deviation/mean).  

The ratio of standing BPV to lying BPV (SLR) was then 
computed for each subject. This derived measure represents 
the changes in variability from the lying position to the 
standing position. 

D. Statistical Analysis 

Individual data on maximal systolic and diastolic drop 
with standing and the presence of OH were considered  
Continuous variables were expressed as mean ± standard 
deviation while discrete variables were expressed as fre-
quencies with percentages in parenthesis. The independent 

t-test was applied to obtain the difference between groups 
for continuous parametric variables and the Chi-square test 
for categorical variables. The Pearson’s r correlation coeffi-
cient was calculated for univariate comparisons between 
continuous variables such as SBPV with ΔSBP. Multiva-
riate analyses were conducted using linear and logistic  
regression methods to determine predictor equations for 
postural changes in SBP and DBP and the presence of OH. 
A p-value of <.05 was considered statistically significant. 

III. RESULTS 

A. Baseline Assessment 

Table 1 shows the characteristics of included partici-
pants. There was no significant difference in the maximal 
drop of in systolic blood pressure (ΔSBP) for all listed va-
riables. Subjects with cerebrovascular disease (stroke and/or 
transient ischemic attack) had a significantly lower drop of 
diastolic blood pressure with standing (ΔDBP) (p=0.025). 
Subjects who reported dizziness with standing had signifi-
cantly greater ΔDBP (p=0.016). Subjects with cerebrovas-
cular disease were significantly less likely to have docu-
mented OH. 

B. Postural Changes in Blood Pressure and Blood 
Pressure Variability 

From Table 2, in the supine position, only systolic BPV 
had a weak but statistically significant negative correlation 
with ΔSBP (r=-0.101, p=0.008). In the erect position, there 
was a significant strong correlation between standing systol-
ic BPV and ΔSBP (r-0.497, p=<0.001) and a moderately 
strong correlation between standing systolic BPV with 
ΔDBP (r=0.357, p=<0.001). There was a moderately strong 
correlation between diastolic BPV with ΔSBP and ΔDBP 
(r=0.388, p=<0.001; r=0.397, p=<0.001). Standing systolic 
BPV and diastolic BPV were significantly higher among 
subjects with OH (p=<0.001). A similar relationship was 
observed between the ratio of standing to lying (SLR) sys-
tolic and diastolic BPV with ΔSBP, ΔDBP and OH. There 
were moderate significant correlations between systolic and 
diastolic SLR with ΔSBP and ΔDBP, while SLR for systolic 
and diastolic BPV for subjects with OH were also signifi-
cantly higher than subjects without OH. 

C. Predictor Equations for Postural Changes in Blood 
Pressure and Orthostatic Hypotension. 

Table 3 and Table 4 contains the best predictor models 
for ΔSBP and ΔDBP respectively using multivariate linear 
regression analyses. Standing systolic BPV, height, weight 
and age accounted for 27% of the variability in ΔSBP (Ta-
ble 3). In Table 4, the SLR for diastolic BPV accounted for 
19% of the variability in ΔDBP. The standing to lying ratio 
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for diastolic BPV, body weight, and cerebrovascular disease 
remained independent predictors for the presence of OH 
(R2=0.157) using a multivariate logistic regression analysis 
(Table 5). 

Table 3 Independent Predictors of Maximum Drop of Systolic Blood 
Pressure 

Variables Standard 
Coefficient 

95% Confidence 
Interval 

p-value R-
square 

Standing 
systolic BPV 
Height 
Weight 
Age 
Constant 

0.503 
 
0.121 
-0.108 
-0.097 

 

171.96 to 222.84 
 
0.10 to 0.37 
-0.24 to -0.047 
-0.39 to -0.08 
-21.50 to 22.67 

<0.001* 
 
0.001* 
0.003* 
0.004* 
0.959 

0.268 

* p<0.05, BPV=blood pressure variability 

Table 4 Independent Predictors of Maximum Drop of Diastolic Blood 
Pressure 

Variables Standard 
Coefficient 

95% Confidence 
Interval 

p-value R-
square 

Diastolic SLR 
Constant 

0.432 6.24 to 8.54 
5.76 to 8.87 

<0.001* 
<0.001* 

0.186 

* p<0.05, SLR= standing to lying ratio of blood pressure variability 

Table 5 Independent Predictors of Orthostatic Hypotension  

Variable B SE Adjusted OR 
(95% CI) 

p-value R-
square 

Diastolic 
SLR† 
Weight† 
 
Cerebrovas-
cular disease 
Constant 

1.586 
 
0.017 
 
1.040 
 
0.699 

0.238 
 
0.007 
 
0.435 

 
0.505 

4.884  
(3.062-7.789) 
0.983  
(0.970-0.997) 
0.354  
(0.151-0.830) 
2.012 

<0.001* 
 
0.019* 
 
0.017* 

 
0.166 

0.157 

* indicate p<0.05, †per unit increase, SLR=standing to lying ratio of blood 
pressure variability 

IV. DISCUSSION 

Our study has found that postural changes in blood pres-
sure were significantly associated with standing BPV and 
not resting BPV in the supine position. The standing to 
lying ratio for BPV was also significantly associated with 
postural blood pressure changes. Using the current consen-
sus criteria for OH, OH was significantly associated with 
standing BPV and SLR for BPV. Our multivariate analysis,  
 

Table 1 Basic Demographic of Maximum Drop of Blood Pressure due to Postural Changes 

Variable ΔSBP (mmHg), mean (SD) ΔDBP (mmHg), mean (SD) OH, n(%) 
n Yes n No p-value Yes No p-value Yes No p-value† 

Age (>70ys)  269 28 (16) 427 28 (18) 0.923 15 (11) 16 (12) 0.157 212 (39.7%) 57 (35.2%) 0.301 
Gender (Female)  385 27 (17) 311 29 (16) 0.350 15 (11) 17 (12) 0.087 292 (54.7%) 93 (57.4%) 0.541 
Hypertension  347 27 (17) 331 29 (17) 0.306 12 (11) 17 (12) 0.172 260 (49.9%) 87 (55.4%) 0.226 
Diabetes mellitus  177 28 (17) 486 28 (17) 0.928 16 (11) 16 (12) 0.706 138 (27.0%) 39 (25.7%) 0.742 
Falls history  143 26 (17) 534 28 (17) 0.182 15 (11) 16 (12) 0.424 107 (20.6%) 36 (22.9%) 0.527 
Cardiovascular disease 70 28 (16) 605 28 (17) 0.877 16 (10) 16 (12) 0.727 57 (11.0%) 13 (8.3%) 0.341 
Cerebrovascular disease 26 23 (18) 645 28 (17) 0.155 11 (12) 16 (12) 0.025† 14 (2.7%) 12 (7.7%) 0.005* 
Smoking 145 28 (17) 531 28 (17) 0.608 17 (12) 16 (12) 0.412 112 (21.6%) 33 (21.0%) 0.881 
Dizziness 135 29 (19) 561 28 (16) 0.231 18 (13) 15 (11) 0.016† 109 (20.4%) 26 (16.0%) 0.219 

*p<0.05, ΔSBP=maximal drop in SBP with standing, ΔDBP= maximal drop in SBP with standing, OH=orthostatic hypotension, †Pearson’s 
Chi-squared test 

Table 2 Correlation of Drop of Blood Pressure and Orthostatic Hypotension with Blood Pressure Variability 

Variables ΔSBP (mmHg) ΔDBP (mmHg) OH p-value 

r  p-value r p-value Yes (n=534) No (n=162) 
Resting BPV 
Systolic 
Diastolic 

 
-0.101 
0.018 

 
0.008* 
0.632 

 
0.002 
0.023 

 
0.965 
0.549 

 
0.07 (0.05) 
0.08 (0.05) 

 
0.07 (0.05) 
0.08 (0.05) 

 
0.082 
0.333 

Standing BPV 
Systolic 
Diastolic 

 
0.497 
0.388 

 
<0.001** 
<0.001** 

 
0.357x 
0.397** 

 
<0.001** 
<0.001** 

 
0.08 (0.05) 
0.09 (0.06) 

 
0.06 (0.03) 
0.06 (0.03) 

 
<0.001** 
<0.001** 

SLR 
Systolic 
Diastolic 

 
0.476** 
0.423** 

 
<0.001** 
<0.001** 

 
0.333** 
0.432** 

 
<0.001** 
<0.001** 

 
1.48 (0.87) 
1.03 (0.56) 

 
1.26 (0.72) 
0.85 (0.38) 

 
<0.001** 
<0.001** 

*p<0.01, **p<0.001, ΔSBP=maximal drop in SBP with standing, ΔDBP= maximal drop in SBP with standing, OH=orthostatic hypoten-
sion, BPV=blood pressure variability, SLR= standing to lying ratio of blood pressure variability 



Beat-to-Beat Blood Pressure Variations While Standing are Associated with Postural Changes in Blood Pressure 47
 

 IFMBE Proceedings Vol. 56  
  

 

however, revealed that our best predictor models only ac-
counted for 16-27% of the variability in OH and the degree 
of blood pressure reduction with posture change.  

The prevalence of OH reported in population studies in-
volving older people is 6-33% [13, 18]. A higher prevalence 
of OH of 55% was, however, reported in a study involving 
342 older individuals [20]. In our study, 72% of all 
individuals evaluated fulfilled the consensus criteria for OH. 
Our population consisted of older individuals from different 
ethnic groups (Chinese, Indian and Malay) compared to 
previously published studies consisting of mainly Caucasian 
populations. Thirty six percent of  our overall population had 
a pre-existing medical diagnosis of diabetes mellitus, which 
was much higher than that reported by other study 
populations, due to the increased susceptibility of Asian 
ethnic groups to diabetes. While the increased prevalence of 
diabetes may account for the increased risk of OH, another 
likely explanation is that ours was the only study so far to 
have used continuous beat-to-beat assessments of blood 
pressure in a large study population. Previous diagnosis of 
OH had been based on manual or oscillometric blood 
pressure measurements. As mentioned earlier, beat-to-beat 
measurements are far more likely to detect the true minimum 
blood pressure with standing than oscillometric measurement 
[12]. Many researchers have therefore proposed a revision of 
the definition OH for occasions when measurements are 
made with continuous blood pressure monitoring [12].  

The actual significance of very short term blood pressure 
variability detected with non-invasive methods of beat-to-
beat blood pressure measurement remains unclear. It is 
expected that fluctuations in blood pressure are subject to 
the complex interplay between different cardiovascular 
control systems such as the baroreceptor reflex, the renin-
angiotensin system (RAS), the vascular myogenic response 
and the release of nitric oxide (NO) from endothelium [7]. 
While the mechanisms listed above are likely to account for 
daily or longer term variations in blood pressure, some of 
the above named mechanisms may not have adequate tem-
poral sensitivity to influence beat-to-beat variations in blood 
pressure. It is likely that baroreflex responsiveness and va-
somotor reactivity will have a larger influence on very short 
term blood pressure variability. As suggested by our find-
ings, beat-to-beat BPV changes from the supine to erect 
posture. In the supine posture, the parasympathetic nervous 
system is expected to be activated. Beat-to-beat variations 
in BPV may therefore correspond to changes in heart  
rate associated with regular breathing, and may therefore  
be associated with baroreflex sensitivity. Conversely,  
when individual assumes the erect posture the sympathetic 
nervous system is activated in order to maintain systemic 
blood pressure against gravitational forces. The degree of 
fluctuation of in blood pressure in the erect posture may 
therefore be dependent both on the baroreflex response and 

the myogenic response. Larger variations in blood pressure 
in the erect posture may therefore be present if the function 
of inhibitory systems is impaired.  

In the erect posture, gravitational forces will lead to pool-
ing of the intravascular volume in the lower extremities, 
which then leads to a reduction in blood pressure. The baro-
receptors are then expected to activate the sympathetic 
nervous system, leading to a rise in heart rate as well as an 
increased peripheral vascular tone, in order to maintain 
systemic blood pressure [29].  A failure in this response 
system is therefore expected to lead to OH. Underlying 
causes of OH in individuals, however, do differ, and com-
mon causes include depletion in intravascular volume, auto-
nomic failure and medications [13, 14]. In our study, some 
of the postural changes in blood pressure is accounted for 
by the BPV in the erect posture, as well as the ratio between 
erect and supine BPV. This suggests that the same impaired 
compensatory mechanisms which are expected to be under 
sympathetic control are also linked to increased BPV while 
standing. The presence of cerebrovascular disease, however, 
appears to be protective against OH. As cerebrovascular 
disease is associated with increased arterial stiffness, it 
would appear that it paradoxically blunts the strong rela-
tionship between diastolic blood pressure drop with stand-
ing and the standing to lying ratio in diastolic BPV.  

As the data available is currently only cross-sectional in 
nature, we are only able to attribute associations and not cau-
sation in our findings. In addition, much of the variability in 
postural changes in blood pressure remains unaccounted for, 
particularly as we have not evaluated medication consump-
tion in this study. However, our findings, have contributed to 
the current limited knowledge on very short term or beat-to-
beat blood pressure variability. In addition, it has confirmed 
previous unconfirmed reports that beat-to-beat blood pressure 
variability with standing accounts for some of the drop in 
blood pressure observed with posture change. Future studies 
should now seek to determine other factors that could influ-
ence very short term blood pressure variability in order to 
elucidate the mechanisms that underlie beat-to-beat blood 
pressure variability which remains poorly understood.  

V. CONCLUSIONS  

Standing BPV is significantly correlated with postural 
changes in blood pressure, with the correlation between supine 
BPV and postural changes in blood pressure being much 
weaker. This suggests that supine and erect BPV are influ-
enced by different factors, but some common mechanisms do 
exist between orthostatic blood pressure changes and BPV 
while standing. While the significance of beat-to-beat BPV 
remains unclear, our study has demonstrated that it is possible 
to evaluate this in population studies. Further evaluation of the 
medication use and prospective evaluation of disease out-
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comes associated with beat-to-beat BPV is now indicated, and 
may help improve secondary prevention measures in non-
communicable disorders such as hypertension and stroke. 
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Abstract— Multifractal analysis have been used to study 
time series of physiological systems such as the series of heart-
beat intervals. Using the multifractal formalism we analyze RR 
interval time series from 54 healthy subjects and 44 patients 
with congestive heart failure (CHF). Their multifractal spectra 
were calculated for each time series and it was observed that 
around the maximum of the multifractal spectra of healthy 
subjects, the spectra are smooth but the multifractal spectra of 
CHF patients tended to be pointed, therefore it is proposed to 
measure the curvature of all multifractal spectra. We conclude 
that this parameter provides information about the health 
state of the persons in the sample. 

Keywords— Fractal, multifractal spectrum, curvature,  
congestive heart failure, NYHA index. 

I. INTRODUCTION  

Heartbeat intervals are the result of the interaction of 
many physiological components that operate at different 
time scales. The mathematical techniques used to study 
these long series described them as non-stationary, non-
homogeneous and with multifractal features in healthy per-
sons, and there is a multifractality loss in patients with 
chronic heart disease [1-3]. 

Multifractal analysis has recently been used to study time 
series of physiological systems such as the heart [1-3]. To-
day, heart diseases constitute a risk because they can lead to 
serious complications difficult to treat. One of these com-
plications is CHF that occurs when the heart is weakened by 
diseases or conditions that injure the heart muscle and as a 
result, the heart cannot pump the blood the organs need to 
carry out its functions. In the majority of cases, CHF can be 
treated, but not cured. The NYHA classification (New York 
Heart Association) is commonly used as a functional me-
thod for classifying the severity of patients with heart fail-
ure [4]. CHF is one of the most important problem of public 
health in Mexico, it is well known that heart diseases are the 
first cause of global mortality and within these, the CHF is 
emerging as one of the direct causes [5]. 

The proposal of this article consists of measuring the 
curvature of the multifractal spectra of RR interval time 
series, since we noticed that these spectra tended to be sharp  
 

for patients with CHF, and our hypothesis is that this me-
thod provides a correct appreciation of the health state of 
subjects in our sample. 

II. METHODOLOGY 

A. Multifractal Analysis 

Physiological signals are generated by auto regulated 
complex systems processing entries with a wide range of 
features. Monofractal signals are homogeneous in the sense 
that they have the same properties of scaling, which locally 
can be characterized by a fractal dimension through the 
entire signal. On the other hand, multifractal signals can be 
decomposed into many subsets (possibly an infinite num-
ber) characterized by different fractal dimensions, which 
quantify the singular local behavior and therefore refer to 
local time-series scaling. Multifractal signals require several 
dimensions to fully characterize its scaling properties and 
are inherently more complex and non-homogeneous than 
monofractal signals [1, 2]. 

To obtain the multifractal spectrum the method proposed 
by Chhabra and Jensen was used, which is an accurate me-
thod for the direct calculation of the multifractal spectrum 
[6], for brevity we do not describe here the method, the 
multifractal spectrum has the appearance of the graph with 
downward concavity which is shown in Fig. 1. In such 
graphic we plot the fractal dimension f(α) versus α, the av-
erage power of the singularity or Hölder exponent in terms 
of a parameter q. Usually the applications of multifractal 
spectrum to the analysis of physiological signals are focused 
on the spectrum width, ∆  [1, 2], which is 
known to decrease with age or disease , and in the asymme-
try of the spectrum, in which case we use ∆

 and ∆  where α0 is the value 
of α for which the spectrum is maximum [7].  
In this paper we propose the curvature of the spectrum 
around its peak as an additional criterion to characterize 
these spectra. 

We show in Fig. 1 two multifractal spectra and we can 
see from this figure that around the maximum the multifrac-
tal spectrum of patients with CHF tends to be more pointed 
than healthy subjects. 
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Fig. 1 Multifractal spectra of heartbeat intervals time series of a 70 years 
old healthy subject and a CHF patient with NYHA II 

B. Curvature 

If T(t) is the unit tangent vector to a curve C at a point P 
(Fig. 2), s is the arc length measured from a point P of C 
chosen arbitrarily, and s grows as t increases, then the cur-
vature of C at P, denoted by K(t), is defined as 

                        (1) 

it is the absolute value of the rate of change of φ with re-
spect to the measure of the arc length along the curve [20]. 

To compute the curvature of a planar curve y = G (x), 
that it is an equation of the curve C, we have  

/                         (2) 

And we calculate the curvature by previously evaluating 
the first and second numerical derivatives. 

C. Databases 

The heartbeat intervals records were obtained from the 
Physionet databases [8]. The Normal Sinus Rhythm RR 
Interval Database contains records of 54 healthy individuals 
(30 men, ages 28 to 76 years, and 24 women, aged between 
58 and 73). The data of the CHF patients were obtained 
from two databases with the intention to have a greater 
number of patients. The first database is called Congestive 
Heart Failure RR Interval Database and contains 29 patients 
(34−79 years for both sexes), with congestive heart failure 
(NYHA classes I, II and III). The second is the BIDMC 
Congestive Heart Failure Database and contains 15 patients 
(11 male from 22 to 71 years, and women aged 54 to 63), 
with severe congestive heart failure (NYHA class III−IV). 

 

 

Fig. 2 Curvature 

In these series we eliminated artifacts and we separated 
two segments of 6 hours each one, the first one when CHF 
patients and healthy people are asleep, and the second one 
when they are awake. So we analyzed total series (24 hours) 
and awake and asleep series (6 hours). 

III. RESULTS 

For each one of the heartbeat interval time series we ob-
tained the multifractal spectrum and calculated αmin, αo and 
αmax which were used to measure the width of the spectrum ∆ , and their asymmetry with ∆  and ∆ . The 
calculations were done from q = −30 to q = 30. We observe 
that the multifractal spectra of patients with CHF tend to  
be more pointed around the maximum, which means that 
the curvature in these spectra is higher than the curvature of 
the spectra of healthy persons. For this reason, we calcu-
lated the curvature for each of the multifractal spectra of the 
54 healthy subjects and 44 CHF patients for the total series, 
6 hours series in the asleep stage and 6 hours series in the 
awake stage, in order to gain a better description of them. 

We show in Fig. 3 two graphics of the first numerical  
derivative of the multifractal spectrum of a healthy person 
and a patient with CHF. Both curves are smooth but  
the curve of patients with CHF presents greater variation. 
The second derivative of the graphics in Fig. 3, shows that 
the CHF graphic is more irregular. Moreover, in our opi-
nion, the curvature is also the best way to quantify differ-
ences in both the first and second derivatives, since it  
depends on both derivatives. 
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Fig. 3 Graphs of the first numerical derivative of multifractal spectrum of a 
70 years old healthy person, and a 59 years old CHF patient with NYHA 

index III−IV 

The curvature was calculated for each of the 98  
multifractal spectra (54 healthy individuals and 44 CHF 
patients) and the average values were obtained, the same 
calculations were done for the 6 hours time series (awake 
and asleep). In Fig. 4 we plot the average curvature of the 
multifractal spectra of the total series for CHF patients (left) 
and healthy individuals (right). There is a significant differ-
ence between both graphs, since the maximum value of the 
average curvature in patients is 1723.68 and 505.59 in 
healthy subjects, i.e. nearly three times the average curva-
ture of healthy persons. Also it can be seen in both cases 
that the pronounced peak occurs around the maximum of 
the multifractal spectra, so we can confirm that spectra of 
the patients tend to be sharper that the spectra of healthy 
persons around the maxima. 

Fig. 5 shows the multifractal spectra  average curvature 
of the 6 hours time series when they are awake and when 
they are asleep  for CHF patients (left), and healthy persons 
(right). There is a big difference between both average 
curves when they are asleep and when they are awake. The 
maximum value of the average curvature in patients in  
the asleep and awake stage are 1970.61 and 2013.57 respec-
tively, while for healthy people are 1176.93 and 586.55 
respectively. Comparing the values of the two phases (as-
leep-awake) in the case of patients it is observed that most 
pointy multifractal spectra corresponds to the awake though 
the difference between the maxima does not seem to be 
significant. 

In the case of healthy people the average curvature value 
in the awake stage is less than the average curvature value at 
the asleep stage, which means that the spectra of the asleep 
stage in healthy people tends to be more pointed, in this 
case we can also appreciate that the difference between the 
maxima in both stages seems to be double in the asleep 
phase than when they are awake. 

 

Fig. 4 Comparison of the average curvature of healthy persons with the 
CHF patients for total series (24 hours) 

 

Fig. 5 The average curvature of the 6 hours series are shown in the awake 
and asleep stages in healthy persons and patients with CHF 

It can be seen that there is a difference on the average cur-
vature of patients and healthy people, but now in these two 
stages. The multifractal spectra average curvature of patients 
is about 3 times the average curvature of healthy people in the 
awake stage and 2 times the average curvature of the multi- 
fractal spectra of healthy people during asleep stage (Fig. 6). 

Fig. 7 shows the comparison of the total series against 
the series of 6 hours in the wake and sleep stages. As can be 
seen, in the case of healthy people the average curvature 
value of the total series is approximately equal to the aver-
age curvature series of 6 hours in the awake state, this  
behavior is expected since healthy people is awake more 
time than asleep. The average curvature of the 6 hours series 
in the sleep phase is larger in the case of the healthy sub-
jects. Conversely the average curvature of the 6 hours series 
of CHF patients when they are awake and when they are 
asleep are almost equal, this is probably related to the fact 
that patients with CHF are aggravated when they are sleep-
ing; depending on the symptoms and the evolution of the 
disease, in fact some of them suffer from shortness of 
breath, so it is difficult to sleep well. 
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Fig. 6 Comparison of the multifractal spectra average curvature of 6 hours 
heartbeat time series of  healthy persons and CHF patients,  the heartbeat  

intervals time series have 6 hours in the awake and asleep stages 

 

Fig. 7 Comparison of the average curvature of the total series and 6 hours 
series in the wake and sleep stages in CHF patients and healthy subjects 

IV. CONCLUSIONS  

We have found that the curvature of the multifractal 
spectra is another parameter that helps us to determine the 
health state of subjects. We have confirmed our hypothesis 
that the multifractal spectra of the patients with CHF tend to 
be more pointed than the spectra of healthy persons. The 
same behavior was observed in the series of 6 hours in the 
wake and sleep stages. When we made the comparison be-
tween the two stages, we noticed that both values tend to be 
approximately the same in the case of patients, and on the 
other hand, in the case of healthy people the value of the 
 
 

 
 
 
 
 
 
 
 

 

average curvature during the awake is double than when 
they are sleeping. 
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Abstract— Realizing the importance of individual elements 
to human body, 14 different food samples (mainly cereals: 
beans, millet, sorghum and rice) collected from two different 
countries; Nigeria and Republic of Niger, were analyzed using 
Instrumental Neutron Activation Analysis (INAA) for the 
determination of the elemental content. Despite the commercial 
activity of uranium in the Republic of Niger, the concentration 
of Uranium, Arsenic, Chromium etc. in the studied samples 
show below detection limit. Elevated concentrations of K, Ca 
and Mg were found from the sampled beans of this work. 
Daily intake per person of all assessed elements were estimated 
and compared with Recommended Daily Intake (RDI) to 
establish the accumulation information of mineral, toxic and 
radioactive elements in the body of people of Nigeria and Niger 
Republic. Assessed elemental concentrations were compared 
with the available literature data on relevant cereals, and 
found reasonable agreement. Analytical quality control service 
(AQCS) reference material (lichen) from International Atomic 
Energy Agency (IAEA) was also irradiated and analyzed in 
this work for ensuring quality control of the method and  
facility (nuclear reactor) used. 

Keywords— Cereals, Katsina, Maradi, NAA, Mineral, Toxic 
and Radioactive elements. 

I. INTRODUCTION 

The need to have a detailed and accurate information on 
the elemental concentrations of our foods cannot be over 
emphasized. This is because, trace elements form an 
important component of the biotic environment for their 
roles in the health of human being, animals and plants. 
Taking of right food with the correct proportion of nutrients 
is the ideal requirement of the body. Most of our dietary 
compositions are now understood to be either essential to, 
or complimenting the proper usage of nutrients in human 
body [1, 2]. Cereals, one of the major food category, is the 
staple food of the sub-Sahara region of northern Nigeria and 
Niger republic. This is largely produce due to soil type and 
amount of annual rainfall in the regions. The main crops 
being cultivated in Niger Republic are millet, sorghum 
(guinea corn), and beans. Rice is mainly cultivated through 
irrigation farming around the River Niger and River 

Komadougou of the country [3]. On the other hand, maize, 
millet, sorghum and beans are the main cultivated edible 
crops in Nigeria. 

In order to determine elemental content of the selected 
crops, this study employed (thermal) neutron activation 
analysis for its advantages over several others techniques that 
includes ability to detect many elements in a wider range of 
matrix, freedom from reagent blank, high accuracy and 
improved sensitivity [4, 5, 6,]. The study was carried out 
using Nigerian Research Reactor (NIRR-1) situated at the 
Center for Energy Research and Training (CERT), Ahmadu 
Bello University (ABU), Zaria – Nigeria. NIRR-1 was 
designed as a Miniature Neutron Source Reactor (MNSR) 
such that it has a configuration of tank-in-pool structure, a 
fuel of highly enriched uranium (90.2 %), light water serving 
as both moderator and coolant, metallic beryllium (Be) 
surrounding core of the reactor as reflector, rated power of 
31kW and a corresponding thermal neutron flux 1.0 x 1012 
cm-2s-1. Details of the reactor structural and configurations 
can further be found elsewhere [1]. Present study broadly 
bears the followings as some of its major goals. First is to 
determine and compare all the detectable elements in the 
selected food items of Nigeria and Republic of Niger, 
including the risk elements since these regions are major 
producers of the itemized food products. The second goal 
arose from considering that Republic of Niger has uranium 
exploration commercial activities and thus aimed to find if 
those activities have (through leaching, human activities and 
wind) led to sufficient migration of related parent and 
daughter elements to the selected regions, and consequently 
contaminated the distant soil and crops. The third is to use the 
obtained data to calculate elemental contribution of dietary 
intake to the people of these communities. This would 
ultimately increase more available data on this subject from 
these regions, especially Republic of Niger. 

II. METHODOLOGY 

Through careful selection, a total of 14 food samples 
comprising two each of sorghum (guinea corn), millet, 
beans and rice were collected from cities of Bakori, Funtua, 
Katsina, and Charanci Local Governments of Katsina state 
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Table 1 Analytical Results for Various Elements from 7 Biological Samples in This Research. 

Elements 
(ppm)* 

Nigeria (average Values) Niger Republic  (average Values) 
S1(Sorghum) R (Rice) B1 (Beans) M1 (Millet) M2 (Millet ) B2 (Beans) S2 (Sorghum) 

27Mg   884 ± 89 305 ± 67 1297 ± 101 556 ± 72  893 ± 82  1167 ± 98  757 ± 72  
28A1 (ppm) 43 ± 5 54 ± 5 23 ± 2 66 ± 6 29 ± 3 29 ± 3 39 ± 4 
49Ca (ppm) 291 ± 75 280 ± 73 1489 ± 249 448 ± 93 455 ± 94  1333 ± 223 310 ± 73 
56Mn (ppm) 15 ± 1 6.1 ± 0.3 14.4 ± 0.6 11.6 ± 0.5  12.8 ± 0.6 27.3 ± 1.2 21 ± 1 
24Na (ppm) 8 ± 1 56 ± 3 41 ± 2 12 ± 1  13 ± 1 33 ± 2  5.9 ± 0.4 
42K (ppm)  4297 ± 305 1842 ± 138 15420 ± 1079 5198 ± 

3698  
4510 ± 325  16310 ± 

1142  
3866 ± 278 

82Br (ppm) 4.3 ± 0.2 0.24 ± 0.02 0.54 ± 0.04 1.27 ± 0.07  11.7 ±1.1 2.3 ± 0.1  7.5 ± 1.2 
140La (ppm) 0.06 ± 0.01 BDL 0.11 ± 0.02  0.11 ± 0.01 0.08 ± 0.01 0.09 ± 0.01 BDL 
65Zn (ppm) 60 ± 6 18 ± 3  44 ± 6  40 ± 5  32 ± 6 57 ± 7 31 ± 6 
86Rb (ppm) 6 ± 1  15 ± 2 20 ± 2 13 ± 2 9 ±2  23 ± 3  7 ± 1 
 232Th(ppm) 0.4 ± 0.1  0.3 ± 0.1  0.4 ± 0.1 0.6 ± 0.1 0.4 ±0.1 0.3 ± 0.1 0.5 ± 0.1 

*ppm – parts per million (i.e., PPM = µg g-1=mg kg-1), BDL – below detection limits, NA – not analyzed. 

in Nigeria and Some parts of Maradi in Republic of Niger 
after the best harvesting period of the samples. In order to 
ascertain the locality of the samples, the purchase was 
mostly directly from the farmers. The dried and grinded 
samples were then packed into separates polythene bags. A 
small portion of each powdered sample was prepared, 
weighed using high precision balance (METTLER AE 240) 
and packed using 8 ml polyethylene vials. An air drier was 
used to heat seal the vials. Each sample was prepared in 
twice for short and long irradiations. With the help of rabbit 
carriers, the samples and standard were sent into the reactor 
through the pneumatic transfer system which uses 
pneumatic pressure. NIRR – 1 irradiated the samples with a 
thermal neutron flux of 2.5x1011 ncm-2s-1for 5 minutes and 
5.0x1011 ncm-2s-1 for 6 hours for short and long irradiations, 
respectively. The whole system was equipped with 
electronic timers which help in monitoring the exact 
irradiation and decay times. The samples were then taken to 
a measurement room consisting of a high purity germanium 

(HPGe) detector, connected to a PC-based Multi-Channel 
Analyzer (MCA). 

A. Calculation of Dietary Intake for People of Nigeria and 
Niger Republic 

The Estimated Daily Intake (EDI) were based on mg per 
person per day. We used the published data of [8]2009 for 
per capita average consumption of millet, sorghum, rice and 
beans as 95, 101, 58, and 24 g/day, respectively by 
Nigerians. The same source shows that people of Niger 
Republic consume 425, 124, and 88 g/day of millet, 
sorghum and beans, respectively. The EDI is compared with 
the Recommended Daily Intake (RDI) to have an insight of 
the daily contribution and loading of the studied elements in 
the bodies of people of these regions.  

III. RESULTS AND DISCUSSIONS 

Quantitative information of this work is presented in the 
Tables 1 and 2. Table 2 represents the EDI and RDI of 

Table 2 Nigerian and Nigerien (Republic of Niger) foods; Estimation of Daily Intake and its comparison to Recommended Daily Intake 

Elements Estimated daily intake for Nigerian food (mg/day) Estimated daily intake for Niger 
Republic food (mg/day) 

Recommended 
Daily Intake 
(mg/day) 

Millet Beans Sorghum 
 

Millet Beans Sorghum 

27Mg 123.215 31.128 89.284 17.69 379.525 102.696 93.868 420(320)* 
28A1 2.185 0.552 4.343 3.132 12.325 2.552 4.836 1 
49Ca 141.455 35.736 29.391 16.24 193.375 117.304 38.44 1000  
56Mn 1.368 0.3456 1.515 0.3538 5.44 2.4024 2.604 2.3(1.8)* 
24Na 3.895 0.984 0.808 3.248 5.525 2.904 0.7316 2300  
42K  1464.9 370.08 433.997 106.836 1916.75 1435.28 479.384 4700 
82Br 0.0513 0.01296 0.4343 0.01392 4.9725 0.2024 0.93  8 
140La 0.01045 0.00264 0.00606 - 0.034 0.00792 _ 375 
65Zn 4.18 1.056 6.06 1.044 13.6 5.016 3.844 11(8)* 
86Rb  1.9 0.48 0.606 0.87 3.825 2.024 0.868 400 
 232Th 0.038 0.0096 0.0404 0.0174 0.17 0.0264 0.062  760 

* Where there is difference between male and female requirement, the bracket term is for female. 
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various elements for the people of Nigeria and Republic of 
Niger, respectively via the consumption of studied foods. A 
short briefing about the determined elements are given 
under the following sections: 

A. Toxic Elements 
Thorium (Th): Thorium has been detected in all the 

samples, with the Nigerian millet showing the highest value. 
When 232Th is ingested as a food element, it predominantly 
escapes from the body via urine and feces within few days. 
Usually only little amount of 232Th is left in the body which 
subsequently enters the bloodstream and finally deposited 
on bones for years. As 232Th undergoes radioactive decay to 
228Ra, concurrently it emits ionizing radiation such as alpha 
particle with accompanying gamma radiation. Increase risk 
of cancer is the major concern of low to moderate exposure 
level of ionizing radiation. Studies have indicated that 
inhaling thorium dust causes an increased chance of lung 
and pancreatic cancers.  Due to likelyhood of thorium 
storage in bone, the risk of bone cancer is also increased [9]. 
A single thorium administration of 760 mg/kg body weight 
per day (84nCi/kg/day = 3100 Bq/kg/day) resulted to no 
mortality of mice whereas a single gavage dosage of 1000 
mg thorium per kg body weight per day (110 nCi/kg/day = 
4070 Bq/kg/day) in form of thorium nitrate lead to the death 
of 4/20 mice [10]. 

Aluminum (Al): This study reports the presence of 
aluminum in virtually all the samples. Among the studied 
samples, Nigerian cereals show the highest mean 
concentrations of Al. There has not been any report of any 
significant role of Al in human. However, increase in 
evidence of its toxicity relating to its accumulation in brain 
and effects on nervous system has consequently led WHO 
to revise its earlier stand of 7 mg/kg of body weight 
Provisional Tolerable Weekly Intake in 2006 to 1 mg/kg of 
body weight [11]. Millet and several other cereals 
demonstrate higher level of this toxic element, above the 
recommended daily intake. 

B.  Mineral Elements 
Manganese (Mn): Manganese shows highest 

concentration of 27.3 µg g-1 in Nigerien beans, 14.4 µg g-1 
for Nigerian beans while (Nigerian) rice has the least 
content of 6.1 µg g-1 of all the samples. Mn is an essential 
element for metabolism of carbohydrates and lipid and also 
for bone growth of human beings. It also serves as an 
enzyme activator for some enzymes. Toxicity of manganese 
has also been documented, but the danger is very unlikely 
through dietary daily exposure except under distinct 
situations [11]. 

Calcium (Ca): This study reported highest concentrations 
of Ca (1489 µg g-1) from Nigerian beans while the least 

concentration of the element is seen in rice as 280 µg g-1. 
Calcium balance in the body is very crucial, it is not only 
useful to the skeleton but also plays important roles in 
regulating nerve excitability, muscle contraction and blood 
coagulation. 

Magnesium (Mg): Mg is reported to have the highest 
concentration of 1297 µg g-1 from Nigerian beans and least 
concentration of 305 µg g-1 from rice. The variation is 
highly pronounced from one food item to the other, 
signifying importance of individual element for particular 
mineral complementation. Literatures have shown a usual 
reported deficiency of Mg in human and indicated nausea, 
growth retardation and muscle weakness as some of its 
symptoms and also suggested cardiac malfunction due to 
deficiency of the element [11].  

Sodium (Na): Varying concentrations of sodium has also 
been reported here from one food item to the other with the 
highest (56 µg g-1) in rice and least (5.9 µg g-1) in Nigerien 
sorghum. Natural level of Na is usually sufficient in most 
foods but is still further supplemented especially in 
processed foods. Dietary excess of sodium results to 
hypertension, with the most adverse consequences seen in 
people of historic renal disease, congestive heart failure, or 
cirrhosis. 

Zinc (Zn): With the exception of rice that shows lowest 
amount of 18 µg g-1 in zinc, the other food items have 
moderately high concentration of this element. Zn is an 
activator of several enzymes and stabilizes the structure of 
DNA, RNA and Ribosomes. Additionally, it plays a crucial 
role in hormonal metabolism. Diarrhea, growth retardation, 
skin lesions etc. have been reported as some of its 
deficiency syndromes. 

Potassium (K): Potassium (42K) was detected in high 
concentration in all the samples, with the most elevated 
value seen in Nigerien beans. Potassium is essential for 
human life and is considered as one of the most abundant 
element in our body. It serves as a regulator in the acid–base 
and the osmotic balance in the cell, plays a significant role 
in muscle contraction and transmission of nerve impulse, 
and also as a many enzymes’ co-factor involved in the 
storage of carbohydrates and synthesis of protein. Despite 
the above advantages, potassium is also known to be 
radioactive and thus can have detrimental effect to health 
when at very high level. 

Bromine (Br): Nigerian rice shows 0.24 µg g-1 as the 
least Br content. This suggest that for higher Br requirement 
of the body, Nigerien millet and sorghum (11.7 µg g-1 and 
7.5 µg g-1) are good choice while rice is very poor in that 
context. The major food sources of Br are grains, nuts, sea 
foods, sea salt and bread. Eusinophilic leukocytes of blood 
uses Br for immune defense [12]. A study suggests intake of 
8 mg per day as adequate to the body and similarly, the 
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study further cited insomnia and retarded growth as the 
deficiency symptoms of Br [12]. 

Generally, this study reports a lower concentration for 
the elements K, Ca, Zn and Mn, compared to the earlier data  
reported in [1]. Maihara et al. [13] however reported a much 
lower concentration of Zn in Brazilian cereals than those 
reported here. Arogunjo et al. [14] reported activity 
concentrations of 40K, 238U and 232Th as 297.87 Bq/Kg, Nil 
and 5.95 Bq/Kg, respectively in Nigerian white beans of 
Sokoto region, and 42.29 Bq/Kg, Nil and 4.01 Bq/Kg in 
local rice from Ekiti state of Nigeria. The level of 
radioactive concentration reported in this study is below the 
adverse level suggested as tolerable daily intake (TDI) by 
[10] based on conducted studies on mice and dog. This 
study also indicated that beans is very rich in Mg, Ca and K 
as compared to other sampled cereals. 

IV. CONCLUSIONS 

This study detected the presence of Mg, Al, Ca, Mn, Na, 
K, Br, Zn, La, Rb and Th in the most staple food items of 
Northern Nigeria and Republic of Niger. The Estimated 
Daily Intake for all of the detected elements was obtained 
for adult population, and compared with the Recommended 
Daily Intake to have an insight of the daily contribution of 
these elements into their body.  Despite the commercial 
activity of uranium in Republic of Niger, excessive leaching 
may not have yet occurred to the extent of contaminating 
distant soil and crops of the selected regions. This study 
also provides new data on cereals to the selected regions, 
and suggest more studies especially in Republic of Niger as 
only very little data was found from the region. Due to the 
important roles of these nutrients in biochemical processes 
within the body, it is thus vital that we should consider them 
in unison rather than in isolation for collective improvement 
of our health. 
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Abstract— Optimum design considerations for modified 
square diaphragm of intracranial pressure sensors are carried 
out using Taguchi method. The optimum slot sizes and diaph-
ragm thickness are analyzes by taking into account the effects 
of maximum displacement and maximum stress of diaphragm. 
A new slots are introduced to replace typical square diaph-
ragm for the maximization of displacement and stress on the 
diaphragm. It is found that the optimum design is as follows: 
thickness =2 µm, slot width =5µm, and slot length =8µm to 
achieve the result of increment of almost two folds in maxi-
mum displacement and more than 10 folds of maximum stress 
as compared to previous typical square diaphragm design. 

Keywords— MEMS pressure sensor, Optimization, Taguchi 
method, Square diaphragm. 

I. INTRODUCTION 

Piezoresistive Micro electro mechanical system (MEMS) 
pressure sensor is a device that measure change in pressure by 
means of  a change in resistivity of a piezoresistor placed on 
the maximum strain area of a diaphragm that is proportional to 
applied stress and, subsequently, to applied pressure. In order 
to design a pressure sensor for biomedical applications, it is 
important to maximize the performance of the sensor which 
can be quantified by the product of signal to noise (S/N)  
ratio and sensitivity to the temperature coefficient of piezore-
sistance to meet the desired design specification.   

The excellent strain of CNTs produces a highly piezore-
sistive network, which benefits pressure sensors and micro-
scale/nanoscale strains with fine resolution. The  
effects of stress are far more significant on crystalline mate-
rials' with nanometer thick planes than they are on bulk 
materials [1]. Many studies have examined the fabrication 
of highly sensitive pressure sensors by depositing piezore-
sistive CNTs onto the fixed silicon substrate in which sin-
gle-walled and multi-walled carbon nanotubes (SWNTs and 
MWCNTs, respectively) are utilized as active sensing ele-
ments [2]–[4]. 

Most of the researches has shown that the most influenti-
al parameter for the piezoresistive pressure sensor diaph-
ragm design in the thickness of the diaphragm. Lin et al. 
(1999) found out, the output voltage proportionally increas-
es or decreases, with the increase of the resistance of the 

sensing resistor (by increasing the sheet resistance) or de-
creased (by increasing the width). Increasing the diaphragm 
thickness will also drastically reduce the sensor output as 
the sensitivity drops [5]. The same goes to Tsai et al., 
(1999) who has confirmed that the control factors such as 
the of sensor membrane thickness, number of electrode 
finger pairs and the electrodes are essential design parame-
ters in that they significantly influence the precision and 
sensitivity of the sensor [6]. Currently, a study also proved 
that the optimum design parameters are contributed by the 
sensitive layer including thickness and coverage area [7].  

MEMS technology has paved a new solution for the in-
vasive intracranial pressure monitoring (ICP) devices that is 
currently being used to monitor the patient with brain injury 
[8], [9].Besides having the specialty on its small size, the 
high sensitivity of the pressure sensor is another important 
characteristic to be achieved in designing the ICP MEMS 
pressure sensor. However, problems such as signal loss and 
design complexity need to be considered as they become the 
main quality trade off to achieve high sensitivity pressure 
sensors.  

Optimization of MEMS pressure sensor design parame-
ters to achieve a set of quality attributes is important in 
bridging up the sensitivity and ease of fabrication especially 
in designing the pressure transducer which in this case the 
pressure sensor diaphragm. The quality attributes consi-
dered in this study are maximum displacement and maxi-
mum stress on pressure sensor diaphragm. In this paper we 
present a pressure sensor based on piezoresistive effect of  
carbon nanotubes (CNT). The sensor is 2, 8 and 10 µm 
thick, 50µm wide modified square diaphragm with CNT 
piezoresistor located on the maximum strain area. Modifica-
tion is done by forming two slots at the edge of square di-
aphragm. Taguchi method was widely adopted in order to 
determine the optimum parameters in the design stages [6], 
[10] and as well as during the manufacturing processes [11], 
[12] and has been proven to significantly improved the 
quality [13].  

II. PRESSURE SENSOR DIAPHRAGM DESIGN 

In order to achieve more sensitive device and reducing 
the effect of residual stress and stiffness of the diaphragm, 
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slotted diaphragm is proposed. Eight slots with the same 
dimension and geometry was formed on the square 
diaphragm. The cross sectional view of the slotted square 
pressure sensor is shown in Figure 1 below. The pressure 
sensor is designed for a maximum pressure range of 0.001 
Mpa where this is typical of intracranial pressure range [14], 
[15]. Finite Element Analysis was used to see the effect of 
different pressure ranges on the diaphragm. These diaph-
ragms were subjected to pressure range of 0.0001 to 0.001 
of pressure in Termoelectromechanical (TEM) module of 
Intellisuite software. Prior to this, the design model of di-
aphragms were developed using 3DBuilder module in Intel-
liusite software and is shown in Fig. 2. 

 

 

 

Fig. 1 Cross sectional view of slotted square diaphragm  
ICP pressure sensor 

 

Fig. 2 FEM diaphragm model for designed pressure sensor 

III. TAGUCHI METHOD 

Optimizing one quality attribute may lead to loss of other 
quality attribute. Hence in order to simultaneously satisfy all 
the quality requirements a multi objectives optimization is 
required. In this study, Taguchi method was adopted to find 
the optimum slot dimension and diaphragm thickness to 
achieve maximum displacement and stress on the slotted 
square diaphragm. Three levels of each parameter was se-
lected and the value for every level is shown in Table 1 below. 

Table 1 Three levels of parameter for diaphragm design optimization. 

Factor Name Factor 
Letter 

level 1 level 2 level 3 

thickness (µm)  A 2 5 10 

slot width (µm) B 4 5 6 

slot length (µm) C 6 8 10 

Referring to the OA selector [16] and few other study 
that using the same three level factors, OA of L9 is selected 
in this optimization [12], [17]. Table 2 below tabulate the 
complete experimental layout for maximum pressure ap-
plied within the ICP pressure range and it is worth to note 
that a good diaphragm design need to consider the burst 
pressure of 5x and 10x of maximum pressure applied [18]–
[20]. The factors considered for the diaphragm optimization 
is shown in Figure 3 below.  

 

 

Fig. 3 Three level factors considered for slotted square diaphragm’s  
Taguchi optimization are thickness, slot width and slot length labeled as  

A, B and C respectively. 

Taguchi method identify three categories of S/N ratios 
which are: 

The lower the better quality characteristic:  

   

(1)

 

Nominal the best quality characteristic:  

(2)
 

The higher the better quality characteristic: 

  

(3)

 

where y1, y2, etc., are the simulation results and n is the 
number of observations with the same values of factors (in 
this current study, n=1). For this case, the larger the better 
characteristic is chosen so the S/N is calculated as shown in 
Table 2 below. 

Figures 4 and 5 indicate the magnitudes of the average 
response effects of the various control factors for the maxi-
mum stress and for the maximum displacement, respective-
ly. From figure 3, to obtain the maximum stress area for 
piezoresistor placement on slotted square diaphragm, the 
three parameters should be set as follows A=A1=2 µm, 
B=B1=4µm, C=C2=8µm. Figure 4 illustrates that to obtain 
a diaphragm with highest value of maximum displacement, 
the parameters should be A=A1=2µm, B1=B=4 µm, and 
C=C2=8 µm. These optimization results illustrate slot di-
mension and diaphragm thickness settings for achieving 
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both maximum displacement and maximum stress simulta-
neously coincide. 

Table 2 Signal to noise (S/N) response table for slotted square diaphragm 
performance 

Factors A B C Simulation results S/N Ratio 
experi-
mental 
number 

      max disp max stress max 
disp 

max 
stress 

1 2 4 6 8.13E-05 6.83E-02 -81.80 -23.31 
2 2 5 8 8.63E-05 7.45E-02 -81.28 -22.56 
3 2 6 8 8.68E-05 7.36E-02 -81.23 -22.66 
4 5 4 8 6.22E-06 1.18E-02 -

104.12 
-38.54 

5 5 5 8 6.24E-06 1.18E-02 -
104.09 

-38.54 

6 5 6 6 5.90E-06 1.07E-02 -
104.59 

-39.38 

7 1
0 

4 1
0 

1.22E-06 3.44E-03 -
118.27 

-49.27 

8 1
0 

5 6 1.00E-06 2.61E-03 -
119.97 

-51.65 

9 1
0 

6 8 1.08E-06 2.86E-03 -
119.35 

-50.86 

 

Fig. 4 Mean S/N ratio for maximum stress at maximum applied pressure 
(0.001 Mpa) Optimum condition: (the larger the better) A1, B2, C2 

IV. SIMULATION OF OPTIMIZED SQUARE 
DIAPHRAGM 

After the modification of square diaphragm was found to 
increase the effect of pressure on the diaphragm, and the 
best parameter condition for slot size and diaphragm thick-
ness was obtained, a comparison of the verification run 
between the initial and optimal conditions was carried out 
and the result indicate that almost two folds of increment on 
maximum displacement and more than 10 folds of maxi-
mum stress on the optimized slotted square diaphragm as 
compared to the typical square one.   

 

Fig. 5 Mean S/N ratio for maximum displacement at maximum  
applied pressure (0.001 Mpa). Optimum condition: (the larger the better) 

A1, B2, C2 

Table 3 Comparison of the verification run between the initial and optimal 
conditions 

Performance 
characteristics 

Initial condition 
(typical 50x50µm 
square diaphragm) 

Optimal 
condition 
A1, B1, C2 

Gain 

Maximum 
displacement 

8.49e-7 8.63E-05  8.55E-05 

Maximum 
stress 

1.90e-3 7.45E-02 7.26E-02 

 
A piezoresitive study was also carried out. The slotted 

square diaphragm is integrated with CNT piezoresistor and 
the change in resistance due to the strain was obtained 
through simulation using CNT features in Intellisuite TEM 
module. It is assumed that the CNT experience the same 
stretching as the modified square diaphragm, similar to the 
doped-silicon strain gauges used in state-of-the-art MEMS 
pressure sensors. Four CNT piezoresistor is attached to elec-
trodes placed at the maximum stress area on center edge of 
diaphragm as shown in Figure 6 below. It is crucial to spread 
the piezoresistors like the traditional strain gauges and placed 
in fashion so that the resistivity of two piezoresistors in-
creased and that of two decreased with applied pressure in 
Wheatstone bridge configuration [21], [22] 

Unlike the conventional way, where the simulations are 
done to determine the most sensitive part on the diaphragm, 
this simulation is run in order to determine the effect of dif-
ferent size of slot and thickness that effect the maximum 
value of stress and displacement at the most sensitive part of 
the diaphragm. This is due to the fact that this the most sensi-
tive part on the square diaphragm is already well known by 
the sensor community and there were already studies that 
validate the correctness of the analytical models [5]. 
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Fig. 6 Slotted square diaphragm with four CNT piezoresistors placed at 
maximum stress area. 

The plot of the change in resistance of the piezoresistive 
CNT on the optimized diaphragm design for intracranial 
pressure range of 0 to 1 1Kpa is given in the graph below 
(Figure 7). From the plotted graph, the linear change in in 
resistance of the piezoresistive CNT can be observed which 
is implored for a sensor.    

 

Fig. 7 CNT resistance change on optimized slotted square diaphragm 

V. CONCLUSIONS 

It is suggested the optimum condition of the diaphragm 
should have the thickness of 2µm, slot width 4 µm and slot 
length of 8 µm respectively. The maximum displacement has 
almost two fold (175%) improvement while maximum stress 
shows more than 10 (1048%) folds improvement. Results of 
this study indicate that a huge improvement in the value of 
maximum displacement and maximum stress value was ob-
tained. The results also show that applying Taguchi’s method 
for the purpose of product improvement is feasible. 
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Abstract— EEG is the recording of electrical activity along 
the scalp. The raw EEG signals generally contain a large 
amount of unwanted artifacts. The movement of eyeballs and 
eye blinks introduce artifacts, also known as electrooculogram 
(EOG) signal. In this study, the EEG signals were recorded 
from 24 subjects while they were performing a particular task 
in a noise free environment. For the removal of these ocular 
artifacts (OAs), pattern matching using a continuous adapted 
wavelet followed by adaptive filtering technique has been pro-
posed to obtain a refined EEG signal. This new approach is 
able to identify multiple eye blinks at different instants within 
the specified interval of time. An existing method has also been 
applied to all the recorded signals. The proposed method is 
compared with this existing approach. The performance eval-
uation of these methods is done using Mean Square Error 
(MSE) and Signal-to-Noise ratio (SNR). This showed that the 
average SNR of the proposed method is 48.43% higher than 
the existing method. 

Keywords— EEG, Pattern matching, Adapted Wavelet, 
Adaptive filtering, Wavelet Transform, Ocular Artifacts 
(OAs), SNR, MSE. 

I. INTRODUCTION  

EEG measures the voltage fluctuations within the neu-
rons of the brain. EEG signals are susceptible to various 
forms of undesired signals, which make it difficult for the 
researchers to analyze and interpret the raw data. EEG sig-
nals are non-stationary and non-linear and have very low 
SNR ratios [1]. Based on their origin, artifacts can be of two 
types. Biological artifacts caused by cardiac activities re-
ferred to as electrocardiogram (ECG), movements caused 
by muscle contraction commonly known as electromyogram 
(EMG), and ocular activities caused by eyeball movement 
and blinking of eyes called electrooculogram (EOG) and 
External artifacts caused by line-interference, leads, and 
electrodes [2]. ECG signal is unpreventable, but also has the 
lowest effect on the recorded EEG signal while EMG noise 
can be avoided or reduced by asking the subject to find a 
comfortable position and relax before the start of a record-
ing session, and by avoiding tasks that require verbal res-
ponses or large movements [3]. Eye blinks are difficult to 
avoid; one possibility is to ask subjects not to blink during 
 

critical periods of the task and then provide cues for periods 
when they can blink freely. While such strategies can effec-
tively reduce occurrence of blinks and eye movements in 
critical task periods, they also have significant drawbacks 
[3]. As both blinking and spontaneous eye movements are 
involuntary in nature, withholding either of them might 
hinder with task performance of the subject while recording 
the EEG signal. Researchers have used a number of tech-
niques to remove or attenuate such ocular artifacts (OAs) 
from recorded EEG either in the time domain [4] or in the 
frequency domain [5]. EOG signals are characterized by 
amplitudes which are much larger than the EEG signals, and 
hence, pose a serious problem for further analysis [6]. 

A method involving the direct subtraction of the EOG 
from the EEG signal is not advisable as useful information 
may be lost [7]. Early methods use a simple filtering con-
cept ignoring low frequencies [8]. This is impractical as 
EEG is dominated by frontal slow waves in the delta band 
[9]. Principal Component Analysis (PCA) cannot differen-
tiate between OAs from the EEG signal, when they possess 
comparable amplitudes [10]. Independent Component 
Analysis (ICA), developed with respect to blind source 
separation (BSS) is not automated and requires visual clas-
sification of the components [11]. Stationary Wavelet 
Transform (SWT) is a method which neither relies upon the 
reference OAs nor visual inspection, but as the OAs have an 
overlapping spectrum; it cannot be removed by SWT [12]. 
Adaptive filtering and Wavelet Transform (WT) are two 
techniques that are extensively used for denoising EEG 
signals [13], [14]. WT helps in transforming a signal in time 
domain into time and frequency localization which provides 
more information about the behavior of the signal [15]. The 
adaptive filter adjusts its coefficients to minimize the 
squared error between its output and a primary signal [12]. 
In this paper, a novel method is proposed to enhance EEG 
signals by removing OAs using adapted wavelet followed 
by adaptive filtering. Adaptive filtering is performed using a 
simple yet effective, Least Mean Square (LMS) algorithm. 
The proposed method is also compared with another ap-
proach presented in [12] for removing ocular artifacts. The 
performance evaluation is done by calculating MSE and 
SNR. 
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II. METHODOLOGY 

A. Data Acquisition 

A total of 24 subjects, 14 female and 10 male, in the age 
group of 18-23 years were considered. The device used for 
recording EEG signals is NeuroSky MindWave, with a 
sampling frequency of 512 Hz. The subject was informed 
about the research, its implications, the role and tasks in-
volved in volunteering for the same. According to Declara-
tion of Helsinki [16], an informed consent was undertaken 
from all the volunteers at the time of data acquisition. The 
stimulus used while recording was an interactive game 
which is very intuitive in nature. The game was played on a 
Google Nexus 4 smartphone with sufficient screen resolu-
tion and brightness with pop-up notifications disabled. In-
itially, the subject was asked to play the game for a few 
minutes to get familiarized with the game and the interface 
of the device, before performing the actual task. The subject 
was then instructed to play the game for a minute regardless 
of the score and level. The task was performed in a room 
with minimum background noise, sufficient lighting and 
atmosphere. The subjects were instructed to keep their body 
movements, facial expressions to a minimum and be in a 
relaxed state. During the whole process, the NeuroSky 
Mindwave Device was mounted on the head with the elec-
trode being placed on the frontal lobe of the subject. All the 
subjects were treated to the same procedure as stated above. 

B. Data Enhancement Approach 

Ocular artifacts are generally represented by sudden un-
usual spikes in the EEG signals; these are eliminated to 
obtain a clean EEG signal, which can be used for further 
processing. Another aspect that needs to be considered 
while removing such artifacts from the recorded signals is 
that the useful information is not lost from the signal. We 
have compared two approaches for the enhancement of 
EEG signals. One is the proposed method and the other is 
the existing method. In these two approaches we have used 
three important techniques; adaptive wavelets, discrete 
wavelet transform (DWT) and adaptive filtering. These 
three techniques are briefly discussed below. 

a) Proposed adapted wavelet: 

As shown in Fig. 1, a pattern matching technique using 
Continuous Wavelet Transform (CWT) is described here. 
CWT uses a group of wavelets by “continuously” scaling 
and translating a localized function called the mother wave-
let [17]. For this method, an eye blink signal is recorded. 
From the recording, the duration of a single eye blink is 
found to be 310 milliseconds. This eye blink pattern is used 
to design an admissible wavelet. This wavelet was designed 
by approximating the eye blink pattern by least squares 

fitting using different polynomial order values starting from 
two. A polynomial order of 6 provided the best approxima-
tion to the eye blink pattern as shown in Fig. 2. It satisfies 
the existing criterion for wavelets [18], as in equation (1) 
and (2): 

           | | ∞
∞

               (1) 

 2 | || | dω ∞                      (2) 

 

Fig. 1 Block Diagram of the Proposed Method 

 

Fig. 2 Block Diagram of the Proposed Method 

Where, Ψ is the Fourier transform of ψ. The first condi-
tion implies finite energy of the function, and the second 
condition, the admissibility condition, implies that if Ψ(w) 
is smooth then Ψ(0) = 0. The function ψ is the mother wave-
let. The mother wavelet is scaled (or dilated) by a factor of 
‘a’ and translated (or shifted) by a factor of ‘b’ to give (equ-
ation (3)) 

 , √                  (3) 
 

The new wavelet has a time domain representation as the 
wavelet function ψ(t) and it is rescaled in such a way that 
the pattern lies on the closed interval between 0 and 1 [19].  

The CWT of the EEG signal is found using the adapted 
wavelet. A total of 320 levels of continuous wavelet coeffi-
cients are computed. For a particular sample, the percentage 
of energy for each coefficient is determined. Based on this 
energy calculation of each coefficient, the position and du-
ration of the artifact is determined as shown in the scalo-
gram (Fig. 3). A threshold is set at 25% of the maximum  
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energy value, which means any energy value for a particular 
coefficient above this threshold value will be detected and 
considered an OA. Thus, OAs’ are identified using the pro-
posed method. 

b) DWT for Generating the Noise Signal (OAs): 

As shown in Fig. 4, the second approach is the existing 
approach based on the method discussed in [12] where the 
EOG signal is extracted from the raw EEG signal using 
DWT. The signal is decomposed to seven levels (seven 
detailed coefficients and one approximate coefficient).The 
mother wavelet used is Daubechies 3, because of its simple 
coefficients. The coefficients of the last three levels contain 
the maximum information about the EOG signal. The OAs 
are mainly present in the lower frequency bands. A thre-
shold value is computed on the detailed coefficients of the 
last three levels. The three conditions discussed in [12] are 
used for this purpose. Based on the threshold values, the 
new wavelet coefficients are determined. Then, wavelet 
reconstruction is applied on these new coefficients resulting 
in a signal which contains the information about the OAs. 

c) Adaptive Filtering: 

Both the approaches shown in Fig. 1 and Fig. 4 employ an 
adaptive filtering technique to remove the OAs and to en-
hance the EEG signals. The signal containing OAs is the 
reference signal and the recorded EEG signal is the desired 
signal plus noise. In the proposed method (Fig. 1) the refer-
ence OAs signal obtained with the help of adapted wavelets 
as explained in section B (a) is fed to the adaptive filter, using 
the LMS algorithm, along with the raw EEG signal contain-
ing OAs to obtain the desired EEG signal free of OAs.  
In the existing method (Fig. 4) the OAs signal obtained  
using DWT as explained in section B (b) is considered as a 
 

secondary signal for adaptive filtering. This resulted in EEG 
signals free of OAs. Adaptive filters do not have constant 
filter coefficients and no prior information of the signal and 
noise characteristics. 
 

 

Fig. 4 Block diagram of the existing method 

These filters are useful when the filter coefficients are 
variable, adaptable to changing conditions, and there is 
spectral overlap between the signal and the noise. It exploits 
the error signal e(n), as in equation (4), produced at every 
instant to obtain the adaptive filter coefficient vector w(n) in 
each successive iterations. The LMS algorithm is outlined 
in the following set of equations [20]. 

                            (4) 

where, d(n) is the primary signal containing desired signal 
and noise components, the x(n) is the input secondary sig-
nal, y(n) = xT (n)w(n) =wT(n)x(n) is the output of adaptive 
filter, w(n) is the filters weight coefficients. Using the 
steepest descent method, we get the update recursive rela-
tion of filter weight coefficients, equation (5): 

    1 2    (5) 

where,  is the convergence factor. For our analysis, the 
filter order was 20 and the  value was 0.08 calculated 
using equations (5) and (6). 

        1 2          (6) 

 

Fig. 3 (a) A portion of the recorded EEG signal (b) Detection of multiple ocular artifacts 
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This in turn affects the average SNR value. It is seen that 
the proposed method has an average SNR value which is 
48.43% higher than the existing method. Equation (9) is 
used for calculating the percentage difference. Higher the 
SNR for any signal better is the quality of the signal. In this 
aspect, the proposed method is preferred for removing ocu-
lar artifacts from the EEG signal 

  % .   100  (9) 

IV. CONCLUSIONS  

In this study, two methods have been used to identify and 
remove OAs keeping the useful information from the raw 
EEG signal, intact. All the subjects had to perform the inter-
active task, the recording was done using Neurosky Mind-
wave device, and the performance evaluation was based on 
MSE and SNR as discussed in the above sections. The pro-
posed method gives better results compared to the existing 
method in obtaining a refined EEG signal. Future work 
involves testing for the accuracy of the proposed method on 
more number of EEG signals. Another avenue that needs to 
be explored is that the proposed method should be applied 
on signals recorded using different devices when the subject 
is exposed to a different set of stimuli.  
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Abstract— Eye blink artifacts cause a major problem to 
electroencephalograph (EEG) signals since they introduce 
serious distortion to the signals. The implementation of algo-
rithm to eliminate those artifacts automatically and at real 
time becomes highly important when considering the recent 
focus on portable EEG applications. In this paper, we propose 
a real-time eye blinks artifact removal using adaptive filtering 
without an additional reference electrode. The proposed me-
thod utilizes a Savitzky-Golay (SG) filter to estimate a blink 
component from the noisy EEG signals, and then is used as a 
reference in adaptive noise cancellation system. We demon-
strate the reliability of the proposed method by using both 
simulated and real EEG datasets. The estimated blink artifacts 
by the proposed method are compared to the original blink 
signals measured by electrooculograph (EOG).  The perfor-
mance of the filters in terms of removing the blink components 
from the noisy signals are also compared between the proposed 
SG referenced and a conventional EOG referenced adaptive 
filtering. The results show that the proposed method is able to 
estimate the blink artifacts with high correlation to the original 
blink signals and remove the artifact successfully. 

Keywords— Eye blink artifact, adaptive filtering without 
reference, Savitzky-Golay filter, Electroencephalogram (EEG). 

I. INTRODUCTION  

The contamination of physiological artifacts such as 
pulse, muscle and ocular artifacts in electroencephalogram 
(EEG) signal is inevitable. These artifacts reduce the quality 
of the brain signals which could bias the analysis results. 
Electrooculograph (EOG) artifact, particularly, is a major 
problem that causes distortion in EEG signal generated by 
blinks and eye movements. The magnitude of this artifact 
can goes up to ten and hundred times larger than the origi-
nal EEG signals [1]. In many cases, artifacts are handled by 
discarding the contaminated segments based on a visual 
judgment from the expert. However, this could bring a great 
loss of valuable data and it is a long process, thus, is not 
suitable for long term recording such as sleep stage study. 
Hence,  the process to remove or suppress the artifacts 
while leaving the relevant EEG signals become highly  
important. 

Blind source separation (BSS) is a popular approach used 
in separating the artifacts from a noisy signal. Among the 
BSS approaches, independent component analysis (ICA) is 
one of the method used for EEG artifacts removal which 
was first proposed by Makeig et. al [2]. It has become a 
widely accepted method, especially for blink removal owing 
to its good performance in separating the artifact component 
from noisy EEG signals. However, ICA requires visual 
inspection in order to choose and to remove the artifact 
components. Thus, several approaches which are a combi-
nation of ICA with other techniques have been proposed to 
overcome those limitations [3]–[5]. Besides, ICA entails a 
data from multi channel EEG to perform the separation of 
independent components, making it difficult to be imple-
mented in single-channel EEG. In recent years, the focus is 
on the wearable EEG device for real-time applications. 
Thus, single-channel EEG is more reliable for its simplicity, 
light weight and suits the real environment. 

Adaptive noise cancellation system is an approach for 
noise removal using adaptive filtering [6] which can be 
operated in real time and available for both single and multi 
channels EEG. It is suitable for non-stationary signals 
through its ability to adjust itself according to the changing 
environment. The filter suppresses the noise by subtracting 
a reference from the measured EEG signal based on linear 
regression process. A reference is a signal which is corre-
lated with the artifact and carries the properties of the arti-
fact. Usually, this reference is taken by placing an addition-
al electrode to record the artifact signal, and delivers it as an 
input reference to the filter. For example, a method of using 
a cascade of three adaptive filters was proposed [7]. This 
method uses three different additional channels to cancel 
out the ocular, muscle and pulse artifacts. Recently, a me-
thod of using a camera based or eye tracker based reference 
to eliminate blinks and movement artifacts have been pro-
posed [8], [9]. The filtering results of using a camera based 
reference outperform the EOG electrode based reference. 
Nevertheless, the requirement for those additional sensors 
or channel in adaptive filter brings both the hardware size 
and cost problems. This is unfavorable for recent applica-
tions that demand on compactness and portability in the real 
environment. On top of that, adaptive filter requires differ-
ent reference channel for different type of artifacts. 
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10 ∑∑  (2) 

  1
 (3) 

where x(i) is the target EEG signal (corrected EEG by EOG 
reference) and  is the corrected EEG signal by the pro-
posed method. N represents the length of the signal. 

III. RESULTS 

The filtering results of the simulated signals are shown in 
Figure 2. The estimated eye blink shown in figure indicates 
no significant differences compared to the simulated blink 
signals. Similarly, the estimated signal by the proposed 
method successfully follows the target signal and eliminates 
the blink components as shown in the figure. The SNR and 
MSE of the proposed method with reference to the target 
signal are 20.23 and 4.60x10-6, respectively.  

The result for the real dataset is shown in Figure 3. We 
compared the estimated blinks and estimated FP1 signal 
after being corrected by the proposed and conventional 
method. From the figure, it can be seen that the performance 
of both filters are comparable in terms of estimating the eye 
blinks and correcting the measured EEG signals. The figure 
indicates that the estimated blink using the SG filter is very 
similar to the one that use the conventional approach. The 
SNR and MSE value between EOG referenced filter and SG 
referenced filter is 16.98 and 3.39x10-5 respectively. Next, 
we analyzed the result using correlation coefficient at zero 
lag to measure the similarity between the reference signal 
and the estimated signals from both filters. The correlation 
coefficient indicates the similarity degree between two sig-
nals where one is the highest correlation. The coefficient 
values between the measured EEG signal and estimated 
EEG obtained using SG reference and EOG reference filter-
ing are presented in Table 1. From the table, the estimated 
FP1 from both methods present low correlation with meas-
ured FP1 showing that the filter largely removed the blink 
component from the noisy signal. Meanwhile, high correla-
tion can be seen in estimated eye blinks prove that the esti-
mated eye blinks are very similar to the original blinks sig-
nal measured by EOG electrode. The proposed method 
presents close values to the values presented by convention-
al method which confirm its reliability in removing the 
artifact even though without an additional artifact channel 
reference.  

 

 

Fig. 2 Performance of the proposed method on simulated signals;  simu-
lated eye blink and estimated eye blink by ANFIS (top), simulated EEG 

signal and estimated signal by ANFIS (bottom). 

 

 

Fig. 3 Performance comparison of adaptive filters on real EEG dataset; 
measured and estimated EEG signal (top), measured and estimated eye 

blink signal (bottom). 
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Table 1 Correlation coefficients on both methods 

Compared 
Signals 

Correlation Coefficient 
Savitzky-Golay refe-

renced 
EOG referenced 

Measured FP1 / 
Estimated FP1 

0.1478 0.1892 

Measured EOG / 
Estimated eye blink 

0.9899 0.9984 

IV. CONCLUSIONS  

The major advantage of adaptive filter is its availability 
for online processing and single-channel data. Both condi-
tions are vital for recent applications on portable EEG. The 
requirement for reference channel in adaptive filter howev-
er, is something need to be considered. Hence, the filter 
which can be operated without an additional reference 
channel is very promising to tackle both of the size and cost 
problem for portable EEG. The general concept of SG filter 
is to filter out high frequency components while leaving the 
lower frequency components in the output. It is a type of 
low-pass filter, thus we found it is suitable to be used in 
estimating the blink component which is concentrated on 
lower frequencies. Nevertheless, there are some limitations 
in this study. Since the proposed SG filter is a type of  
low-pass filter, a verification on lower frequency in the 
corrected EEG signals need to be conducted to ensure mi-
nimal loss of relevant data on low frequency. The second 
limitation is the validation analysis is performed by assum-
ing that the corrected signal using EOG reference is a clean 
signal in order to measure the value of SNR and MSE. In 
real environment, the real value of EEG signal is unknown, 
thus a systematic artificial model is required to measure  
the percentage of real EEG signal retained in the corrected 
signal.  

In this paper, we proposed an eye blinking artifact removal 
method using Savitky-Golay filter referencing in adaptive 
filtering. We performed the proposed method for blink arti-
fact removal using single-channel EEG signal (FP1). The 
proposed method has successfully estimated the blink signal 
with high correlation to the original blink signal recorded by 
EOG electrode. We then adopted ANFIS in adaptive noise 
cancellation system to remove the blink component from 
measured EEG signal, by applying the estimated blink signal 
generated by Savitzky-Golay filter as artifact reference. The 
filter performance using the proposed referencing method is 
then compared with the ANFIS filter using EOG reference. 
We verified the effectiveness of the proposed method on both 
simulation dataset and real dataset. 
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Abstract— Cardiovascular disease (CVD) is one of the lead-
ing causes of death in the modern world. Cardiac image analy-
sis data is crucial in biomedical modelling and simulation to 
predict and diagnose CVD. Despite the importance of cardi-
ovascular image analysis (CVIA) software tools for prediction, 
diagnosis, and therapy of CVD, to the best of our knowledge, 
there is no comprehensive review and a classification frame-
work for the CVIA tools. In this paper, we review the litera-
ture related to the application of software tools for CVIA. In 
order to determine how image processing software tools are 
used for the CVIA diagnosis and prediction, this paper reviews 
the applications and features of these tools, through a survey of 
literature and the classification of articles, from January 2005 
to December 2014. Keyword indices and article abstracts were 
used to identify 86 articles concerning image processing  
software tools for the CVIA.  In this research, we review and 
classify 66 identified software tools for CVIA, with respect to 
the following four areas: (1) supported cardiovascular applica-
tion, (2) cardiovascular imaging dimensionality, (3) cardiovas-
cular imaging modality, and (4) post-processing ability.  
The results of our review and classification provide guidelines 
for utilization of CVIA software tool and future research on 
them. 

Keywords— medical image processing, software tool,  
cardiovascular image analysis, cardiovascular disease. 

I. INTRODUCTION  

CVD is reported as the one major cause of death globally 
[5]. Applied medical research highly depends on the diag-
nosis and outcome prediction of cardiac images which  
contributed to the growing number of CVIA tools in the 
market. Researchers often sought these tools to enlighten 
the tasks from eliciting useful diagnostics information  
investigate the gist of a cardiovascular (CV) image to con-
structing patient-specific simulation models. Examples of 
CVIA software tools are Segment [1-2] and Slicer or 3D 
Slicer [3].  

Over the last decade, biomedical researchers and experts 
have employed and developed various CVIA software tools 
to meet their requirements. Although there are many CVIA 

tools available, the lack of classification scheme for these 
tools somewhat hinders its wide usage. As each tool comes 
with different functionality and applicability, biomedical 
researchers and experts find it hard to choose an appropriate 
one among the various tools which fits the purpose of their 
use. Inappropriate selection of CVIA tools can cause major 
effect on the analysis and prediction of CVD.  

Apart from lacking classification, the process of compar-
ing and selecting a tool from the abundant number of tools 
itself, is a difficult process. Biomedical researchers may not 
possess sufficient technical knowledge to study the techni-
cality of every CVIA tools. One needs to either try using the 
tool or study the online documentation/tutorials. This con-
sumes time as there are CVIA tools available.  

In this study, we reviewed and classified academic jour-
nal articles on CVIA software tools that were published for 
the past decade, in order to gain insight on CVIA software 
tools. CVIA software tools are generally categorized based 
on (1) applications, (2) supported image dimensionality, (3) 
supported image modality, and (4) post-processing.  

This paper is organized as follows. Section II discusses 
the research methodology used in this study. Section III 
presents the analysis of CVIA software tools and their  
classifications. The implications of this study are discussed 
in Section IV. Section V presents conclusions and future 
work. 

II. RESEARCH METHODOLOGY 

This research aims at reviewing the existing CVIA soft-
ware tools by inquiring the published journal articles. Time 
span starts from 1st January 2005 until 31st December 
2014. 

A. Search Strategy 

We searched the following digital databases to identify a 
list of papers for this review: IEEExplore, Science Direct 
(SD), ACM, Web of Science (WoS), PubMed and Sprin-
gerLink (SL). The next step is identifying keywords for 
electronic search. The literature search was based on thir-
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teen keywords, constructing one query string, combined by 
“AND” and “OR” logical operators as follows: 

Query string: ("Image Processing" OR "Image Analysis" 
OR "Medical Imaging") AND (Software OR Tool OR 
Framework) AND ("Myocardial Infarction" OR Cardiac OR 
"Coronary Artery Disease" OR "Heart Attack" OR "Cardiac 
Ischemia" OR Angina OR "Cardiovascular Disease"). 

The search initially produced, approximately, 28,000 ar-
ticles across different digital libraries as shown in Table 1.  
The number of papers was reduced to 86 after considering 
the inclusion and exclusion criteria. 

Table 1 Search results categorized by publication date and  
digital library 

Year IEEE SD ACM WoS 
PubM

ed 
SL Total 

2005 96 949 34 15 97 339 1,530

2006 112 1,199 42 27 94 410 1,884

2007 113 1,257 95 31 115 451 2,062 

2008 152 1,344 92 35 120 550 2,293 

2009 186 1,505 115 55 134 660 2,655 

2010 181 1,652 123 30 147 724 2,857 

2011 213 1,768 133 36 162 883 3,195 

2012 243 2,022 131 38 148 968 3,550 

2013 298 2,096 148 37 151 1,051 3,781 

2014 197 2,444 132 43 100 1,233 4,149 

Total 1,791 16,236 1,045 347 1,268 7,269 27,956

B. Selection Criteria 

The inclusion and exclusion criteria are as follows:  

• Include articles published in computer science or med-
icine, which mentioned CVIA software tool, and writ-
ten in English.  

• Include only the tools that are still available. 
• Exclude conference papers, dissertations, textbooks 

and unpublished working papers. 

Each article was carefully reviewed to identify the image 
processing software tools for CVIA. Fig. 1 shows the selec-
tion process. Although this search was not exhaustive, it 
serves as relevant studies for understanding CVIA image 
processing tools. Initially, 109 CVIA software tools were 
identified. After checking the availability of the tools (either 
as a research prototype, open source or a commercial prod-
uct), only 66 tools were shortlisted for this review. The 
shortlisted CVIA tools are categorized based on a classifica-
tion framework described in the next section.  

 

Fig. 1 Selection of CVIA tools 

III. CLASSIFICATION FRAMEWORK 

In this section, we provide a classification framework to 
study the CVIA software tools (see Fig. 2). This classifica-
tion scheme consists of four main categories: (1) applica-
tions, (2) supported image dimensionality, (3) supported 
image modality, and (4) post-processing. We then apply this 
framework to review CVIA software tools. The following 
subsections discuss each classification categories together 
with the shortlisted tools in detail.  

 

Fig. 2 Classification Framework  

 
 



74 K.A. Rasoul Banaeeyan et al.
 

 IFMBE Proceedings Vol. 56  
  

 

A. Application 

Software tools are indispensable for the analysis of data 
in CV images, which require complex computation, or ex-
traction of quantitative information. The following applica-
tions of CVIA software tools were analyzed.  

Visualization and simulation: Visualization of CV images is 
used to determine the quantitative information about the 
properties of the heart and vessels and their functions that 
relate to and are affected by diseases. CV images can be 
simulated from digital models of the human heart for a va-
riety of applications in research and industry. Our review 
recorded 32 citations for CVIA tools applied for visualiza-
tion and simulation. The tools are NCAT, INRIA GHS3D, 
Argus, Proteus, ITK, VTK, MASS, Matlab, Syngo, Mu-
nichHeart, CTA, Patran, EchoPac, MeVisLab, ANSYS 
CFX, ANGIO Mentor, VMTK, SMARTVis, LabView, GE, 
Chaste, SOFA, SimVascular, GIMIAS, ADINA, CIM, 4D 
Cardio-View, CARP, Cubit, CHeart, 3mensio Structural 
Heart, Heart Score View. 

Segmentation: CV image segmentation is the process of 
partitioning a cardiac into a few segments that are simpler 
and easier to analyze. This application focuses on analyzing 
the anatomical structure of heart, identifying region of in-
terest (RoI), abnormalities, measure heart volume, and do 
treatment planning before therapy. Our review recorded 26 
citations for CVIA tools used for segmentation. The tools 
are Vessel View, ITK, VTK, Analyze, BioImage, HeAT, 
Matlab, TrakEM2, CASS-MRV, CTA, MeVisLab, VVI, 
QMass, Live-vessel, Vitrea, ITK-SNAP, 3D Slicer, Seg3D, 
SimVascular, Mimics, SEGMENT, CardioViz3D, MITK, 
3mensio Structural Heart, Myometrix, Heart Score View. 

Registration: CV image registration is converting different 
sets of data into one coordinate system and is used to align 
multiple scenes into a single integrated image. Registration 
is considered successful once the corresponding points from 
different input views are successfully mapped together. In 
order to make the registration beneficial in medical diagno-
sis or treatment, the mapping must be clinically meaningful. 
This is normally achieved by a system that includes regis-
tration as a sub-system. However, only 7 citations of CVIA 
tools used for registration were recorded in our review and 
the tools cited are NCAT, Proteus, ITK, MASS, Patran, 
IRTK, and BestPhase.  

B. Image Dimensionality 

Different CVIA software tools produce different image 
dimensionalities (see Table 2). Three types of image dimen-
sionalities reported for specific software tools include two 
dimensional (2D), three dimensional (3D), and four dimen-
sional (4D). 4D type refers to those 3D images which are 
taken over time as another extra dimension (3D+T). 

Table 2 List of identified software tools with different image 
dimensionalities. 

Dimension Software Tools 

2D All the tools. 

3D NCAT, Vessel View, Proteus, ITK, VTK, MASS, BioImage, 
Matlab, Syngo, MunichHeart, MeVisLab, Mentor, VMTK, 
ITK-SNAP, 3D Slicer, Seg3D, SMARTVis, ADINA, 
SEGMENT, CIM, Bouguet, MVTa, 4D Cardio-View, MITK, 
Cubit, CHeart, Myometrix, SPECT, CoroEval 

4D NCAT, ITK, VTK, HeAT, 4D Cardio-View 

C. Image Modality 

Visual representations of the interior of the heart and 
vessels are crucial for CV imaging to reveal internal struc-
tures of the heart hidden by the skin and bones, as well as to 
diagnose and treat CVD. Different image modalities are 
developed and utilized by experts in CVIA, and among 
them, six imaging modalities are covered which include the 
MRI, CT, SPECT, Ultrasound, X-Ray, and PET. We ana-
lysed the usage of the tools in terms of image modalities 
and found out that the MRI and CT are given higher priority 
with the availability of 30 and 26 software tools respective-
ly. The Ultrasound and SPECT are made available in 7 and 
8 software tools respectively whereas only 1 software tool is 
available for each X-Ray and PET modalities. The full list 
of the CVIA tools is presented in Table 3.  

Table 3 List of identified software tools supporting different image 
modalities. 

Modality Software Tools 

MRI INRIA GHS3D, Argus, Vessel View, Proteus, ITK, VTK, 
MASS, Analyze, BioImage, HeAT, Matlab, CASS-MRV, 
Patran, MeVisLab, QMass, ITK-SNAP, 3D Slicer, Seg3D, 
SMARTVis, Diagnosoft, IRTK, SOFA, SimVascular, Mim-
ics, Functool, GIMIAS, ADINA, SEGMENT, CIM, CoroEv-
al 

CT Argus, Vessel View, Proteus, ITK, VTK, Matlab, Syngo, 
CTA, MeVisLab, ANGIO Mentor, VMTK, Vitrea, ITK-
SNAP, 3D Slicer, Seg3D, SMARTVis, GE, COR Analyzer, 
SimVascular, Mimics, BestPhase, SEGMENT, 3mensio 
Structural Heart, Aquarius, HeartBeat, CoroEval, 

SPECT NCAT, Matlab, Myometrix, Cedars-Sinai, SPECT, CoroEval, 
Heart Score View, QPS 

Ultrasound EchoPac, VVI, ITK-SNAP, 4D Cardio-View, MITK,  
Cubit, CHeart, 

X-Ray LabView 

PET MunichHeart 

D. Post-processing Ability 

The goal of post-processing ability in CVIA is to alter an 
image to improve the interpretation of diagnosis. For exam-
ple, images can be post-processed to perform the quantita-
tive image analysis. An input image can be transformed into 
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an output image to suit the diagnosis needs of the observer 
[4]. In general, post-processing ability is employed to per-
form some tasks like overall visual analysis, fluid-structure 
quantification, specific ventricle and vessels assessment. 
Our review recorded 20 citations of CVIA tools which of-
fered post-processing and the tools are MASS, Analyze, 
Syngo, CTA, Patran, EchoPac, VVI, QMass, Vitrea, Ce-
dars-Sinai, SMARTVis, Diagnosoft, GE, COR Analyzer, 
SOFA, Functool, GIMIAS, VesselMap, Bouguet, MVTa, 
Stereology, 3mensio Structural Heart, Myometrix, SPECT, 
Aquarius, HeartBeat, CoroEval, QPS.  

IV. DISCUSSION 

A. Research Implications 

Based on the distribution of CVIA software tools ana-
lyzed by year and citations (see Fig. 3), interest in CVIA 
software tools will grow significantly in the future. More 
research is required on software tools for image registration 
and supporting 4D images because of rapid development of 
imaging devices and, resultantly, varying image modalities. 
Results in this research can be served for researchers and 
experts to find the most suitable CVIA software tools 
matched to their objectives. Our classification method can 
help biomedical researchers to select their CVIA software 
tools based on the application, image dimensionalities, and 
image modalities supported by the CVIA software tools. An 
appropriate software tool which is multi-purpose, multi-
dimensionality, and multi-modality can save time and cost. 

  

Fig. 3 Distribution of citations of CVIA software tools by year 

B. Threats to Validity 

This section discusses some threats that may affect validity 
of findings of this review. Firstly, we only searched papers 
that were published from January, 2005 to December, 2014. 
A total of 86 studies were shortlisted from data sources that 
are highly recognized. Therefore, if the search had been ex-
tended to cover other data sources, the validity of the results 
can be improved by expanding the data sources. Secondly, 
our findings are based on academic journal articles. If articles  
 
 

from conferences were included, the analysis results may be 
more diverse. Thirdly, our study was performed based on a 
search query only. This may limit the search results. 

V. CONCLUSION AND FUTURE WORK 

CVIA software tools are crucial for diagnosis and predic-
tion of CVD. We have identified 86 studies that have used 
software tools on CVIA, published from January 2005 to 
December 2014. Our review recorded 66 CVIA software 
tools which were categorized based on the classification 
framework described in Section III. This review shows the 
current trend of CVIA-related research/application and our 
classification framework is useful to guide CVD researchers 
to select the appropriate tools to match their objectives. For 
future work, a more detailed feature analysis can be con-
ducted to propose a selection method to compare specific 
features supported by the CVIA software tools.  
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Abstract— Analyzing and interpreting of thermograms have 
been increasingly employed in the diagnosis and monitoring of 
diseases thanks to its non-invasive, non-harmful nature and 
low cost. This paper presents a thermal image analysis system 
based on image registration for morphoea disease diagnosis. A 
novel system is proposed to improve the diagnosis and moni-
toring of morphoea based on integration with the published 
lines of Blaschko. In this application, image registration based 
on global and local registration methods are found inevitable. 
A modified normalized gradient cross-correlation (NGC) me-
thod to reduce large geometrical differences between two mul-
timodal images of different subjects that are represented by 
smooth gray edge maps is proposed for the global registration 
approach. It is shown in this paper that the NGC method out-
performs phase correlation (PC) method by a lower rate of 
misregistration. This demonstrates that by using the gradients 
of the gray edge maps, the performance of the PC based image 
registration method can be greatly improved. 

Keywords— Thermal imaging, Image registration, Morphoea, 
Blaschko’s lines. 

I. INTRODUCTION 

In recent years, there is an increasing number of applica-
tions which involve image analysis tasks that require inte-
gration between images from different types of sensors. In 
general, the integration between multimodal images can 
enhance the amount of information for a given image scene. 
For example, in medicine, combining data from different 
imaging modalities can be very important to better under-
stand patient’s condition, such as in monitoring of tumor 
growth, treatment verification, and comparison of a pa-
tient’s data with anatomical atlases [6, 9, 13]. Extracted 
information from any given multimodal images can be uti-
lized to complement one source image to another and thus 
integration between them can be very useful for further 
analysis [6, 8, 10, 13].  

The integration of these multimodality data leads to an im-
portant need of a process to transform the different sets of 
data into one coordinate system which is generally referred to 
as image registration [7, 12]. Some of the most popular me-
thods are correlation based methods [1], feature based me-
thods [3, 8], and Fourier transform based methods [5, 12, 14].  

In image registration, given a set of two images, one of the 
images is usually referred to as the reference or source image, 
while the other is called the target or sensed image [6]. Corre-
lation based methods work by calculating a correlation matrix 
between the source image and the target image [1]. This ap-
proach is highly dependent on the brightness/magnitude of 
the pixels. On the other hand, feature based methods identify 
distinct patterns/features such as lines, contours and shapes 
which occur in both images to align between the images [3]. 
However, in the case of large image size, the computational 
complexity of the features in the correlation based methods 
becomes too high. In the Fourier transform based methods, 
the frequency components in images are utilized. A fast tech-
nique developed for implementation of the Fourier transform 
algorithms known as the FFT algorithm has contributed to the 
wide use of the Fourier transform based methods [5, 12, 14]. 
Moreover, the FFT based methods are found to be more resi-
lient to differences in illumination as well as random noise 
[16]. They are also more favored than the other methods  
owing to their ability in solving for the best correlation of the 
frequency domain features. It has been the main motivation 
of this work to utilize the information provided by the 
Blaschko’s lines in not only the diagnosis of morphoea  
[15], but also in monitoring of the disease progress and its 
treatment efficacy. In this paper, we present a rigid/global 
based image registration using modified normalized  
gradient cross-correlation (NGC) method for integration  
between face thermograms and a face sketch (with and  
without the Blaschko’s lines) (see Figure 1). By integrating 
the information from both the images, the ambiguity in the 
thermogram can be reduced greatly and the access to its  
 

 

  

          (a)                (b)                   (c) 

Fig. 1 (a) Face thermogram as a reference image, (b) a drawing of the face or a 
face sketch as a target image and (c) a face sketch with the Blaschko’s lines 
that represent lesion patterns of linear morphoea (Reproduced from [15].) 
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information can be enhanced. Hence, the current diagnosis 
andmonitoring system of morphoea and other medical prob-
lems based on thermal imaging can be improved. A modified 
normalized gradient cross-correlation (NGC) method to re-
duce large geometrical differences between two multimodal 
images of different subjects that are represented by smooth 
gray edge maps is proposed for a global registration approach 
towards registration between face thermogram and a drawing 
of a face with and without the Blaschko’s lines. 

II. METHODOLGY 

A. Pre-Processing 

In this work, to register a thermal image with a drawing, 
edge detection is firstly performed [5, 10, 17] using Sobel 
edge detector based on image gradient as it gives good per-
formance in detecting edges in low noise images [11]. For 
the drawing of the face, as the drawing consists of outlines 
in black, the negative of the drawing image is taken so that 
the outlines in the image becomes white. Next, thickening 
of the edge/outline pixels to a 3 pixel width in size is carried 
out followed by Gaussian smoothing [11] in order to have 
smoother, more distributed and spread edge map and draw-
ing outlines to enhance the performance of the image regis-
tration based on phase correlation.  

Prior to phase correlation, spectral leakage effect that can 
be caused by the FFT needs to be eliminated or reduced. A 
cosine tapered window, known as Tukey window [2] is used 
as it sufficiently suppresses leakage error upon FFT 
processing.  

B. Normalized Gradient Cross-Correlation (NGC) 

The Phase correlation (PC) technique is based on the 
Fourier shift property [1, 4, 10, 12]. This PC method has 
recently been modified to work with the gradient field of an 
image instead of the gray values and in this way it has been 
made more robust [14]. In this normalized gradient based 
cross-correlation (NGC) algorithm, image gradients from 
both the gray edge maps for both the reference and the tar-
get images are derived along the x-axis and the y-axis to 
obtain gradients along the vertical direction, gx, and the 
horizontal direction, gy, respectively. Using these directional 
gradients, a complex gradient, g of an image f is given by   

 , , ,        (1) 
 

where j √ 1. The gradient cross-correlation, GC, between 
two images can be defined as GC u, v  ,, , where * shows the complex conjugate  
operation. In frequency domain, GC(u,v) takes the form , , , , where  and  
are the 2D Fourier transfofrm of  and  respectively and 

 is the inverse FFT function. Now the normalized gra-
dient correlation (NGC) can be given as 

 , | | |                 (2) 

 
It can be seen that the NGC definition [equation 2] is 

similar to the inverse Fourier transform of the normalized 

cross power spectrum 
, ,, ,  in the PC method ex-

cept that the NGC scheme is based on image gradients. In 
this work, for the FFT computation in Cartesian coordinate 
(the first FFT), instead of using the complex gradients, the 
directional image gradients are combined by taking their 
magnitudes for both the reference and the target image. 
However, the complex gradients of both images as shown in 
[equation 1] are used as the image functions for the FFT 
computation in log-polar coordinate (the second FFT). In 
recovering for translational differences between the two 
images once the scale and/or rotation differences are re-
moved from the target image, again the magnitudes of the 
gradients are used instead of their complex representation as 
edge magnitude gives pixel locations strong edge responses 
and suppress the contribution of areas of constant intensity 
level which do not provide any reference points for motion 
estimation [14].  

The results of image registration based on the NGC 
method between a face thermogram (reference image) and 
the face drawing (target image) that differs not only in scaling 
and translation, but also in rotation are shown in Figures 2 
and 3 respectively. 

 

           (a)                    (b)                    (c) 

Fig. 2 Image overlay (a) before image registration is performed, (b) after 
removing of the scaling of the target image and (c) after translation is 

corrected (fully registered image) using the NGC method, between the face 
sketch and a face thermogram of Subject S4. 

 

As mentioned earlier, the drawing used in this registra-
tion with thermograms is originally extracted from a sketch 
of a face with the Blaschko’s lines as shown in Figure 4(a). 
Hence the sketches with and without the Blaschko’s lines 
are similar in all aspects except for the Blaschko’s line pat-
terns. This enables the same parameters obtained to remove 
the translational, scaling and rotational differences from the 
face sketch without the Blaschko’s lines to be applied to the 
face sketch with the Blaschko’s lines, in order to register 
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between the face sketch with the Blaschko’s lines and its 
reference image (i.e., face thermogram) as can be seen in 
Figure 4(b). 
 

 

(a) 

 

(b) 

Fig. 3 Image overlay (a) before image registration is performed, and (b) 
after scaling, rotation and translation are corrected (fully registered image) 
using the NGC method, between the face sketch and a face thermogram of 

Subject S2. 

 

               (a)                            (b) 

Fig. 4 (a) The face sketch with the Blaschko’s lines (b) Overlay between 
registered image (a) and its reference image. 

III. COMPARISON ANALYSIS 

In this section, the results and analysis of registration be-
tween face thermograms and the face sketch using the NGC 
method is compared against the PC method. The face ther-
mograms are acquired from 11 normal subjects at 7 time-
points during a day for each subject. The pixel resolution of 
the face thermograms is 386 x 290, acquired using Vario-
CAM hr head 700 by InfraTec with a thermal sensitivity of 
up to 30mK or 0.03˚C. On the other hand, the pixel resolu-
tion of the face sketch is 348 x 306. From the 77 thermo-
grams, 21 of them (total from 3 subjects) are used as train-
ing data for the development of the NGC algorithm and in 
fine tuning of its parameters while the rest of the 56 ther-
mograms (from the remaining 8 subjects) are used as test 
data. The dataset consists mostly thermograms that differ 
only in scaling and translation with the sketch. However, it 
is observed that some data are slightly differed in rotation as 
well. Fusion of the registered images presented in this chap-
ter is performed by image overlay based on alpha blending 
by utilizing the alpha data property of any one of the regis-
tered images. Two types of quantitative analysis were  
performed for this comparison analysis; based on (1) under-
detection error, eu, and over-detection error, eo and (2)  

scaling factor error. For the first quantitative analysis, these 
measures are obtained between the registered face sketch 
and its reference image based on their edge pixels. The edge 
pixels of the reference image are extracted manually for the 
quantitative comparison purpose between the NGC and the 
PC methods so that unwanted edge pixels from features that 
are not present in the face sketch are not included in the 
computation of the performance parameters as shown in 
Figure 5. 

A. Quantitative Analysis I 

In this section, the registrations between the face sketch 
and the thermogram data are compared between the two 
discussed methods; the PC method (see Figure 6) and the 
NGC method (see Figures 2 and 3). For this comparison 
purpose, a quantitative analysis is carried out based on the 
results obtained by both methods using performance pa-
rameters such as under-detection error, eu, and over-
detection error, eo. These measures are obtained between the 
registered face sketch and its reference image based on their 
edge pixels. The edge pixels of the reference image are 
extracted manually so that unwanted edge pixels from fea-
tures that are not present in the face sketch are not included 
in the computation of the performance parameters. The only 
features that are manually extracted are such as the face 
outline, eyes, nose, mouth, neck and head as shown in Fig-
ure 5. The images with the manually extracted edge pixels 
are then binarized for the analysis purpose. 

 
 

                (a)                                (b) 

Fig. 5 (a) Manually traced outlines from a thermogram (Subject S9) and 
(b) its extracted traced lines; (c) another example of manually traced out-
lines from a thermogram (Subject S8) and, (d) its extracted traced lines 

Based on the manually extracted edge pixels for each 
thermogram, R(x,y), and the registered face sketch (intensity 
image), S(x,y), once both images are in registration, to com-
pute eu and eo, the followings are performed.  

 
1. For every black pixel (edge pixel (EP)) in S(x,y), with 
coordinates (i,j) , check whether there is an edge pixel with 
the same coordinates in R(x,y). If yes, count it with a 
counter A; A = Ʃx=i,y=j[S(x,y) = R(x,y) = EP], else, count it  
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with a counter B; B = Ʃx=i,y=j [(S(x,y) = EP) (R(x,y) = Non 
EP)]. Then, compute the under-detection error eu as 
B/(A+B). 
 
2. For every edge pixel in , , with coordinates ,  , 
check whether there is a black pixel (edge pixel) in ,  , 
with the same coordinates. If yes, count it with a counter C;  , ,   ,   , else, count it with a 
counter D;  , ,     ,    . Then, compute the over-detection measure  as 
D/(C+D). 
 

The computing of these parameters is performed based 
on point (one-pixel) and area (8-pixel neighborhood) proc-
essings. Unlike the point processing, in the 8-pixel 
neighborhood processing, when we look for a match in the 
other binary map for pixel , , we do not just check for 
position , , but also the neighbouring 8 positions. The 
first is referred to as case A while the latter is referred to as 
Case B. The parameters (eu and eo) for both cases A and B 
for all the 11 subjects, each with 7 face thermograms taken 
at different time, are presented based on minimum, maxi-
mum and standard deviation (std). Based on the overall 
values, the NGC method outperforms the PC method in 
terms of lower range of eu and eo obtained. It is found that 
for case A, in average, the range of values obtained for eu 
and eo for the NGC method are 0.76-0.87 and 0.46-0.70 
respectively while for the PC method, the range of values 
are higher, 0.84-0.95 for its eu and 0.59-0.85 for its eo re-
spectively. On the other hand, for case B, as predicted, the 
range of values for both the eu and the eo are re-
duced/improved to a good extent; 0.57-0.77 and 0.32-0.57 
respectively for the NGC method, 0.71-0.89 and 0.48-0.77 
respectively for the PC method. However, the average er-
rors found in case B for the PC method are still higher than 
that achieved by the NGC method. As predicted, by consid-
ering 8 neighbouring pixels, the overall error parameters for 
both the NGC and the PC methods are reduced. The average 
stds computed for the results obtained for each subjects for 
all cases using both the methods are small, from 0.011 to 
0.32 and comparable. 

From the mean errors obtained based on the 77 images, it 
is observed that both the NGC and the PC methods suffer 
from under-detection more than over-detection. Using case 
B, the gap between the two error measures is more signifi-
cant in the NGC method since the value of over-detection 
error achieved by this method is reduced greatly. The aver-
age standard deviations computed for the results obtained 
for the 77 images for both cases A and B are small, in the 
range of 0.004-0.012 for the NGC method and in the range 
of 0.11-0.16 for the PC method. Overall, as expected, the 
NGC method outperforms the PC methods by having less 

under-detection and over-detection errors in registration 
between two multimodal images based on face thermogram 
and the face sketch. 

B. Quantitative Analysis II 

Apart from the comparisons performed based on the eu 
and the eo, a comparison based on the recovered scaling 
factor is also carried out in this study. For this comparison 
purpose, a ground truth of the scaling parameter needed for 
the sketch to be aligned to the thermograms are obtained 
from a semi-automated registration approach using some of 
the MATLAB built-in functions which involves human 
intervention in the selection of the control points for regis-
tration. As this approach involves human intervention, the 
transformation parameters (i.e., scaling factor, rotation an-
gle and translation) obtained using this semi-automated 
method to register between the sketch and the thermograms 
are considered as the ground truth. This process is per-
formed for all the 77 thermograms. From this analysis, it is 
found that the NGC method achieved a scaling error of as 
small as 0.02 to as high as 0.10 while the PC method 
achieved a scaling error of as small as 0.03 to as high as 0.60  as compared to the semi-automated method. The 
average and standard deviation (std) of the errors calculated 
for all 11 subjects are ~0.06 and ~0.029 respectively for 
the NGC method while a higher value is obtained by the PC 
method; ~0.27 and ~0.148 respectively. Furthermore, the 
scaling factor that can be recovered by the PC method for 
the registration between the sketch and the face thermo-
grams ranges from 1 to 1.4939 unlike the NGC method 
where a scaling factor of up to 1.7713 is achieved. 

 
              (a)                      (b) 

Fig. 6 Registration results using the PC method for (a) Subject S1 (at 9 am) 
and (b) Subject S2 (at 9 am) 

In the PC based registration method, most of the time, 
due to the inability of the method to recover the scale dif-
ference between the images to be registered accurately, the 
method suffers a poor retrieval of the displacement parame-
ters for translational differences between the images to be 
registered. In terms of rotational angle, both the registration 
methods are able to retrieve a sufficient amount of angle to 
reduce the rotational difference between the images. Fu-
thermore, the difference between the recovered angles by 
both the methods is small; from 0.13 to 10.87 in degrees. 
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IV. DISCUSSION AND CONCLUSION 

Overall, based on the first quantitative analysis con-
ducted using the under-detection and over-detection errors, 
it is shown that the NGC method outperforms the PC 
method by lower range of values achieved for both the error 
measures using both case A and case B. This demonstrates 
that by using the gradients of the gray edge maps, the per-
formance of the PC based image registration method can be 
improved. This is due to the property of the gradients that 
consists of pixels that strongly correlates with the amount of 
information that each pixel in both images carries. How-
ever, it is found that windowing is still needed in the regis-
tration based on the NGC method to remove or suppress the 
edge pixels near the border at the bottom part of the images 
especially for the reference image. The overall registration 
results for the NGC method are fairly good even though the 
average under-detection range for case A is found to be 
quite high; above 0.7. It is observed that a value of eu of up 
to as high as 0.8 for the under-detection error still display an 
acceptable registration result while a value of above 0.9 
indicates a poor registration result. On the other hand, for 
the over-detection measure, a value of below 0.4 shows fairly 
good registration results while a value of over 0:7 indicates 
poor registration results. Hence, the measure based on the 
value of eo is more reliable in demonstrating the performance 
of the NGC method. These outcomes may be caused by the 
fact that the target image (the sketch) and the reference image 
are not taken from the same image source or subject. Even 
though the features such as the face outline, the nose and the 
eyes between the face sketch and the thermograms are al-
ready in good registration, as the shape or line patterns of the 
features are not identical or exactly the same, this has consid-
erably affected the accuracy of the computed error measures. 
Therefore, it is found that the error measures computed for 
case B display the performance of the registration method 
more agreeably than the values obtained for case A as it took 
into consideration this issue by considering more neighbour 
pixels. This problem may be minimized by replacing the face 
sketch with an atlas image of a face generated using optical 
images of the same 11 subjects integrated by group wise 
based registration as this atlas image may resemble a face 
feature that is much similar to the face feature in thermo-
grams than the face sketch. 

However, as the NGC method is a global affine trans-
formation based registration approach, there are still some 
limitations in achieving an accurate registration between the  
 

 
 

face sketch and a thermogram that can be observed. Since 
the target and the reference images involved in this work are 
not of the same nature (i.e., between an artificially created 
data (face sketch) and a real data (face thermogram)), the 
registration between these images can be quite challenging. 
Thus, a need for the registration between these types of 
images to be approached not only by global or rigid trans-
formation based method alone but also by a local or non-
rigid transformation based method is found inevitable.  
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Abstract— The aim of this study was to analyse the elec-
troencephalography (EEG) background activity of 10 stroke-
related patients with mild cognitive impairment (MCI) using 
spectral entropy (SpecEn) and spectral analysis. These spectral 
features were used to test the hypothesis that the EEG domi-
nant frequencies slowdown in MCI in comparison with 10 age-
match control subjects. Nineteen channels were recorded  
during working memory and were grouped into 5 recording 
regions corresponding to scalp areas of the cerebral cortex. 
EEG artifacts were removed using wavelet analysis (WT). The 
SpecEn analysis of the EEG data suggested a broad and flat 
spectrum in the normal EEG. The relative powers (RP) in 
delta (δRP), theta (θRP), alpha (αRP), beta (βRP), and gamma 
(γRP) were calculated. SpecEn was significantly lower in 
stroke-related MCI patients at parietal, occipital and central 
regions (p-value < 0.05, Student’s t-test). Moreover, the other 
significant differences can be observed in increasing the δRP, 
θRP and γRP and decreasing the αRP and βRP of the stroke-
related MCI group in all regions (p-value < 0.05, Student’s t-
test). It can be concluded that the SpecEn and spectral analysis 
are useful tool to inspect the slowing in the EEG signals in 
post-stroke MCI patients’ and the healthy controls’ EEG. 

Keywords— Electroencephalography, Relative power, Spec-
tral entropy, Wavelet, Mild cognitive impairment. 

I. INTRODUCTION 

Cognitive and working memory impairment are common 
after stroke. 30% of stroke patients are prone to develop 
vascular dementia (VaD) within the first year of stroke on-
set . VaD is the second case of dementia after Alzheimer's 
disease (AD), between 1% and 4% of elderly people age of 
65 years are suffer from VaD and the prevalence will be 
double every 5-10 years after this age [1]. Clinically, mild 
cognitive impairment (MCI) is defined as a decline in cog-
nitive function greater than expected with respect to the 
individual’s age and education level, but that does not inter-
fere notably with the activities of daily life [2]. Traditionally, 

it is considered as a stage between early normal brain cogni-
tion and late severe dementia. Attention and executive func-
tion are the most affected domains due to vascular lesion 
that results from ischemic and hemorrhagic stroke [3, 4]. 
For several decades, EEG has been considered an effective 
physiological technique which reflects the hidden cortical 
abnormalities by providing a quantitative insight to diag-
nose or evaluate potential predictors of dementia severity 
[5] . In the last two decades, several attempts have been 
made to quantify the EEG activity using computerized sig-
nal processing and analysis techniques in order to interpret 
the degree of EEG abnormality and dementia [6]. Typically, 
the clinical EEG wave forms have an amplitude around 10-
100 µv and frequency range of 1 to 100 Hz . EEG can be 
classified into five frequency bands: Delta waves (δ), Theta 
waves (θ), Alpha waves (α), Beta waves (β), and Gamma 
waves (γ) [7]. However, the EEG is affected by non-cerebral 
sources called artifacts that may mimic the brain pathological 
activity and therefore influence the analysis. Many artifacts 
can have a physiological origin, like muscle activity, pulse 
and eye blinking. Others are non-physiological, such as pow-
er line interference. Numerous methods have been used to 
deal with artifacts that affect the EEG recordings. Wavelet 
(WT) is a time-frequency analysis that used to denoise the 
non-stationary bio-signals such as EEG [8]. Researchers have 
used WT in different ways. For instance, WT has been used 
to detect epileptic spike signals and to predict the changes in 
patients with epilepsy and to separate burst in ECG waves. 
Moreover, WT has been used to remove ocular artifacts and 
tonic components for electromyography (EMG) signals. Fur-
thermore, WT can be an efficient technique to extracted fea-
tures from the EEG sub-bands as wavelet decomposition [9].  

In this paper, WT has been used as a pre-processing step 
to denoise the EEG datasets. The spectral entropy (SpecEn) 
and spectral analysis were extracted to examine the EEG 
background activity in MCI patients and control healthy 
subjects. 
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details of the sub-band signals D2–D5 and the reconstruc-
tion approximation of the sub-band signal A5 yielded signal 
information related to each EEG frequency band as shown 
in Table 1. These bands provided a compact representation 
of the EEG signal and they were used to extract the EEG 
spectral features. 

C. Feature Extraction 

Spectral analysis has been used extensively to detect ab-
normalities in the spectra of dementia patients’ EEGs. Spec-
tral entropy (SpecEn) measures the flatness of the signal 
spectrum and it considered as a convenient way that suitable 
in quantify slowing in frequency due to dementia. In the 
present work, to quantify EEG changes, SpecEn and the 
relative power (RP) in delta (δRP), theta (θRP), alpha (αRP), 
beta (βRP), and gamma (γRP) were calculated to the WT 
decomposed signals to distinguish stroke-related MCI pa-
tients EEGs’ from the normal age-match healthy subjects. In 
order to estimate the SpecEn, the PSD was normalized to a 
scale from 0 to 1 to get normalized PSD PSD  so that ∑ PSD f 1, afterwards, SpecEn is computed applying 
the Shannon's entropy to the PSD  as shown in 3 [17]: 1log N log PSD f H

. H  (3) 

The RP for each selected frequency band δ, θ, α, β, and γ 
can be calculated using equation 4  

% ∑    ∑  0.5 64  (4)

D. Statistical Analysis 

Normality was assessed with Kolmogrov-Smirnov test, 
whereas homoscedasticity was verified with Levene’s test. 
Therefore, the student’s t-test was applied to compare be-
tween the features of the two groups of MCI patients and 
control subjects using SPSS 22. These comparisons were 
done for each feature according to regions separately be-
tween the two groups. First of all, the statistical difference 
between the spectral features of the stroke-related MCI and 
healthy subjects were evaluated. Second, the EEG bands RP 
for the two groups were assessed for each band separately. 
Differences were considered statistically significant if the p 
value was lower than (0.05). 

III. RESULTS AND DISCUSSION 

In Table 2, the SpecEn and the RP values for the MCI pa-
tients and age-match control subjects in the five scalp  
 

regions are given. It is evident that lower SpecEn values in 
the MCI patients than the control subjects at parietal, occi-
pital and central regions are found, achieving significant 
differences (p-value < 0.05). The spectral analysis of the RP 
showed significant increases in δRP, θRP and γRP activities 
for the MCI patients in all regions (p-value < 0.05). It can 
also be observed the decrease in both αRP and βRP activities 
in MCI patients significantly in all regions of the MCI pa-
tients (p-value < 0.05). Our findings agreed other studies. 
For instance, Klimesch described the changes in the brain 
activity which are strongly associated with cognitive and 
attentional working memory performance as decreasing in 
both alpha and beta but increasing in both delta and theta in 
[18]. Gevins et al. attributed the changes during working 
memory task to alpha and theta. Finally, Lundqvist et al. 
correlated the changes in brain activity to encoding one or 
more items in WM and these changes have associated with 
increase in theta and gamma and decrease in alpha and beta 
power [19, 20]. 

Table 2 The average values (Mean ± SD) of EEGs for the MCI patients 
and the control subjects for all the five scalp regions. Significant group 

differences are marked with an asterisk 

Features Regions 
MCI 
(Mean ± SD) 

Control 
(Mean ± SD) 

p-value 

SpecEn 

Frontal 0.75±0.09 0.778±0.082 0.203 
Temporal 0.767±0.088 0.798±0.065 0.101 
Parietal 0.764±0.083 0.789±0.035 0.002* 
Occipital 0.74±0.089 0.759±0.047 0.046* 
Central 0.787±0.084 0.807±0.038 0.001* 

δRP 

Frontal 0.51±0.218 0.438±0.185 0.045* 
Temporal 0.424±0.232 0.359±0.17 0.024* 
Parietal 0.42±0.216 0.341±0.113 0.001* 
Occipital 0.426±0.249 0.274±0.145 0.02* 
Central 0.378±0.229 0.325±0.126 0.001* 

θRP 

Frontal 0.125±0.067 0.102±0.035 0.05* 
Temporal 0.147±0.088 0.11±0.03 0.05* 
Parietal 0.14±0.077 0.114±0.037 0.05* 
Occipital 0.172±0.093 0.106±0.044 0.05* 
Central 0.148±0.083 0.124±0.034 0.05* 

αRP 

Frontal 0.145±0.098 0.201±0.108 0.408 
Temporal 0.193±0.121 0.252±0.128 0.779 
Parietal 0.216±0.139 0.306±0.109 0.179 
Occipital 0.221±0.151 0.417±0.174 0.324 
Central 0.198±0.103 0.27±0.102 0.847 

βRP 

Frontal 0.107±0.068 0.137±0.055 0.034* 
Temporal 0.118±0.074 0.157±0.044 0.006* 
Parietal 0.117±0.075 0.141±0.028 0.001* 
Occipital 0.095±0.055 0.124±0.033 0.03* 
Central 0.135±0.084 0.165±0.04 0.002* 

γRP 

Frontal 0.122±0.066 0.114±0.093 0.035* 
Temporal 0.123±0.059 0.118±0.108 0.026* 
Parietal 0.107±0.102 0.099±0.05 0.031* 
Occipital 0.085±0.067 0.08±0.048 0.102 
Central 0.141±0.13 0.116±0.053 0.011* 
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IV. CONCLUSIONS 

In the current study ‘sym9’ MWT basis function has been 
used as a pre-processing to denoise the EEG datasets of both 
control subject and the post-stroke patient using SURE thre-
sholding method. Nineteen channels from different regions 
on the scalp were recorded during working memory and 
were grouped into 5 recording regions corresponding to the 
scalp area of the cerebral cortex. Spectral analysis has been 
used to detect abnormalities in the spectra of stroke-related 
MCI patients EEGs’. The SpecEn and the relative powers of 
both low and high frequencies reflected the slowing in the 
electrical brain activity in MCI patients which results in 
shifting their power spectrum profiles. It can be noticed an 
increase in δRP, θRP and γRP activities for the MCI patients 
in all regions and decrease in both αRP and βRP activities in 
MCI patients in all regions. As the EEG has been widely 
used as a potential screening technique in clinical practice 
due to its low cost and portability, it could become a refer-
ence in planning and customizing an optimal therapeutic 
program to address the changes associated with MCI and 
dementia. This study suggests that the spectral analysis of 
EEG background activity in stroke-related MCI patients 
using SpecEn and the relative powers might be helpful in 
providing useful diagnoses indexes using EEG. 
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Abstract— Physiological sensing conducted in a liquid envi-
ronment requires electrodes with long lifetime. The develop-
ment of a robust ion-selective electrode–based biochip in a lab-
on-a-chip platform is described. To compare electrode lifetime, 
which is driven by the transducer layer, electrochemical mea-
surements were performed in a custom-made flow-cell cham-
ber. The results of potentiometric measurement of cationic 
analytes demonstrate the electrodes to have a near-Nernstian 
slope profile even after they are stored for almost a month in 
liquid medium. The electrodes also achieved H2O2 amperome-
tric sensitivity (1.25 and 3.32 µAmM-1cm-2 for PEDOT:PSS 
and PEDOT:CaSO4 respectively) and lower detection limit 
(2.21 µM, 8.4 µM, 3.44 µM, for H+, NH4

+, Ca2+ respectively) 
comparable to that of wire-type electrodes. Furthermore, the 
lifetime is dependent on the electrodeposition method of the 
conductive polymer, and the transducer layer must be mod-
ified to fit the analyte types. These results indicate that ex-
tended lifetime of microfabricated ion-selective electrodes in a 
multiplex format can be realized by optimizing the microfabri-
cated electrode surface functionalization. 

Keywords— electrochemical sensor, all-solid-state ion-selective 
electrode, PEDOT, lab-on-a-chip.  

I. INTRODUCTION 

Over the past decades, interest in polymeric-based ion-
selective electrodes (ISEs) has been extensive, simply owing to 
their being one of the most promising chemical sensors that can 
detect and measure specific chemical species in natural liquid 
samples with simple instrumentation [1-4]. The requirement 
for an ion-selective electrode (ISE) to have continuous im-
provement in response time, sensitivity, selectivity and detec-
tion limit is mainly fuelled by the recent ISE applications in 
environmental and biological sensors [5-7]. These applications 
have additional need for real-time, on-site, and point-of-care 
dynamic measurement capability in complex natural samples. 
The challenge of ISE-based sensors is clearly demonstrated in 
biological, biomedical, and environmental research, where 
measurements with ISEs have to be made in liquid media over 
several days [8-13]. Furthermore, some applications require the 

initial measurement to be made only after several weeks’ stor-
age of the ISE in a liquid-medium environment. In spaceflight 
application, ISEs are to be integrated in a flight-compatible 
packaging unit with a controlled environment. These needs 
for robust measurement requirements have been clearly 
demonstrated in microgravity C9 flight experiments utiliz-
ing ISEs [14]. 

Miniaturization of ISEs for a lab-on-a-chip platform, while 
preserving their sensing capabilities, has been the key step in 
the improvement and innovation in the aforementioned appli-
cations. Furthermore, miniaturization is low cost and the 
resulting ISE requires small sample volumes, thus enabling 
close proximity sensing to biological samples [15, 16]. The 
importance for miniaturization becomes more apparent in 
spaceflight astrobiology research, where measurements are 
conducted in minimally equipped and compact laboratory 
conditions, with limited crew time in a relatively high-stress 
environment [17]. For miniaturization purposes, it is advanta-
geous to replace traditional liquid-filled ion-selective elec-
trodes [18] and coated-wire electrodes [19] with an all-solid-
state ISE (ASISE) [20]. In an ASISE, the reference solution is 
replaced with a solid material, mainly conductive polymer 
(CP), with both ionic and electronic conductivity. This en-
ables the CP to have a transducing property. CP is also an 
attractive material for such purposes thanks to the tailored 
electrochemical property [21]. This trait is especially impor-
tant in sensor development, owing to the complex measure-
ment requirement of natural samples. The ISE needs to per-
form within a certain linear range, detection limit, sensitivity, 
and selectivity [22, 23]. The need for tailored transducing 
properties can be seen from the ISE fabrication point of view 
– modifying the transducer property is more time efficient 
and cost effective than modifying the sensor fabrication proc-
ess. CPs as the transducer material in ASISEs also demon-
strate potentiometric stability [24-26] and are less susceptible 
to interference from dissolved gas [27]. Thus, an ASISE can 
be miniaturized while preserving measurement requirements. 

The CP-based ASISE sensors employed in such systems 
also require extended lifetime capability. For instance, in 
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time for fundamental space biology research and high-
throughput water-quality screening. 
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Abstract— This paper presents tuning methods on a Class-E 

power amplifier for a wireless power transfer (WPT) system 
based on resonant inductive coupling. In this paper, the scope 
of research is focusing on providing a stable power for Wire-
less Capsule Endoscopy (WCE). Shifting of the resonance 
frequency of a WPT system is unavoidable mainly due to vari-
ous factors including variations in its working environments. 
This reduces the performance of WPT system leading to incon-
sistent voltage at the receiver.  To overcome this problem, two 
tuning approaches namely frequency tuning and voltage tun-
ing are proposed. The Frequency tuning method works to tune 
the power amplifier circuit so that it operates at the frequency 
close the resonant frequency of the transmitter which is also 
ensured the optimal switching condition in the driving circuit. 
The voltage tuning helps to regulate the receiver’s voltage 
output to make it stable and constant. Our experimental re-
sults indicate that the proposed approach has improved the 
performance of the WPT. 

Keywords— Wireless Power Transfer (WPT), Wireless Cap-
sule Endoscopy (WCE), Tuning circuit. 

I. INTRODUCTION 

Wireless power transfer (WPT) system is a potential solu-
tion to address power deficiency problems typically faced by 
conventional implantable medical devices [1]. WPT system is 
advantageous because the power at the receiver can be ad-
justed, can sustain longer operating time and more important-
ly it is safe to be used within living organism [2] [3]. 

Conventional WCEs are battery-powered but its power 
capacity is unable to meet up the power requirement of 
future WCEs. Advanced features such as inclusion of actua-
tors, higher image resolution system, longer operating time, 
etc are always desired for future WCE. Thus these demand 
higher power which can range up to 400mW [4]. Therefore, 
WPT system is important to be investigated to support fu-
ture WCEs. 

However, in WPT system, the voltage output at the re-
ceiver coil is not always consistent due to special operating 
environment of WCE. Factors such as the displacement, 
angle and lateral misalignment (between the transmitter and 
the receiver), transmitter coil deformation, loss in transfer 
medium, variation of load impedance are among the main 
reasons for low efficiency of WPT system which cause drop 
in voltage at the receiver [5]. 

There are many works have been reported to improve the 
efficiency of WPT system. The scopes of researches how-
ever are mainly focused on the coil design [6], the resonant 
topology [7], tuning circuit such as [14], etc.  

In this paper, a simple and novel method is proposed to 
tune the driving circuit so that it operates at a frequency 
close to transmitter coil’s resonant frequency and also oper-
ates at optimum switching condition. The optimum switch-
ing is a condition of zero-voltage switching (ZVS) and zero-
voltage derivative switching (ZVDS) and it is important for 
the high efficiency of the driving circuit, [8]. The aim of 
this paper is to achieve a constant voltage output at the re-
ceiver side even in various displacements between the 
transmitter and the receiver. 

This paper is organized as follows. Section II provides an 
overview on the resonant inductive link and power amplifier 
circuit. Section III discusses our proposed methods to im-
prove voltage output at the receiver which involve frequen-
cy tuning and voltage tuning methods. Section IV describes 
the experimental setup and discusses the validation of the 
proposed methods. Finally, Section V provides conclusion 
and future work. 

 

 

Fig. 1 The Simple inductive link circuit model [2] 

II. INDUCTIVE COUPLING MODEL 

A. Resonant Inductive Coupling 

This section provides a brief overview on the inductive 
coupling links. Inductive coupling is considered as most 
common technique in the WPT technology [5]. It can be 
classified into: loose–coupling (LC) mechanism [9] and 
strong coupling (SC) mechanism [10][11]. The LC mechan-
ism is commonly consists of two coils which are the trans-
mitting coil and the receiving coil. The LC mechanism is 

Transmitter  Receiver 
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able to maintain efficiency power transfer even in relatively 
far separation distance (tens of millimeters) and low coupl-
ing factors between the transmitter and the receiver. The SC 
mechanism involves multiple-coils typically three to four 
coils. This paper focuses on the tuning system on LC me-
chanism because its simplicity design is more suitable and 
practical to be used for WCE system. 

In the LC mechanism, the transmitting coil is driven by a 
driving circuit, also known as power amplifier circuit which 
operates at the LC resonant frequency. Ideally, the resonant 
frequency of the transmitting coil and the receiving coil 
must be the same to ensure maximum power transfer from 
the transmitter to the receiver.  

The resonant frequency can be tuned by the additional ca-
pacitance whether in the series or parallel topology which is 
depending on the load value, mutual inductance and resonant 
frequency [12]. So the ultimate tuning parameter for the WPT 
system is the capacitance tuning. There are two approaches 
which are being investigated and they are an additional capa-
citor bank and a variable capacitor. First approach may have 
problems with the mechanical switching due to high voltage 
condition which possibly results in sparks, whereas later ap-
proach is very expensive and bulky due to variable capacitor 
itself and also the involvement of stepper motor [13][14]. 
Therefore, a more feasible alternative is needed to improve 
the efficiency of WPT system.  Figure 2 and 3 show the 
design of the transmitter and receiver model used in the paper 
to study the efficiency of the WPT system.  

 

Fig. 2 The transmitter model with Class-E driving circuit 

 

Fig. 3 The series-resonant topology receiver model 

The main reason for the resonance is to improve the effi-
ciency of the WPT system by maximize the reflected im-
pedance seen by a power source in the primary coil. [15] 

Equation below shows the calculation of resonance fre-
quency of the primary coil based on the series capacitor and 
inductor. 

                   √                   (1) 

Where, 
Lp = Inductance of primary coil  
Cs = Series capacitance 

B. Class-E Power Amplifier 

A power Amplifier is a driving circuit for the primary 
coil. It has different topologies and each with different cha-
racteristic to meet up the requirement of the inductive 
coupling link. In WPT system, alternating magnetic field is 
needed and the magnetic field’s intensity is proportional to 
the current’s amplitude in the primary coil. Therefore, pow-
er amplifier is needed to amplify the signal and drive the 
transmitter coil. 

The class-E driving circuit, first introduced by Sokal and 
Sokal, is a high efficient driver and it is capable to drive large 
power at high frequency [16]. It also presents simplicity and 
low component count in the circuit design. Thus, it is suitable 
to be used as primary coil driver in the WPT system for the 
WCE application. Generally, it consists of a MOSFET, Choke 
inductor, series capacitor, parallel capacitor and primary coil, 
which are showed in the figure 2 on its circuit design. 

III. THE POPOSED TUNING METHODS 

The disadvantage of the Class-E driving circuit is that it 
is sensitive to the variation such as the change of distance 
and also loads impedance. A small deviation caused by 
variable conditions may significantly degrade the efficiency 
of the class-E driving circuit. This is mainly due to the shift-
ing of the resonant frequency of transmitter part away from 
the operating frequency which leads to non-optimal switch-
ing in the driving circuit. The non-optimal switching condi-
tion may damage the components inside the driving circuit, 
especially the MOSFET due to the sudden current spike. 

In the application of the WCE, its capsule is not fixed but 
freely moving and rotating in the digestive tract, thus there 
are many variable conditions, such as the change of dis-
placement (between capsule and transmitter) and the defor-
mation of the transmitting coil.  These factors may cause 
the change of reflected impedance seen by the primary coil. 
Consequently, the voltage output will be affected and be-
coming fluctuating. Those variations are accounted for the 
low performance and non-consistent voltage output of the 
existing WPT system.   
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further investigation on the capacitance tuning to incorporate 
with frequency and voltage tuning methods may further  
improve the outcome result.  
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Abstract— To address problems related to current thera-
peutic and surgical treatments tissue engineering field aims to 
generate functional tissues in order to improve or restore 
damaged or diseased tissue function. Graphene hydrogel is 
capable of to provide groundwork of producing a biomimetic, 
porous nanocomposite scaffold for effective tissue regenera-
tion. This paper describes graphene’s prospective potential as 
scaffold for tissue engineering. An active cell scaffold based on 
a graphene hydrogel has been magnificently examined by 
various characterization methods such as UV–vis, Fourier 
transform infrared (FT-IR), Raman spectroscopy, x-ray dif-
fraction (XRD), and scanning electron microscopy (SEM). 
Subsequently, the characterization techniques confirm the 
capacity of graphene hydrogel as scaffold. 

Keywords— Tissue engineering, hydrogel, graphene-based 
scaffold. 

I. INTRODUCTION  

Recently, several biomedical applications have been rec-
ognized for graphene derivatives. Some of these pioneering 
applications incorporating graphene biomaterials can be 
listed as biosensors, regenerative medicine, stem cell engi-
neering, tissue engineered scaffolds and grafts, bioimaging, 
drug and gene delivery [1], wound healing, cell twitching 
and signaling [2] and many others. Clinical applications 
seek for functional scaffold that resembles ECM’s microen-
vironment in order to control cell performance and tissue 
regeneration rate. Graphene’s exceptional properties can 
contribute to make graphene-based materials as a promising 
candidate for tissue engineering field. These properties 
which can drastically lead to superior cell culture are listed 
below [3]: 

(i) Great biocompatibility, chemical inertness and 
unique surface architecture 

(ii) Excellent mechanical properties including high 
elasticity, flexibility, and adaptability to even or uneven 
surfaces 

(iii) High electrical conductivity which can result in cell 
behavior including cell adhesion, migration, and orientation 

(iv) Possibility for controlled incorporation of biochem-
ical cues onto graphene surface [4] 

Hydrogel, a three-dimensional network, comprised of  
hydrophilic polymers crosslinked through covalent bonds or 
maintained together by physical intramolecular and  

intermolecular attractions. There are great potential applica-
tions of hydrogels in tissue engineering both directly after 
fabrications, with or without cell entrapment, and after con-
struction as scaffolds. As mechanical properties of scaffolds 
made up of hydrogels can be precisely controlled, hydrogel-
based scaffold are substantially appreciated due to resembling 
the in vivo microenvironment of tissues. Hydrogel-based 
scaffolds’ mechanical properties in tissue engineering consi-
derably affect attached and/or encapsulated cells. However, 
hydrogels have viscoelastic and transport properties provide 
the resembled in vivo environment of tissues. But, it lacks of 
mechanical strength which limit their application in tissue 
engineered products. Accordingly, graphene’s extraordinary 
tailor-made mechanical properties can vastly reinforce hy-
drogels, biodegradable films, electrospun fibers and further 
tissue engineering scaffolds [5]. 

Numerous biocompatible scaffolds based on graphene 
coatings have been employed to verify potential properties of 
graphene-based substrates in culturing and proliferation of 
MSCs [6], iPSC (Induced pluripotent stem cells) [7], neural 
stem cells (NSC) [8] and circulating tumor cells (CTCs) per-
formance [9]. In this contribution 3D graphene hydrogel was 
prepared in one step. The prepared 3D graphene hydrogel is 
suited to serve as tissue engineering scaffolds. 

II. EXPERIMENTAL PROCEDURES 

A. Production of Graphene Oxide from Graphite 

The production of graphene oxide was carried out using 
the modified Hummer’s method. Accordingly, graphite 
oxide was synthesized through oxidation of graphite flakes 
with H2SO4, H3PO4 and KMnO4. Next, KMnO4 was added 
gradualy to the solution. The solution turned from dark 
green to dark purplish green. The mixture was left stirring 
for 72 hours in order to complete the oxidation. During 
oxidation, the mixture color transformed from dark pur-
plish-green to dark brown. After 72 hours, to halt the oxida-
tion course the mixture was cooled down to below 10°C 
using ice cubes. This was followed by instant incorporation 
of Hydrogen peroxide (H2O2) solution. The mixture color 
altered to bright yellow, indicative of a high oxidation level 
of graphite. After that, the obtained graphite oxide was 
washed few times with 1 M of aqueous HCl solution and 
repetitively with DI water to reach pH of 4–5. The washing 
process was performed via a simple decantation of the  
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supernatant using a centrifugation machine. While washing 
practice is done with DI water, the graphite oxide goes 
through exfoliation, which leads to thickening of the gra-
phene oxide solution, producing GO gel.  

B. Synthesis of 3D Graphene Hydrogel 

A 40 mL of graphene oxide homogeneous aqueous solu-
tion with concentration of 1 mg/mL was sonicated for 15 
minutes in order to prepare the graphene hydrogel. Next, the 
final step involves 18 hours of hydrothermal reaction (180 
°C) in a 25-mL Teflon-lined autoclave. When the autoclave 
has been cooled down to room temperature, the obtained 
reduced graphene oxide hydrogel was moved to a filter 
paper which assists in eliciting the absorbed surface water. 
After that, with the purpose of further characterization of 
the samples, they were shifted to freezer for two days fol-
lowed by freeze-drying for one day. Overall, freeze-drying 
step contributed in creating three dimensional structure 
made by interlinked G-sheets and producing spongy con-
struction. Therefore, all previously-utilized solvents in the 
aforementioned synthesis procedure of hydrogel have been 
eliminated and final self-assembled 3D graphene hydrogel 
were effectively prepared base on the morphology of parent 
hydrogel. 

C. Characterization Techniques 

With the aid of Hewlett Packard HP-8453 spectrophoto-
meter, the UV–vis spectroscopy was accomplished. In order 
to prove the attendance of different functional groups in the 
GO as well as graphene nanosheets, Fourier transform infra-
red (FT-IR) spectrometer (Model: Bruker IFS 66/S) has 
been employed precisely. The Raman spectra were recorded 
with a RENISHAW (M005-141) Raman system with the 
laser frequency of 514 nm as excitation source. The laser 
spot size was 1 lm and power at the sample was below 10 
mW, in order to prevent induced heating from laser. Scan-
ning electron microscopy was successfully utilized to moni-
tor the structure and porosity of acquired sample. Further-
more, the microstructure of obtained graphene hydrogel was 
studied by X-ray diffraction (XRD). 

III. RESULT AND DISCUSSION 

Fig. 1 shows the FTIR spectra of graphene hydrogel and 
GO. The FTIR-spectra of graphene oxide represents the 
characteristic peak at 1639 and 1741 cm-1 are corresponding 
to the C=C stretching vibration and oxygen functionality 
(C=O), respectively. The peak at 3260 cm-1 corresponds to 
hydroxyl (–OH) groups and the broad range from 2500 to 
3500 cm-1 confirms the presence of carboxylic (–COOH) 
group. The FTIR of graphene hydrogel represents the cha-
racteristic peaks at 1639 and 3260 cm-1 are related to the 
C=C stretching vibration and hydroxyl group, respectively. 
 

Removal of oxygen-containing groups in all graphene hy-
drogels are clearly indicated by the disappearance of C = O 
stretching, and carboxylic (–COOH) group. 

 

 

Fig. 1 FTIR spectra of Graphene hydrogel and GO 

The UV-Visible spectra of GO and graphene hydrogel 
are indicated in Fig. 2. The UV-Vis spectrum of the GO 
solution highlights a peak at 242 nm, which can be due to 
the π - π* transition of aromatic C–C bonds. Graphene hy-
drogel’s absorption peak corresponds to the π - π* transition 
of aromatic C–C bond (274 nm). 

 

 

Fig. 2 The UV-Visible spectra of GO and Graphene hydrogel 

Fig. 3 demonstrates the XRD patterns of GO and graphene 
hydrogel. The XRD pattern of GO shows a sharp peak (002) 
at 2θ=10.7°. After chemical reduction, the sharp (002) peak 
of GO disappeared while another broad peak of around 2θ = 
26.5° shows up in the XRD pattern of graphene hydrogel. In 
XRD pattern, great level of crystallinity is specified by the 
slim diffraction peaks defined as sharp peaks. 
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Abstract— The paper presents the results of an investigation 
of the effects of specific absorption rate (SAR) when applica-
tors (antennas) are used in non-invasive hyperthermia cancer 
treatment procedure. Several different applicator structures 
were constructed and the SAR simulation was observed. Rec-
tangular and circular microstrip applicators were initially 
designed, and then an EBG and water bolus structure was 
integrated with the applicator. This applicator termed EBG-M 
applicator was constructed and its SAR simulation was ob-
served using the SEMCAD X solver software. The results indi-
cated that the EBG-M applicators provided better SAR distri-
bution pattern, where the EBG-M with rectangular structures 
offered better focusing capability, which reduced the un-
wanted hot spots at the surrounding healthy tissues. Mean-
while, the EBG-M with circular structure obtained better 
penetration depth. In addition, when the water bolus is added 
to the structure, it resulted in shaping the SAR contour and 
provided a cooler environment which then reduced the skin 
burn problem during the treatment. 

Keywords— SAR, Non-invasive, Hyperthermia, Applicator, 
Penetration depth, Focusing 

I. INTRODUCTION  

Hyperthermia is an alternative modality for cancer thera-
py. It provides treatment by using temperature, between 
410C – 450C for a certain period of time. Denaturation of 
the treated cancerous tissue towards necrotic tissue can be 
accomplished with applied heat either by hyperthermia 
itself or as adjuvant with chemotherapy and radiotherapy in 
cancer treatments, since hyperthermia can increase the sen-
sitivity to chemical drugs and radiation, respectively.  

Current technology for non-invasive hyperthermia is bas-
ically based on electromagnetic and ultrasound technique. 
Pros and cons are observed for both techniques. The elec-
tromagnetic technique, however, offers safer therapy to-
wards the treated cancerous tissue, whereby ultrasound may 
result in bone heating injuries due to high heat absorption 
and penetration.  

On the other hand, there are deficiencies of using elec-
tromagnetic technique. This must be solved to enhance and 
increase the efficiency of non-invasive hyperthermia treat-
ment when electromagnetic heat generation technique is 

used. Despite tremendous research in recent years, major 
challenges such as lack in penetration depth, especially 
towards deep-seated cancerous tissue and also the absence 
of an appropriate applicator that will provide well-
controlled temperatures, which will prevent the undesired 
hot spots from overheating and damaging healthy tissue in 
the surrounding cancerous region.  

One of the parameters that can be used to evaluate and 
measure the efficiency of a suitable applicator is to observe 
the heat distribution pattern and heat penetration that it pro-
vides through heat absorption into the treated cancerous 
tissue. This can be measured using the specific absorption 
rate (SAR) measurement. This paper presents the results of 
a research that investigates the SAR of different applicator 
structures. It focuses on a modified microstrip structure that 
integrates with an EBG structure and water bolus. This inte-
gration structure is called as EBG-M applicator.  

II. LITERATURE REVIEW 

A. EBG-M Hyperthermia Applicator 

By integrating two main elements, which are microstrip 
and electromagnetic band gap (EBG) structure, EBG-M 
hyperthermia applicator is attained. Even though the appli-
cator can be designed in various geometrical shapes and 
dimensions, there are four basic categories, which are 
known as microstrip patch, microstrip dipole, printed slot 
antenna and microstrip travelling-wave antennas [1]. Micro-
strip antennas can operate within a frequency range of 
100MHz to 100GHz.  

General advantages of microstrip antenna are low cost, 
low weight, linear and circular polarization and capability 
of dual and triple frequency operation. This antenna pro-
vides several advantages specifically when used in hyper-
thermia cancer procedure that includes low development 
cost, deeper heat penetration and low bandwidth, which is 
useful for focusing the heat energy into the cancerous tissue 
area. Examples of research in the area of hyperthermia  
application using microstrip antennas as an applicator  
are provided in [2]–[5]. The outcomes obtained were at an 
acceptable level with penetration depth up to 40mm ob-
tained. Further enhancement is required in order to improve 
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Abstract— Language plays an important part in human for 
expressing their thoughts and emotions, where the source of 
function originated from the brain. This study aims to estimate 
the early and long latency language-related magnetic fields 
(LRFs) in patients with brain tumor. The study hypothesized 
that the brain tumor would alter the patients LRFs as com-
pared to healthy subjects. Three patients with brain tumor 
which invades the language region in the brain were selected 
as subjects while two normal healthy subjects were taken as a 
control group regardless of gender. All the subjects had to 
undergo a Magnetoencephalography (MEG) scanning while 
doing a task related to language function. The subjects were 
shown four characters Malay semantic word and had to do 
silent reading while asked to lessen their movement (such as 
blinking) during the whole scanning procedure. The waveform 
was taken between the latency fields of -150 to 850 ms, and 
then filters were applied before analyzing the signals. The 
areas of analysis were done at the Occipital, Temporal, and 
Frontal region of the brain while the components taken were 
N100, N200, N400 and N600 with respect to the location. The 
LRFs were taken from both left and right side of the brain. 
The results obtained show significant difference of LRFs be-
tween the patient and control groups in term of both latency 
and amplitude. The latency and amplitude readings were in-
consistent for all patients while the consistency for the control 
group was constant. The dominance of brain activation was 
shown to be on the left side for both control and patient group. 
As conclusion, there is no difference between patient and con-
trol group LRFs due to limitation of study. 

Keywords— Magnetoencephalography (MEG), language-
related magnetic fields (LRFs), brain tumor. 

I. INTRODUCTION 

Compared to other functions, language areas in the brain 
are difficult to analyze of its whereabouts and source loca-
tion. Generally, there were many previous studies regarding 
the functions of certain brain regions for language, for ex-
ample the Wernicke’s area, Broca’s area and angular gyrus 
[1]. Furthermore, before the availability of neuroimaging 
equipment, researchers resort to invasive methods such as 
the Wada procedure or the “gold standard” techniques [2]. 
Magnetoencephalography (MEG) is one of the neuroimag-
ing equipment used by recent study to investigate more 
about language-related function in the brain non-invasively. 

Moreover, this neuroimaging technique was used for map-
ping onto patients with neurological disorders or brain dam-
age to further understands the effect of the morbidity to the 
brain’s function [3-6]. 

This study aim to investigate the functional reorganization 
of the brain as a result of acquired focal lesions involving 
language-specific cortex and whether it affects the latency of 
the language-related magnetic fields (LRFs).The subjects 
were chosen based on the tumor location situated near the 
language function area. Previous study had done the mapping 
of the language area for these types of subjects, however 
there were still a lot of inquiries of the language function and 
little were still done using the Malay language. From this 
preliminary study, more understanding could be achieved 
regarding the function of the language-related brain area. 

II. METHODS 

A. Subjects 
Consent was first obtained from the subjects who fol-

lowed the ethical guidelines provided by the Human Re-
search Ethics Committee of Universiti Sains Malaysia 
(HREC USM), Kelantan. Data was collected from subjects 
who fulfilled the inclusion criteria, which are 1) patients in 
whom a tumor invades or is directly adjacent to the ex-
pected location of one of the language centers 2) in good 
health 3) age ranges from 18 to 50 years old regardless of 
gender and must have 4) Malay as first language. However, 
subjects whom have 1) high grade tumors, 2) history of 
significant psychiatric condition, neurological conditions, 
significant claustrophobic reactions, 3) pregnancy, 4) stan-
dard contraindications to MEG examinations and/or 5) been 
a patient who were treated prior to our MEG recordings 
were excluded from this study.  

B. Measurements 

a) LRF components  

The LRF components analyzed for this study includes 
N100 (80-100 ms), N200 (200-250 ms), N400 (375–549 
ms) and N600 (550-750 ms) (refer to Figure 3 for example 
location). The components were taken from the highest peak 
of each LRF signal with positive value of amplitude and 
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from the electrode of magnetometers at each respective area 
(refer to Figure 1). 

b) LRF sources 

Early and Long latency fields between 80ms to 800ms 
evoked by visual and verbal stimuli were characterized as 
LRF in the Occipital, Temporal and Frontal cortices. 

c) Recording parameters  

The MEG equipment and analysis software used were 
from Elekta Neuromag Ltd, with 306- channels consisting 
of 204 planar gradiometers and 102 magnetometers. Only 
24 magnetometers were analyzed for this study. The loca-
tions of these magnetometers are as shown in Figure 1. 
Throughout data acquisition, the sampling rates were set at 
a minimum sampling rate of 1000Hz and band pass filters 
were between 0.01 and 330Hz.  

d) Data analysis  

Early (30 to 200ms) and Long latency (200 to 800ms) 
language related magnetic fields were identified. Data was 
filtered by Low pass (60Hz) and High pass (3Hz) for offline 
data analysis. The epoch duration was 850ms including a 
150ms pre-stimulus interval.  

 

Fig. 1 Channel lay out of 102 magnetometers in MEG. The 24 magnetome-
ters within the selected area were analyzed for data collection located at 

Frontal, Temporal and Occipital area of the brain.  

After filtering, the baseline was applied at 100ms before 
stimulation. The components taken from Occipital area are 
N100 and N200, for the Temporal N100, N200 and N400;  
 

while for Frontal N100, N200, N400 and N600. Both the 
latency and amplitude were recorded for each subject. Flat 
signals or non-active signals are considered as not evoked. 
The data were recorded to Microsoft Excel and the nonpa-
rametric independent t-test was performed. The study used 
alpha (α) at 0.05, confidence interval of 95 % and P-value < 
0.05 was considered to be statistically significant.   

C. Procedure 
Subjects were first explained of this study objective and 

consents were given before proceeding with the procedure. 
Subjects had to properly understand and follow the instruc-
tions of the tasks as to reduce errors in data taken. Next, 
proper measurements were taken with the help of a science 
officer. To avoid magnetic artifacts, the subjects were first 
asked to remove all metal objects in their possession. Four 
Head Position Indicator (HPI) coils were attached to the 
subjects with skin tape to track the head movements and the 
subject’s head shape was measured as reference for MEG 
system using Polhemus 3-D digitizer pen. 

After digitization, the subjects entered the MEG room 
(magnetically shielded). Silent reading tasks were per-
formed during MEG, where the subjects sit on a comforta-
ble chair with their heads inserted into the MEG machine. 
After the presentation of an eye fixation point for 3 seconds, 
a four characters Malay semantic words were shown for 3 
seconds (Figure 2) on an 80-inch rear projection screen 
located 1.5 m away from the subject inside the same room. 
Visual stimuli were generated using a visual presentation 
system, projected by a DLP projector located outside the 
room. 

 

Fig. 2 Words for visual stimulation presented by Presentation software. 
The words were shown for 3 seconds with inter stimulus interval (ISI) of 

0.5 seconds between each word 
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Fig. 3 Example of LRF signals for all groups overlap on top of each other (Control group: purple and green; Patient group: red, orange, blue). Scale bars of 
signals: x: 100ms, y: 100fT 

Table 1 Average value of latency and amplitude between patient and control group (Npatient = 3, Ncontrol = 2) 

Group Area Components Latency (ms) P-value Amplitude (fT) P-value 
Left Region Right Region Left Region Right Region 

Patient Occipital N100 133.025 ± 22.593 127.658 ± 23.182 0.414 132.792 ± 72.167 135.800 ± 64.035 0.482 

N200 275.092 ± 74.068 268.258 ± 53.991 0.420  55.400 ± 24.780 71.992 ± 42.999 0.183 

Temporal N100 163.172 ± 13.416 119.899 ± 22.223    0.039*  82.461 ± 13.827 62.009 ± 14.354 0.132 

N200 292.556 ± 38.632 256.644 ± 34.983 0.200  30.939 ± 13.119 80.839 ± 16.587    0.018* 

N400 441.400 ± 16.937 422.294 ± 22.399 0.208 37.111 ±   7.274 47.678 ± 16.418 0.260 

Frontal N100 169.317 ±   9.254 126.350 ± 72.948 0.053 74.750 ± 31.764 48.700 ± 28.117    0.011* 

N200 301.050 ± 13.486 275.950 ±159.929 0.159 14.367 ± 11.736 40.375 ± 25.639 0.184 

N400 446.117 ± 21.387 437.850 ±255.336 0.217 37.517 ±   1.097 51.125 ± 35.697 0.440 

N600 644.533 ± 42.067 594.150 ±343.127 0.170 24.717 ± 10.104 34.725 ± 23.175 0.438 

Control Occipital N100 138.425 ±   3.500 144.000 ± 15.556 0.375 60.138 ± 39.545 74.000 ± 18.738 0.397 

N200 226.425 ±  4.773 316.350 ± 23.865 0.071 46.788 ± 14.089 63.475 ±   0.955 0.162 

Temporal N100 146.133 ± 37.500 114.900 ±   3.371 0.238 57.742 ± 43.947 118.667 ± 68.047 0.087 

N200 279.058 ± 75.130 288.283 ± 30.358 0.461 61.017 ± 28.049 86.683 ±   8.556 0.251 

N400 462.442 ±   4.349 512.583 ± 13.718    0.042* 40.500 ±   2.970 48.992 ± 23.181 0.329 

Frontal N100 142.125 ± 34.047 126.700 ± 18.597 0.375 45.650 ± 17.961 46.750 ± 23.264 0.409 

N200 232.000  ±    0  257.750 ±     0          0.157    38.600 ±    0              30.500 ±     0   0.157 

N400 447.025 ± 15.804 359.300 ± 71.913 0.135 28.650  ±   0.495 47.675 ±   1.591    0.013* 

N600 562.275 ±   5.339 578.350 ± 22.557 0.206 36.700  ±   1.556 42.875 ± 15.521 0.322 

*significant if P-value ≤ 0.05.Frontal N200in control group 
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Subjects were tasked to read each word only once and 
without phonation immediately after presentation of the 
word. One session consisted of 100 different word presenta-
tions. Words were selected from an elementary school dic-
tionary for quick and easy understanding by all subjects. 
The visual stimuli subtended a horizontal visual angle of 3° 
and a vertical angle of 1°; thus no eye movements were 
necessary to scan the presented word. The whole recording 
took at least 1 hour to finish; however subjects were able to 
halt the task if they are uncomfortable. 

III. RESULTS 

This study was able to attain three patients and two 
healthy volunteers who fulfilled the inclusion and exclusion 
criteria as subjects. All of the subjects are right-handed. The 
signal obtained was filtered, analyzed, recorded and then 
compared between patient and control subjects. The region 
analyzed were Temporal, Occipital and Frontal region of the 
brain. Figure 3 showed the signal obtained from each sub-
jects and overlap on top of each other to compare the 
evoked response and readings based on the brain region.  

Meanwhile, Table 1 showed the average value readings 
for both groups between left and right region of the ana-
lyzed brain area. From the results, the synchronizations of 
signals taken from control group are better compared to 
patient group. From Figure 3, it can be seen the wave of 
LRFs components were different for each person in the 
patient group; while the control group had almost similar 
wave signals for each component.  

In addition, N400 were not evoked at Occipital region 
and N600 were not evoked at both Occipital and Temporal 
region. Other than that, the data obtained from latency read-
ings showed control group are more dominant on the left 
side of the brain. However, for the patient group, the latency 
readings are earlier on the right side, contrary to the control 
group. When compared the latency for both groups, the 
patient groups’ latency is latter on the left while control 
group’s latency is latter on the right. 

In terms of the amplitude readings, the control group’s 
amplitudes are higher on the right side while the patient 
group has higher amplitude readings compared to control 
group for both sides. Lastly, Table 2 showed the evoked 
LRF signals specifically for patient group as the control 
group’s LRF signals are all evoked. The focus here is to 
show that there are some areas for certain patient subjects 
who have non-evoked signals. 

Patient 2's right Frontal area was not evoked for the en-
tire LRF components even though the left side was evoked. 
Meanwhile, for Patient 3, the Frontal right side was not 
evoked for the N100 component of LRF. For Patient 1, the 
entire brain region signals had evoked signals. Generally, 
most of the Frontal right sides were not evoked for the  
patient group. 

Table 2 List of evoked LRFs signals for patient group only 

 Patient 1 Patient 2 Patient 3 
Area Compo-

nents 
Lef
t 

Righ
t 

Lef
t 

Righ
t 

Lef
t  

Righ
t 

Occipital N100 E E E E E E 

 N200 E E E E E E 

Temporal N100 E E E E E E 

 N200 E E E E E E 

 N400 E E E E E E 

Frontal N100 E E E NE E NE 

 N200 E E E NE E E 

 N400 E E E NE E E 

 N600 E E E NE E E 

Note. E= Evoked, NE = Not Evoked. 

IV. DISCUSSION 

From Figure 3, significant differences between each sub-
ject’s amplitude and latency can be seen. Theoretically, 
signals waveforms from the brain are unique for each per-
son but not at the same level as fingerprints [7]. This is due 
to the fact that cortex consists of many neurons and the 
aggregate electrical signals produced are unique depending 
on the person’s mental task; however the main functions for 
each area are still the same [7, 8]. Therefore, the language 
area function in the brain for control group showed average-
ly similar readings between the subjects. Even though this 
study specified on language functions, other number of 
areas in the brain are stimulated first such as the Occipital 
area from the visual stimulation, then the late LRFs, after 
the primary sensory, were analyzed.  

The activation sequence produced by language processing 
can be seen properly from patient group left brain region 
LRF’s components. The LRF components are gradually be-
coming latter as it moves from the Occipital to Frontal region, 
indicating the sequence starting with the subject looking at 
the visual stimuli first (Occipital), followed by reception of 
language probably by the Wernicke activity at 400ms (Tem-
poral), then ends at the Frontal region where the possibility of 
Broca’s activity at around 600ms [9]. 

As stated from the results in Table 1, the signals of the 
control group are more synchronized compared to the pa-
tient group. This mean language-related area of the brain for 
the control group was almost similar for each subject. How-
ever, the patient subjects had inconsistency between them-
selves for the latency readings. The tumor might have pos-
sibilities of disturbing the language function of the brain 
[10, 11]. Meanwhile for the control group, the results are 
supported by previous study which stated a healthy subject 
usually have dominance on the left side of the brain com-
pared to patient subjects [9]. 
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In terms of latency, the control group left hemisphere is 
more dominant than the right side as its latency is more accu-
rate according to the components’ range. This is also sup-
ported by the first result stating the synchronization of the 
control group’s signals. Meanwhile, the patient groups had 
latency earlier on the right hemisphere. This result might be 
correlated to previous study which mentioned patient with 
brain tumor had higher activation of intensity on the right side 
of the hemisphere [12]. However, the previous study focused 
on the right inferior frontal gyrus. In addition, the amplitude 
readings in the right hemisphere are also larger for patient 
group compared to control group, thus further supporting the 
previous study statement. The higher amplitude might be due 
to more concentration used by patients compared to control 
subjects for the tasks. In other words, patient subjects require 
higher activation of neurons compared to control subjects to 
complete a language task for this study.  

As for the P-value, within the group for either patient or 
control, between left and right region, there are not many 
significant differences for the readings. This postulate that 
left and right region are only slightly contradicting in its 
level of amplitude and latency. The significant difference of 
P-value states that there are differences between the left and 
right value of amplitude or latency, though there are only a 
few in both groups. 

Moreover, as shown in Table 2, some of the readings 
taken were not evoked for certain components and this 
might contribute to convoluted data. Most of the non-
evoked areas are from patient subject’s right Frontal area. 
The Frontal area is close to the Broca’s area which is re-
sponsible for speech production [13]. This study required 
the subjects to read the words but not loudly, so Frontal area 
should be slightly evoked as presented by the control group. 
This is proven by the amplitude readings where the Frontal 
area have the lowest amplitude compared to Occipital and 
Temporal, making it less evoked compared to other parts of 
the brain. Besides, the left side is more dominant for speech 
production as compared to the right side [12]. Thus, accu-
mulating these data, this might be the reason why the right 
Frontal areas were not evoked for certain patient subjects. 

On top of that, this type of study requires the subject to 
be highly alert, focused and well-performed to produce an 
evoked data. Therefore, the performance of patient subjects 
might be one of the study limitations. In addition, the num-
bers of subjects are also limited for the current preliminary 
study, thus future improvements are required for better  
results and understandings. 

V. CONCLUSIONS 

Overall, the objective of this study which is to estimate 
the early and long latency LRFs in patients with brain tumor 

was achieved. Most of the LRFs obtained were parallel with 
other study results. The LRFs also showed slight differences 
between control group and patient group in terms of ampli-
tude and latency.  However, the activation sequences are 
still the same for both groups. As for the limitations, more 
subjects are required; specifically with brain tumors, for 
future study as it helps strengthen the results and overcome 
other flaw such as convoluted data, which are produced 
from subjects’ behavior which is common. Localization of 
LRFs’ source are highly recommended for our future re-
search as it can helps develop mapping of language function 
for patient with brain tumor. Moreover, this study has sur-
gical benefit by locating which brain region still activated 
for language functions and preserving it. In addition, this 
method is non-invasive and can be further improve by supe-
rimpose of MRI images with the MEG data of the patient.   
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E. Voltage Amplification 

Ferrite core transformers were used in the circuit design 
for stepping up the voltage. They were used due to low power 
losses at higher frequencies with low noise and circuit works 
at the higher frequency of 150Hz. These transformers offer 
high resistivity with low eddy current loss. They are small in 
size, least expensive and provide minimum loss for high fre-
quency design with current technology. 

F. Electrodes 

Disposable Adhesive Surface Electrodes are used as a 
means of transmitting the pulses to peroneal nerve which 
are light weight and pre-gelled. Special formula gel for a 
very sticky electrode is used to make it completely adhesive 

yet easy to remove. Electrodes of size 5x5cm are placed on 
the motor points of peroneal nerve to provide maximum 
stimulation with less pain. Silver / silver chloride conduc-
tive layer for optimal signal recording. The optimal place-
ment of electrodes is necessary to avoid stimulation and 
pain in the surrounding area. 

G. Mechanism 

Initially flex sensor was calibrated by taking different 
values when the subject performed flexion and extension of 
the knee. Flex sensor output was connected to the analog 
pin of Arduino board whereas one LED was placed on digi-
tal pin 13 of Arduino board for calibration. When foot un-
derwent swing phase LED turned on, and the LED turns off 
in standing position or during stance phase of gait cycle, the 

 

Fig. 3 Complete circuit diagram of the FES-based device 
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VI. DEVICE COST 

The total cost of the device was USD 200, which means 
that it is more economical than its competitors and can be 
reproduced on a budget without compromising on the effi-
ciency. 

VII. LIMITATIONS 

The biggest limitation of this study is the small sample 
size. The device needs to be tested on a larger sample of 
population in order to observe is efficiency. Another draw-
back is that we have not used cinematographic gait analysis 
in order to evaluate the kinematics and kinetics with device 
usage, only observational gait analysis is done. This is be-
cause the primary purpose of the study was to present a 
device design for foot drop patients. 

VIII. FUTURE SCOPE 

As FES is a developing technique, it covers a vast area of 
research in rehabilitation engineering and provides new 
solution to the existent medical problems. The FES device 
can be used with artificial neural networks (ANN) to  
make it intelligent enough so that it will be utilized as gene-
ralized device for the patients. ANN can be trained to learn 
the natural coordination pattern that exists between the an-
kle dorsiflexor and plantar flexor muscles activities of op-
posite legs during normal gait so that it can triggers the 
appropriate activity of the impaired dorsiflexor muscles 
based on the muscle activity of the healthy calf muscle of 
the opposite leg. 

The stimulator and programming section of the device 
could be advance with the use of Bluetooth technology in 
order to avoid little inconvenience and it also lightens up the 
weight of the device system placed at the knee as the pro-
gramming segment can be placed in the pocket. 

This FES based device can be used in combination  
with measuring the muscle activity of the dorsiflexors of 
foot. EMG and the sensor used will provide feedback which 
will give more accurate instant for the onset of stimulator 
circuit. 
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Abstract— Studies have showed that poor quality of life 
(QoL) such as work stress and unhealthy diet of high purine 
rich food elevate uric acid level in urine and blood. High urine 
uric acid (UUA) level can cause hyperuricemia, which can lead 
to gout, cardiovascular disease, chronic kidney disease, hyper-
tension, type 2 diabetes and obesity. Our study aimed to inves-
tigate the associations between UUA levels and QoL among 
academicians and non-academicians in Universiti Tunku Ab-
dul Rahman (UTAR), Kampar. A cross-sectional survey using 
systematic random sampling was conducted among academi-
cians and non-academicians in UTAR. A self-designed socio-
demographic form and WHOQOL_BREF questionnaire were 
distributed together with a urine sample containers (60 ml) 
among academicians and non-academicians who gave written 
consent. The collected urine sample was analyzed using Archi-
tect c4000 (Abbott), clinical chemistry analyzer. Collected data 
was analysed using SPSS software (Ver. 19). A total of 100 
participants were enrolled in the study with response rate of 
60%. The study found positive association between physical 
domain factors (WHOQOL_BREF) with UUA levels (p-value 
<0.05). This study findings signal QoL factors to consider in 
managing UUA level among academicians and non-
academicians in higher education institution.  

Keywords— uric acid, working adult, quality of life (QoL), 
cross-sectional study 

I. INTRODUCTION 

Protein-rich foods such as meat type, seafood, and grains 
contain purines [1]. The purines are metabolized into uric 
acid in the purine degradation pathway [2]. The uric acid 
does not oxidize to more soluble compound due to lack of 
the uricase enzyme in human[3]. Therefore, abnormal secre-
tion of uric acid was significantly associated with high pu-
rine-rich foods and various co-morbidities that reflect on 
poor quality of life [4]. 

To date, many studies focused on the relationship be-
tween uric acid level and co-morbidities [4,5] such as ob-
structive sleep apnea (OSAS) [6], cardiovascular risk fac-
tors such as gout, hyperuricaemia, hypertension, diabetes 
mellitus, hyperlipidaemia [5], gout [7] and cognitive decline 
in older people [8]. Other predictors for high uric acid levels 
 

are associated quality of life factors among gout patients 
[7,9]. Research on association of quality of life factors with 
uric acid level tends to be disease-specific. Furthermore, 
previous studies used uric acid level in the serum [8] and 
some studies focused on 24 hours UUA level [10].    

However, two studies reported on association between 
serum uric acid level and quality of life (QoL) in adult at 
work [11,12]. One of the study focused on adults working in 
industry and offices [11]. Therefore, this study was aimed to 
determine the associated QoL factors with UUA levels 
among academicians and non-academicians in a higher 
education institution. Hence, an understanding of associated 
QoL factors with UUA level will help clinicians and re-
searchers find ways to manage UUA level among working 
people in higher education institution. 

II. METHODS 

A. Study Design 

This is a cross sectional study conducted at Universiti 
Tunku Abdul Rahman (UTAR), Kampar, Malaysia between 
October 2014 to December 2014. The target population was 
working adults in UTAR aged 21 years and above. A total 
of 250 questionnaires and urine collectors were distributed 
to the working adults using systematic random sampling.  

B. Data Collection Tool 

The data collecting tools were WHOQOL-BREF and a 
self-designed questionnaire to assess socio-demographic 
characteristics such as age, gender, self-reported medical 
history, exercise practice, eating habit, smoking, alcohol 
drinking, and working environment. The WHOQOL-BREF 
instrument is specifically focus on patients’ health aspect 
and well-being followed by reinforcing health care interven-
tion [13]. It was divided into four domains: physical,  
psychological, social and environment domains. The 
WHOQOL-BREF was constructed on a likert scale from 1, 
very poor or very dissatisfied to 5, very good or very satis-
fied. Questions in WHOQOL-BREF instrument that were 
categorized under each domain were summed up in a scor-
ing table to yield the final transformed scores.  
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C. Data Collection Method 

This study applied systematic random sampling; a sam-
pling technique of choosing individual through a standard 
sampling frame [14]. The study subjects were consented 
before enrollment into the study. The academicians’ roles 
were lecturer, assistant professors, associate professors and 
professors. The non-academician roles were general adminis-
tration officers, laboratory officers, cleaners and bus drivers. 
The participants were informed to collect their urine using 60 
ml urine container provided. The collected urine samples 
were analyzed using Automated Clinical Chemistry Analyzer 
c4000 Architect (Abbott). The UUA assay was selected to 
analyse the urine sample. The normal UUA level was 1480 
µmol/L to 4430 µmol/L. 

D. Data Analysis 

The collected data were analysed using SPSS statistics 
software (Ver.19). Chi-square test or Fisher’s exact test 
used to analyse the associations between socio-demographic 
background variables and UUA. Normality of distributions 
was tested using Kolmogorov-Smirnov test. The association 
between UUA levels, WHOQOL-BREF factors and socio-
demographic characteristics were investigated using stu-
dent’s t-test.  The scores for WHOQOL-BREF were 
summed up by using WHOQOL-BREF software. 

III. RESULTS 

A. A. Socio-Demographic Characteristics  

Hundreds academicians and non-academicians were 
enrolled into this study. The response rate was 60%. Table 1 
shows the socio-demographic characteristics.  

Table 1 Socio-demographic characteristics 

Characteristics Number (n) 
Gender 
Male 
Female 

 
57 
43 

Age Group 
21 – 30 
31 - 40 
41 - 60 

 
38 
45 
17 

Affiliation 
Academic 
Non-academic 

 
86 
14 

B. Urine Uric Acid Analysis 

Table 2 shows that majority of the academicians and 
non-academicians had a normal range of UUA levels 
(n=59); the chi-square test shown is 31.460 and p=0.0001 
 

 

(p<0.05). This indicates that there is a significant difference 
among low, normal and high UUA levels. 

Table 2 The Chi-square and p-value of UUA levels 

UUA levels Observed Expected Residual Chi-
square 

test 

p-
value 

Lowa 26 33.3 -7.3 31.460 0.0001 
Normalb 59 33.3 25.7 

Highc 15 33.3 -18.3 
Total 100   

Note:  
a = < 1480 µmol/L; b = 1480 µmol/L to 4430µmol/L; c = > 4430 µmol/L   

C. Association Between Self-reported Co-morbidities and 
UUA Levels 

Majority of the working adults did not report major co-
morbidities such as gout, type 2 diabetes, cardiovascular 
disease and urinary infection. There was no significant dif-
ference in the p-value. 

D. WHOQOL-BREF Analysis 

Figure 1 shows WHOQOL-BREF analysis. The highest 
mean score is for physical domain (domain 1) with mean 
value of 15.73.  

 

Fig. 1 Mean and standard deviation for WHOQOL-BREF domains  

E. Association Between QOL-BREF Domains and 
Affiliation 

Table 3 shows that all the four domains of QoL were sig-
nificantly associated (p-value <0.05) with affiliation. There 
was significant difference between WHOQOL-BREF four 
domains and affiliation as the p-value is less than 0.05. The 
mean and standard deviation value for all the four QoL 
domains in academicians were higher than non-
academicians.  
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Table 3 Association between QOL-BREF Domains Types with Affiliation 

Participants Academic Non-academic P-value 

Means SD Means SD  
Domain 1  
(physical) 

74.75 10.7 64.79 13.35 <0.05 

Domain 2  
(psychological) 

69.71 9.53 62.79 14.56 <0.05 

Domain 3 
(social  

69.37 12.8 60.11 17.04 <0.05 

Domain 4  
(environment) 

69.70 9.00 58.03 14.33 <0.05 

*The p-value is less than 0.05.  

F. Linear Regression Analysis 

Table 4 showed the physical domain entered into the re-
gression model at t < 0.05. Change in the UUA levels influ-
enced by a change in the physical domain. Correlation be-
tween the UUA variable and physical domain is 0.211. The 
R2 value 0.044 shows that 4.4% change in the uric acid 
variable is due to a change caused by the physical domain. 
The t-test result showed that there is a significant relation-
ship between UUA levels and the physical domain at t < 
0.05. The psychological, social and environment domains 
were not included in the regression model as the results 
were not significant.  

Table 4 Linear Regression Analysis 

Model R R square t Significant 
value 

Domain 1 0.211 0.044 2.135 0.035 
Domain 2 -0.081 N/A -0.645 0.520 
Domain 3 -0.122 N/A -1.122 0.265 
Domain 4 -0.014 N/A -0.109 0.913 

*The p-value of domain 1 is less than 0.05. The association between QOL-
BREF domains 1 (physical) with UUA levels is statistically significant.  

IV. DISCUSSION 

Our study revealed that there were no positive association 
found between UUA levels and socio-demographic characte-
ristics such as age, gender, and affiliation. There were no 
association found for self-reported QoL factors such as co-
morbidities, diet, alcohol consumption, smoking, exercise and 
work stress with UUA levels. However, the physical domain, 
which constitute of physical functioning was significantly 
associated with UUA levels.  

Fifty nine percent working people reported to have nor-
mal UUA level. Similarly, a study conducted on normal 
healthy subjects at Spain had normal range of 24 hours uri-
nary uric acid excretion [2]. This is because the subjects 
were healthy adults and had no associations with co-
morbidities [1,2]. 

The WHOQOL-BREF analysis showed that the physical 
domain has the highest mean ± SD. Furthermore, the  
 

physical domain was also positively associated with partici-
pant’s UUA levels (p<0.05). One study reported that the 
physical domain of quality of life had a lower score in gout 
patients [15]. This showed that poor physical domain has a 
significant impact in increasing the UUA level that lead to 
gout. 

In our study, academicians appeared to have a better QoL 
compared to non-academicians. This may be due to acade-
micians had more flexibility in the working environment 
compared to non-academicians who are mostly desk-bound. 
One study reported that academicians have  better QoL 
than non-academicians in a public university by using 
HRQOL and SF-36 questionnaires [16]. 

The limitations in our study are most of the participants 
recruited were academicians as most of the non-
academicians were not willing to participate, as they were 
busy with their job. This resulted in an imbalance number 
between academic and non-academic participants. Further-
more, the relationships among the four domains of QoL 
factors was not measured extensively and detailed in this 
study. Further study is required to examine the relationship 
among these factors. 

The strengths of our study are that the participants were 
recruited from a wide range of work nature in an academic 
institution. In addition, the WHOQOL-BREF instrument 
has been widely used cross-culturally. Furthermore, the 
WHOQOL-BREF instrument have been proved as a reliable 
instrument in gathering QoL data in a population to carry 
out multi-centre quality of life research, which is important 
for international epidemiological studies. 

V. CONCLUSION 

Our study revealed that physical domain of WHOQOL-
BREF has a significant association with UUA level in aca-
demicians and non-academicians. This finding concluded 
that physical related QoL factors such as activities of daily 
living, energy, sleep and work capacity were significantly 
associated with UUA level. 

ACKNOWLEDGEMENT 

We would like to thank the University Tunku Abdul 
Rahman (UTAR) for final year project and conference fund-
ing. We also would like to thank University of Malaya, 
Malaysia for research opportunity. 

CONFLICT OF INTEREST 

The authors do not have conflicts of interest 



Association Between Urine Uric Acid Levels and Quality of Life in Academicians and Non-academicians in UTAR, Kampar 121
 

 IFMBE Proceedings Vol. 56  
  

 

REFERENCES 

1. Choi H (2005) Purine-Rich Foods, Daily and Protein Intake, and the 
Risk of Gout in Men. New England Journal of Medicine 350:  
1093 – 1103. 

2. Puig J, Torres R, Miguel E, Sanchez A, Bailen R, et al. (2012) Uric 
Acid Excretion in Healthy Subjects: A Nomogram to Assess The 
Mechanisms Underlying Purine Metabolic Disorders. Metabolism 61: 
512 – 518. 

3. So A, Thorens B (2010) Uric Acid Transport and Disease. Journal of 
Clinical Investigation 120: 1791-1799. 

4. Lee S, Hirsch J, Terkeltaub R, Khanna D, Singh J, et al. (2009) 
Perceptions of disease and health-related quality of life among patients 
with gouts. Rheumatology: 1- S5  

5. Woo J, Swaminathan R, Cockram C, Lau A, Chan A (1994) 
Association between serum uric acid and some cardiovascular risk 
factors in a Chinese population. Postgraduate Medical Journal 70: 
486-491. 

6. Hirotsu C, Tufik S, Guindalini C, Mazzotti R, Bittencourt L, et al. 
(2013) Association between Uric Acid level and Obstructive Sleep 
Apnea Syndrome in a large epidemiological sample. Plos one 8. 

7. Becker M, Schumacher H, Benjamin K, Gorevic P, Greenwald M 
(2009) Quality of Life and Disability in Patients with Treatment 
Failure Gout. The Journal Of Rheumatology 36: 1041-1048. 

8. Schretlen D, Inscore A, Jinnah H, Rao V, Gordon B (2007) Serum 
uric acid and cognitive function in community dwelling older people. 
Neuropsychology 21: 136 - 140. 

9. Hirsch J, Terkeltaub R, Khanna D, Singh J, Sarkin A, et al. (2010) 
Gout disease-specific quality of life and the association with gout 
characteristics Patient Related Outcome Measures 1: 1 - 8. 

10. Sila-On A, Pavaro U, Nuchpramool W (1991) Serum and urinary uric 
acid levels in healthy subjects and in patients with urolithiasis. Journal 
Medical Association of Thailand 74: 3527-. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

11. Oh J, Choi W, Lee M, Han S, Song S, et al. (2014) The Association 
between Shift Work and Hyperuricemia in Steelmaking Male 
Workers. Annal of Occupational Environmental Medicine 26: 42 - 47. 

12. Bosco J, Greenleaf J, Kaye R, Averkin E (1970) Reduction of Serum 
Uric Acid in Young Men during Physical Training. The American 
Journal of Cardiology 25: 46 - 52. 

13. World Health Organization (WHO) (2004) The World Health 
Organization Quality of Life Assessment (WHOQOL): Position Paper 
from the World Health Organization. Social Science Medicine 41: 
1403 – 1409. 

14. (2009) Systematic Sampling. [online] Available at:  
https://explorablecom/systematic-sampling [Accessed 10 March 
2015]. 

15. Roddy E, Zhang W, Doherty M (2007) Is Gout Associated with 
Reduced Quality of Life? A Case-control study Reumatology 
(Oxford) 46: 1441 – 1444. 

16. Naslina N (2012) A Comparative Study of Health Related Quality of 
Life Among Academician – A Case Study. Statistics in Science, 
Business and Engineering (ICSSBE): 1 - 4. 

 
Corresponding author 
 

Annaletchumy Loganathan 
Department of Primary Care Medicine, Faculty of Medicine,  
University of Malaya, 50603 Kuala Lumpur, Malaysia 
Email:  annaletchumy@siswa.um.edu.my 
Tel:  +603-7949 2306 
Fax:   603- 7957 7941 
 
Department of Biomedical Science, Faculty of Science,  
Universiti Tunku Abdul Rahman, 31900 Kampar, Perak, Malaysia    
E-mail:  an18na03@yahoo.com 
Tel:   +605-4688888/4511 



 
© International Federation for Medical and Biological Engineering 2016 122
F. Ibrahim et al. (eds.), International Conference for Innovation in Biomedical Engineering and Life Sciences, 
IFMBE Proceedings 56,  
DOI: 10.1007/978-981-10-0266-3_25  

Screen Printed Impedance Biosensor for Cytotoxicity Studies  
of Lung Carcinoma Cells  

A.F. Mansor1, I. Ibrahim2, I. Voiculescu3, and A.N. Nordin1 

1 Department of Electrical and Computer Engineering, Kulliyyah of Engineering, IIUM Kuala Lumpur, Malaysia 
2 Department of Biotechnology Engineering, Kulliyyah of Engineering, IIUM Kuala Lumpur, Malaysia 

3 Department of Mechanical Engineering, School of Engineering, City College of New York, New York, USA 
 

Abstract— Electrical Cell-Substrate Impedance Sensing is a 
powerful tool for monitoring real time cells properties such as 
adhesion, mobility and cytotoxicity. In this study, a silver/silver 
chloride screen-printed impedance biosensor was developed to 
characterize A549 lung carcinoma cells growth in the presence 
of collagen I, Bovine. Collagen acts as an extracellular matrix 
(ECM) for A549 and promotes cell attachment. The sensor was 
incorporated with a culture well which was fabricated from 
polydimethylsiloxane (PDMS). A549 cells were cultured in the 
chambers and impedance measurements were taken at 12 
hours intervals for 120 hours. Cell Index (CI) were calculated 
from the impedance data and plotted in comparison with 
growth profile of the cells in T-flasks for validation of the sen-
sor’s functionality. A549 cells were also treated with anti-
tumor drug; Paclitaxel and its response were monitored over 5 
days. Experimental results show significant change in CI dur-
ing growth and death after exposure to Taxol, indicating that 
tumor growth was inhibited in the presence of Taxol. 

Keywords— Screen Printed Biosensor, A549, Paclitaxel,  
Silver/Silver Chloride Electrode, ECIS. 

I. INTRODUCTION  

Every year, mortality rates due to cancer increase, mak-
ing it the second leading cause of death around the world. In 
2012, there were 8.2 million deaths globally due to cancer 
[1]. Out of this figure, 19.4% of the deaths were caused by 
lung cancer making it the highest percentage of deaths 
amongst other types of cancer. This statistic indicates that 
lung cancer is the most lethal cancer among top five cancers 
in man. In Southeast Asia, the mortality rate of lung cancer 
was approximated to be 95 deaths per 100,000 people [2]. 

Chemotherapy is a common treatment for cancer that in-
volves infusion of drugs into patients. Paclitaxel or Taxol 
has been reported to effectively treat rapidly growing cancer 
cells such as lung and breast cancers [3]. Taxol was sourced 
from natural products therefore it can be considered as re-
newable and environmentally safe [4]. It is classified under 
the mitotic inhibitor type of drugs which prevent protein 
production of cancer cells needed for mitosis process [5]. 
Low blood count, hair loss, numbness and muscle pain are 
common side effects of this drug. Side effect on the patient 
can be minimized if drug dosage were individualized to 
each patient rather than using Body Surface Area (BSA) 
calculation for drug concentration determination [6]. 

Monitoring response of cancer cells to drug exposure is 
an important aspect of drug discovery. To avoid subjecting 
the patient to trial and error therapy, the usage of in vitro 
cytosensors is suggested to characterize the cells response to 
drugs. Cytosensors is a biosensor that uses living cells as 
sensing element and has the ability to detect changes in 
physiological state of cells based on its electrical characte-
ristic observation [1]. These sensors have been utilized in 
various research experiments because of its high sensitivi-
ties, fast responses and real-time capabilities [7]. Cytosen-
sors have also been successful to monitor primary cardi-
omyocyte [7], chicken embryonic fibroblasts [8], bacteria 
[9], and evaluation of breast cancer [10]. 

In this paper, a screen-printed biosensor was developed to 
characterize the growth of lung carcinoma cells and its re-
sponse to Taxol. The growth of the cancer cells can be moni-
tored by observing the impedance measurement. Impedance 
measurements are directly proportional to cell adhesion and 
coverage on the electrodes; higher impedance indicates high-
er coverage of cells on the electrodes. Cell index was calcu-
lated from the impedance results and plotted to describe the 
activities of cells on electrode over the whole duration of the 
experiment. The aim of the study was to develop a low cost 
screen printed biosensor with high sensitivity and reliability 
for monitoring cancer cells and its response to drugs. 

II. IMPEDANCE BIOSENSOR 

Impedance biosensor is a sensor that converts the biologi-
cal response into an electrical signal (impedance). Impedance 
was observed as an electrical parameter that can indirectly 
monitor cells metabolic activity, cell adhesion on surfaces, 
responses to drugs and cytotoxicity test [11, 12, 13].  

 

 

Fig. 1 Screen printed sensor with PDMS culture well. 
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Electrical Cell-Substrate Impedance Sensing (ECIS) is 
one of the methods introduced by Giaever and Keese to 
study cell growth based on its attachment with the electrode 
[14, 15]. With the help of extracellular matrix (ECM) 
coated on the electrodes, cells will adhere to the electrode 
surface and over time will proliferate, covering the entire 
electrode surface. At low frequencies, cell membrane will 
restrict current flow from the electrodes to its surrounding 
due to the cell membrane’s insulating properties. These 
cause cells to behave as dielectric particles causing increas-
es in impedance with increased coverage of cells on elec-
trode [16]. Diseased or dead cells will alter cells membrane 
properties such as losing its adhesion strength and insulating 
properties making the impedance dropped over time. These 
make impedance biosensor to be perfect in monitoring cyto-
toxicity of cancer cells. 

In theory, in vitro studies for mammalian cell culture mim-
ic in vivo condition of cells in humans [17]. ECM is frequent-
ly used as a coating to the electrode or substrate in order to 
enhance cells attachment to the surface. For this work, a natu-
ral biological ECM was used which is collagen type I, Bovine 
as the adhesion factor for A549 lung carcinoma. 

Silver/silver chloride is the most common type of elec-
trode used in research and industry due to its low cost and 
simple fabrication. This material is usually made as refer-
ence electrode for sensors due to its high stability [18]. Sil-
ver/silver chloride was normally used as a reference elec-
trode together with working electrode materials of platinum 
and gold which has higher conductivity but much more 
costly compared to silver. In this work, a high conductivity 
silver/silver chloride paste purposely made for medical 
diagnostic and environmental sensor application was pur-
chased and solely used as working electrode material with-
out addition of any other material.  

Polydimethylsiloxane (PDMS) is silicon based organic  
polymer that commonly used in microfluidic channel. It has 
many advantages compared to silicon and glass. Physically, 
PDMS is a flexible, transparent, easy fabrication and inexpen-
sive material that offer bio-compatibility due to its non-toxic 
properties [19].  PDMS has been used widely in medical and 
biological researches including research on cancer cells such as 
MDA-MB-231 breast cancer cell [20, 21], MCF-7 breast can-
cer cell [21] and HEP G2 liver cancer cell [22].  

III. MATERIALS AND METHODOLOGIES 

A. Cell Culture, Thin Coating Film and Drug Treatment 

A549 Lung Carcinoma cell lines, (ATCC® CCL185™) 
were obtained from the American type Culture Collection 
(ATCC, Manassas, VA, USA), maintained and cultured in 
Dulbecco’s Modified Eagle Medium, DMEM (Gibco, Pais-
ley, UK) supplemented with 10% (v/v)  heat inactivated fetal 

bovine serum (FBS; Gibco), and 10% concentration of anti-
biotics. The culture medium was changed every 2-3 days. 
The A549 cells were incubated under standard cell culture in 
CO2 incubator at 37 °C in an atmosphere containing 5% car-
bon dioxide, CO2. About 5x103 cells/ml A549 cell lines were 
added to each sensor well for experimental purposes. 

Collagen I, Bovine (Gibco, UK) was diluted to 50 mg/L in 
0.02 M acetic acid (Merck, Germany) adjusted to final 
volume needed. The solution was added on the biosensor at 
200 µg per cm2. The sensor was then incubated at room 
temperature for 1-2 hours. Excess solution of the collagen 
was aspirated from the biosensor carefully before adding cells 
into the well. 

The drug used for cytotoxicity testing is the Paclitaxel or 
known as Taxol (Gibco; Paisley, UK). The final concentra-
tion of Taxol with IC50 value 0.857µg/ml was infused im-
mediately to the cell suspension prior to cell seeding and cell 
culture on the electrodes [1]. The response of cells to the 
drugs was plotted as cell index number in the next section. 

B. Sensor Fabrication 

The sensors used in this experiment were screen-printed 
sensor silver/silver chloride electrodes on a standard glass 
slide. Screen printing machine, equipment and frame of 
polyester with 150 threads/inch mesh with 10µm emulsion 
thickness was obtained from Jujo Technology Resources. 
The silver/silver chloride paste was obtained from The 
Gwent Group. An Interdigital Transducer (IDT) design was 
used as electrode design for the sensor. During the printing 
process, substrate (glass) will be placed under the design of 
the mesh. Ink paste was poured on top of the design and 
pressed using a squeegee. The ink was deposited on the 
glass surface following shape of the pattern. The ink was 
cured in a box oven of 80°C for 25 minutes. Each glass 
slide contained five individual sensors that can be used 
simultaneously in an experiment. 

PDMS was used to create the culture well for the cells. 
PDMS was weighed and mixed with curing agent in ratio of 
10:1. It was left overnight in a close container to make it 
solid. Once harden, the PDMS was cut to fit the electrodes 
size, punched to make well on top of the electrode, glued on 
the glass using another liquid PDMS and left overnight to 
dried and harden. Once cells have been cultured inside, the 
wells will be covered by another solid PDMS layer to avoid 
contamination on the cells. 

C. Impedance Measurement 

The impedance was measured at frequency of 40 Hz for 
every 12 hours up to 120 hours by using the Agilent Precision 
Impedance Analyzer 4294A. The readings obtained were in 
term of impedance value, Z and phase angle, θ. The data was 
analyzed and calculated to plot the cell index number. 
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IV. EXPERIMENTAL RESULTS 

The data obtained from impedance analyzer were in the 
form of impedance and phase. The resistance value can be 
calculated from these two parameters using the following 
equations:  

 

     | | √                        (1) 

                                            (2) 
 

where Z indicates the impedance, θ indicates phase, R is 
Resistance and X is Reactance. Cell Index (CI) can be used to 
express the activities of cells occurred on the surface of the 
electrode. Determination of resistance value was required to 
further calculate the CI of the cell growth based on the 
equation [23]: 
  max ,.. 1             (3) 

 
where Rb indicates the frequency-dependent resistance of the 
media, and Rcell indicates the frequency-dependent resistance 
of the cells. Variations of CI will determine the cells attribute 
of adhesion to electrode surfaces, cells spreading and cell 
proliferation. CI was plotted as in figure below. 
 

 

Fig. 2 Cell Index (CI) for A549 Cell Growth. Values are average of 5 sets 
of experiments at two different times 

From impedance measurement and CI observation, the 
number of cells slowly grew from time 12 hours to 72 hours. 
Between time 72 hours to 96 hours, cells started to rapidly 
proliferate, resulting in significant increase of CI. Slightly 
fluctuation in the growth curve during this time is due to cell 
motility, which is the migration or movement of cells along  
 

 

the electrode surface or within cells causing current flows 
differ for each time [15]. The cells achieved full confluence at 
96 hours. After 96 hours, impedance started to drop indicat-
ing cells undergo death phase, in which the cells alter its 
membrane properties and start to detach from the substrate. 
The impedance measurements were also compared with the 
growth profile obtained using conventional T-flasks mea-
surements as shown in Fig. 3 below. Although cell index 
values from the impedance measurements were different 
from the T-flask measurements, the general trend of the graph 
is similar. 

 

 

Fig. 3 Comparisons of CI with growth profile of A549 

The growth (lag and log phase) is occurs between time 
12 hours to 72 hours. During this period, cells attach to the 
electrode surface and start to proliferate. The highest num-
ber of cells counted was at time 96 hours; proportional to 
the peak CI measurement of the cells. These observations 
validate the functionality and accuracy of the sensor as a 
reliable tool for monitoring cell activities. Sensitivity of the 
sensor may be a bit lower, ranging from 2 to 5 CI measure-
ments compared to currently established cell sensing system 
such as RT-CES, ranging from 2 to 8 CI measurements for a 
same set of cells [23]. However, this sensor will greatly 
reduce the cost as it offers high reproducibility rate and 
mass fabrication. 

The experiment proceeded with drug testing (Taxol) on 
A549 cancer cells cultured on the sensor. Taxol were in-
fused in suspension A549 cells directly before cultured on 
the sensor. The CI for treated was plotted as in figure 4 
below. 
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Fig. 4 CI for Drug Treated A549. Values are average of 5 sets of experi-
ments at two different times. 

CI for drug testing shows substantial decrease over time. 
The drug used was an anti-tumor drug that prevents protein 
production needed by cancer cells to grow allowing the cells 
to die naturally. Since the growth phase of the cells starts at 
24 hours, it is expected that the CI first increases (< 24 hours) 
and would have enough time to adhere on electrode surfaces.  

After 24 hours, graph shows decrement of CI up to 50% 
from beginning of experiment till the end. This sensor proven 
to be compatible with drug testing. The large error bars taken 
over measurements of 5 sets of data indicate that there is still 
work to be done on to improve the design of the sensor such 
that such large deviations do not occur between sensors.  

V. CONCLUSIONS  

In conclusion, this study has demonstrated a screen-
printed silver/silver chloride impedance biosensor that can 
monitor A549 lung carcinoma cells activities and cytotoxic-
ity test. Silver/silver chloride electrode has shown compati-
bility as a working electrode due to its cost effectiveness 
and good conductivity. However, compatibility of different 
silver inks need to be tested to ensure that impedance mea-
surements are more reliable with less variation. Screen 
printed has the potential as personalized sensors as it pro-
vides a rapid, real time, continuous, label free, reliable and 
low cost diagnostic tools for chemotherapy drug screening. 
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Abstract— Early treatment of sepsis can reduce mortality 
and improve a patient condition. However, the lack of clear 
information and accurate methods of diagnosing sepsis at an 
early stage makes it become a significant challenge. The deci-
sion to start, continue or stop antimicrobial therapy is normal-
ly base on clinical judgment since blood cultures will be nega-
tive in the majority of cases of septic shock or sepsis. However, 
clinical guidelines are still required to provide guidance for the 
clinician caring for a patient with severe sepsis or septic shock. 
Guidelines based on patient’s unique set of clinical variables 
will help a clinician in the process of decision making of suita-
ble treatment for the particular patient. Therefore, biomarkers 
for sepsis diagnosis with a reasonable sensitivity and specificity 
are a requirement in ICU settings, as a guideline for the treat-
ment. Moreover, the biomarker should also allow availability 
in real-time and prediction of sepsis progression to avoid delay 
in treatment and worsen the patient condition. 

Keywords— sepsis, sepsis score, neural network, ICU. 

I. INTRODUCTION  

Sepsis is described as a clinical syndrome with the pres-
ence of infection and systemic inflammatory response, 
SIRS. The infection in sepsis is a pathologic process that 
caused by the invasion of normally sterile tissue or fluid or 
body cavity by pathogenic microorganisms [1]. However, 
the presence of SIRS may or may not indicate the presence 
of sepsis. This is because SIRS can be triggered by a variety 
of infectious and noninfectious conditions such as condi-
tions of a patient with burns and pancreatitis. 

Organ failure is highly associated with sepsis [2]. It is the 
condition where the patient may suffer acute respiratory 
failure, acute renal failure, cardiovascular failure and/or 
other organ dysfunctions. Additionally, multiple organ fail-
ure, MOF is one of the leading causes of ICU mortality [3], 
regardless of etiology and cause. The number of patients 
with sepsis increases significantly each year as well as the 
number of sepsis-related deaths [4, 5]. 

Early diagnosis is critical because early interventions 
have been documented to reduce mortality from 46.5% to 
30.5% [6] and thus show significant potential. Moreover, 
early goal-directed resuscitation is recommended for the 

septic patients, particularly during the first 6 hours after 
infection recognition and administration of broad-spectrum 
antimicrobials therapy within 1 hour of the recognition of 
septic shock [7, 8]. Equally, almost 50% of all sepsis that is 
clinically defined is culture negative [9]. Hence, the ability 
to recognize infection and diagnose sepsis as early as possi-
ble will consequently improve mortality outcome and pa-
tient condition. 

However, to initiate antimicrobial therapy and antibiotic 
administration can cause significant delay due to the process 
of obtaining appropriate cultures. This process requires 
incubation and standard procedures that result in a delayed 
outcome of 2-3 days. Additionally, at least two blood cul-
tures recommended to be obtained prior to antibiotics [7, 8]. 
Therefore, identifying infection and consequently diagnos-
ing sepsis is a challenging process in critical care. The aim 
of this study is to test several potential biomarkers and sets 
of common clinical data used in sepsis diagnosis. An artifi-
cial neural network is used to determine their predictive 
ability. Successful outcomes may provide useful diagnos-
tics, and those sets that do not succeed, indicate data for 
which no clear pattern or diagnostic efficacy exists. 

II. METHODS 

A. Clinical Data 

Data used in this study consists of sepsis-related clinical 
data, such as body temperature, respiratory rate, urine out-
put, blood glucose levels, blood culture results, and further 
laboratory results indicating white blood cell count. These 
metrics are related to the immune response to infection 
(temperature, heart rate and respiratory rate) and organ fail-
ure (mean arterial blood pressure and urine output), which 
are the core aspects defining sepsis. Ethics approval to col-
lect, audit and use this data under informed consent was 
obtained from the Upper South Regional Ethics Committee, 
New Zealand.  

The clinical data were collected during a specific sepsis 
study from the Intensive Care Unit (ICU) of Christchurch 
Hospital. There were 30 sepsis patients selected for this 
study. A total of 7505 data points were gathered from the 30 
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Table 3 Mean average testing results using individual clinical input 

Input variables MSE PPV NPV Sensitivity Specificity 

Temperature 0.641 67.5 40.3 93.1 9.9 

HR 0.645 70.6 60.3 96.0 18.6 

RR 0.571 67.2 16.7 99.9 0.3 

Urine output 0.594 67.0 49.9 97.3 2.4 

MABP 0.704 66.7 16.0 90.8 6.3 

Table 4 Neural network results using several clinical parameter 

Data set MSE PPV NPV Sensitivity Specificity 

A 0.647 60.6 75.9 85.3 45.4 

B 1.201  81.2 65.2 96.6 22.4 

C 0.837 58.4 55.8 70.1 43.1 

D 0.867 80.7 45.5 88.9 30.5 

E 0.510 85.4 33.1 69.9 55.5 

Mean 0.812 73.3 55.1 82.2 39.4 

 
 

improved to a mean average of 39.4 whereas sensitivity is 
slightly reduced to a mean average of 82.2. PPV and NPV 
also show some improvement with a mean average of 73.3 
and 55.1, respectively.  

IV. DISCUSSIONS 

Sepsis and its complications contribute to the high mor-
tality rates in the ICU [12,13]. Predicting sepsis in critical 
care is a great challenge. To date, there is no specific bio-
marker developed that can represent or predict the occur-
rence of sepsis with any better accuracy. Blood culture tests 
are still considered as the gold standard for confirmation of 
infection. However, even there, only 51% of sepsis cases 
are positively identified [4]. Automated culturing systems 
are also used for bacteria detection in sepsis diagnosis by 
determining the solution pH or the presence of CO2. How-
ever, this method requires 11-31 hours for detection [9] and 
is thus neither earlier than clinical practice nor real-time.  

Table 2 Neural network results using individual clinical input parameters 

Input variables Data set MSE PPV NPV Sensitivity Specificity 

 A 0.833 48.2 17.2 93.5 1.3 

 B 0.472 77.9 39.1 98.8 2.7 

Temperature C 0.792 50.9 39.1 87.6 3.7 

 D 0.661 79.4 71.1 97.9 16.8 

 E 0.447 81.3 35.1 87.5 25.1 

 A 0.625 49.6 - 100.0 0.0 

 B 0.469 77.7 0.0 99.9 0.0 

Respiratory rate C 0.682 53.2 0.0 99.8 0.0 

 D 0.676 76.9 83.3 99.9 1.4 

 E 0.403 78.8 - 100.0 0.0 

 A 0.990 54.1 90.7 98.1 18.1 

 B 0.448 84.5 57.9 91.3 41.8 

Heart rate C 0.612 57.3 89.2 98.3 16.5 

 D 0.772 76.3 12.5 96.3 1.7 

 E 0.402 80.8 51.1 96.1 15.0 

 A 0.641 49.7 66.7 99.6 0.8 

 B 0.478 77.0 40.0 99.2 1.8 

Urine output C 0.672 53.4 100.0 100.0 0.4 

 D 0.707 76.8 29.4 97.9 2.8 

 E 0.472 78.0 13.4 89.6 6.0 

 A 0.619 49.6 50.0 99.9 0.1 

 B 0.595 77.6 0.0 99.7 0.0 

Mean arterial blood pressure C 0.730 53.3 - 100.0 0.0 

 D 0.998 76.3 22.5 73.4 25.4 

 E 0.580 76.1 7.7 80.8 6.0 
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In this analysis, several clinical variables are used to 
identify the relation between the variables and sepsis score. 
The tests of clinical variables on predicting sepsis score 
suggest that clinical data, such as hourly urine output, 
MABP, temperature, RR, and HR add value, but cannot 
create a significantly improved biomarker. In particular, 
while PPV values were 66.7-70.6%, NPV values of 16.0-
60.3% mean that sensitivity and specificity do not exceed 
99.9% and 18.6%. These values are not much better than 
clinical experience.  

It should be noted that the clinical variables recorded 
might change because of several factors. For example, 
changes in patient condition or patient reaction towards 
treatment such as drugs and inotropes, unrelated to sepsis, 
cleared the issue significantly. Moreover, clinical variables 
may not change at the same rate for every patient, as their 
condition evolves. Therefore, and as seen from the results, 
the recorded clinical variables are, at least sometimes, po-
tentially misaligned to the hourly sepsis score calculated for 
this analysis.  

Additionally, the plot in Fig. 1 suggests that sepsis scores 
vary and may change rapidly over an hourly interval. Pa-
tient 1 had a rapid change from 3 to a score of 1 and vice 
versa over a short time interval. This may contribute to the 
instability factor of sepsis score, which might contribute to 
an insignificant relation of hourly sepsis score to the clinical 
variables used in the analysis. Moreover, clinical symptoms 
frequently exist even if the patient is free from infection or 
sepsis. It is thus a challenge to look at clinical variables, 
such as temperature, MABP, and RR, as these values may 
change due to several factors changing in a particular pa-
tient and not just due to sepsis. In addition, the change in 
variables may be different between patients with the same 
degree of sepsis, creating further difficulty in beating clini-
cal practice. 

V. CONCLUSIONS  

Limited diagnostic methods have prevented a significant 
improvement in early diagnosis and treatment. Thus, it lim-
its the ability to reduce mortality and cost. Currently, an 
experienced clinician is the best diagnostic and best able to 
consider, accurately, all the relevant data. Only a blood 
culture test is considered a gold standard test for determin-
ing sepsis, even though over 50% of diagnosed sepsis is 
culture negative. Equally, blood culture tests require 1-3 
days to obtain the result, which is also far too slow.  

Importantly, criteria of a successful biomarker of sepsis 
must be accountable for diagnosis at a quick rate with a 
reasonable sensitivity and specificity that exceeds 80% of 
experienced clinicians [14]. Capturing and analyzing typical 
ICU data for the diagnostic is a second requirement for a 

real-time diagnosis, rather than relying on laboratory testing 
that may take up to 48 hours. Moreover, an additional crite-
rion for a biomarker is to have a reasonable cost. Finally, 
considering the patient condition and the risk of mortality, a 
noninvasive diagnostic procedure would also be suitable to 
be implemented in clinical settings [15].  

This study analyzed the potential of several available pa-
rameters captured in typical ICU settings as a possible bio-
marker for sepsis diagnosis. A flexible neural network 
framework showed that none, either alone or in combina-
tion, provided an improvement over current conditions and 
capability. Hence, it may be at least initially concluded that 
either a more powerful framework is needed to detect and 
discriminate sepsis status or that a more optimal biomarker 
is still needed. 
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Abstract— Asynchronous events (AEs) during mechanical 
ventilation (MV) breathing support can lead to poor 
respiratory mechanics estimation, as the patient’s attempts to 
breath affects the measured airway pressure and flow. An 
algorithm that allows improved model-based estimation of 
respiratory system elastance, Ers during asynchronous volume-
controlled MV was developed. This method reconstructs a 
pseudo airway pressure waveform for each breath, that is 
similar to a breath that was unaffected by asynchronous 
efforts. The reconstructed waveforms can be used to estimate 
true respiratory system mechanics. To test the proposed 
algorithm, 10 retrospective airway pressure and flow datasets 
were obtained from 6 MV patients. Each dataset contains 475-
500 breaths. Of the 9/10 datasets which contained AEs, 8 
experienced a decrease in Ers mean absolute deviation (MAD) 
and the 5th-95th range (Range90) after pressure reconstruction. 
The median [maximum (max), minimum (min)] decrease in 
Range90 divided by median elastance, was 51.3% (67.4%, -
16.7%). Additionally, the median elastance for reconstructed 
breaths in these datasets moved closer to the true, non-
asynchronous, elastance value. The median elastance change 
was 48.7% closer towards the true value, with a maximum 
shift of 93.4%. The one dataset which did not experience an 
improvement was found to have a varying pressure amplitude 
indicative of external factors affecting the MV treatment, 
rather than a deficiency in the pressure reconstruction. The 
algorithm demonstrates the ability to consistently enhance 
elastance estimation in MV patients. 

Keywords— Respiratory mechanics, asynchrony, 
mechanical ventilation, parameter identification. 

I. INTRODUCTION  

Mechanical ventilation (MV) partially or fully replaces the 
work of breathing in patients with respiratory failure, to allow 
the patient to recover from their underlying disease [1]. Pa-
tient-ventilator interaction is an important aspect during ven-
tilation where these interactions can influence patient care 
and outcomes. Poor patient-ventilator interaction results in an 
increase in the number of asynchronous events (AEs). Hence, 
the quality of patient-ventilation interaction can be quantified 
by the number of AEs that occur during MV support [2, 3]. 

Personalized respiratory support by MV relies on an accu-
rate assessment of respiratory mechanics. However, the accu-
rate identification of respiratory mechanics is inhibited by the 
presence of spontaneous AEs. AEs occur when a patient’s 
breathing demand is not synchronized with ventilator support. 
Frequent AEs can lead to sub-optimal MV and other compli-
cations including patient discomfort, need for additional seda-
tion, increase the duration of MV and associated with higher 
mortality [2, 3, 4]. AEs induce random external effects to the 
airway pressure and flow profile and prevent the correct iden-
tification of underlying respiratory mechanics [5, 6]. These 
effects cannot be isolated without the use of additional inva-
sive measuring tools or specific model-based approach for 
respiratory mechanics estimation. 

When an AE occurs during a volume controlled breathing 
cycle, the typical airway pressure profile is altered, resulting 
in an M-wave airway pressure profile, rendering it unsuitable 
for accurate parameter identification of the respiratory me-
chanics [7, 8]. In a recent study, Redmond et al. proposed a 
pressure reconstruction method to reduce the impact of these 
M-wave asynchronies on respiratory mechanics estimation 
[9]. This method super-imposes several continuous breathing 
cycles to extend the segment of a breathing cycle not affected 
by asynchronies, allowing better model-parameter identifica-
tion. However, this method only tested on issues identifying 
respiratory mechanics for breathing cycle with machine in-
duced reverse triggering [10]. Furthermore, it was not able to 
provide respiratory mechanics estimation if consistent asyn-
chrony occurs during early breathing and does not improve 
data quality or extend available breath segments. Thus, there 
is a need of a more robust reconstruction method to identify 
the underlying respiratory mechanics. 

In this study, an iterative interpolative pressure recon-
struction (IIPR) method is proposed. This method identifies 
the presences of AE in the airway pressure during volume 
controlled ventilation and reconstructs the pressure itera-
tively through a series of airway pressure filling. This me-
thod will yield a pseudo airway pressure unaffected by  
spontaneous breathing or asynchrony and can be used for 
respiratory mechanics estimation. 
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II. METHOD 

A. Patient Data 

Retrospective data from patients who received MV in the 
Christchurch Hospital intensive care unit (ICU) were used 
in this study. The patients were ventilated using synchron-
ous intermittent mandatory ventilation (SIMV) volume 
controlled mode (tidal volume = 6-8 ml/kg) using a Puritan 
Bennett 840 ventilator [11]. Data from 6 patients were  
included in this study, providing 10 datasets each having 
475-500 breathing cycles. All data were sampled at 50 Hz 
and processed using MATLAB (R2014a, The Mathworks, 
Natick, Massachusetts, USA). The use of the data was  

approved by the New Zealand Southern Region Health and 
Disability Ethics Committee.  

B. Reconstruction Method 

This section presents the iterative interpolative pressure 
reconstruction (IIPR) method. This method extends Da-
manhuri et al.’s simple airway pressure filling method [12], 
to improve airway pressure reconstruction. Fig. 1 shows an 
example of how the airway pressure for an asynchronous 
breathing cycle is reconstructed iteratively to a ‘non-
asynchronous’ airway pressure that can be used for respira-
tory mechanics estimation. The sequence of IIPR is shown 
below: 

 

 

 

Fig. 1  Airway pressure plots for each step of iterative interpolative pressure reconstruction (IIPR) process 
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Step 1) Locating the shoulders of the airway pressure: 
First, the locations of the left and right shoulders of the 

airway pressure curve are identified. The right shoulder 
signifies the end of inspiration and corresponds to the zero-
crossing of the flow data. A first approximation to the loca-
tion of the left shoulder is found by taking the maximum of 
the shear transform [13] between the first data point and the 
point of maximum pressure, indicated by the dashed line in 
Fig. 1, Step 1. The shoulders locations are shown with 
crosses. 

For more reliable identification of the left shoulder, a 
second shear transform is performed. The left shoulder is 
defined as the location of the maximum of the shear trans-
form between the first data point and a quarter of the way 
between the first approximation to the shoulder and the end 
inspiratory point. For most cases the final identified location 
of the left shoulder and the first approximation will be the 
same. 

Step 2) First model fitting to single compartment model: 
A single compartment linear lung model shown in Equa-

tion (1) is then fitted to the data using an integral based 
linear regression method [14, 15], indicated by the dashed 
line in Fig. 1, Step 2.  
 

Paw(t) = ErsV(t) + RrsQ(t) + P0  (1) 
 
Where Paw is the airway pressure, t is time, Ers is the res-

piratory system elastance, Rrs is the respiratory system air-
way resistance, V is the tidal volume, Q is the air flow and 
P0 is the offset pressure [15] or positive end-expiratory 
pressure (PEEP) if there is no auto-PEEP. The model is 
fitted between the two identified shoulders to avoid non-
physiological changes in airway resistance and respiratory 
system elastance induced by the mechanics of the ventilator. 
The P0 or PEEP is defined as the minimum pressure be-
tween the first data point and the end inspiratory point.  

Step 3) Locating patient-induced effort: 
The intersections between the pressure data and the fitted 

curve are identified. Intersections due to asynchrony are 
selected based on the gradient of the pressure curve at the 
crossings. If the gradient is either less than zero or less than 
the gradient of the dashed line linking the two pressure 
shoulders, the crossing is detected as asynchronous. If the 
asynchronous crossing is followed by another crossing, the 
two crossings are recorded as a pair, corresponding to an 
asynchronous event. The asynchronous crossings are shown 
in Fig. 1, Step 3 as ‘+’ signs. 

The minimum sheared pressure is then found between the 
crossings. The sheared minimum is found by first taking  
the shear transform between the two pressure shoulders to 

account for the possibility of a non-square pressure wave. 
This minimum point is shown in Fig. 1, step 3 as a ‘o’. 

Step 4) Reconstruction by reduction of patient-induced ef-
fort: 

The lines connecting the sheared minimum point to the 
identified asynchronous crossings are then extrapolated 
until intersections with the pressure curve are found. To 
reduce the gradient of these lines slightly, providing more 
reliable intersections, these lines begin from the points on 
either side of the pressure minimum rather than from the 
minimum point itself. These lines are represented by the 
dotted lines in Fig. 1, Step 4. 

The points on the pressure curve which are a maximum 
orthogonal distance above these lines are identified as the 
asynchrony shoulders, seen in Fig. 1, Step 4 as crosses. 
Hence, these points can be found by taking the shear trans-
form along the dotted lines. 

Step 5) Major airway pressure reconstruction: 
The identified asynchrony shoulders are then used to 

construct part of the new airway pressure curve. This step is 
achieved by joining the asynchrony shoulders with a 
straight line. This part of the construction is shown by the 
dotted line in Fig. 1, Step 5. 

Step 6) Minor airway pressure reconstruction: 
It is evident from Fig. 1 Step 5, that only the largest 

asynchrony is accounted for with the initial reconstruction. 
A complementary method of reconstruction is utilized for 
the right side of the curve. The initial expiratory pressure 
gradient is projected upwards until it meets the pressure of 
the last detected asynchronous crossing. This expiratory 
gradient is evaluated using a first-order forward difference 
two points after the right pressure shoulder. If this line cuts 
through the pressure curve, the maximum values of corres-
ponding points of two curves are taken. This early pressure 
reconstruction is shown in Fig. 1, Step 6.  

This method of reconstruction is also carried out for the 
left hand side of the pressure curve in some situations. If the 
first identified asynchrony crossing is lower than half way 
between the left pressure shoulder and the point immediate-
ly previous, an early asynchrony is identified. Reconstruc-
tion of the left side is carried out only if an early asynchrony 
is detected, to avoid unnecessary over-construction of  
pressure. 

Step 7) Redefining the non-patient effort induced airway 
pressure: 

The provisional reconstructed pressure is then set as the 
maximum of the two methods. This is shown in Fig. 1, Step 
7 as the dotted line. 
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Step 8) Single compartment model refitting: 
The single compartment lung model can then be fitted to 

the new reconstructed pressure, displayed in Fig. 1, Step 8. 
If the area between the newly fitted and the non-constructed 
pressure data is over a threshold of 4.5% of the area of the 
reconstructed pressure above PEEP, the breath is classed as 
asynchronous and an iterative method will ensue. This thre-
shold was chosen by comparing the sensitivity of the algo-
rithm with manual detection. If the breath is not classed as 
asynchronous, the final pressure curve used to calculate 
respiratory system elastance, Ers will be the original raw 
pressure data. Therefore the correct model fit for a non-
asynchronous breath is set as the initial model fit. 

Step 9) Iterative airway pressure reconstruction: 
In the case of this breath, the area under the new fitted 

curve is great enough that the breath is classed as asynchron-
ous and therefore more iterations occur. The asynchronous 
crossings between the newly fitted and the provisional re-
constructed pressure are identified. These crossings are used 
in the same way as before to obtain the next iteration of the 
reconstructed pressure. This new provisional reconstructed 
pressure is shown in Fig. 1, Step 9 as the upper solid line. 

The algorithm reconstructs pressure by using the model fit 
to force the pressure reconstruction upwards. Convergence is 
determined by taking the area between successive iterations. 
If the area between the new model fit and the raw pressure 
data, as a percentage of the reconstructed pressure area above 
PEEP, does not change by more than 4.5% between 
successive iterations, convergence is deemed to be met. This 
threshold was chosen to be consistent with the threshold to 
iniate iterative pressure reconstruction process. 

It is important to note that the characteristic of 
asynchrony, such as timing or magnitude varies intra and 
inter-patient. Thus, the example shown in this section is 
only one of many cases that the algorithm will respond to. 
The final reconstructed pressure is shown in Fig. 2, with the 
thicker line representing the reconstructed pressure. 

C. Data Analysis 

Respiratory mechanics: The pseudo airway pressure gen-
erated by IIPR and the original airway pressure are used for 
respiratory mechanics estimation. These estimated respira-
tory mechanics (mainly Ers) are compared. A two sample 
Kolmogorov-Smirnov significance test is used to test the 
difference of Ers distribution, with p-value < 0.05 consi-
dered as statistically significant. 

Variation and spread analysis: To analyze the spread and 
variation of the estimated parameters, the mean absolute 
difference (MAD) and Range90 is calculated. Range90 is 
the difference between the 95th percentile and the 5th percen-
tile of the parameter distribution. To normalize the results, 
 

the Range90 value was divided by the median non-
asynchronous Ers. Hence, the spread or the range of the 
parameter can be quantified and compared within different 
datasets.  

 

Fig. 2 Final pressure curve reconstructed with IIPR, showing intermediate 
steps as dotted lines 

III. RESULTS 

The pressure reconstruction algorithm was tested on ten 
datasets containing 475 to 500 breaths. Fig. 3 shows differ-
ent types of airway pressure altered by asynchronous 
breathing cycles compared to the airway pressure after itera-
tive interpolative pressure reconstruction.  

 

Fig. 3 Four different examples of pressure reconstruction using IIPR from 
two different patients 
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Table 1 displays the associated median respiratory sys-
tem elastance, Ers of all asynchronous breaths before and 
after reconstruction alongside the median of the non-
asynchronous breaths. Likewise the Range90, and the MAD 
were calculated for the original and reconstructed set of 
breaths.  

The cumulative distribution function (CDF) plots for Ers 
of the original and reconstructed breaths of four datasets, 
Dataset 1, 8, 9 and 10, are displayed in Fig. 4.  

 

Fig. 4  Cumulative distribution (CDF) plots of the initial and reconstructed 
Ers for Datasets 1, 8, 9 and 10. Dataset 8 contained no AEs 

IV. DISCUSSION 

The IIPR method recreates a pseudo airway pressure that 
was not affected by asynchronous breathing and was used to 
estimate the breath-specific Ers. Without the application of 
invasive measuring tools, the true underlying respiratory 
mechanics (Ers) for an asynchronous breath may not be esti-
mated. However, it is noted that the value of Ers is unlikely to 
change significantly from breath-to-breath if there is no ex-
ternal disturbance or changes in MV settings. Thus, the vali-
dation process is performed by comparing Ers during AE 
reconstruction and non AE breathing cycles. Additionally, a 
reduction in variability of elastance after reconstruction indi-
cates an improvement in respiratory mechanics estimation. 
After iterative interpolative pressure reconstruction (IIPR), 
the mean absolute deviation (MAD) of Ers was shown to 
decrease in 8 of 10 datasets containing AEs. A decrease in 
MAD indicates a reduction in the variability of Ers. This va-
riability is caused by asynchrony and thus, a reduction in 
variability, or MAD suggests improved patient Ers estimation. 
The median [maximum (max), minimum(min)] decrease in 
mean absolute deviation, not including Dataset 8 which con-
tained no AEs, was 39.5% [68.9%, -60%].  

For all datasets with a decrease in MAD, it was found 
that the Range90 for Ers also decreased. The median [max, 
min] decrease in the 5th to 95th percentile Ers range divided 
by median Ers not including Dataset 8 which contained no 
AEs, was 51.3% (67.4%, -16.7%). Dataset 10 contained the 
least asynchronous events, with 103 breaths requiring re-
construction. Correspondingly, this set has the smallest 
change in mean absolute deviation and in the 5th to 95th 
percentile range, indicating that the algorithm has a minimal 
effect on non-asynchronous breaths. 

Dataset 8 contained no asynchronous events and as ex-
pected, there was no change in Ers after running this dataset 
through the IIPR algorithm, as can be seen in Fig.  4 for 
dataset 8. This result reiterates that breaths which are not 
identified as asynchronous will not be affected. 

Table 1 Pressure reconstruction results 

Dataset Number of AE 
Breaths (n) 

Respiratory System Elastance, Ers (median) MAD Range90/ median 
p-value 

Non-AE*  AE (O) AE (R) (O) (R) (O) (R) 
1 430 16.40 35.54 22.81 12.03 3.86 2.79 0.91 + 
2 437 10.96 33.14 22.33 12.80 5.30 4.05 1.74 + 
3 481 20.45 24.00 22.23 12.03 4.48 1.98 0.89 + 
4 122 28.88 16.00 17.79 7.72 6.61 1.03 0.68 + 
5 358 20.31 30.03 25.50 6.79 5.01 1.29 0.83 + 
6 420 23.01 27.42 21.46 8.29 3.99 1.52 0.73 + 
7 307 26.13 27.20 24.17 5.95 3.54 1.04 0.55 + 
8 0 23.58 NA NA 0.33 0.33 0.06 0.06 NA 
9 118 32.39 43.87 62.52 7.62 11.98 1.38 1.61 + 
10 103 16.96 13.45 16.73 1.21 0.63 0.37 0.18 + 

* AE: Asynchronous breaths, O: Original airway pressure, R: Reconstructed airway pressure, 
+p-value: p-value comparing respiratory system elastance estimated using 2 sample Kolmogorov-Smirnov test 
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Breaths which have a high conformity to the initial  
model fit are not reconstructed and can be considered non-
asynchronous. If no physiological or external changes  
occur, the median Ers of these breaths gives the true under-
lying Ers for the data period. The efficacy of the algorithm 
in removing the effect of patient effort from the breaths can 
be assessed by comparing the Ers of reconstructed breaths to 
the true Ers. 

For 8 of the 10 datasets, the median Ers after reconstruc-
tion moved closer to the true value. The median Ers change 
was 48.7% closer towards the true value, with a maximum 
shift of 93.4%. As a result of the reconstructions, the me-
dian deviation of determined Ers from the true value de-
creased from 47.8% to 25.5%.  

 

Fig. 5  Breaths with varying pressure, present in Dataset 9 

The estimation of Ers for Dataset 9 after running through 
the IIPR algorithm moved further away from the true Ers 
value. This poor estimation is because Dataset 9 contained a 
period of 130 unusual breaths with large breath-to-breath 
pressure changes and spontaneous breathing. A section of 
the Dataset 9 with 10 sequential breaths with varying pres-
sure is shown in Fig. 5. 

The breaths shown in Fig. 5 do not contain any large 
asynchronies and are in theory, reconstructed correctly. 
However the varying airway pressure magnitudes as shown 
in Fig 5, resulted in oscillating large and small Ers values. 
Note that spontaneous breaths are included in the identifica-
tion of patient respiratory mechanics. 

The IIPR method reconstructs the airway pressure by ex-
tending the asynchronous airway pressure profile to mimic a 
non-affected airway pressure. This reconstruction pressure  
 

iteratively uses a passive single compartment lung model 
and hence, after reconstruction, it is assumed that the recon-
structed pressure is a ‘model’ airway pressure that was not 
affected by asynchrony. 

V. CONCLUSION 

The iterative interpolative pressure reconstruction method 
is shown to be effective for the wide variety of cases seen in 
this study. Improvement was shown in the determined Ers 
values of patient induced asynchronous breaths. Thus, the 
algorithm exhibits the potential for improvement of real time 
respiratory mechanics estimation. 
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Abstract— This paper examines the effects of coherent noise 
on the scalp voltage topography, activity power spectra and 
dipole residual variances of the independent components (ICs) 
of ictal EEG signals. Eleven different sets of ictal EEG signals 
are generated by adding various amounts of coherent noises. 
All of these simulated EEGs are decomposed into their corres-
ponding ICs. Single dipole source that helps to distinguish ictal 
components from noise components, two-dimensional (2D) 
topographic map, activity power spectrum, and dipole residual 
variance were estimated for each of these ICs. Topographic 
maps show that the number of ictal components decreases with 
the increase of noise level. Activity power spectrum analysis 
supports the result of topographic map analysis. The average 
residual variances not only increase with the increment of 
noise level but sometimes decrease as well. Simultaneous con-
sideration of these three features is helpful for better selection 
of ictal components. 

Keywords— Independent Component Analysis, Ictal EEG, 
Ictal Component, EEG Source Imaging, Noise. 

I. INTRODUCTION  

Electroencephalography (EEG) is used, almost inevita-
bly, for the pre-surgical evaluation of medically intractable 
focal epilepsy. Possible cortical sources of scalp EEG can 
be estimated and depicted with the help of a computational 
technique, namely EEG source imaging (ESI). Either ictal 
or interictal EEG events are analyzed for ESI based source 
estimation. Although ictal EEG is comparatively difficult to 
analyze with ESI because of the low Signal to Noise Ratio 
(SNR) [1], ictal EEG is believed to be more reliable than 
interictal EEG in localizing the epileptogenic focus [2]. 

Ictal EEG measures cortical seizure discharges super-
posed with various artifacts, external noises and other back-
ground brain oscillations. The unwanted parts of ictal EEG 
can be minimized by utilizing digital filters, various artifact 
removal/rejection algorithms including independent compo-
nent analysis (ICA) and sometimes by averaging the se-
lected ictal discharges. The ICA-based ictal ESI studies [3-
5] decomposed each set of ictal EEG into a series of spatial-
ly fixed and temporally independent components and then 
analyzed only the selected ictal components for ESI.  

The major challenge of ICA-based ictal ESI algorithms is 
to select the correct ictal ICs that correspond to the actual 
seizure discharge. There is no concrete rule to identify those 
ictal ICs. Selection techniques are mostly visual inspection 
dependent. Jung et al. [3] excluded the ICs of muscle arti-
facts, eye movements, and 60-Hz noise by visually inspect-
ing the scalp voltage topography and activity power spectra. 
They localized a single dipole source for each IC using 
DIPFIT and excluded the ICs of dipole sources located 
outside the head model or with a residual variance of more 
than 20%. Yang et al. [4] and Lu et al. [5] used dynamic 
seizure imaging (DSI) approach for ictal ESI. They also 
removed the unwanted ICs (e.g. ICs related to eye move-
ment and muscle artifacts) through the visual inspection of 
scalp voltage topography and activity power spectra. They 
selected the ictal ICs through statistical tests but with fur-
ther assistance of visual inspection. 

Corresponding ICs for muscle artifacts, eye movement 
artifacts and line noise have visually noticeable characteris-
tics [6, 7] and comparatively easy to identify, whereas the 
selection of ictal ICs is not that straightforward. The aim of 
this study is to ease ictal component selection for ictal ESI. 
It examines the characteristic changes of ictal ICs with the 
linear changes of coherent noise level. This study focuses 
on three different features of ictal ICs, namely 2D scalp 
voltage topography, activity power spectrum and residual 
variance of estimated single dipole source. 

II. MATERIALS AND METHODS 

A. Ictal EEG Generation 

EEG data are generated by using a fixed dipole in a four-
shell spherical head model [8] with radius of 85 mm.  
A dipole source of 80 nAm is placed in the mesial temporal 
lobe as shown in Fig. 1a. A sinusoidal waveform of 5.7 Hz 
(Fig. 1b) which is typical in patients with mesial temporal 
lobe epilepsy [9, 10] is used as the source waveform. Thirty 
three electrodes are used according to 10-10 system. Topo-
graphic map of scalp potential distribution, resulting from 
the dipole source, is illustrated in Fig. 1c. Scalp potentials 
on each electrode are obtained by multiplying the source 
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Abstract— Mechanical ventilation (MV) therapy partially or 
fully replaces the work of breathing in patients with respirato-
ry failure. Respiratory mechanics during pressure controlled 
(PC) or pressure support (PS) are often not estimated due to 
variability induced by patient’s spontaneous breathing effort 
(SB) or asynchronous events (AEs). Proposed is an algorithm 
which allows for the improvement of respiratory system me-
chanics estimation during pressure controlled ventilation. For 
testing, 10 retrospective airway pressure and flow data sam-
ples were obtained from 6 MV patients, with each data sample 
containing 450-500 breaths. All data samples with AE present 
experienced a decrease in 5th to 95th range (Range90) and mean 
absolute deviation (MAD) for the estimated respiratory system 
elastance after reconstruction. These results suggested im-
proved in respiratory mechanics estimation during pressure 
controlled ventilation. The median [maximum (max), mini-
mum (min)] decrease in MAD was 29.4% (51%, 18.6%), and 
the median (max, min) decrease in Range90 divided by median 
respiratory system elastance was 30.7% (48.8%, 6.4%). The 
algorithm is robust to many different spontaneous breathing 
efforts, asynchrony shapes and types. The proposed algorithm 
demonstrates the potential to effectively improve respiratory 
mechanics. 

Keywords— Pressure control, Pressure support, Respiratory 
Mechanics, Model-based, spontaneous breathing. 

I. INTRODUCTION 

Respiratory failure patients require mechanical ventila-
tion (MV) for breathing support [1, 2, 3]. To aid recovery 
from the patient’s underlying disease, his/ her work of 
breathing is partially or fully replaced by the mechanical 
ventilator [3]. Common MV modes can be mainly divided 
into volume controlled (VC) or pressure controlled (PC). 
While VC was able to provide a fixed tidal volume delivery, 
some clinicians preferred PC mode. This mode can limit the 
maximum driving pressure delivery during MV. Limiting 
the maximum pressure can prevent patients from further 
ventilation pressure induce lung injury, barotrauma [4, 5]. 
PC ventilation is often extended to pressure support (PS) 
ventilation, promoting patient to breathe spontaneously that 
can aid recovery [6].  

During PC/ PS ventilation, a predefined driving pressure 
and a corresponding tidal volume is delivered to the patient. 
Thus, the delivered tidal volume can be variable, depending 
on patient’s condition. This variability may be beneficial to 
patients but it affects model-based breath-to-breath respira-
tory mechanics estimation, causing inconsistency. This 
inconsistency in respiratory mechanics estimation is further 
aggravated during PS mode where patient exhibit spontane-
ous breathing efforts (SB) or asynchrony event (AE) occurs. 
Thus, during PC/PS ventilation mode, relatively little mod-
el-based respiratory mechanics estimation is performed, and 
it is not used to guide mechanical ventilation.  

This study presents an iterative method to improve mod-
el-based respiratory mechanics estimation during pressure 
controlled ventilation. Specifically, an iterative interpolative 
flow reconstruction method is used. This method operates 
by identifying whether a pressure controlled or pressure 
supported breath is distorted by spontaneous breathing ef-
fort or an AE. This method then iteratively reconstructs the 
affected airway flow to a single compartment respiratory 
model airway flow profile. This method yields a pseudo 
airway flow profile that is unaffected by spontaneous 
breathing or asynchrony, allowing estimation of the unaf-
fected, underlying patient-specific respiratory mechanics.  

II. METHOD 

A. Patient Data 

Airway pressure and flow data from MV patients admitted 
to the Christchurch Hospital intensive care unit (ICU) were 
used in this study. The patients were ventilated with Puritan 
Bennett 840 ventilation using synchronous intermittent man-
datory ventilation (SIMV) pressure controlled mode to 
achieve a tidal volume of 6~8 ml/kg [7]. Ten data samples, 
each having 450-500 breathing cycles (~30 minutes) were 
extracted from 6 patients included in this study. It is assumed 
that underlying respiratory mechanics and patient condition 
do not change significantly over a short period of time  
~30 minutes. Therefore, the respiratory system elastance,  
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E identified from reconstructed flow profiles is expected to be 
for more constant than far those affected by spontaneous 
breathing or AEs. All data were sampled at 50Hz and 
processed using MATLAB (R2014a, The Mathworks, Na-
tick, Massachusetts, USA). The use of this data was approved 
by the New Zealand Southern Regional Ethics Committee.  

B. Reconstruction Method 

In this section, the sequence of the iterative interpolative 
flow reconstruction method is presented. Fig 1 illustrates an 
example of the airway flow reconstruction for an asyn-
chronous breathing cycle in 9 total steps. Each step is spe-
cifically defined: 

Step 1) Filtering data: 
Pressure and flow waveforms are first filtered to remove 

noise, using a first order zero-phase Butterworth Filter with 
a normalized cutoff frequency of 0.3 Hz. An example of 
raw and filtered flow data is shown in Fig 1, Step 1. 

Step 2) Locating the shoulders of airway pressure: 
The left and right shoulders of the airway pressure curve 

are identified. The location of these shoulders is important 
because the fitting of physiological parameters is most de-
pendent on this region. The identified shoulder locations are 
shown as crosses on the pressure curves in Fig 1, Step 2. 

A first approximation to the location of the left shoulder 
is found by taking the maximum of the shear transform [8] 

 

 

 

Fig. 1 Airway flow or pressure plots for each step of iterative interpolative flow reconstruction process 
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between the first data point and the point of maximum pres-
sure. The second shoulder, corresponding to the end of in-
spiration, is found by taking the maximum of the shear 
transform between the point of maximum pressure and the 
point of minimum flow. The shear transform lines for the 
first and second shoulders are indicated in Fig 1, Step 2 by 
the dashed and solid lines, respectively. 

For a more reliable identification of the left shoulder, a 
second shear transform is performed. The left shoulder is 
defined as the location of the maximum of the shear trans-
form between the first data point and a quarter of the way 
between the first approximation to the shoulder and the end 
inspiratory point. For most cases, the final identified loca-
tion of the left shoulder and the first approximation will be 
the same. 

Step 3) First single compartment model fitting: 
A single compartment linear lung model is then fit to the 

data using an integral based linear regression method [9], 
with the model defined: 

 

              (1) 
 

Where R is the respiratory system resistance, V is the 
tidal volume, t is time, P is the airway pressure, PPEEP is the 
offset pressure or positive end-expiratory pressure (PEEP), 
E is the respiratory system elastance.  

During PC ventilation, pressure is the controlled variable 
in this case, the model is fit to the volume and flow data and 
is indicated by the dashed line in Fig 1, Step 3. The model is 
fitted between the two identified shoulders to avoid non-
physiological changes in R and E induced by the mechanics 
of the ventilator. The PEEP is defined as the minimum pres-
sure between the first data point and the end inspiratory 
point. If the area between the model fit and actual flow 
curves is below a user specified threshold, the flow is 
deemed to be free of patient induced effort or with no AE, 
the flow reconstruction will not occur. 

Step 4) Locating patient-induced effort: 
The intersections between the flow data and the model 

fitted curve are identified. Intersections due to asynchrony 
are selected based on the gradient of the pressure curve at 
the crossings. If the gradient is positive, the crossing is de-
tected as asynchronous. The asynchronous crossing is 
shown in Fig 1, Step 4 as a cross. 

Step 5) Reduction of patient-induced effort: 
Inspiratory flow unaffected by patient efforts takes a 

ramp shape. Therefore, the asynchronous crossings are used 
to estimate the appropriate gradient of the ramp. The flow  
 

profile is constructed by using a straight line intersecting 
two points, referred to from here as ‘flow reconstruction 
points’. 

The first flow reconstruction point used is two data 
points after the first fitted point of the flow data. The first 
two data points are not used as there is usually some error in 
the data close to the maximum of the flow due to interaction 
between the patient and the ventilator. 

The second flow reconstruction point used is the point 
halfway (in time) between the identified asynchronous 
crossing and the minimum of flow up to that point. This 
choice results in the estimated true ramp flow being con-
structed underneath the area of identified asynchrony and, 
as such, is a more accurate estimate of the unaffected flow 
waveform. The two flow reconstruction points are shown as 
crosses in Fig 1, Step 5, and the reconstructed flow is shown 
as the thin line. 

Step 6) Single compartment model refitting 
The single compartment lung model is fit a second time 

to the new reconstructed flow in Fig 1, Step 6. The refitted 
curve is shown as the dashed line.  

Step 7a) First special case - Breaths with early asynchrony, 
initial reconstruction: 

Note that the choosing of the two points in Step 5 for 
flow reconstruction is only valid if the asynchrony is suffi-
ciently far away from the beginning of inspiration. If the 
asynchrony is too close to the flow maximum, then there 
will be no region unaffected by asynchrony between the two 
points usually used. The estimation of the ramp gradient 
will thus fail. 

Therefore, if the first asynchronous crossing detected is 
within 8 data points of the first fitted flow point, a modified 
approach is taken to reconstruct the flow. In this case, the 
second flow reconstruction point is the point of last crossing 
in inspiration between the fitted flow and the actual flow 
data. This region is the most likely to be free of asynchrony 
if there is an asynchrony near the beginning of the breath. In 
addition, having the maximum distance between the two 
flow reconstruction points, it results in the least error. After 
this point, the reconstructed flow is set as the same as the 
actual flow. An example of a flow reconstruction with an 
early asynchrony is shown in Fig 1, Step 7a, with the flow 
reconstruction points indicated by crosses and thin lines 
indicating the flow reconstruction. 

Step 7b) First special case – Breaths with early asynchrony, 
iterative reconstruction 

The reconstruction method for early asynchronies usually 
results in the flow curve being reconstructed too high,  
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resulting in an incorrect E estimation. Therefore, an iterative 
procedure is taken, using the model fit to guide further re-
construction. A new flow curve is constructed using the 
refitted model curve. The first flow reconstruction point is 
the same as in Step 6. However, the second flow reconstruc-
tion point used is the new intersection at the end of the  
flow curve between the data and the new model fit. Using 
this method, the flow is iteratively driven down until  
convergence or a set number of iterations is reached. This 
method typically converges within 4 iterations. An example 
of the iterative procedure is shown in Fig 1, Step 7b, with 
the final reconstruction indicated by the lowest solid line. 

Step 7c) Second special case – Breaths where a linear 
extrapolation is not suitable: 

Another special case is where extrapolating a line would 
result in negative flow. This issue occurs in situations where 
either the actual flow becomes negative or where the model 
fit approaches zero flow early and levels out. In these cases, 
the flow data is kept the same up to the crossing before the 
first asynchronous crossing. After this point, the initial 
model fit is used instead of the raw data. This approach 
generally acts to raise the final model fit slightly, which 
does not include a negative flow in inspiration, as seen in 
the green line in Fig 1, Step 7c. 

C. Data Analysis 

Respiratory mechanics estimation: The original airway 
pressure and the reconstructed airway flow generated by the 
IIFR presented are used for respiratory mechanics estima-
tion. The estimated respiratory mechanics are compared to 

the respiratory mechanics estimated using the original air-
way flow prior to reconstruction. A two sample Kolmogo-
rov-Smirnov test is used to test the difference of respiratory 
mechanics distribution. A p-value of < 0.05 is considered 
statistically significant. 

Respiratory system elastance variation and spread analysis: 
To analyze the spread and variation of the estimated respira-
tory system elastance, E, the mean absolute difference 
(MAD) and Range90 is calculated [10]. Range90 is the 
difference between the 95th percentile and the 5th percentile 
of the E distribution. To normalize the results, the Range90 
value is divided by the median non-asynchronous E value. 
Hence, the spread or the range of the parameter can be 
quantified and compared within different data sets, as it is a 
form of dimensionless variation. 

III. RESULTS 

Table 1 displays the associated median E of all asyn-
chronous breaths before and after reconstruction alongside 
the median of the non-asynchronous breaths. Range90  
and mean absolute deviation (MAD) are also calculated  
for both the original and reconstructed set of breaths.  
n is the total number of asynchronous breaths in a given 
sample and p-value is the result of a two-sample Kolmogo-
rov-Smirnov test with p < 0.05 implying a significant  
difference.  

The cumulative distribution (CDF) plots for the original 
and reconstructed E of Data samples, 3, 7, 9 and 10, are 
displayed in Fig 2.  

Table 1  Pressure reconstruction results 

Data 
Sample 

Number of AE 
Breaths (n) 

Respiratory System Elastance, Ers (median) MAD Range90/ median 
p-value+ 

Non-AE*  AE (O*) AE (R*) (O) (R) (O) (R) 
1 181 27.42 17.51 23.76 5.71 4.03 0.80 0.57 + 
2 141 27.51 18.34 24.37 4.74 3.40 0.69 0.53 + 
3 246 24.46 15.58 23.23 5.64 3.32 0.88 0.61 + 
4 164 16.23 9.73 15.60 7.74 6.52 2.72 2.55 + 
5 194 28.88 23.17 25.96 9.75 7.29 1.65 1.12 + 
6 209 25.39 21.20 24.99 10.00 6.05 2.02 1.03 + 
7 273 22.35 9.49 16.62 12.63 6.15 2.36 1.22 + 
8 238 24.24 23.86 25.84 3.03 2.47 0.63 0.43 + 
9 469 36.86 27.28 33.91 8.61 5.21 0.67 0.52 + 
10 1 16.16 15.82  16.85 1.03 1.03 0.18 0.18 - 

* AE: Asynchronous breaths, O: Original airway pressure, R: Reconstructed airway pressure, 
+p<0.05 when comparing estimated E between (R) and (O) using 2 sample Kolmogorov-Smirnov test 
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IV. DISCUSSION 

In this study, all data samples with asynchronous events 
experienced a decrease in Range90/median E and MAD 
after flow reconstruction. The extent to which the E changes 
not only depends on the performance of the algorithm, but 
also on the number and magnitude of AEs. The median 
[maximum (max), minimum (min)] decrease in mean abso-
lute deviation across these data samples, not including Data 
Sample 10, which contained only one AEs, was 29.4% 
(51%, 18.6%). A decrease in Range90/median or MAD 
indicates a decrease in variability of E due to asynchrony, 
and thus, improved the consistency of identification of pa-
tient-specific underlying respiratory mechanics. The median 
(max, min) decrease in the Range90 divided by median E 
was 30.7% (48.8%, 6.4%).  

Data sample 10 contains a minimum amount of AEs and 
correspondingly has the smallest number of reconstructions. 
Thus, the Range90/median and MAD of E is minimal, indi-
cating that the algorithm has a minimal effect on non-
asynchronous breaths. This result can be found in Fig 2, 
Sample 10, where all three CDF lines are steep. This result 

is reiterated in the results of the Kolmogorov-Smirnov test, 
with all data samples tested in this study having p < 0.05 
except for the non-asynchronous case of Data sample 10. 

Performance of the algorithm in determining the true un-
derlying respiratory system elastance can also be assessed 
by comparing the E of the reconstructed breaths to the E of 
non-reconstructed breaths. Breaths that have not been re-
constructed are those which do not have upwards fluctua-
tions in flow large enough to result in the model crossing 
the data at these points, or those which exhibit a high con-
formation to the model during the initial fit.  These breaths 
are likely to not contain AEs. Therefore, the median E of 
these breaths gives a measure of the underlying true E, if no 
physiological or external processes such as MV recruitment 
manoeuvers or change of ventilator settings occurs over the 
time period.  

For the 9 data samples containing spontaneous breathing 
or AEs, 8 resulted in the median of the reconstructed E 
moving closer towards the true E. The median shift was 
65.7% closer to the true E, from its original estimate, with a 
maximum of 89.5%. As a result, E for reconstructed breaths 
shifted from median 33.3% to 8% deviation from the true E.  

 

Fig. 2 Cumulative distribution (CDF) plots of the initial and reconstructed respiratory system elastance for Data samples 1, 8, 9 and 10.  
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After reconstruction, Data sample 8 did not see its E val-
ues improved after flow reconstruction, because the median 
E of the asynchronous breaths was already within 1.7% of 
the true E value. Thus, the flow reconstruction had a mi-
nimal change, as expected in such a case.  

While the flow reconstruction has been shown to perform 
satisfactorily across multiple patients and asynchrony types, 
the performance of the algorithm has some limitations. 
Flow reconstruction is hindered by the multitude of possible 
asynchrony shapes, with the unaffected flow being difficult 
to determine even by eye. While the algorithm is capable of 
both lowering and raising apparent E towards a true under-
lying unaffected E value, it is more effective at raising a low 
E. This behavior may be due to the majority of ‘standard’ 
asynchronies resulting in a lowered apparent E. The more 
aberrant breaths, which the algorithm is unable to recon-
struct effectively, often result in a raised E. Of note is the 
presence of seemingly normal breaths that have E values 
significantly higher than the median, appearing in 2.5% of 
all breathing cycles.  

While flow reconstruction is currently not as effective for 
some types of asynchronies, determination of a true unaf-
fected, underlying E is improved in all cases seen in this 
study. Therefore, the algorithm exhibits the potential for 
improvement for guiding MV using model-identified respi-
ratory mechanics. Further improvements may be possible by 
considering further types of asynchrony and changing the 
way early asynchronies are handled. 

V. CONCLUSION 

The proposed iterative interpolative flow reconstruction 
algorithm is able to improve respiratory system elastance 
estimation for a wide variety of flow anomaly cases during 
pressure controlled ventilation. These result have shown the 
potential use of respiratory mechanics to guide MV therapy 
in this ventilation mode. The algorithm allows for a more 
optimized and efficient MV therapy and thereby has a po-
tential to improve patient outcomes in intensive care. 
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Abstract— Head up tilt (HUT) is commonly used to investi-
gate the ability of the heart to regulate blood pressure. During 
transition through supine to HUT, blood redistributes from the 
chest to the lower body below the diaphragm, accompanied by 
rapid fall in the venous pressures and venous return. Patients 
suffering from biventricular heart failure and assisted with 
dual rotary pumps (BiVAD) may undergo right ventricular 
suction as a result of this transition. In this study, we present a 
validated lumped parameter model of the cardiovascular sys-
tem for graded HUT integrated with a BIVAD in order to 
investigate the hemodynamic response during supine and 70º 
HUT using two different speed settings for left and right ven-
tricular assist devices (VADs). Operating both VADs at the 
same speed of 2400 rpm during supine resulted in high left 
atrial pressure (LAP) subsequently causing congestion. This 
high LAP was relieved when 70º HUT was simulated; however 
it resulted in reduced central venous pressure, thereby causing 
right ventricular suction.  On the other hand, operating right 
ventricle assist device at speed lower than left ventricle assist 
device avoided events of congestion and suction during supine 
and 70º HUT. 

Keywords— Heart failure, Biventricular Assist Devices, 
Head-Up Tilt.  

I. INTRODUCTION  

Left ventricular assist devices (LVADs) have tremend-
ously improved the functional capacity and quality of life of 
the patients suffering from congestive heart failure [13]. 
However due to increased stress on right ventricle as a re-
sult of LVAD implantation, right ventricular failure has 
been noted in up to 30-50% of these patients, giving rise to 
higher mortality rate [13,18] . Due to limited availability of 
right ventricle assist device (RVAD), most of the clinicians 
implant LVAD as an RVAD to support right ventricle 
[2,5,18]. As the number of patients implanted with rotary 
blood pump (IRBP) increases exponentially, there are 
stronger evidences of long term successful periods of im-
plantation in patients [6]. Thus, the number of patients inte-
racting with unsupervised environment where they are sub-
jected to different physiological activities like exercise, 
sleep and head up tilt (HUT) has also increased. HUT is a 
postural condition which causes a decrease in venous return 
with anecdotal studies indicating some LVAD assisted pa-

tients may feel dizziness during the transition from supine 
to HUT state [8,11]. Despite the high risk of suction, limited 
studies have been carried out to study the effect of postural 
change on hemodynamics of patients implanted with IRBP. 
Muthiah et al [12] conducted a clinical study on patients 
implanted with IRBP which demonstrated a 10% reduction 
in pump flow with 60º HUT without causing suction. Lim  
et al [11] studied the effect of modifying speed, ventricular 
elasticity, reflex mechanism and total blood volume during 
70º HUT using a numerical model integrated with an IRBP. 
Suction was not observed in supine position however, de-
sensitization of reflex model reduced mean arterial pressure 
(MAP) significantly upon HUT. Although, these studies 
have been very useful in providing insights into mechan-
isms underlying the studied responses of IRBP assisted 
patients to postural changes, they cannot be directly asso-
ciated with patients implanted with dual IRBPs. These stu-
dies have not taken in account the effect RVAD upon ven-
ous return and subsequently cardiac output (CO) at instance 
of HUT. To date, we are not aware of any studies carried 
out on patients implanted with biventricular assist devices 
(BIVADs) who are subjected to HUT or postural change. 
Therefore, the major motivation for the present study is to 
investigate the response hemodynamic indices to HUT of 
patients implanted with BIVADs by using a well validated 
cardiovascular model for graded HUT which includes ar-
terial and cardiopulmonary reflexes, the auto regulation 
mechanism of the lower body, diastolic interaction with 
pericardium as well as local metabolic vasodilation mechan-
ism in active muscles. The present study has been done 
using two speed settings for LVAD and RVAD. In the first 
mode, LVAD speed is greater than the RVAD speed while 
both VADs are operated at same speed in the second mode. 
The investigations would be focusing upon effect of each 
mode on MAP, mean pulmonary artery pressure (MPAP), 
systemic vascular resistance (SVR), CO, VADs flows and 
atrial pressures.  

II. METHODOLOGY  

A. Model Description 

The model of cardiovascular system (CVS) and rotary 
blood pumps was adapted from our previous model which 
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was well validated for both healthy and heart failure scena-
rios during graded head up tilt [8-11]. The model consisted 
of left and right sides of the heart and pulmonary and sys-
temic circulations with ventricles modeled as time varying 
elastance functions. Also, a reflex block was included in the 
model which separately featured the effects of arterial and 
cardiopulmonary reflexes, the diastolic ventricular interac-
tion with pericardium and auto regulatory mechanism of the 
lower body.  

B. The Head-up Tilt Model  

The HUT model consisted of systemic circulation which 
was distributed into several parallel braches of coronary, 
splanchnic, upper and lower body, cerebral and renal seg-
ments. This was done in order to take in account the differ-
ent heights of each compartment from hydrostatic point. 
Moreover, the impact of auto regulatory mechanism on 
these compartments was also considered. The model has 
been tested and validated for IRBP-assisted patients under-
going exercise, rest, and 70º HUT. The presented model has 
produced favorable hemodynamics measurements compared 
with published literature, in terms of both regional and 
global hemodynamic indices, at a range of tilt angles [8,11].  

C. The BIVAD Model  

The LVAD model was adapted from previous model us-
ing electrical equation for motor windings, electromagnetic 
equation for modeling torque transfer function and pump 
hydraulic equation. The RVAD was the replica of the 
LVAD integrated into the previously validated numerical 
model. It consisted of three resistances, two out of which 
were flow dependent. Suction resistance was also included 
into IRBP model which is proportional to the difference of 
pressure between respective ventricle and inlet cannula 
pressure for each VAD. The VAD component attributed the 
pressure flow characteristics of VentrAssist (Ventracor Ltd., 
Chatswood, NSW, Australia), which operated within range 
from 1600 to 3000 rpm. 

D. Simulation Protocols  

The model was implemented using Simulink toolbox in 
MATLAB (The Mathworks, Inc., Natick, MA, USA). The 
validation of the model was done in following steps: 
• Initial simulations were done without an IRBP inte-

grated into the model in order to validate the (NYHA  
Class IV) biventricular heart failure (BHF) conditions 
using clinical data reported in the literature. BHF was 
simulated by tuning the ventricular elastance of both 
left and right ventricles. This was done in order to re-
produce the realistic simulation in terms of MPAP, 
MAP, left and right atrial pressure (LAP & RAP), CO 
and SVR for heart failure conditions. The Emaxlv and 

Emaxrv (mmHg/mL) were tuned to 0.629 and 0.358 re-
spectively in order to agree with the clinically estimated 
values for ventricular contractility by Konstam et al [3]. 
The resulting hemodynamics variables for supine posi-
tion are listed in Table 1. 

• After the validation of heart failure scenarios, LVAD 
was included into the model to simulate supine and 70 º 
HUT in order to validate the outcomes with the pre-
vious study [11].  

• Finally, we integrated the RVAD into the previously 
validated IRBP-assisted CVS model and simulated su-
pine and 70º HUT to evaluate the response based on 
two different speed settings which were previously 
tested for rest conditions only [4,14,18,16,17]. Mode 1 
studied the effect of running the LVAD at higher speed 
of 2400 rpm than the RVAD speed of 1800 rpm. Mode 
2 studied the effect of running both VADs at 2400 rpm. 
Each speed setting was evaluated for supine and 70º 
HUT on the basis of MAP, MPAP, LAP, RAP, CO, 
ventricular contractility, VAD flows and SVR. 

Table 1 Model simulated and published hemodynamic data for 
biventriculat heart failure condition during supine 

Hemodynamics Simulation 
Literature  
[8,13,18] 

LAP (mmHg) 19.4 14-27 

MAP (mmHg) 64.1 60-103 

MPAP (mmHg) 27.2 25-38 

RAP (mmHg) 10.2 6-19 

CO(L/min) 2.7 2-4 

SVR (mmHg.s/mL) 1.17 1.09-1.57 

III. RESULTS 

Comparison between atrial pressure and flow responses 
during supine and HUT for two different speed modes are 
presented in Fig. 1 and 2. As expected from the experimen-
tal studies focusing on HUT [6,8,11,15], overall LAP, cen-
tral venous pressure and CO decreased as a result of transi-
tion from supine to 70º HUT. It is demonstrated in Fig. 1 
that LAP is maintained at approximately 11 mmHg during 
transition through supine to 70º HUT using Mode 1 while a 
significant decrement up to 10 mmHg can be observed for 
Mode 2. Mode 2 showed significantly high LAP of 27 
mmHg during supine condition indicating pulmonary con-
gestion which occurs when LAP exceeds 20 mmHg [18]. 
On the other hand, RAP fell below 2 mmHg during 70º 
HUT posing a risk of suction. On the contrary, Fig. 3 
showed that MAP was maintained above 85 mmHg and 
increased roughly by 8 mmHg while operating on both 
modes.  
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Abstract— Microtissues can be cultured on the hydrogel, 
liquid crystal substrate and scaffolds. Therefore, a cleaner has 
been developed to clean the microtissue extracted from the 
culture substrate such as the cholesteryl ester liquid crystal 
(CELC). Clean microtissue samples were required for the 
precise experimental output. The cleaner performance was 
verified by observing the CELC’s birefringence properties 
around microtissue through cross-polarising microscope. In 
addition, the effects of mechanical vibration that generated by 
the microtissue cleaner onto the microtissue sample were in-
vestigated by live/dead cells assay. Based on the results, 3D 
microtissue cleaner was effectively cleaned microtissue after 
three replicated cleaning steps. Two minutes of continuous 
vibration frequency at 148 Hz and acceleration of 0.89 Grms 

were suitable to clean the microtissue. 

Keywords— 3D microtissue cleaner, 3D microtissue,  
cholesteryl ester liquid crystal (CELC), microfluidic chip, 
mechanical vibration. 

I. INTRODUCTION  

Culturing cells in 2 dimensional (2D) or monolayer is a 
routine technique used in cell biology study before. Culturing 
cells in monolayer are arguably an unnatural model that is far 
from the actual biological microenvironment in the tissue [1]. 
For in-vivo system, cells’ morphology and behavior in the 
tissues are regulated by the mechanical cues, cell-cell com-
munication and biochemistry release in a close encapsulation 
with other cells. However, in in-vitro system, cells can also 
be restored to the structures similar to those cells in the in-
vivo system by using 3D cell culture techniques.  

3D cell culture technique utilised biomaterials as a sub-
strate or scaffold to provide cells with an environment mi-
micking the in-vivo system. Due to the need for a more 
realistic model, various methods had been developed to 
culture cells in 3D construction. Some of the researches 
involved fabrication of polydimethylsiloxane (PDMS) mi-
cromold to contain cells in close association [2], using soft 
biomaterial such as hydrogel for aggregating the cells [3], 
hanging drop technique to confined cells in liquid interfacial 
tension [4], and cholesteryl ester liquid crystal (CELC) 
substrate for cells self-aggregate into spheroid [5]. For those  
 

3D cells or microtissue cultured on the adhesive biomaterial 
such as the hydrogel and CELC is suggested to clean the 
sample properly before conducted the experiment. Previous 
study had demonstrated that dissolving solution, tempera-
ture and mechanical vibration were helpful in remove and 
clean the adhesive gels from the object’s surface [6]. The 
organic property of both biomaterials is difficult to be dis-
solved in common aqueous system. It requires interaction 
with organic medium to be dissolved such as the dissolution 
of isopropyl alcohol in water [6, 7]. The alternative way is 
by introducing the vibration on the biomaterial in aqua. The 
shock wave impact generated by mechanical vibration in the 
aqua effectively separate the trapped biomaterial from the 
object surface [6]. The vibration generated by machinery 
reacts on cell proliferation and differentiation based on their 
frequency and amplitude [8].This method is easy to pro-
duce, control and economical than ultrasonic. 

In this work, we are interested to find out the effective-
ness of mechanical vibration on separating the CELC from 
microtissue in aqua and the cell responses on the mechani-
cal vibration. 

II. MATERIALS AND METHODS 

A. The Design of Microtissue Cleaner 

The microtissue cleaning comprised of five main parts 
that include the water pump, a modified water valve, a pair 
of vibrator, a microfluidic chip and the electronic control 
panel as shown in Fig. 1. The function of the water pump 
system was used to pump in fresh cleaning agent into the 
microfluidic chip and discard the old media from the micro-
fluidic vibrational cleaning system. The fluid flow of this 
system was controlled by the modified water valve system 
to flow in 1.5 ml cleaning agent into the microfluidic reser-
voir. The microfluidic vibrational cleaning system was de-
signed with a platform for attaching the vibrational motor 
and the microfluidic chip to clean the sample. The duty 
cycle of each electric motor’s pulse width modulation 
(PWM) signal can be varied and monitored at the control 
panel. 
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B. Function of 3D Microtissue Cleaner 

An Arduino Mega 2560 R3 microcontroller was pro-
grammed to control the water valve, dc water pumps and 
the vibrational dc motor. Five variable potentiometers were 
utilized to control the duty cycle of the motors’ PWM and 
the contrast of liquid crystal display (LCD). The parameter 
setup of each motor must be configured before the cleaning 
process. In addition, four selective functions were provided 
in this system. Emergency stop and reset function were 
ready to take precautions against the system error. Function 
1 and Function 2 programs were programmed to perform 
cleaning of the microfluidic channel and cleaning the micro-
tissue through the vibrational water wave. For Function 1, 
the flushing took one second to complete. On the other 
hand, Function 2 produced two minutes of continuous me-
chanical vibration frequency at 148 Hz and acceleration at 
0.89 Grms to exert water vibration force that could remove 
the CELC attached on the surface of the microtissue. After 
two minutes of cleaning, the microtissue was removed and 
the oily media was refilled with fresh media. 

C. Live/dead Cells Assay 

The live/dead® assay reagent (L-3224, Life Technologies, 
USA) was used to verify the cell viability of the microtissue 
after the vibrational cleaning. 20 µl of Ethidium Homodi-
mer-1 (2 mM, Life Technologies, USA) stock solution was 
added to 10 ml of Hank’s Balanced Salt Solution (HBSS, 
Sigma-Aldrich, UK) and sonicated for 15 minutes. 5 µl of 
Calcien AM (4 mM, Life Technologies, USA) stock solu-
tion was added into the mixture solution and being soni-
cated for another 15 minutes.  

The microtissue in dormant phase was collected from the 
CELC surface and cleaned with the vibrational cleaner. The 
microtissue was then transferred to a glass slide and im-
mersed in 0.5 ml of live/dead cell reagent. The microtissue 
was incubated in the dark condition for 15 minutes at room 
temperature. After 15 minutes incubation, the sample was 
rinsed with HBSS three times. The glass slide was covered 
with a cover slip and sealed with clear fingernail polish for 
observation. Similar experiment was replicated three times. 
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water valve
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Electronic 
control panel

Microfluidic 
vibrational cleaning 
system

(a)      (b)

(1)

(2)

(3)
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(14) (13)(12) (11) (10)

(15)

(16)
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Fig. 1 Image of (a) the 3D microtissue cleaner prototype. The number shown on the 3D microtissue cleaner prototype represent the (1) inlet water 
pump, (2) water storage tank, (3) modified water valve, (4) left vibrational motor, (5) 20 × 4 LCD, (6) Function 1 button, (7) Function 2 button, (8) 
emergency stop button, (9) reset button, (10) potential meter for LCD contrast, (11) potential meter for right vibrational motor, (12) potential meter 
for left vibrational motor, (13) potential meter for outlet water pump, (14) potential meter for inlet water pump, (15) right vibrational motor, (16) 

microfluidic chip, (17) waste water storage tank, (18) outlet water pump and (b) the 3D microtissue cleaner system flow chart  
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III. RESULTS 

D. The Clean Microtissue 

For pharmacological study, the cleaned microtissues en-
sure that the treatment of the drug would not be interfered 
by the residue culture substrate left on the microtissue dur-
ing harvesting. In this work, the microtissue with residue 
LC underwent cleaning action within the microfluidic re-
servoir that was filled up with fresh cleaning agent. It took 
three repeats of cleaning process to ensure the oil stained 
was fully removed as shown in Fig. 2. Each cleaning step 
required two minutes of water wave propagation that 
created by the motor vibration to wash the microtissue. 
After two minutes of cleaning, the media with CELC was 
discarded and the prototype was standby in idle mode. The 
oil film was gradually removed as observed with the reduc-
tion of the birefringence effect of the LCs.  

 

 

Fig. 2 Cross-polarising micrograph of microtissue (a) harvested microtis-
sue with CELC residues, (b) first cleaning result, (c) second replicated 

cleaning result and (d) the clean microtissue obtained from third replicated 
cleaning by the 3D microtissue cleaner. (Scale bar: 100 µm)  

E. Cell Viability of Microtissue After Vibrational Cleaning 

In order to further explore the cell viability within the 
microtissue, fluorescence live/dead cells staining was im-
plemented to determine the effects of vibration cleaning 
induced to the cells within the microtissue. Fluorescence 
live/dead cells assay presented the live cells in green fluo-
resce and dead cells in red fluorescence. The staining of 
microtissue with the live/dead cell assay micrograph is 
shown in Fig. 3. This result shows that all of the cells were 
remained alive in the microtissue after three replicated 
cleaning step. This implied that the intensity of the mechan-
ical vibration was accepted by the microtissue sample. 

 

 

Fig. 3 Micrograph of live and dead cell assay for microtissue after vibra-
tional cleaning. (Scale bar: 100 µm) 

IV. DISSUSSION  

3D microtissue cleaner is specifically designed to clean 
off the CELC residues on microtissue which was cultured 
on the CELC surface based microtissue culture technique. 
The water vortex caused by the motor vibration is the main 
factor that used to separate the adhesive CELC gels from 
the microtissue surface. Although irradiated the ultrasonic 
in the cleaning agent is faster and more effective to clean 
the specimen then applied the water vortex but the applica-
tion of ultrasonic is not encourage on cleaning the microtis-
sue due to the high impact of bubble implosions created by 
the ultrasonic would break apart the fragility biological 
tissue into small piece. However, the microtissue spinning 
in the water vortex help to shed off the CELC gently with-
out harming the cell. 

On the study of transmits short term mechanical vibra-
tion on microtissue had proved that introduced high fre-
quency and low amplitude vibration did not affect the via-
bility of the cells within the microtissue by fluorescence 
live/dead cells assay. The dormant phase microtissue that 
undergone the vibrational cleaning process was strongly 
supported the verdict by the demonstrated of green fluores-
cence viable cells were highly distributed around the micro-
tissue especially the critical cell necrosis zone located at the 
central of microtissue. No cells necrosis was found in the 
microtissue because cells in dormant phase with sufficient 
nutrients. This result was different from the previous work 
[9] but showed higher viability of cells may due to the dif-
ferent cell line and culture technique.  

Harvested microtissue 

Cleaned microtissue 

CELC residues  

Oil mark 
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V. CONCLUSIONS  

The residues of liquid crystals that encapsulating the har-
vested microtissue could be removed by repeating the clean-
ing step with the self develop microtissue cleaner which 
produced the vibration frequency at 148 Hz and 0.89 Grms 
vibration acceleration. In addition, high cell viability ob-
tained by the result of live/dead cells assay comes to a con-
clusion that two minutes of continuous vibration frequency 
at 148 Hz and 0.89 Grms vibration acceleration were not 
harmful to the microtissue. Lastly, this cleaner was also 
suggested applying on routine pre-experiment cleaning for 
other microtissue culture technique.  
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Abstract— An inverted microscope is designed to have a 
stage in which the specimens can be placed for microscopy. 
Most of the biological microscope is built in with static or ma-
nual adjustable stage which cannot provide consistent and 
precise adjustment to move the specimen during microscopy. 
As an add-on to the microscope stage, the existing motorized  
2-axis linear stage in the market is bulky and heavy. There-
fore, a lightweight and joystick controllable bipolar stepper 
motor X-Y translational stage was proposed to solve the prob-
lem. In our design, the joystick functions to provide input 
signals to the Arduino Mega microcontroller in order to con-
trol the position of the X-Y translational stage. For the X-Y 
translational stage, the stepper motors of a pair of the linear 
slides were driven by a micro stepping motor driver with full 
scale drive signal to provide controllable stepping movement. 
It was found that full scale drive signals could support higher 
resolution of movement at 99 + 13 µm.  The overall X-Y trans-
lational stage weighted approximately 700 g. As a conclusion, 
the light weight stepper motor based X-Y translational stage 
allows the user to move the specimen in a small stepping size 
during microscopy. 

Keywords— X-Y stage, translational stage, stepper motor, 
micro-stepping, joystick, inverted microscope 

I. INTRODUCTION  

A microscope is a high precision optical instrument that 
uses a lens or a combination of lenses to produce highly 
magnified images of small specimens or objects especially 
when they are too small to be seen by the naked eye. Every 
microscopes is designed to have a stage where specimens 
can be placed for microscopy [1]. A 2–axis stage has a 
clamp that could hold the specimen so that the slide can be 
placed on it and translate the slide in two directions. The 
specimen can be contained in glass slides or in a petri dish.  
The microscope is a durable and long lasting instrument. 
Modern microscope stage equipped with more functionality 
and specialisation. Most of the microscope is built up with a 
static stage plate which limits the view of sample from the 
eyepieces. In general usage, the user needs to move the 
specimen by sliding the slide. Hence, the X-Y translational 
stage is added to enable a static stage to be adjustable. This 
type of stage is usually made up of coated aluminum and 
fixed with clamps for glass slides. The stage has a better 

locking control system for avoiding accidental bumping 
resulting in defocusing. The manual adjustable stage can be 
moved in precise incremental movement. 

The motorised stage was designed to replace the manual 
stage of the microscope. The translation movement of the 
stage is controlled by a stepper motor. As such, the move-
ment of the specimen slide becomes easier and precise. The 
motor can perform more stable movement with an aid of the 
controller with buttons control [1]. However, the motorised 
stage is bulky and expensive in the market [2]. The weight 
of the X-Y linear stage can go up to 3 kg. Sometimes, it can 
be oversize to fit into the stage of different brands of in-
verted microscope. 

In this paper, a light weight and joystick controllable  
X-Y translational stage using two motorized linear stage. The 
translational stage is controllable by a joystick and the resolu-
tion and speed of the translation was evaluated in an inverted 
microscope. Unlike other optical microscope, the objective 
lens of the inverted microscope is located down the micro-
scope and the specimen stage is on top of the objectives lens. 
Hence, the translational stage can be placed on the stage 
without interference from the rotating objective lens. 

 

II. MATERIALS AND METHODS 

A. Circuit design of the system 

In this project, a motorised stage to place a petri dish or 
glass slide was designed and controlled by a two phased 
bipolar stepper motor (Fig.  1). The stepper motor was 
connected to an Arduino Mega 2560 Microcontroller. Joys-
tick controller was used to provide movement signal to the 
microcontroller. Besides that, a variable resistor was added 
to adjust the step size of the stepper motor.  

For the circuit design, each stepper motor was driven by 
an EasyDriver motor driver independently as shown in  
Fig. 3. EasyDriver v4.4 from sparkfuns electronics.com was 
used. The The pin X, pin X̄, pin Y, and pin  of the stepper 
motor was assigned to the 4 pins of the port A and B of the 
EasyDriver, respectively. Input signals from the microcon-
troller were assigned to the step control pin 1 and 2 (MS1 
and MS2) and the directional signals from microcontroller 
were connected to DIR pin. Step control 1 and 2 control the 
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stepping size while the input signal is the step signal to the 
EasyDriver.  

 
 
 
 
 
 

 

 

 

 

 

Fig. 1 The block diagram of the x-y translational stage system  

 
 
 

 

Fig. 2 The schematic connection of the system 

 

Fig. 3 The connection between EasyDriver motor driver and stepper motor 

Fig.  2 shows the overall circuit design of the system.  
5V of battery was supplied to the Arduino Mega microcon-
troller and EasyDriver motor driver. The joystick was  
assigned 2 wires to the microcontroller for X-direction and 
Y-direction for signal input. 4 wires were connected from 
the EasyDriver to the microcontroller. The EasyDriver1 
wires were assigned as follows: pin 4 to DIR pin, pin 5 to 
step pin, pin 6 to MS1 pin and pin7 to MS 2 pin. The Easy-
Driver2 wires were assigned as follows: pin 8 to DIR pin, 
pin 9 to step pin, pin 10 to MS1 pin and pin 11 to MS 2 pin. 
From the power supply board, the microcontroller and Ea-
syDriver were both supplied with 5V and 9V, respectively. 
The input signal from the joystick to the Arduino controller 
provides the instruction to the microcontroller.  
Computer numerical control may imposed higher cost to the 
system as reported in [2]. Microcontroller processed the 
signal and sent the information to motor driver (EasyDriver) 
(Fig.  2). The movement of the stepper motor was then 
controlled by the EasyDriver signals. Subsequently, the 
linear lead screw of the linear stage rotates to translate the 
movement of the stage along the X-axis and Y-axis.  

B. Arduino joystick read-out coding 

Software development involved the programming of in-
structions to the Arduino atmega microcontroller. The cod-
ing used in Arduino Mega microcontroller was C language. 
Programming was used to control the input and output sig-
nals of the microcontroller. Two output signals from the 
joystick were sent to the microcontroller. The software li-
brary of Arduino software contains standard functions such 
as analogread() to read the signals from the inputs of th 
microcontroller.  The “analogread()” read the voltage dif-
ferent from the joystick and “map()” was used to convert 
the values from the analog value range to another digital 
value range. The signals from the joystick are in analog.  In 
the C code, xAxis=map(analogRead(xpin), 0, 1023, 0, 10) 
was used to map the joystick variable voltage and convert 
the equivalent value to a digial value between 0 and 10. 

C. Arduino stepper motor control coding 

In the motor controlling codes, full step pulse signals 
were applied to control the input “STEP” signals (Fig.  2). 
This signal pulses rotate the stepper motor step-by-step. The 
“DIR” was used to control the direction of the stepper motor 
rotate. When “DIR” is high, stepper motor rotates clock-
wise, when “DIR” is low, stepper motor rotates anti-
clockwise. While the “STEP1_PIN” enabled high was used 
to produce the signal pulse to rotate the stepper motor step 
by step. The code digitalWrite(STEP1_pin) was used to 
generate the signal to the STEP pin as indicated in Fig.  2. 
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D. The X-Y table platform and  X-Y translational stage 

An X-Y table was customised according to the size of the 
NIKON TS-100 inverted microscope stage. In order to pro-
vide movement in X and Y directions, the stepper motor 
was aligned perpendicular to each other. The material cho-
sen for stage was light weight and transparent.  

III. RESULTS AND DISCUSSION 

A. The hardware of the X-Y translational stage 

The hardware consisted of two major parts which were 
main controller box and X-Y translational stage part  
(Fig. 5a-b). The main controller box contained all the 
printed circuit boards (Fig. 5b), EasyDriver motor driver, 
switches, speed control knob, and joystick breakout control-
ler. The X-Y translational stage can be moved vertically and 
horizontally depending on the joystick control (Fig. 6a-b). 
The overview placement of the X-Y translational stage on a 
Nikon TS-100 inverted microscope is as shown in Fig.  6a. 
For ergonomic reason the X-Y translational stage was 
placed on the left side of the petri dish. Fig.  5a shows the 
X-Y translational stage carrying a petri dish on top of the 
holder.  

B. Resolution analysis 

The distance travelled per unit step can be obtained 
through three repeated measurements using a microscope 
measurement gauge. A gauge was used to determine the 
travelling distance or resolution of the translational stage. In 
addition, the joystick controllable X-Y translational stage 
can provide a step movement at a resolution of 99 µm +  
13 µm in full scale step. The resolution is subjected to the 
precision and backlash problem of the lead screw of the 
linear slide. The overall X-Y translation stage weighted 
approximately 700 g. The resolution for the full step was 
approximately 150 µm. It may not provide resolution down 
to nanometric scale as reported previously [3, 4] but the 
resolution is within the observation area of 3.142 mm2 
through the eye piece of the microscope using an objective 
lens of 10x.  

C. Speed analysis 

The speed control of the stepper motor was assigned to a 
potentiometer in which the resistance can be varied. The 
variation of the resistance could be varied between 0 and 2 
kΩ in achieving different speed of the stepper motor. Fig. 7 
shows the relationship between the speed of the X-Y trans-
lational stage and the resistance of the potentiometer under 
full step control. Based on Fig. 7, the resistance increased 
linearly with the speed of the stepper motor. The minimum 
and maximum speed of the stepper motor in full scale step 

was 260 and 2500 μm/s, respectively. The low speed of the 
stepper motor did not affect the specimen in the petri dish. 
At low speed, the stage holder was translated slowly and 
gradually by the stepper motor. The small vibration of the 
stage holder due to the stepper motor stepping movement is 
negligible. While at high speed, the stage holder was trans-
lated faster by the stepper motor. The petri dish on the stage 
holder vibrated gently due to the stepper motor stepping 
movement. From our test results, the suggested optimum 
speed is ranged between 140 –330 μm/s in order to mini-
mise the vibration of fluid in the petri dish.  

 

 

 

Fig. 4 The hardware system of the (a) the translational X-Y stage and (b) 
circuit boards connections. 

 

Fig. 5 (a) The translational X-Y linear stage on an inverted microscope 
stage and (b) switches on the controller box. 
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Fig. 6 Graph of speed of X-Y translational stage against speed control 
resistances 

 

 

 

Fig. 7 The inverted phase contrast micrograph of (a) Initial (b) First (c) 
Second, and (d) Third step movements. The red and yellow vertical lines 

represent the initial and next positions, respectively. 

IV. CONCLUSIONS  

The joystick controllable X-Y translational stage pre-
sented in this paper has the advantage of being light weight 
compared to the existing product in the market. The speed 
of the stage is controllable at a translation resolution of 99 
µm + 13 µm in full scale step. Nonetheless, the bipolar 
stepper motor X-Y translational stage allows the user to 
move the specimen step by step with varying speed.  
 
 
 
 

 
 
 
 
 
 
 

 

The range of speed to minimise vibration of liquid was de-
termined at 140 – 330 μm/s. Nonetheless, the speed of 
movement is proportional to the variable resistance of the 
potentiometer. The varying speed and resolution in 
micrometer provided by this system is sufficient for routine 
usage in the cell and tissue biology laboratory.  
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Abstract— EOD or Explosive Ordnance Disposal unit  

heavily relies upon the EOD robot that has a very simple 2 or 
3-fingers gripping tool. This feature itself is a major drawback 
as the gripper not really suitable for disposing Improvised 
Explosive Device (IED). This paper proposes a wirelessly con-
trolled prosthetic hand to overcome the problem faced by the 
current EOD bot and its challenges. The wirelessly controlled 
prosthetic hand was achieved by utilizing a prosthetic hand, 
flex sensors, and an Xbee Wireless Module embedded to a 
hand glove. The proposed design has shown some technical 
possibility to perform the tasks despite of low angular move-
ments for 2 fingers. In years to come, this hand not only lim-
ited for disposing IED, it can be also extended for medical 
practitioners (specialist) to utilize as a hand for operation con-
ducted from a distance using the fast growing information 
technology (IT) during any emergencies to save human life.   

Keywords— EOD, IED, Prosthetic Hand. 

I. INTRODUCTION 

EOD team is always acquainted with bomb, juggernaut 
suit, improvised explosive device (IED) and most of all the 
EOD robot or in short EOD bot. EOD or Explosive Ord-
nance Disposal team is a team specialized in disposing 
away the bombs. In Malaysia, the EOD team is operates 
under the wing of Royal Army Engineers Regiment. Bomb 
disposal, is an extremely dangerous job and can claim lives 
if not being handled properly.  

The modus operandi of the bomb disposal team would be 
normally to stay as far away from their work site, and pref-
erably only interacting via remote controlled robots or EOD 
bot. The function of these EOD bot cannot be denied espe-
cially in sparing the human lives during any disposal mis-
sion. Surely in every way it is much better to lose an EOD 
bot rather than a human’s life. These EOD bot can help the 
technician get an excellent view or an idea of the explo-
sives’ nature and its types.   

The current robots utilizes various hand like gripper type 
or hand type in disarming the explosives. The drawback 
with the current robot hands, is that it’s not user friendly 
and technically not suitable for handling the IED. This is 
due to the weakness with the gripper that it’s not very likely 
to hold things normally or in other words, nothing much can 
be done with two or three fingers of the robot. Furthermore, 
these 2 or 3 fingers cannot perform to the best compared to 

a human fingers. It is just similar to the industrial fingers 
where the mechanical robot hands perform the industrial 
work. Hence, in this paper, prosthetic hand was proposed to 
replace the EOD bot gripper part. 

II. TECHNOLOGIES 

In accomplishing the Prosthetic hand controlled by wire-
less flex sensor, some major materials were used. Prosthetic 
hand, Flex Sensor, Xbee Wireless Module, and TowerPro 
MG995 Servomotor are the major devices used in this  
paper.  

A. Prosthetic Hand 

Prosthetic hand are more likely similar to human hand as 
it is a 3D printed out from human hand. This feature enables 
the handling of IED much easier and better than the gripper 
type. The prosthetic hand were made using Polylactic Acid 
(PLA) plastic [3].  

B. Flex Sensor 

The flex sensor used to control the prosthetic hand di-
rectly with the input from human hands. This ensures the 
synchronization between the user and the prosthetic hand, 
which enables the prosthetic hand to be controlled easier 
rather than using a conventional remote control. The flex 
sensor were knitted on a hand glove and when the user bend 
the finger, the resistance becomes higher. The higher resis-
tance yields in a higher voltage output. The voltage output 
were sent to the prosthetic hand wirelessly and the pros-
thetic hand moves accordingly to the provided voltage sig-
nal. There were 5 of 4.5 inches length flex sensor were em-
bedded into the control glove.  

C. Xbee Wireless Module 

A communication between the glove and the prosthetic 
hand were made using a wireless module. Xbee were cho-
sen for this purpose as it uses IEEE 802.15.4 Zigbee proto-
col. The Zigbee supports multiple network topologies such 
as point-to-point, point-to-multipoint and mesh networks. It 
also have low duty cycle thus provides a longer battery life. 
Zigbee protocol also provide low latency making it a better 
protocol to use in the project.  
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Based on Table 1, the indoor urban range is up to 30m. 
In this paper, 10m indoor range were tested. Xbee were 
chosen due to the usage of lower transmitting power. It’s a 
crucial specification as the power supply for the XBee is 
limited in order to make the glove lighter. Smaller size of 
XBee is another good feature compared to Xbee Pro, as it 
optimizes the space usage and made it possible to be em-
bedded at back of the glove. Since the interaction is be-
tween the Xbee transmitter and Xbee receiver only, the 
Zigbee point to point protocol found to be sufficient enough 
for the project.  

Table 1 Xbee Specification 

 Xbee 

 

Xbee PRO 

 

PERFORMANCE 
Indoor Urban 

Range 
Up to 30m Up to 90m 

Transmit Power 
Output 

1mW 63mW 

Network Topol-
ogy 

Point-to-point, 
peer-to-peer, 

point-to-
multipoint 

Point-to-point, 
peer-to-peer, point-

to-multipoint 

RF Data Rate 250 000 bps 250 000 bps 
Receiver Sensi-

tivity 
-92dBm -100dBm 

POWER REQUIREMENTS 
Supply  Voltage 2.8 - 3.4V 2.8 – 3.4 V 
Transmit Cur-

rent 
45mA 55mA 

GENERAL 
Operating Fre-

quency 
ISM 2.4GHz ISM 2.4 GHz 

Dimensions 
2.438cm x 
2.761cm 

2.438cm x 
3.294cm 

Operating Tem-
perature 

-40 to 85° C -40 to 85° C 

 

D. TowerPro MG995 Servomotor 

Servomotors were used to move the fingers on the pros-
thetic hand. The rotational angle of the motors were de-
pended on the output signals from the glove that were 
transmitted through Xbee.  The weight of each TowerPro 
MG995 is 55gram and with the dimension of 40.6mm x 
19.8mm x 42.9mm (length x width x height). Despite of its 
dimensions, the torque and speed at 4.8V is 10 kg per cm 
and 0.20 sec/60° respectively. This torque and speed proves 
to be enough to move the prosthetic hand’s fingers. 

III. METHODOLOGY 

A. Overall Process & Components 

The system consists of glove embedded with flex sensor, 
transmitter module, receiver module and prosthetic hand. 
Both transmitter and receiver utilizes the Xbee module. 
Table 2 summarizes the component parts used in the design 
of the wireless prosthetic hand system. 

The user wears the glove, and able to move their fingers 
freely from far while watching the movement of the pros-
thetic hand through a screen. The Xbee on the glove func-
tions as a transmitter device and transmit the signal to the 
other Xbee on the prosthetic hand. The receiver Xbee inter-
prets the transmitted data, and produces an appropriate sig-
nal to the circuitry on the prosthetic hand and moves the 
prosthetic hand accordingly. Fig.1 summarizes the overall 
process. 

Table 2 Components Used in Designing the Wireless Prosthetic Hand 
System 

Control Glove Prosthetic Hand 
Arduino Uno Arduino Uno 

XBee Coordinator mode XBee Router mode 
4.5” Flex sensor MG995 Servomotor 
Glove 3D Printed Prosthetic 

Hand 
22k Ohm Resistor Breadboard 
9V Battery Holder Prosthetic hand housing 

 

 

Fig. 1 Overall System Chart 

 

User input

Glove

Transmitter

Receiver

Prosthetic hand output
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B. Assembling 

For the prosthetic hand, it were developed, printed and 
assembled. The servomotors then, were embedded to the 
prosthetic hand, and connected to the Arduino. Fig.2 shows 
the prosthetic hand connections. 

 

Fig. 2 Prosthetic Hand Schematic Diagram 

For the controller glove, the flex sensor were knitted on 
the back hand side of a glove. The flex sensors then were 
connected to the Arduino, Xbee and power supply. Fig.3 
shows the hand glove’s connections. 

 

Fig. 3 Glove Schematic Diagram 

C. Testing Method 

The test run were carried out on the assembled prosthetic 
hand system by a user sat 10m apart while wearing the hand 
glove. The communication tests were done to make sure 
that the prosthetic hand correspond to the control glove. 
Each prosthetic hand’s finger were tested one by one from 
the 10m distance and, the movement angle of the fingers 
were tabulated.  

IV. RESULTS & DISCUSSIONS 

Fig.4 shows the completed glove schematic diagram.  
The glove consists of five (5) 4.5” flex sensors stitched to it 
and powered by 9V battery with Arduino uno and Xbee 
module. 

 

Fig. 4 Glove Schematic Diagram 

 

Fig. 5 Prosthetic Hand 
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Fig.5 shows the assembled prosthetic hand with the ser-
vomotors while Fig.6 shows the corresponding of finger and 
the angular measurement when the glove were used.  

 

Fig. 6 Prosthetic Angular Measurement  

Table 3 shows the data that were extracted from the test. 
The data for the communication part presented firstly and 
followed by finger movements and the angle of fingers 
movements. It’s found to be satisfactorily and still can be 
improvised for the middle and index fingers. The rough 
joints in the prosthetic hand causes the reduction in the both 
fingers movement angle.  

Table 3 Test Results  

 YES NO COMMENT 

CONNECTION 

Communicate    
Lagging   0.5 sec 

FINGER MOVEMENTS 
1 finger    
2 fingers    
3 fingers    
4 fingers    
5 fingers    

ANGLE OF MOVEMENT, (°) 
FINGER MAX MIN COMMENT

Pinky 60   
Ring 55   

Middle 5  Rough joints 
Index 5  Rough joints 

Thumb 34   

 
For the connection test, based from Table 3, both at dis-

tance of 0m and 10m, the glove and prosthetic hand can 
communicate but the lagging time increased from 0.5sec to 
1sec. This is due to the increased range from 0m to 10m. 

For the finger movements test, whether at 0m or 10m, the 
prosthetic hand’s finger can directly correspond to the glove 

movement. Furthermore, the fingers able to move its five 
fingers simultaneously at 0m and 10m range. 

For the maximum angle of movement of the prosthetic’s 
hand fingers, the angle between 0m and 10m distance range 
did not produce any differences. Based on all the result, it 
shows that the communication between the control glove 
and prosthetic hand did have some lagging time but it did 
not have any effect on the finger test and angle test. 

This paper manage to identify the limitations and areas for 
future improvements. For the wirelessly controlled prosthetic 
hand to operate, the power consumption need to be reviewed 
too. Table 4 summarizes the power consumption of each 
components while Table 5 and Table 6 tabulates the battery 
life time for the controller gloves and prosthetic hand. 

Table 4 Each Components Power Consumption  

Component 
Voltage, V 

(V) 

Current, I 

(A) 

Power, 

W (W) 

Power Sus-

tained for 

One Second, 

PS (Ws) 

Arduino Uno 5 46.5m 0.2325 837 

XBee 3.3 0.7m 2.31m 8316 

Flex Sensor 5 0.1 0.5 1800 

Servomotor 4.8 350m 1.575 5670 

Table 5 Control Glove Battery Life Time 

Component Voltage, V (V) Current, I (A) 

Arduino Uno 5 46.5m 

XBee 3.3 0.7m 

Flex Sensor 5 0.1 

Total current, IT (A) 547.2m 

Minute lasted, LG 

(minute) 
46.0524 

Table 6 Prosthetic Hand Battery Life Time 

Component Voltage, V (V) Current, I (A) 

Arduino Uno 5 46.5m 

XBee 3.3 0.7m 

Servomotor 4.8 350m 

Total current, IT (A) 1797.2m 

Minute lasted, LH 14.022 
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From Table 5 and Table 6, the glove’s total time it can 
last, LG was recorded for 46 minutes while the prosthetic 
hand’s total up time was 14 minutes. This mean that the bat-
tery need to be changed every 14 minutes compared to the 
controller glove that’s 46 minutes. This power consumption 
issue can be improved for a more long lasting usage of the 
prosthetic hand by replacing for a sustainable energy source 
or by replacing components with lower power consumptions.  

Another limitation with this project is with the weight of 
the servomotor. The servomotor weighing by 55.2gram 
each, totalling of 276gram. This weight, when applied on 
the field, would be a problem for the EOD bot as it has to 
carry extra weight with it. This can be improvised by using 
lighter weight external EOD bot material like carbon fibre 
to compensate the weight of the servomotor.  

Apart from the weight issue, accuracy between prosthetic 
hand and the control glove is another area can be impro-
vised. Even if the hand of the user is fully closed, the pros-
thetic hand still does not fully close its hand and the angular 
movement for middle and index finger found to be very 
deviating. This is due to the rough joints that limits the 
movements. This is a serious matter for the EOD team as 
the accuracy play a big role when disarming IEDs. This can 
be improvised by a smooth design of the prosthetic hand 
design. Another way of tackling this accuracy issue is by 
designing the Prosthetic Hand with a closed loop feedback 
system instead of the current open loop system.  

V. CONCLUSION 

The designed wireless prosthetic hand was able to func-
tion with some minor glitches on the movement angular. 
This paper also manage to identify the limitations to the 
design and suggestions in enhancing it. Since this prelimi-
nary design exhibits   possibility of the usage prosthetic 
hand in IED, with the improvised design it can be imple-
mented on EOD bot on consumer level. The same concept 
can be extended for the medical practitioners’ usage, 
whereby any surgeon could perform surgery using  
 
 
 
 
 
 
 
 
 
 
 
 

such similar hand via internet protocol and safe life in time 
without travelling far. Overall the designed wireless flex 
sensor prosthetic hand have shown a good possibility in for 
the usage of EOD bot. 
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Abstract— This proposed project is a lower limb exoskeleton 

that is design and develop for rehabilitation while the safety 
rules and regulation is kept in mind. The developed exoskele-
ton is made up of purely rehabilitation kits such hip and knee 
orthoses kits so that users can comfortably wear and do reha-
bilitation of flexion and extension. The idea is to use inertial 
measurement unit (IMU) and electromyography (EMG) as a 
sensor devices where the algorithm is developed to actuate the 
motors attached at the hip and knee joints from the sensors 
collected data. The control of the system is done by using Ar-
duino microcontroller where the right lower limb assumed to 
unsound limb and left lower limb assumed to be sound limb, 
where from the sensors attached at left sound limb mimic the 
movement for the right unsound limb. 

Keywords— Exoskeleton, Lower Limb, Rehabilitation, Iner-
tial Measurement Unit (IMU), Electromyography (EMG). 

I. INTRODUCTION  

In everyday routines lower limb plays an important role 
in day to day physical activities such as flexion and exten-
sion, walking motion, sitting and standing position where 
the joints have significant role. In today’s busy and fast life 
and increasing of senior citizens, people of different age 
group have numerous amount of paraplegic attack, muscles 
problem that most of them have less mobility of the leg and 
rest have certain muscular injuries caused by traffic acci-
dents where it is difficult to move the lower limb [1].      

Clinical field of rehab make use of rehabilitation exoske-
leton suit which happens to be a special robotic suit that is 
used to minimize conventional rehabilitation training pro-
gram and allows physicians to take break from the highly 
stressful training program exercises. Exoskeleton suits 
could in fact be activated with the use of patient`s move-
ment awareness, enhances the overall self-confidence that 
patient possesses in relation to rehabilitation by offering 
them a relaxed and convenient to interact human to machine 
interface [2]. The exoskeleton suit will be able to assist 
them in being self-reliant and also fills them with confi-
dence to reintegrate into society.  

Pervious study explains it is necessary to understand the 
function of the exoskeleton, basically exoskeleton is the wear-
able prototype which has an ergonomic design mechanism 
that will help the users in movement of limbs [4]. There are 
different kinds of rehabilitation exoskeleton currently in the 
market for the rehab requirements [1], [2] and [3]. 

The development of this project is to aid the rehabilita-
tion process to revive the lower limb by way of flexion and 
extension by utilizing the Arduino microcontroller to re-
ceive feed-back as well as to control electric motors by 
using inertial measurement unit (IMU) and electromyogra-
phy (EMG) sensor that is competent at assessing the elec-
trical impulses produced during the muscles activities stated 
more precisely the flexion and extension of the lower limb. 
A graphical user interface (GUI) is put together based on 
the information collected from the EMG sensor to give a 
real-time biofeedback simulation of a performed flexion and 
extension exercise.   

Furthermore the proposed exoskeleton is to be designs in 
such a way that it can fit anyone without any assistance of 
the specialist’s physiotherapist which makes it portable and 
adjustable as well. The flexibility of the leg exoskeletons 
have number of degree of freedom (DOF), while in this 
project it makes easy to the rehabilitator by having only 2 
DOF that is flexion and extension of the lower limb exoske-
leton which is friendly to the patients.   

II. METHODOLOGY 

The methodology of developing the lower limb exoskele-
ton is shown in the block diagram in figure 1, where the 
steps shows that how the lower limb leg can be actuate by 
DC motor using the signal form the from IMU and EMG 
muscles sensors. Hence to do the rehabilitation exercise of 
flexion and extension is shown in the GUI.  

 

Fig. 1 System Block Diagram 
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A. Design Architecture (Exoskeleton) 

First of all the lower limb exoskeleton is only for one leg 
that is, it attached to the right leg assumed to be unsound 
limb and the left leg is assumed to be sound limb and. In 
designing the exoskeleton safety measures also has been 
taken as per the environment factors, such as the project 
design architecture is pseudo-anthropomorphic that means 
the lower limb exoskeleton is similar to the human’s, but 
only includes two degree of freedom that is the walking 
motion of flexion and extension of the human leg of hip and 
knee joints. 

B. Electromyography (EMG Electrodes) 

The electromyography (EMG) sensor which is using the 
AgCl electrode is placed at the Vastus Medialis areas of the 
legs that is on the knee thigh area on the sound limb to acti-
vate the hip and knee joints actuators respectively on un-
sound limb. The myo-electric signal is used to control and 
activate the lower limb exoskeleton.  

C. Inertial Measurement Units (IMU) 

Inertial measurement units (IMU) sensor consist of three-
axial accelerometer, gyroscopes, manometers and thermo-
meters, here the plan is to use 3-axis accelerometer and 
gyroscope to collect the data to actuate motors such as the 
system is able to calculate the angles and acceleration 
ranges of the hip and knee joints so that the maximum and 
minimum angles will be specified in order to lift the leg for 
flexion and extension relative to the ground plane. IMU 
sensors attached at the sound limb area of hip and knee joint 
to get the accurate angle and hence actuate the motors at the 
unsound limb.    

The accelerometers is working under the principle of 
output voltage is directly related in proportion to the accele-
ration, the sensors also capable of finding the exact angle 
from inclination of the leg to the ground of the exoskeleton.  

D. Actuators Activities 

The actuators proposed in the project are the DC planeta-
ry geared motors with encoders that are placed on the hip 
and knee joints, so that the hip joint should have more tor-
que which can lift the remaining knee joint motor to activate 
and hence the walking motion flexion and extension is per-
formed. The motors are controlled through the Arduino 
microcontroller to receive feedback and to control motors 
through IMU sensors attached at the sound limb to give 
angle position as per the normal human being flexion and 
extension. Whereas the EMG sensor is for the system acti-
vation so that when the sound limb do flexion and extension 
and get the muscles activity thus the system starts. The en-

coders in the motors will ensure that the motor reaches the 
same position indicated by the IMU sensors.    

E. Rehabilitation Exercise 

Lower limb exoskeleton have the potential for rehabilita-
tion of the leg by doing certain exercise, in this project the 
walking motion exercise is proposed such as the injury, 
paraplegic, spinal cord injuries and muscles disorders pa-
tients can rehabilitate their leg by doing the two degree of 
freedom exercise of flexion and extension of the limb back 
to its normal position.    

 

 

Fig. 2 Angle Orientation at the Lower Limbs [11]. 

The patients can do the movement exercise in steps, from 
stretched leg position of unsound limb to the second posi-
tion of lifting the hip and knee joints simultaneously. Whe-
reas in the project hip joint flexion is limits to 45 degree and 
coming to the rest position that is the 0 degree to the ground 
surface as shown in figure 2. Whereas the knee joint flexion 
is 0 degree and extension is assumed to be -45 degree going 
backwards while the hip joint is on flexion position. Thus 
do the normal flexion and extension exercise for lower limb 
rehabilitation.   

F. Computer Interface (GUI) 

To track the movement of exoskeleton, a GUI design is 
done using LabVIEW software, the GUI will simulate the 
real time lower limb exoskeleton movement as per the us-
ers, shows the flexion and extension movement position. 
The 3D model of exoskeleton is export to 3D picture control 
in LabVIEW; secondly there will be a graph as well to show 
the EMG waveform activities.   

The GUI will also show the muscles performance and 
strength including the angles of IMU done by the user exer-
cise, hence the GUI also shows the duration of the exercise 
and the number of counts done for each walking motion of 
flexion and extension.   

G. Design and System Implmentation 

a) Design 3D model of the exoskeleton is shown in figure 3, 
the exoskeleton is designed in such a way that the normal 
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human body width and height is kept in mind. The lower 
limb exoskeleton is consists into the two main parts that is 
using the rehabilitation hip kit and knee thigh kit, hip kit 
combined placed at both hip and thigh part are connected 
where the motor is fixed at the hip joint movement for the 
flexion and extension making overall two degree of free-
dom. Aluminum strips are used in the design for the con-
nection on the kits to the motors because there will be a 
need of some strong material as it will help the motor to leg 
movement.    

 

 

Fig. 3 3D Model of Exoskeleton  

b) Prototype The prototype of the lower limb exoskeleton 
for rehabilitation is built with proper medical rehabilitation 
kits as shown in figure 4, as the safety of the users comes 
first as compared to others such as aluminum, carbon fiber, 
and other materials which can possibly have the skin dis-
ease to the users. The DC planetary motors are fixed in a 
lateral position to the human body to ground plane thus the 
motors are in distance to the rehab kits. The prototype is 
built in such a way that it can easily assembled and disas-
sembled from the knee joint therefore it is portable. Moreo-
ver the hip joint to the knee joint is adjustable to the limb to 
enables the exoskeleton to suites more rehabilitators.         

c) Walking Algorithm The propose project is the lower limb 
exoskeleton is where the system is driven by sensors and the 
motors at both hip and knee joint acts as an actuators. There 
are total two IMU and one EMG sensors are used whereas 
all the sensors are placed at left sound limb and the motors 
are attached to the right unsound limb.  

 

Fig. 4 Lower Limb Exoskeleton Prototype   

The methodology, the electrodes are placed on the left 
sound limb to get the muscles activities through the elec-
trodes placed on the knee thigh of the sound limb so that 
when the patient lift the left sound limb, hence both the DC 
motors will activate for right unsound limb where the ex-
oskeleton is attached in the sequence of first hip motor will 
activate after that the knee motor. It’s basically mimicking 
the movement of the left sound limb to the right unsound 
limb to rehabilitate the leg. 

There are two main position or parts to complete the one 
cycle of exercise, one is lifting the hip joint part and exten-
sion of the knee joint after that the second part reaches to 
the ground where the hip is of extension position and knee 
is on flexion position, hence complete the walking motion 
of the exoskeleton for rehabilitation.          

III. RESULTS AND DISCUSSION 

As the data shows it is hip joint angle to be maximum 45 
degree at flexion position while on normal extension posi-
tion of the lower limb is to be 0 degree. The value from the 
graph in figure 5 is compared the angles of both left sound 
and right unsound limb from the motor encoder count, it 
shows that when the exoskeleton moves that is mimic the 
IMU angle on left sound limb gives 5 degree difference of 
actual angle of 20 degree from the IMU as shown in Series 
1, thus when do the flexion at hip joint is moves only 15 
degree as shown in Series 2. The steps are repeated in the 
interval of 5 degree and note down the exoskeleton angle 
real time. At the actual angle of 35 degree the sequence was 
to properly execute and thus gives 24 degree from unsound 
limb thus gives the difference of 11 degree.  
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Fig. 5 Graph of IMU Angle with Motor Encoder 

IV. CONCLUSIONS 

In summary, a simplified and easily assembled and dis-
sembled lower limb exoskeleton for rehabilitation is de-
signed and developed with having adjustable limb that fits to 
any human body. The exoskeleton for lower limb is success-
fully developed fully by rehabilitation medical hip and knee 
orthoses kit for the patients such as muscles disorder prob-
lems at lower limb, injuries and for paraplegic attacks, which 
wants to rehabilitate by doing simple exercise of flexion and 
extension. Furthermore the IMU’s and EMG sensor is at-
tached to the left sound limb and provides data successfully. 

The right unsound limb where the medical orthoses kits 
are attached to the exoskeleton actuate the motors success-
fully at both hip and knee joint that is mimic the walking 
motion movements according to the algorithm applied. Re-
lationship of EMG has to be consider to actuate the motors 
at hip and knee joint in the future to improve the exoskele-
ton walking motion.  
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Abstract— Present-day Embryo Culture (ECM), Cell, Ga-
mete and Embryo Cryoprotectant (CM), Stem Cell Culture 
(SCCM), Cell-based Vaccine Production Media (VPM), etc 
contain donor serum proteins (DSPs) which carry risk of dis-
ease transmission to patients/their babies/healthcare workers. 
The dependence on DSPs proved difficult to overcome. The 
European Union recommends avoidance of non-uniform bio-
logicals in healthcare products (EU Tissue Directive 
No.2004/23/EU) by April 2007. However to-date most manu-
facturers of healthcare products have not fully complied with 
this directive. The pioneering research of this author in Aus-
tralia led to development of synthetic human embryo culture 
media devoid of DSPs. A clinical trial was performed success-
fully [Ali, 1997, 2004; Ali et al., 2000] and patented in USA (US 
Patent 8415094) / PCT protected in Canada/ EU/ Australia/ 
Russia/ Israel/ worldwide and licensed to Cellcura ASA Nor-
way (www.cellcura.com). The present communication reports 
development of synthetic spermatozoa cryopreservation me-
dium (SCM). The nature of this intellectual property is pro-
prietary. Patent application is pending. Therefore it shall not 
be described in detail here but events leading to its develop-
ment will be presented. In the SCM the mean% +1SD sperma-
tozoa motility pre- and post- freeze-thaw was similar 55.7+17.4 
vs 54.9+13.3; n=10 (p>0.05). In previous studies after freeze-
thaw using DSP-containing CM the pre and post-thaw sperma-
tozoa motility was significantly different 45+11 Vs 23+12, 
p=0.047; n=64 that showed a loss of 22% in motility (p=0.047). 
A prospective study found SCM statistically similar to DSP 
containing-CM. Proof of principle was demonstrated following 
human pregnancy after generation of human embryos by 
intracytoplasmic spermatozoa injection (ICSI) using SCM 
frozen-thawed testicular spermatozoa. An efficacious SCM for 
human, possibly mammalian spermatozoa was formulated that 
may be regulation-compliant, and very safe. The availability of 
SCM eliminates batch variation and potential for disease 
transmission in routine spermatozoa cryopreservation in med-
icine, meat and dairy industries, and species conservation.   

Keywords— cryoprotectant, medium, protein-free, sperma-
tozoa, synthetic. 

I. INTRODUCTION 

Present day culture media for cells, tissues and embryos, 
and cell-based vaccine production contain donor serum 
proteins (DSPs) from human or animal donors (human se-
rum albumin (HSA), bovine serum albumin (BSA), foetal 

calf serum (FCS), maternal serum, cord serum), including 
the use of xeno feeder cells such as mouse fetal fibroblast 
cells in the generation of human stem cells, etc.  [1-2] carry 
risk of disease transmission including immunogenic reac-
tions [3]. Stringent purification and sterilization measures 
cannot exclude with absolute certainty the possibility of 
transmission of unknown pathogens [4]. It is well recog-
nized prions of BSE /vCJD cannot be destroyed by extreme 
heat. It is well documented haemophiliacs have been in-
fected with AIDS through blood-derived products. CJD has 
likewise been transmitted through tissue-derived products 
and disease transmitted through vaccines [5-7]. The Euro-
pean Union Cell and Tissue Directive No.2004/23/EU [8] 
came into force in April 2007 that asked member states to 
move away from healthcare products that contained non-
uniform biological BUT DSPs (and mouse feeder cells in 
stem cell culture), are still used in spite of the risk of disease 
transmission. It has been reported that almost all existing 
stem cell lines are contaminated with mouse proteins mak-
ing them unsuitable for human application [3]. As in cell, 
embryo and vaccine- production culture media DSPs are 
also present in cryoprotectant medium (CM) used for the 
cryopreservation of cells, gametes and embryos in medi-
cine, and species conservation. Diseases can likewise be 
transmitted to the recipients if the recipients’ spermatozoa 
were cryopreserved in cryoprotectants containing DSPs. 
The present invention relates to the development of synthet-
ic protein-free spermatozoa CM (SCM) specialized and 
optimized for human assisted reproduction technology 
(ART) programs. The usage of protein-free media products 
will be useful in the prevention of the transmission of pro-
tein-bound pathogenic agents to patients undergoing infer-
tility treatment, to newborns conceived from ART and to 
healthcare workers. The SCM is anticipated to be useful in 
species conservation and, meat and dairy industries. The 
objective of the present investigation was to and has suc-
cessfully developed for the first time a synthetic SCM devo-
id of DSPs that appears to have overcome the mandatory 
need for DSPs in CMs that could not be overcome for dec-
ades. 
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II. MATERIALS AND METHODS 

A.  Spermatozoa Freezing and Thawing 

Spermatozoa were equilibrated with SCM according to 
the protocol developed. The nature and freezing protocol are 
proprietary, and is currently being considered for patent 
application. The equilibrated semen was apportioned into 
Nunc (NUNC, Denmark) 1.8ml cryo vials and frozen ac-
cording to standard methods in which the vials were held at 
14cm above surface of liquid nitrogen in a liquid nitrogen 
(LN2) tank for 20mins and then at 7cm also for 20mins. At 
the end of this period the vials were plunged into liquid 
nitrogen and cryostored at -196oC in LN2 in Dewar speci-
men tanks for a period of 14 to 60 days (MVE, UK). The 
cryovials were thawed gently at room temperature. Meas-
ured volume of the thawed contents of the cryo vial were 
transferred into a 15-ml centrifuge tube (Falcon Plastics, 
USA). The thawed specimen is mixed with 3ml of sperma-
tozoa medium (Origio, Denmark). The suspension was cen-
trifuged at 2000rpm for 5 mins. The supernatant was dis-
carded and the pellet re-suspended in spermatozoa medium 
and again centrifuged. The supernatant is discarded and the 
pellet made up to the original volume of the thawed speci-
men with spermatozoa medium. The pellet is mixed and 
warmed for about 10mins at 37oC. The motility of the 
thawed specimen was measured using a Makler chamber as 
per standard methods. 

B. Freezing Human Testicular Spermatozoa  

Testicularspermatozoa was extracted as per established 
protocol following the patient’s request. Thirteen oocytes 
were recovered from the patient’s wife. All 13 oocytes were 
injected with the fresh testicular spermatozoa. Of these, 12 
oocytes  fertilized (92.3%). The wife became clinically 
pregnant after transfer of two embryos but later aborted. 
The remaining testicular spermatozoa were equilibrated in 
the SCM and apportioned into 4 cryo vials and subsequently 
frozen-stored as described above. About 1 year and two 
months later the couple returned for ART treatment. Ten 
oocytes were recovered from the wife and injected with 
SCM frozen-thawed testicular spermatozoa. 

III. RESULTS 

A. Spermatozoa Freezing and Thawing  

The mean% +1SD spermatozoa motility pre- and post- 
freeze-thaw was similar 55.7+17.4 vs 54.9+13.3; n=10 
(p>0.05) respectively with a surprisingly very low loss of 
0.8%.  

C. Freezing Human Testicular Spermatozoa  

All ten oocytes (100%) were fertilized after injection 
with SCM frozen-thawed testicular spermatozoa. Two of 
the embryos generated were transferred to the patient which 
resulted in a pregnancy that was on-going at the time this 
author returned to his home country.  

IV. DISCUSSION 

For three decades healthcare providers in ART had to use 
DSP- containing embryo culture media and CMs for sper-
matozoa, oocyte and embryo cryopreservation in spite of 
risk of disease transmission [1,2] due to lack of alternatives. 
Most efforts to develop a synthetic alternative and claims of 
successful development of chemically defined protein-free 
medium (PFM) for human application were in fact not truly 
protein-free, because the sperm meant for fertilization was 
still prepared in medium that contained DSPs [9-11]. An 
efficacious and totally synthetic PFM for ART procedures 
was described by the author in 1997 and communicated in 
subsequent years [12-15] and patented in USA in 2007 (US 
8415094 B2 [16]; PCT protected worldwide including  
Canada, EU, Israel Australia, Russia, Norway, Singapore, 
etc,  and licensed (www.cellcura.com). The present study is 
similar to the PFM work directed at developing a synthetic 
cryopreservation system for spermatozoa. The loss of motil-
ity of frozen-thawed spermatozoa in CM using DSP [17,18] 
was significant. The loss of motility or viability in conven-
tional spermatozoa freezing has been extensively reviewed 
[17] where the loss of spermatozoa motility following fro-
zen-storage appears to be a common problem in DSP-
containing CMs. In a previous study by Menkveldt cited by 
Brown [18] the drop in spermatozoa motility after freeze-
thaw using DSP-containing CM was significant [45+11 Vs 
23+12, (p=0.047; n=64] which showed a loss of 22% in 
motility. On the contrary there is insignificant loss of only 
0.8% motility when SCM was used to cryopreserve sperma-
tozoa indicating synthetic CMs devoid of DSP are capable 
of efficacious cryopreservation of human spermatozoa and 
that the past challenges faced in overcoming the need for 
DSPs in CMs is now put to rest. More so after proof of 
principle was demonstrated following pregnancy from hu-
man embryos generated after ICSI using SCM frozen-
thawed testicular spermatozoa. A recent study compared the 
efficacy of SCMs with DSP-containing CMs showed SCM 
to be statistically similar as DSP-containing CM (Ata’Allah 
et al., personal communication, 2015).  
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V. CONCLUSIONS 

The present investigation has successfully developed an 
efficacious synthetic spermatozoa cryopreservation medium 
that overcame past challenges and hurdles associated with 
the mandatory need to include hazardous DSPs in sperma-
tozoa cryopreservation medium. We now have a complete 
set of PFM for both embryo generation and spermatozoa 
cryopreservation.  
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Abstract— Right ventricle (RV) transposes deoxygenated oxy-

gen to the lungs at much lower pressure but with similar vol-

ume as the left ventricle (LV). Unlike the elliptical LV, the RV

is funnel-shaped with crescent cross section in the short-axis di-

rection. In part due to its complex anatomy, the studies on the

ventricular flow are quite limited, as compared with LV. In ad-

dition, RV dilation is expected, when pulmonary arterial hyper-

tension (PAH) is present, and the alternation of ventricular flow

has not been studied to the best of our knowledge. In this study, a

normal subject and a PAH patient were selected for MRI scans,

based on which the time-resolved RV geometries were recon-

structed. To model the patient-specific ventricular flow, Compu-

tational Fluid Dynamics (CFD) was utilized with dynamic mesh

method enabled. The simulation results showed that the ven-

tricular flow in both normal and PAH RVs were smoother than

that in LV, especially at the mid and apical regions. The vor-

tex structure indicated that deeper penetration of transtricuspid

flow into RV in the normal subject.

Keywords— Pulmonary Hypertension, Right Ventricle and

Computational Fluid Dynamics.

I. Introduction

The right ventricle (RV) is funnel-shaped and its inlet and
outlet tracks are relatively widely separated by the aorta. It is
widely believed that the interaction between the ventricular
flow and the myocardium plays a role in the development of
certain cardiac dysfunction, though no concrete conclusion
has been stated yet. In part due to the complex anatomy of
RV, the studies on its internal flow structure is much limited,
as compared with the LV.

Direct (i.e. in-vitro) measurement of the ventricular flow
is the most desired approach to study the hemodynamics. Us-
ing phase contrast magnetic resonance imaging (PC-MRI),
Kilner and the coworkers revealed the flow patterns on one
slice of the three-dimensional (3D) ventricular flow though

both atriums and left ventricle [1]. However, the complex
3D flow structure in the RV could not be depicted solely
based on one two-dimensional (2D) planar velocity map, and
it was omitted in the article. 4D MRI is the cutting edge
tool to visualize the 3D flow evolution over cardiac cycles
by combining 3D spatial encoding and 3D velocity-encoded
phase contrast method [2]. The videos in [3] demonstrated
that the dominant flow feature is a smooth path from the tri-
cuspid to the pulmonary valve with asymmetric vortex ring
in the proximity of tricuspid orifice during early and late di-
astole. In addition, the apical flow has low velocity magni-
tude. In-vitro measurement is anther manner to have a better
understanding of the right ventricular flow, though the RV
model is not patient-specific. With the aid of multi-planar
image velocemtry, Falahatpisheh and the coworkers summa-
rized that the vortex structure formed during the early filling
phase evolved into a single-leg vortex extending toward the
pulmonary valve [4]. Computational fluid dynamics (CFD)
has been widely adopted for the modeling of LV, and the
simulation could be patient-specific with the aid of imaging
tools. Mangual and the coworkers utilized the Image Are-
naTM software (TomTec Imaging System GmbH, Munich,
Germany) to reconstruct the RV geometries from 3D echocar-
diography [5]. Based on the numerical simulation, they ob-
served a compact vortex structure after the blood passed the
tricuspid valve during the rapid filling phase and some ir-
regular vortex structure formed during the atrial contraction
phase. Computed tomography (CT) was employed for geom-
etry reconstruction in [6], however, the study was more fo-
cused on the LV without elaborating RV flow.

Pulmonary arterial hypertension (PAH) increases the
workload of RV and the RV dilatation is observed as a com-
pensation to maintain stroke volume when its contractility is
impaired. The alternation of the RV will certainly affect the
internal flow field. The primary purpose of this study was to
visualize the differences between normal and PAH RVs in
terms of flow field using CFD.
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II. Methods

A. Geometry Reconstruction

The MRI scans were carried out on a Philips 3.0 Tesla sys-
tem (Philips Healthcare, Netherland). A number of parallel
slices of the heart images were acquired in the short-axis di-
rection and the raw images in Digital Imaging and Communi-
cations in Medicine (DICOM) format contains the additional
information for rending in 3D as demonstrated in Fig. 1a. The
contours of endocardium were drawn manually on each slice
and the resultant 3D contours (black) were shown in Fig. 1b.
The funnel-shaped right ventricle led to contour branching
at the basal region and thus a ridge (red) was introduced be-
tween the single-contour and double-contour region as indi-
cated in Fig. 1b. Based on the contours and the ridge, the right
ventricle was reconstructed as shown in Fig. 1c.

B. Mesh Generation

The reconstructed geometry was meshed using ANSYS
ICEMCFD (Version 14.0) and the numerical model had
around 1.2 and 1.5 million tetrahedral volumetric cells in the
normal and PAH case at the end of diastole, respectively. The
temporal resolution of the MRI data was 30 phases per car-
diac cycle, and it was insufficient for CFD simulation. There-
fore, cubic-spline interpolation was applied to increase the
temporal resolution, leading to smooth ventricular deforma-
tion. Note that the surface mesh at each time instance had
identical number of nodes and connectivity to model the de-
formation. As shown in Fig. 2, the volume varied signifi-
cantly from the end of diastole and the end of systole, and
the smooth method alone was incapable of tackling large de-

Fig. 1: Geometry reconstruction process.

Fig. 2: Geometry reconstruction process.

formation. As a result, remeshing was applied to improve the
deteriorated grids.

C. Numerical Modeling

The internal flow of the numerical model was simulated
using the commercial CFD solver ANSYS FLUENT (Ver-
sion 14.0), which utilizes the finite volume methods in arbi-
trary Lagrangian-Eulerian (ALE) formulation of the Navier-
Stokes equations to solve the motion of deforming ventri-
cle. Blood flow was assumed to be laminar and Newtonian
with constant dynamic viscosity of 3.5 mPa·s and density
of 1,050 kg/m3. For the ease of numerical modeling, it was
assumed that the tricuspid and pulmonary valves were com-
pletely closed during the systole and diastole, respectively.
Therefore, the flow rate through the corresponding orifices
was derived from temporal variation of ventricular volume,
according to the principle and mass conservation. The closed
valve was represented by wall boundary condition and pres-
sure inlet or outlet boundary was applied to the other opening
accordingly.

III. Results and Discussion

Fig. 3 shows the volume profiles of the normal and PAH
RV during one cardiac cycle. The unexpected fluctuation of
RV volume based on MRI images (black cross line) is ob-
served, due to errors induced during MRI scan processing
and the manual segmentation. In order to avoid this issue
and resultant unrealistic ventricular flow, only 10 phases were
selected in this study (i.e. one in every three consecutive
frames) and the simulations were based the geometries re-
constructed based on these 10 frames. Therefore, the profiles
in both cases are smooth in this study. The normal subject
had a typical volume profile, which included a early filling
phase, diastasis and atrial contraction after the strong systole.
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Fig. 3: Volume profiles in the normal and PAH cases in a cycle.

Although similar trend is observed in PAH patient, the RV
volume was significantly enlarged by the hypertension. The
RV volume varied between 25 ml and 103 ml in the normal
RV, leading to the ejection fraction (EF = 1 - VES/VED) of
75%. The corresponding stroke volume was 78 ml. In the
PAH patient, the VED and VES were 266 ml and 199 ml,
respectively, and the EF was only 25%.

The development of the RV flows in normal and PAH were
shown in Fig. 4 and the vector were colored based on its mag-
nitude. During the systole, the tricuspid valve was closed and
the blood flowed out of RV through pulmonary valve. Near
the end of systole, the flow velocity through pulmonary ori-
fice reduced. The blood was accelerated as it flowed from
rear region to the pulmonary orifice, where high velocity flow
was observed. During the diastole, the pulmonary valve was
closed, thus the blood with high momentum generated during
systole was forced to redirect, forming a clockwise swirling
flow during the early stage of diastole. The absence of ac-
tual tricuspid annulus and the converging duct shaped RV in
its proximity retarded the flow separation. Consequently, no
conspicuous swirling flow could be observed from the veloc-
ity vectors. In this study, the inlet and outlet were assumed
as tricuspid and pulmonary valve, respectively. The tricuspid
orifice was considerably larger than the pulmonary orifice and
resulted in low transtricuspid flow. The vortex structure near
the pulmonary valve, which was initiated during systole, fi-
nally dissipated during the atrial contraction. Over the entire
cardiac cycle, the apical flow was slow and smooth, because
the crescent RV suppressed the development of irregular flow
at this region.

Fig. 5 shows the evolution of ventricular flow in PAH pa-
tient at the same instances as the normal subject for the ease
of comparison. Similarly, the dominant flow feature in the
PAH was the strong out flow jet through the pulmonary ori-
fice. The dilated outflow track led to slower transpulmonary
flow, as compared with the normal subject. For instance, the
maximum flow velocity in PAH was 0.23 m/s, while that

(a) T∗=0.12 (b) T∗=0.20

(c) T∗=0.28 (d) T∗=0.32

(e) T∗=0.68 (f) T∗=0.96

Fig. 4: Development of intraventricular flow in normal RV during systole
(a-c) and diastole (d-f).

in the normal subject was 0.68 m/s. Therefore, the strong
swirling flow observed in the normal subject was not present
in PAH patient at the early stage of diastole (Figure 5d). With
respect to the tricuspid valve, the dilated RV in the proxim-
ity region was like diverging duck, and it promoted the flow
separation, leading to swirling flow near the orifice.

Since the dominant flow feature during systole was rel-
ative simple, the study of the vortex structure was mostly
focused on the diastolic phase. As shown in Figs 4 and 5,
the flow pattern was basically smooth, thus the magnitude
of the vortex iso-surface was small (i.e. 300 l/s2) to illus-
trate the delicate flow structure near the end of diastole as
shown in Fig. 6. In the normal subject, the main vortex struc-
ture was arc-shaped with respect to the tricuspid orifice and
stretched from the core to the pulmonary orifice along the
outflow track. In the PAH patient, vortex structure was ob-
served beneath the tricuspid orifice, which was consistent
with the swirling flow in Figure 5f. Compared with the left
ventricular in [7–9], the penetration of transvalvular flow into
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(a) T∗=0.12 (b) T∗=0.20

(c) T∗=0.28 (d) T∗=0.32

(e) T∗=0.68 (f) T∗=0.96

Fig. 5: Development of intraventricular flow in PAH RV during systole
(a-c) and diastole (d-f).

ventricle was much shorted, owing to the lower flow velocity,
and this phenomenon was also observed in [10].

Fig. 6: Vortex structure near ED.

IV. Conclusion

In this study, MRI images were utilized to reconstruct
time-resolved RV geometries in normal subjection and PAH

patient. To facilitate the mesh generation, the geometries at
each frame had the identical topology (i.e. the number of sur-
face nodes and connectivity). In terms of flow field, the blood
flows in the mid and apical regions of RV were smooth even
when RV was dilated due to PAH. The vortex structure in-
dicated deeper penetration of transvalvular flow into RV in
normal subjection.
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Abstract— According to world health organization, cardio-
vascular diseases are the number one cause of death globally 
and most of them can be prevented by addressing risk factors 
such as tobacco use, unhealthy diet and obesity, physical inac-
tivity, high blood pressure, diabetes and raised lipids. Hence 
early and correct diagnosis and administering the appropriate 
and effective treatment is important. Physicians often make 
decisions based on current clinical tests and previous experi-
ence of diagnosing patients with similar symptoms but it is a 
difficult task since a lot of factors are contributing to the pre-
diction. In this paper, a clinical decision support system is 
designed and implemented that can help the doctors in predict-
ing the risk of heart disease. This system is based on the opti-
mal artificial neural network model identified among the dif-
ferent models evaluated using accuracy measures on standard 
heart disease database. An interface is also developed based on 
the optimal model to facilitate the doctors in predicting the 
risk of heart disease.  

Keywords— Data mining, Prediction, Heart Disease,             
Artificial Neural Networks. 

I. INTRODUCTION  

Even though everyone understands the importance of 
health due to widespread usage of information available 
through Internet, mortality rate related to cardiovascular dis-
eases have not decreased as expected. Cardiovascular diseas-
es are a group of disorders of the heart and blood vessels [1]. 
According to the compilation of data collected from more 
than 190 countries, around 17.3 million deaths are caused due 
to heart disease and it is expected to go beyond 23.6 million 
by 2030 [2]. It is also a fact that in about every 34 seconds, 
one person has heart attack in the United States alone [3]. 
Hence, earlier prediction of heart disease and giving appro-
priate treatment is important in worldwide reduction of mor-
tality rate due to heart disease. This is especially important 
for the people who are at high cardiovascular risk.  

In normal circumstances, doctors predict the risk of heart 
disease based on their intuition as well as their experience. 
There is a possibility of variations in diagnosis between the 
doctors and also within the same doctor at different times. In 
major hospitals, heart disease database may contain patient 
details along with records of diagnosis at different times. 
Decision support system based on data mining algorithms can 
be designed using this database to aid the doctors in making a 

decision for prediction of the risk of heart disease. Data Min-
ing is a process to extract hidden knowledge and find patterns 
among large amounts of data. Artificial Neural Networks 
(ANN) have been widely used as one of the intelligent tech-
niques for prediction applications. 

In this paper, analysis on the performance of ANN mod-
els to predict the risk of heart disease is done and optimal 
model is identified based on prediction accuracy measures 
using standard database. Section II discusses review on 
related research. Section III discusses preprocessing of data, 
followed by research methodology in Section IV. Experi-
mental results are discussed in Section V followed by con-
clusion in Section VI. 

II. LITRUTURE REVIEW 

Many researchers have used different intelligent tech-
niques as classifiers for the prediction of heart disease. They 
have reported good accuracy results and as far as our 
knowledge, no optimal model has been reported which can 
achieve 100% accuracy on the chosen dataset.   

Sonawane et al (2014) have used multilayer perceptron 
Neural Network (MLPNN) as a classifier. By using 70% of 
data for training and 30% of data for testing, they were able 
to achieve the highest accuracy of 98.58%, with 20 neurons 
in the hidden layer [4]. Mrudula et al (2010) used support 
vector machine (SVM) and Artificial Neural Network 
(ANN) as classifiers and have shown ANN with an accu-
racy of 97.5% performs better than SVM with an accuracy 
of 80.41% [5]. Khemphila et al (2010) used logistic regres-
sion, decision trees, and neural networks as classifiers and 
have shown ANN performs best with 80.2% accuracy com-
pared to logistic regression and decision tree approach [6]. 
Ah Chen (2011) has developed a Heart Disease Prediction 
System based on ANN and achieved an accuracy of 80% 
with 13-6-2 architecture [7]. Danger et al (2012) used 
MLPNN architecture with backpropagation algorithm [8] 
and they were able to achieve 99.25% accuracy and Jyoti 
Soni et al (2011) using weight associated classifier were 
able to achieve an accuracy of 98.58% [9].   

From the review, it has been noticed that experiments us-
ing ANN as classifier was able to achieve better perform-
ances compared to all the other classifiers. But researchers 
were not able to identify an optimal model which can 
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achieve 100% accuracy on the specified dataset. The pro-
posed approach identifies an optimal ANN model which can 
achieve 100% accuracy on the standard dataset by exten-
sively searching through the models with different architec-
tural parameters, training algorithms, and different training 
and testing percentages of dataset.  

III. DATASET DESCRIPTION AND ENCODING 

Evaluation on the proposed model is done using Cleve-
land Clinical Foundation Heart Disease dataset, which is 
part of UCI machine learning repository [10].  

Table 1 Description of Input and Output Attributes and their encodings 

Attribute Description Value 

Age Age in years     < 35: (-2), 35-50: (-1),          
    51-60:(0), 61-79:(1), >79:(2) 

Sex Gender Male:1, Female:0 

CP Chest pain type Typical angina:1 
Atypical angina:2 
Non-anginal pain:3 
Asymptomatic:4 

Trestbps    Resting blood   
   Pressure (mm Hg) 

    < 120: Normal (-1) 
    120-139: PreHypertension(0) 
    > 139: Hypertension (1) 

Chol Serum cholesterol 
(mg/dl) 

<200 :Desirable (0) 
200-239: Bordeline(1) 
> 240:High (2) 

Fbs Fasting blood     
sugar > 120 mg/dl 

True: 1, False:0  

Restecg Resting ECG       
Results 

Normal:0 
Abnormal ST_T wave:1 
Left ventricular hypertrophy:2 

Thalach Maximum heart   
rate achieved 

< 100:(-2),100-135:(-1), 136- 
170:(0),171-200:(1), >200:(2) 

Exang Exercise induced   
   angina 

    Yes:1, No:0  

Oldpeak    ST depression     
   Induced by          
   exercise relative to  
   rest 

    0-0.99:(0),1-1.99:(1),          
    2-2.99:(2), 3-3.99:(3),           
    4-4.99:(4),5-5.99:(5), > 6:(6) 

Slope    The slope of the     
   peak exercise ST  
   segment  

Up-sloping:1, Flat:2, 
Down-sloping:3 

CA    Number of major   
   vessels colored by  
   fluoroscopy 

Values: 0 – 3 

Thal    Default type Normal:3, 
Fixed defect:6  
Reversible defect:7 

     Num    Diagnosis of heart   
   disease 

No risk of heart disease: 0 
Possibility of heart disease:1 

 
Table 1 shows the 13 attributes that are given as inputs to 

ANN model and shows the output (Num) that is to determine 
the risk of heart disease based on these factors. The attributes 
were chosen based on their significance in causing the heart 
disease as reported by other researchers [4-9].  

Dataset contains 297 samples after eliminating 6 samples 
with missing values. Among the 297 samples, 138 belong to 
‘yes’ class (possibility of developing a heart disease) and 
159 belong to ‘no’ class (no risk of developing heart dis-
ease). In this dataset non-numeric data such as gender, rest-
ing ECG results, exercise induced angina, slope, and thal 
are converted into numeric data and continuous values of 
some of the attributes are converted to specific ranges, as 
reported in Table 1.  

Min-Max Normalization technique, which performs a 
linear transformation on the original data is also applied on 
this study. Assuming minA and maxA as the minimum and 
maximum values of an attribute, A, min-max normalization 
maps a value, v, of A to v’ in the range 
( ;  ), as given in Equation 1 [11]. 

     (1) 

IV. METHODOLOGY 

Fig. 1 shows the proposed approach to identify the op-
timal model of ANN for the prediction of the risk of heart 
disease. Initially preprocessing is done on the data collected 
from the standard database as described in section III. Initial 
architecture of feedforward neural network with a single 
hidden layer is chosen as 13-7-1. Number of neurons in 
input layer (ILN) are chosen as 13 corresponding to the 
selected 13 input attributes. Number of neurons in output 
layer (OLN) is chosen to be one where zero represents the 
group with no risk of developing heart disease and one 
represents the group with possibility of developing heart 
disease. Initial number of neurons in the hidden layer 
(HLN) is chosen based on Equation (2). 

 /2              (2) 
 

where ILN, HLN, and OLN represents the number of neu-
rons in input, hidden, and output layers respectively.  

Training, Validation and Testing are done using Leven-
berg-Marquardt (trainlm) backpropagation supervised train-
ing algorithm and optimal model is chosen by varying the 
number of hidden layer neurons and the activation functions 
of hidden and output layers, until the desired training and 
testing accuracy is obtained.  Experiment is repeated for 
different training algorithms such as scaled conjugate gra-
dient backpropagation (trainscg), BFGS quasi-Newton 
backpropagation (trainbfg), and Resilent backpropagation 
(trainrp). Final optimal model and training algorithm is 
chosen based on the target accuracy of 100%. Fig. 2 shows 
the architecture of the feedforward artificial neural network 
used in this experiment. 
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Fig. 1 Proposed approach to identify the optimal ANN model 

 

Fig. 2 Architecture of Feedforward ANN 

V. EXPRIMENTAL RESULTS 

Different performance evaluation measures such as sensi-
tivity, specificity, precision, and accuracy [11] are used to 
identify the optimal feedforward neural network model and 
training algorithm. Simulations are done on different train-
ing, validation, and testing percentages such as 60-20-20, 
70-15-15, 80-10-10 and also on different activation func-
tions for hidden and output layers. Based on empirical re-
sults, training-validation-testing percentage of 80-10-10 
with hyperbolic tangent sigmoid activation function (tansig) 

for hidden layer and log-sigmoid activation function (log-
sig) for output layer are chosen. 

Table 2 shows the accuracy results obtained for the dif-
ferent training functions (trainscg, trainrp, trainlm, and 
trainbfg) by varying the number of hidden layer neurons. 

Table 2 Identification of Optimal Training Function  

Number of 
neurons  

hidden layer 

Trainscg Trainrp Trainlm Trainbfg 

7 80% 96.7% 96.7% 80% 
8 90% 86.7% 93.3% 86.7% 
9 93.3% 90% 96.7% 90% 
10 90% 96.7% 93.3% 90% 

15 80% 80% 93.3% 80% 
20 87.7% 93.3% 93.3% 96.7% 
30 93.3% 93.3% 100% 90% 
50 86.7% 80% 96.7% 90% 

 
From Table 2, it can be concluded that the target  

accuracy of 100% can be obtained using trainlm algorithm 
with the architecture of 13-30-1. Performance evaluation is 
also done using different measures with the identified 
trainlm algorithm and the results are given in Table 3. 

Table 3 Performance Evaluation with Different Measures 

Number of 
Neurons in 

Hidden 
Layer 

Sensitivity Specificity Precision Test 
Accuracy 

7 93.7% 100% 100% 96.7% 
8 100% 93.7% 93.3% 96.7 
9 94.4% 100% 100% 96.7% 
10 90.9% 100% 100% 93.3% 
15 88.2% 100% 100% 93.3% 
20 87.5% 100% 100% 93.3% 
30 100% 100% 100% 100% 
50 100% 66.6% 94.4% 96.7% 

 
The performance of our optimal model is also compared 

with the performances of the other models reported in the 
literature. It is to be noted that the dataset used for evaluat-
ing our model is same as that used by other authors and the 
comparison results are given in Table 4. 

Table 4 Performance Comparison with Related Research 

 ANN Decision 
Tree 

SVM 

Sonawane et al 98.58% - - 
Mrudula et al 97.5% - 80.41% 
Khemphila et al 80.2% 79.3% - 
Ah Chen et al  80+-5 % - - 
Dangare et al  99.25% - - 
Jyoti Soni et al 98.58% - - 
Our method 100% - - 
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The identified optimal model is used in the Graphical 
User Interface (GUI) which has been developed to assist the 
doctors in predicting the risk of heart disease and is shown 
in Fig. 3. 

 

 

Fig. 3 Risk of heart disease prediction system 

VI. CONCLUSION 

An optimal model of ANN, which can achieve 100% ac-
curacy on the standard dataset have been identified by vary-
ing the architectural parameters, training functions, activa-
tion functions and training/validation/testing percentages of 
dataset. A GUI based on the identified optimal model has 
been developed to assist the doctors in the prediction of 
heart disease. However further experiments have to be con-
ducted to test the efficiency of the model on other datasets. 
This work can be further extended to identify the different 
levels of the risk of heart disease.  
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Abstract— Bone consists of histological parameters or pat-
tern that can be analyzed to determine different characteristics 
of a person or animal to which it belongs. Human-animal, 
gender, age, height and weight are some characteristics on 
which work has been done. Kerley was the first to present 
microstructural computational method to determine age from 
human bone sample. This opened doors for research on age, 
gender and other characteristic determination. In literature 
main focus of research has been on age estimation. Gender 
estimation on the contrary has been a byproduct of age estima-
tion or its left open to questions. This paper presents a compi-
lation of researches which has been carried out for gender 
estimation and compares the microstructural parameters 
which were found to be different in male and female samples.  

Keywords— Osteon, Haversian canal, fragmented osteon, 
bone remodeling and osteoblast. 

I. INTRODUCTION  

There are different morphological ways of estimating 
gender from skeletal remains of human beings [1]. Morpho-
logical approaches are efficient but it becomes difficult to 
estimate gender in case of missing bones or if only frag-
ments of bones are present. Another method of estimating 
gender is by estimating bone mass of cortical bone. To es-
timate gender using this method requires information of 
general cortical bone mass of humans belonging to that race 
[2]. Bone mass estimation also requires advance systems 
making this approach arduous. 

Histological methods of estimating age and gender from 
skeletal remains of human came in to consideration when 
Kerley in 1965 presented age estimation method using mi-
croscopic parameters [3]. Kerley’s study opened a new 
aspect of microscopic analysis of bone. Later his study was 
further extended from only age to composition of gender 
and age by D.D Thomson in 1981 [4]. He was able to point 
age graded contrasts in microstructures of males and fe-
males. This opened doors for gender estimation from micro-
scopic parameters. 

The human skeleton give shape to the body and provides 
physical support to systems contained within [5]. The  
structure of bone is optimized so that is relatively strong  
and light weight. The interior of bone is composed of bone 

marrow which is surrounded by two major types of bone 
tissue, cortical bone or the hard outer shell of bone and tra-
becular bone the spongy looking center. The amount of each 
type of bone is dependent on the function of that bone. The 
basic unit of compact or cortical bone is the osteon [5]. It is 
composed of concentric successive lamellae. This structure 
contributes to bone structure by resisting bending. Cells 
called osteocytes are distributed within the concentric la-
mellae. Osteocytes form a complex network that is thought 
to important in maintaining the viability and structural inte-
grity of bone. At the center of the osteon there is haversian 
canal [5]. The canal contain blood vessels and nerves. The 
blood vessels facilitate the exchange between osteocytes 
and the blood. Trabecular bone is present in the interior of 
some bones and resist compression. Osteocytes are also 
contained within its structure and play an important role in 
sensing changes [5]. Figure 1 shown the structural compo-
nents of bone. 

 

  

Fig. 1 Structural components human bone [6]. 
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II. MICROSCOPIC PARAMETERS 

A big challenge in bone microscopic analysis for age and 
gender estimation is differences in selected microscopic 
parameters and their definitions by authors. Figure 2 shows 
osteon systems for better understanding of parameters. The 
result of overall study of bone histological gender and age 
estimation strongly lies in microscopic parameters selection. 
Microscopic parameters can be divided into two major cate-
gories, observed and derived parameters. 

 

 

Fig. 2 Osteon system with haversian canal, osteocytes and canaliculi[7]. 

A. Observed Parameters 

Observed parameters are one which do not need to be de-
rived from other parameters. Different authors used differ-
ent observed parameters with different names, but in this 
articles generalizes observed parameters. Some of the com-
monly used observed parameters are: 

• Secondary Osteon (SO): Osteon with ninety 
percent complete haversian canal and bounded by a 
reversal line. 

• Fragmented Secondary Osteon (FSO): Those 
osteons whose haversian canal is not ninety present 
complete or have no visible portion of haversian 
canal rather have only fragments of lamellae 
present. 

• Type II Osteon (OII): Type II osteons are formed 
when intra-osteonal remodeling occurs and a new 
smaller osteon emerges within and existing osteon. 

• Cortical thickness (CT): The thickness of cortical 
bone. 

• Medullary cavity diameter (MCD): this the 
diameters of hollow inside of bone containing bone 
marrow. 

• Osteon Count (OC): Total number of osteons. 
• Haversian canal diameter (HCD). 
• Osteon Diameter (OD). 
• Osteon Area (OA). 

B. Derived Parameters 

Derived parameters are the parameters which are derived 
from observed parameters. It depends on authors whether 
they want to use derived parameters. Section III will specify 
observed and derived microscopic parameters used by re-
searchers in history. Some of the commonly used derived 
parameters are: 

• Secondary Osteon Density (SOD): The sum of 
complete secondary osteon area within the cross-
sectional area. 

• Fragmented Osteon Density (FOD): The sum of 
osteons fragments present in a specific cross-
sectional area. 

• Secondary Osteon Region (SOR): Ratio of region 
covered by secondary osteon with region of 
fragmented osteon plus secondary osteon. 

III. BONE HISTOLOGY  

Gender estimation using microscopic examination of bone 
tissue is based upon changes in microstructural features  
that are products of metabolic process in bone called remode-
ling. The bone remodeling cycle involves a series of highly 
regulated steps that depend on interactions between two cell 
lineages namely, mesenchymal osteoblastic lineage and hema-
topoietic osteoclastic lineage [8]. Remodeling in osteon,  
periosteum and endosteum is accomplished by teams of os-
teoclasts and osteoblasts that work simultaneously in basic 
multicellular units [9]. Figure 3 shows an osteon system un-
dergoing bone remodeling, with osteoblast and osteoclast. 
Bone remodeling occurs in multiple locations of the skeleton 
to remove older bone and replace it with newly-formed bone. 
Osteon remodeling forms a Haversian system, known as a 
bone structural unit [10], while remodeling in endosteum and 
periosteum causes thinning of the periosteum, as formation 
exceeds resorption on the periosteal surface and resorption 
exceeds formation on the medullary canal.  

These modeling and remodeling stages of bone were ana-
lyzed by Kerley and gave a regression equation, based on 
which human age after death can be calculated. After Kerley 
presented age estimation from bone histomorphology in 
1965, a lot of research started on age estimation from bone 
samples of human belonging to different races. Some re-
searchers while working on age estimation reported no signif-
icant gender change in histology of bones [11]. Based on 
these report most of the research was focused on age estima-
tion and left a question mark on gender estimation. 



Human Bone Histomorphological Pattern Differences Between Genders: A Review 185
 

 IFMBE Proceedings Vol. 56  
  

 

 

Fig. 3 Osteon system undergoing bone remodeling process with osteoclast 
and osteoblast [12]. 

IV. GENDER IDENTIFICATION  

Singh and Gunberg in 1970 worked on male specified 
age estimation and tested on some female samples which 
produced accurate results. But when it was tested on larger 
number of female samples Samson and Branigan in 1987 
produced a poor result of gender estimation [13].  

D.D. Thomson in 1979 was the first researcher to make 
age graded gender identification. He reported with female 
group to have (p < 0.05) values greater average area of ha-
versian canals when compared to males of the same group. 
However males showed greater haversian canal area (133%) 
in fifth decade and eight decade while females in these dec-
ades showed only increase of (52%). Although males sam-
ples showed greater haversian canal area in their fifth and 
eight decade, females samples overall showed greater 
summed area of haversian canal (p < 0.05) [14]. In 1981 
D.D. Thomson further concluded his research on age graded 
gender identification with more accurate results while work-
ing on Yupkil-Inupiaq skeletons. According to his research, 
Southampton Island eskimo showed haversian canal area 
averaged 0.084  per  for males and 0.105  
per  in females (p < 0.05). These values were greater 
values then other groups studied [15].  

David B. Burr in 1990 did research on skeletal remains of 
an archaic native American population (Pecos Indian) and 
compared it with modern American population. He observed 
in Pecos population female had larger osteons then males (p < 
0.2). Also osteonal mean wall thickness in females was ob-
served to be greater than males. Since osteons in males were 
smaller in size, they were greater in number and had greater 
osteon population density compared to females (p < 0.06). 
This insinuates to the historical observation of greater bone 
remodeling in males compared to females [16].  

M.F. Ericksen in 1991 followed D.B. Burr and worked on 
gender specified age estimation. In his research he divided 
both genders into age graded groups by decades. With this he 
observed microstructural parameter, type II osteons (these 
type of osteons are formed when resorption starts near a ha-
versian canal of a mature osteon. The new osteon is provided 
with a cement line and gradually fills in with remodeling of 
previous lamella) increase with age and remain same at a 
particular age. Similarly non-haversian canals also decreased 
in both sexes. Further he observed that osteon in males gradu-
ally increase with each decade, while in females increase in 
osteon comes to a hold at ages in sixth decade and remains 
still till end. He also observed that as females cross their fifth 
decade their fragments/   increases than osteons. But in 
males area of fragments/   does not increase from of 
osteon before seventh decade. In terms of area, fragmental 
bone area increases from osteonal bone in females when she 
enters in her eighth decade. While in males area of fragmental 
bone never increases osteonal bone [17].  

D.M. Mulhern in 1997 analyzed femoral remodeling pat-
terns in Medieval Nubian Population. The samples were taken 
from remains of skeletal population dated 1250–1450 AD. 
Mulhern reported significant changes in microstructural para-
meters of males and females. According to his findings Males 
had significantly more intact osteons than females, whereas 
females had significantly larger osteons than males. Haversian 
canal dimensions were not statistically significant between the 
genders. Gender differences in activity patterns in which 
males were involved in more physically strenuous tasks may 
have contributed to differences in remodeling variables. The 
number of intact osteons differs significantly by sex (p < 
0.0001). The average number of intact osteons for females is 
significantly lower (6.73/mm ) than males (9.74/ ). The 
average number of fragmentary osteons also differs signifi-
cantly between the sexes (p < 0.05). Females have 
(4.68/ , whereas males have (2.59/ ). Osteon size 
also show noticeable between males and females. Females 
have an average osteon area of 0.040  and males average 
0.036 . Mean osteonal cross sectional area and diameter 
are also significantly different between the sexes (p < 0.05). 
Table 1 shows some of microscopic parameters which showed 
significant difference in males and females [18].  

Table 1 Microscopic parameter differences in males and females [18]. 

Parameter Female  Male 

Intact osteon 6.73 ± 0.31 9.74 ± 0.39 

Fragmented osteon 4.68 ± 0.27 2.59 ± 0.14 

Haversian canal area 0.0021 ± 0.0001 0.0022 ± 0.0002 

Osteon area 0.040 ± 0.001 0.036 ± 0.002 

Average osteon count 12.03 ± 0.47 12.79 ± 0.43 
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K.L. Bell in 2001 did a research on microradiographic 
images of femoral mid-shaft cross-section of 66 subjects. 
He categorized subject according to age and gender in group 
of two-two decades (21-40, 41-60, 61-80 and >80). In his 
observation cortical remodeling was greater in female sam-
ples, which was noticeable by presence of substantial per-
centage of new young osteon. Females remodeling was 
observed to be 34% greater than that in males (p = 0.034). 
When combined both gender showed no notable changes 
between ages. Also the parameter of osteon density showed 
no significance with age or gender. Figure 4 shows K.L. 
Bell statistical analysis of age graded young osteon percen-
tage comparison with gender [19].  

 

 

Fig. 4 Age graded young osteon percentage comparison, females (open 
bars) – males (hatched bars) [19]. 

Farida Nor in 2009 took 64 human bone samples from 
Malaysia and analyzed microstructural parameters for age 
and gender estimation. She concluded that number of osteon 
showed no significant difference between both genders. 
This was in acquiescence with research performed by Pfeif-
fer in 1996 and 1998. However while considering osteon 
and haversian canal size she observed that females have 
larger osteon which also makes their number less is obser-
vation region. Further haversian canals were larger in fe-
males than in males (p < 0.05). This was also in agreement 
with studies conducted by Thompson in 1981 and Mulhern 
in 1997 [20].  

M.T.J.C Hernandez  while working on age estimation  
in 2012 also reported gender differences in femoral cortex 

remodeling. The research concluded with males having 50% 
more variation observed in fragmented osteon density by age 
in regions of anterior region, medial region and total cross-
section. On the contrary females showed 50% more frag-
mented osteon density in posterior, lateral region and total 
cross-section. Also in males 50% or greater intact osteon 
density was observed in anatomical region and total cross-
section. Whereas females showed 50% more intact osteon 
variation in posterior and entire cross-section. Since the 
work was primarily focused on age estimation, gender dif-
ferences were left with no conclusion of its existence [21].  

V. CONCLUSIONS  

This paper complies work done by researchers on gender 
estimation from bone histomorphological patterns or para-
meters. Main work of bone histological analysis is done on 
age estimation. While some researchers divided age estima-
tion between two genders. This gave differences in micro-
structural parameters between males and females. Different 
microstructural parameters are selected by different re-
searchers. Generally used microstructural parameters (ob-
tained and derived) are discussed in section II. From the 
literature this paper has given, it can be seen there in no 
clear view of gender estimation from bone histology. Re-
searchers presented different microscopic parameters which 
can be focused for gender estimation while examining sam-
ples from a specific race and region of humans. Question 
arises whether their research can be implemented on hu-
mans belonging to all races. Bone characteristics change in 
humans with race and region of earth from which they  
belong. Up till now very little work has been done on histo-
logical analysis of human bones and no differences in mi-
crostructural parameters can be considered as standard pa-
rameter showing gender differences in humans belonging to 
all races and region. However studies are being conducted 
to analyze bone samples of specific regions and races of 
humans, showing gender microstructural parameter changes 
for that region and race. A lot needs to be done in this as-
pect to be precise and have a group of selected parameters 
which can be analyzed to find gender.  
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Abstract— This work aims to investigate new indexes quan-
titatively differentiate sleep insomnia patients from healthy 
subjects, in the context of sleep onset fluctuations. Our study 
included the use of existing PSG dataset, of 20 healthy subjects 
and 20 insomniac subjects. The differences between normal 
sleepers and insomniacs was investigated, in terms of dynamics 
and content of Sleep Onset (SO) process. An automated system 
was created to achieve this and it consists of six steps: 1) pre-
processing of signals 2) feature extraction 3) classification 4) 
automatic scoring 5) sleep onset detection 6) identification of 
subject groups. The pre-processing step consisted of the re-
moval of noise and movement artifacts from the signals. The 
feature extracting step consists of extracting time, frequency 
and non-linear features of Electroencephalogram (EEG) and 
Electromyogram (EMG) signals. In the third step, classifica-
tion was done using ANN (Artificial Neural Networks) classifi-
er. The fourth step consisted of scoring sleep stages (wake, S1, 
S2, S3 and REM) and produced a hypnogram. In the fifth step, 
we are detecting sleep onset from our automatic detected hyp-
nogram and identified time of SO reference point and the 
combination of stages. In the final step we differentiated 
healthy subjects from insomniac patients based on the parame-
ters calculated in the fifth step.   

Keywords— Insomnia, Sleep Onset, EEG, EMG, ANN. 

I. INTRODUCTION 

Sleep fluctuates between Wake and Rapid Eye Movement 
(REM) sleep stages cyclically several times during sleep. 
Identification of sleep stages and these sleep fluctuations can 
be is essential in classifying sleep disorders. In the past there 
have been several attempts to evaluate the changes that occur 
physiologically and behavioral during sleep onset. Automated 
sleep staging near Sleep Onset (SO) has been attempted in the 
past studies [1-14]. In our particular study we are using sleep 
stages to detect and characterise SO. The exact time SO oc-
curs (i.e. reference point) is different for each subject. It is 
influenced by several factors such as stress and environment 
effects, sleep deprivation, frequently changing sleep sche-
dules hence it is important to detect it accurately. For the 
investigation of sleep quality there are already several sleep 
onset indexes: sleep latency period (time from light out until 
sleep onset), sleep efficiency (ratio of total sleep time to time 

in bed), number of awakenings, total sleep time, wake after 
the sleep onset (WASO) and arousal index (number of arous-
als per hour). 

Normally the recorded Polysomnographic (PSG) signals 
are examined manually by a sleep technician to produce the 
hypnogram and score different events on the recording. 
Manual sleep stage detection is a time consuming task and 
automatic analysis addresses that problem.    

The aim of this study is to automatically detect sleep 
stages and its combinations characterising fluctuations be-
tween W and REM during sleep onset period. Finally, uti-
lise these parameters and features to classify healthy and 
insomnia subjects. 

II. PROCEDURE 

A. Participants and Study Design 

We are using an existing Polysomnographic (PSG) sleep 
data collected at Charité University (Berlin, Germany). The 
dataset consists of 20 sleep healthy and 20 sleep primary 
insomnia patients. Sample characteristics of the insomnia 
group of patients consisted of 22 to 64 years old (age: 48.8 
± 12.8 years), both male and female. Their mean BMI is 
25.7 ± 3.4 kg/m2. The insomnia patients had complaints of 
falling asleep or non-restorative sleep or maintaining sleep 
at least three times per week or more for the past 3 months. 
Their insomnia was not linked to any other sleep disorder or 
mental disorder (i.e. it was primary insomnia). Patients 
reported less than 6 hours sleep, had a sleep latency higher 
than 30 minutes and a wake period of more than 60 minutes 
after sleep onset. Time in bed was 6.5 to 8.5 hours for at 
least 5 nights per week during the last 3 months. Regular 
bedtime during the last 3 months was 21:00 to 24:00 and 
did not vary by more than 2:00 hours. This was confirmed 
by a sleep diary completed for the duration of one week 
prior to the study.  

The following sleep stages were manually scored and au-
tomatically detected: Wake (W), NREM Stage1 (S1), 
NREM Stage2 (S2), NREM Stage3 (S3) and REM. Sleep 
parameters for both groups of subjects are given in Table 1. 
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Table 1 Sleep Parameters 

Parameters 
Healthy Insomnia 

Avg Std Avg Std 
Wake 165 133 312 108 
Stage1 102 59 111 36 
Stage2 365 89 328 74 
Stage3 193 51 116 51 
REM 167 66 98 44 

TST (min) 991.45 52.75 964.45 16.72 
TRT (min) 495.50 26.34 481.30 5.36 
SL (min) 46.05 63.07 44.65 29.14 
SE (%) 83.65 12.71 67.80 11.34 

TST= Total Sleep Time, TRT= Total Record Time, SL=Sleep Latency,  
SE=Sleep Efficiency  

B. Signal Pre Processing Analysis 

The EEG data was band pass filtered (0.5-70 Hz) and the 
EMG data was band pass filtered (10-100 Hz). Both of 
these signals were band stop filtered (47.5-52.5 Hz) to re-
move power supply artifacts and down sampled to 128Hz.  
Movement artifacts were removed from all the signals by 
limiting the signal amplitude to below a threshold of 
500µV. All the signals were then normalized in amplitude 
to the interval [−1, 1].  

III. METHODS 

Fig.1 shows the steps undertaken by the method section 
and following are the detailed explanation of those steps.  

A. Feature Extraction 

The extraction of necessary information from PSG sig-
nals can be achieved by many different methods. There are 
four different groups of features which are related to sleep 
staging: time, frequency, time-frequency and non-linear 
features. We are only utilising time, frequency and nonli-
near features in this study.  

Time Domain Features 

Time domain features are usually taken from statistical 
analysis of the PSG data. For example statistical parameters 
included the following: mean value, standard deviation, 
median, skewness and kurtosis can be computed from EEG 
and EMG signals [15].  

Frequency and Time-Frequency Domain Features 

In this study we utilised several frequency and time-
frequency features to measure the Power Spectral Density 
(PSD) of EEG signals. These include the absolute power, 
relative power, Short-Time Fourier Transform (STFT) and 
Yule-Walker algorithm.  

 
 

Frequency and time-frequency domain features revealed 
spectral characteristics of PSG signals. These features were 
obtained from transformation of time domain function. PSG 
signals have stochastic characters. Therefore the values of 
PSD and power spectrum were used to express their spectral 
structure [16].  

 

Fig. 1 Block diagram of the steps taken in the complete methodology 

There are two main groups for power spectrum estimation, 
the parametric and non-parametric methods. Parametric me-
thods calculated the PSD directly from PSG signal whereas 
non-parametric method uses signal origin modeling.  

Relative spectral power, 
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where ( )F w is Fourier Transform.  

Yule-Walker and Burg methods are examples of parame-
tric methods that were used to solve the task. The periodo-
gram which is based on Welch method [17] is commonly 
used non-parametric method where easily computed by 
FFT.    

Non-Linear Methods 

Non-linear methods have been successfully used on EEG 
and EMG signals to analyse its non-stationary features. 
These methods are far more superior to the traditional linear 
methods, such as power spectral analysis and the Fourier 
transforms [18]. On the other hand there are non-linear fea-
tures which are based on chaos theory and non-linear dy-
namic. According to this concept, biological signals are the 
outcomes of the chaotic process and can be represented by 
chaotic parameters.  

B. Classification and Automated Hypnogram 

Sleep stage classification methods that are commonly 
used are: Fisher’s Linear Discriminant, Quadratic Discrimi-
nant, Artificial Neural Networks (ANN) and Support Vector 
Machines (SVM). In this study we have utilised ANN with 
one hidden layer. The ANN had 45 input nodes (45 features),  
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5 nodes in the hidden and 5 nodes in the output layer (5 sleep 
stages).  The feature set determine the number of neurons 
in input layer.  

C. Sleep Onset Detection 

The SO was detected using automated according to 
Butkov et al., definition [19] The combinations of sleep 
stages is given in Table 2. For example, with the combina-
tion #1, W>S1>S2>S3, we refer to the order to stages, con-
secutively. These combinations were identified between the 
start and the reference point (vertical line) as shown in  
Fig. 3. These parameters are detected for all healthy and 
insomniac patients.  

Table 2 The combinations of sleep stages characterising fluctuations 
between W and REM during sleep onset period. 

Number (#) Combination 
1 W>S1>S2>S3 
2 W>S2 
3 W>S3 
4 W>REM 
5 W>S1>S2 
6 W>S1>S3 
7 W>S1>REM 

D. Identification of Subject Groups 

A histogram test was undertaken to investigate the differ-
ence between the two subject groups according to the com-
bination distribution detected in previous section. The his-

tograms of the SO combinations were calculated and the 
results revealed the difference between healthy and insom-
niac subjects.  

IV. RESULTS 

All sleep stages are scored using ANN classification. The 
classification was conducted using Leave One Out (LOO) 
approach. In order to perform the experiment, the set of 20 
Healthy and 20 Insomniac recordings were each split into a 
Training set (TR) of 19 subjects and a Testing set (TS) of 1 
subject. TR was used to determine the best configuration for 
ANN, which was then tested with the TS set.   

A representative of healthy subjects appears in Fig. 3. 
The subject entered S2 and S3 gradually, starting from S1 to 
deeper sleep, with no further sleep - wake fluctuations. The 
change in the alpha and delta power paralleled to this 
process is given in subplot 3 of Fig. 3. Delta power behaves 
as a mirror image of alpha, sharply increasing at SO. The 
reference indicates the crossing of alpha and delta powers 
which in turn indicates the SO point.  

Fig. 4 shows the histograms of the combinations which 
belong between sleep start point and SO point (x) for the 
healthy subjects and insomniac subjects. The top two sub-
plots show the expert's SO combinations and bottom two  
subplots reveal the automated SO combinations. It is clear 
that the expert's histograms are almost the same and cannot 
be used to differentiate healthy from insomniac subject.  
 

 

Fig. 2 Hypnograms and combinations in SO period according to relative power of alpha and delta. 
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Fig. 3 Histograms of SO combinations of healthy and insomniac subjects 
for Expert's and Automated hypnograms 

On the contrary, the automated histograms are different 
from each other and can be used to identify healthy subject 
from insomniac subject. The frequency of SO combination 
#2 shows a major difference between healthy and insomniac 
subjects. In healthy subjects all the SO combinations have 
count value and on the other hand in insomniac subjects SO 
combinations 4, 6 and 7 have zero count value.  

Table 3 shows the number of occurrences (count) that 
combinations make for expert and automated histograms for 
healthy and insomniac subjects. 

V. DISCUSSION AND CONCLUSION 

The present investigation is motivated by the fact that the 
significance of sleep scoring in SO period for the classifica-
tion of sleep insomnia and healthy subjects. In this work we 
have utilized time, frequency and non-linear features for 
analyzing and processing EEG and EMG signals which are 
non-linear and non-stationary signals. By using time do-
main, time-frequency domain and non-linear features, we 
have classified the W, S1, S2, S3 and REM stages in SO 
period. In the future we are hoping to employ more classifi-
cation algorithms such as Fisher’s Linear Discriminant, 
 

Quadratic Discriminant and Support Vector Machines 
(SVM) and to statistically analyse the SO combinations and 
SO reference points. We also plan to utilize other EEG 
bands to characterise this SO, in a similar manner to alpha 
and delta. We believe that beta and gamma bands may be 
significant during SO. 

A statistical test can be undertaken to investigate the sig-
nificance difference between two subject groups according 
to the combination distribution detected in the Section IV. 
Statistical analysis can be done using Statistical Package for 
Social Sciences (SPSS) software. The shape of the histo-
grams of all data sets can be examined to investigate the 
shape of the distribution. Parametric analysis of variance 
(ANOVA) can be applied if the data is normally distributed 
and if most of the data is not normally distributed, the non-
parametric Kolmogorov–Smirnov test, with a significance 
of p=0.05, can be applied. 
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Abstract— Scientists concentrate on the assessment of the 
micro and macro structure of sleep and the associated physio-
logical activities in sleep. Their achievements heavily rely on 
the use of technology. Utilising the conventional method known 
as manual sleep stage scoring, is tedious and time-consuming. 
Thus, there is a significant need to create or develop a new 
automatic sleep stage detection system to assist the sleep physi-
cian in evaluating the sleep stages of healthy or non-healthy 
subjects. The main aim of this pilot study is to develop an algo-
rithm for automatic sleep stage detection based on electroocu-
lography (EOG) signals. 10 patients with periodic limb move-
ments of sleep (PLMS), 10 patients with sleep apnea hypopnea 
syndrome (SAHS), and 10 healthy control subjects were uti-
lised in this study. Numerous features were extracted from 
EOG signals such as cross-correlation, energy entropy, Shan-
non entropy and maximal amplitude value. K-Nearest Neigh-
bor was used for the classification of sleep stages. An overall 
agreement between visual and   automatic detection of sleep 
stage was estimated by 80.5% with Cohen’s Kappa 0.73. As a 
result, electrooculography (EOG) signals applied in the auto-
matic sleep stage detection has shown a significant advantage. 
Knowing that fewer channels can be used to accurately detect 
sleep stages, it can be applied in ambulatory sleep stage re-
cording and detection. 

Keywords— Electrooculography (EOG), Sleep stages. 

I. INTRODUCTION 

Scientific research points out that sleep covers approx-
imately one third of human being`s life. Sleep refers to phys-
ical and behavioral state that varies from wakefulness by a 
loss of reactivity readily and reversibly, in relation to events 
within one`s environment [1]. Sleep can be divided into two 
primary and distinct categories: NREM (non-rapid eye 
movement) sleep and REM (rapid eye movement or R) sleep 
[2]. NREM can then be classified into  light sleep, with 
stage 1 (N1), stage 2 (N2) (or S1, S2) and deep sleep 3 (N3) 
(or S3, S4) [3].The abbreviations wakefulness (W), N1, N2, 
N3, and REM (R) are derived from the new (2007) standard 
American Academy of Sleep Medicine (AASM) of Iber and 
colleagues [4]. Polysomnography (PSG) includes a compre-
hensive sleep study assessing numerous electrophysiological 
signals of sleep, such as an electroencephalography (EEG), 
an electrooculography (EOG), an electromyography (EMG) 
and an electrocardiography (ECG). The manual scoring of 
sleep stages based on EEG, EOG and EMG is a subjective 

and time-consuming process; hence there is a need for com-
prehensive and more accurate automatic techniques that can 
easily be applied and used in the experimental and clinical 
sleep research. 

Numerous efforts have been made to utilise only a single 
channel EEG or EOG signal for the detection of sleep 
stages, or to only one particular sleep stage, such as sleep 
stage N3 [5, 6]. An EEG automatic detection method has 
been employed for detecting sleep stages [7]. This tech-
nique was comprised of four steps: segmentation, extraction 
of parameters, analysis of cluster and classification. The 
feature extraction parameters included the harmonic para-
meters (center frequency, the bandwidth and the value at the 
center frequency), Hjorth, and relative band energy [7]. An 
automatic algorithm used by Liang [8] for detection of 
SWS, utilised one or two EOG/EEG channels. The result of 
this study obtained 80% sensitivity and a Cohen’s kappa 
value of 0.755. Another study employed two-channel EOG 
for automatic sleep stage classification referenced to the left 
mastoid (M1) [9]. The synchronous EEG activity of  sleep 
stage N2 and N3 were identified by calculating peak to peak 
and cross-correlation amplitude difference in the 0.5-6 Hz 
frequency band and between the two EOG channels. 

In our pilot study, the main objective was to develop an 
automatic sleep stage detection method based on two EOG 
signals, as compared to the standard sleep stage detection 
criteria described in the AASM, utilising EEG, EOG, and 
EMG signals. 

II. MATERIALS AND METHODS 

A. Participants and Data Collection 

An existing PSG data was used in our analysis. This PSG 
data was acquired in a Belgian sleep hospital using a digital 
32-channel polygraph (Brainnet System of MEDATEC, 
Brussels, Belgium). For our study, this existing data was  
downloaded from the online database [10]. The PSG signals 
included three EEG signals (C3-A1, FP1-A1 and O1-A1), 
two EOG signals (right EOG (REOG) and left EOG 
(LEOG)), and one submental EMG channel. This PSG data 
consist of 30 subjects. Table 1 summarises the information 
of this PSG data. Group 1 consisted of 10 healthy subjects 
(Control): 7 females aged 20–65 years (average age: 40 
years) and 3 males aged 20-27 years (average age: 23.5 
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years). Group 2 consisted of 10 patients with Periodic Limb 
Movements of Sleep (PLMS): 8 adult males aged 31–71 
years (average age: 51 years), and 2 adult females aged 27–
69 years (average age: 48 years). Group 3 included 10 pa-
tients with Sleep Apnea Hypopnea Syndrome (SAHS): 6 
adult males aged 38–73 years (average age: 55 years), and 4 
adult females aged 52–74 years (average age: 60 years).  
The sample frequency was 200 Hz. The visual sleep stage 
was scored by an expert according to the AASM criteria [4].  

Table 1 Summarised the information of the PSG data. 

Group of  
subjects 

Group1: Healthy 
control 

Group2: 
PLMS 

Group3: 
SAHS 

Number of subjects 
(M/F) 

10 (3/7) 10 (8/2) 10 (6/4) 

Age(years) 42.5 (20-65) 49 (22-46) 56 (38-74) 

B. EOG Signal Processing 

1. Pre-processing   
Fig 1 shows the block diagram algorithm of automatic 

sleep stage detection using EOG signals. The EOG data was 
segmented into 5-second epochs. The entire EOG vector 
was processed utilising a zero-phase bandpass filter with a 
Cascaded Integrator-Comb (CIC) filter of order six, for the 
following different  frequency bands: delta1 (0.5-2 Hz), 
delta2 (2-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), sigma (12-
16 Hz), beta1 (16-20 Hz ) and beta2 (20-30 Hz). Since an 
EOG signal could have been affected by EEG, EMG, and 
ECG artifacts (and vice versa), applying an algorithm in 
order to remove the artifacts and noises was necessary. A 
cascade of three adaptive filters based on a least mean 
square algorithm was employed, and by these means, ECG, 
EEG, and EMG artifacts were correspondingly eliminated 
(more information in [11]). 

 

 

Fig. 1 Block diagram algorithm of automatic sleep stage detection using 
EOG signals.  

2. Feature Extraction  
Numerous features were extracted from the EOG signal in 

the time and frequency domain, such as variance, maximal 
peak amplitude value (MPAV), minimum peak amplitude 
value (MPAV), total power, energy entropy (i.e. Shannon 
entropy) and cross-correlation. In order to select the best fea-
ture that classified variations in sleep stages and wakefulness, 
the Sequential Feature Selection (SFS) method was used.  

3. Classification  
In this study, the K-Nearest Neighbor (KNN) was used 

for classification of sleep and wakefulness stages. The KNN 
is based on a non-parametric method and can be employing 
for different pattern classification approach, normally 
represented as a robust classifier.  The KNN classifier is 
based on a comparison between a new sample (testing data) 
and baseline (training data). It attempts to find out the KNN 
within the baseline, and indicates a class which seems to be 
more normally the nearest neighbor of K. The value of K 
might need to be diverse in order to detect the corresponding 
class between the training and testing data. In this paper, the 
value of K varies from 1 to 5. The Euclidean distance metric 
was utilised for calculating the distance between the two 
points. The training and testing data was evaluated based on 
a 10-fold cross-validation for each group of patients.  

 
4. Smoothing Rule  

The smoothing rule is a common technique used for in-
creasing the accuracy of detecting the sleep stages. This rule 
was utilised as in the following example:  three consecutive 
readings of N1, N2, and N2 were replaced as sequence N1, 
N1, N1 (more information in [12]). 

III. RESULTS  

In this pilot study, we utilised the EOG signals only for 
detection of the sleep stages of 30 patients, comprising 10 
healthy or Controls (Group 1), 10 PLMS (Group 2) and 10 
SAHS (Group 3) patients. Numerous features were ex-
tracted from the EOG signal based on different frequency 
bands as mentioned in the previous section. The overall 
agreement, sensitivity, and specificity of the detection of 
sleep stages for Group 1 patients was 83.5%, 85%, and 88% 
respectively as shown in Table 2. The Cohen’s Kappa was 
0.79. The general agreement, sensitivity, and specificity for 
detection of the sleep stages of Group 2 subjects were 80%, 
82%, and 86%, respectively. The Cohen’s Kappa was 0.71, 
which was lower than the Cohen’s Kappa of the healthy 
(Control) subjects. The reason for this is that the normal 
distribution of sleep stages with healthy Controls was much 
more consistent than that of the PLMS patients. Table 3, 
shows the confusion matrix, sensitivity, and specificity of 
the sleep stages of a PLMS patient from Group 2 as 
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Table 2 The average of agreement, sensitivity, specificity and Cohen’s Kappa for each group of patients. 

Number of group  
subject 

Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Cohen’s 
Kappa 

10 x healthy (group 1) 83.5 85 88 0.79 

10 x PLMS (group 2) 80 82 86 0.71 

10 x SAHS (group 3) 78 77 80 0.67 

Table 3 The confusion matrix of a PLMS patient from Group 2. 

  Automatic detection 
       W     N1 N2 N3 R Sensitivity 

(%) 

Visual  
detection 

W 524 6 163 5 28 87 

N1 50 150 163 9 36 70 

N2 25 5 3091 13 44 80 

N3 10 0 191 224 19 85 

R 186 11 277 16 836 78 

Specificity 
(%) 

88 88 60 87.6     82.2 

 

 

Fig. 2 The hypnogram of visual sleep stage scoring vs. automatic scoring for a PLMS patient. 

 

Fig. 3 Show the accuracy of the selected features for detection sleep stages for Group 2. 
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an example. It is obvious that the total number of sleep 
stage N2 with PLMS patient was higher than other sleep 
stages, which decreased the detection of stages N1 and R. 
On the other hand, the overall agreement, sensitivity, and 
specificity for detection of sleep stages for Group 3 patients 
was 78%, 77%, and 80%, respectively. Whilst, the Cohen’s 
Kappa represented was lower than in the other two groups 
by 0.67. Figure 2, shows the hypnograms of visual sleep 
stage scoring vs. automatic scoring for a PLMS patient as 
opposed to with automatic sleep stage detection. Figure 3, 4 
shows accuracy of the best features for detection the sleep 
stages for Group 2 and 3. 

IV. DISCUSSION  

In this pilot study, our main contribution was in utilising 
the EOG signals for the automatic sleep stage detection. The 
overall inter-rate agreement between the visual sleep scoring 
and automatic sleep stage scoring was 80.5%, with Cohen’s 
Kappa of 0.73. We employed different features which were 
extracted from the EOG signals and then utilised the KNN 
classifier for the detection of wakefulness and sleep stages. 
Some studies used the decision rule based on various thresh-
olds for predicting the sleep stages [9].  However, the results 
obtained indicated slight an improvement of the specific alpha 
thresholds for offline applications by accuracy 73%. 

Therefore, we used a KNN classifier due to its simplicity 
and strength in detecting the sleep stages. Several studies 
employed signals in addition to EOG signals for automatic 
sleep stage detection, such as EEG and EMG signals [13, 
14]. These require more electrodes and more complicated 
algorithms to increase the accuracy level which has been 
observed. On the other hand, some studies used only one 
EEG signal for automatic sleep detection [15]. 

The number of occurrences of sleep stage N2 in PLMS and 
SAHS patients were more frequent than in the healthy Control 
subjects. This was a distinct difference between these three 

groups. Thus, this led to an overall accuracy of detection sleep 
stage N2 to be very low, which meant that the KNN classifier 
was able to predict other sleep stages as sleep stage N2. In 
Table 3, for example, it was obvious that the total number of 
occurrences of sleep stage N2 was higher than other sleep 
stages, which caused a decrease in an overall detection of 
other sleep stages or wakefulness stage.  

Comparable studies have utilised the EOG signal for the 
detection of sleep stages, or for one particular sleep stage such 
as N3 [9, 15].  An automatic method was previously devel-
oped for detection of SWS based on two EOG channels [12]. 
This study employed the amplitude criterion for detecting 
SWS and beta power [18-30 Hz] was utilised to reduce the 
artefact of EEG signal. The result show inter-rater reliability 
between the visual and the developed automatic method of 
96%, with a Cohen’s Kappa value of 0.70. The sensitivity and 
specificity were 75% and 96%, respectively.  

V. CONCLUSIONS  

In conclusion, this paper aimed to develop an accurate 
automatic method for the detection of the sleep stages based 
on EOG signals. Our results support the idea that automatic 
sleep stage detection can be implemented based on only two 
EOG signals and thus be implemented in future ambulatory 
sleep monitoring and detection. 
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Abstract— In this study calcium ferrite nanoparticles are 
synthesized using a sol-gel method and the magnetic properties 
of these nanoparticles are characterized. The influence of 
process parameters, namely molar ratio of starting materials, 
calcination temperature and effect of polyvinylalcohol (PVA) 
on particles size is also investigated. These parameters are also 
necessary to produce nano-sized calcium ferrite particles with 
a superparamagnetic behavior for drug delivery systems. In 
the synthesis a PVA polymer is initially mixed with calcium 
nitrate and ferric nitrate by using a magnetic stirrer. Citric 
acid is then used to increase the chelation to produce calcium 
ferrite nanoparticles. The prepared samples are calcined at 
550 °C for 2 h in a vacuum oven, and a furnace. The morpho-
logical features of the calcium ferrite nanoparticles examined 
using scanning electron microscopy. The structure and mag-
netic properties of these materials are also characterized 
through X-ray diffraction and vibrating sample magnetometry. 
SEM images reveal spherical calcium ferrite nanoparticles. 
These nanoparticles also exhibit an orthorhombic structure 
with a crystal size of 16.8 nm. The magnetic properties of the 
sample measured using a vibrating sample magnetometer of 
the sample measured using vibration sample magnetometer 
are as follows: superparamagnetic with a coercivity of 43.35 G 
and a magnetic saturation of 59.3 emu/g. This study will con-
tribute to the development of superparamagnetic nanopar-
ticles for targeted drug delivery systems.  

Keywords— Magnetic nanoparticle, Superparamagnetism, 
Polyvinylalcohol.  

I. INTRODUCTION 

Magnetic nanoparticles have been considered as impor-
tant materials in Biomedicine and Biotechnology,  
Engineering, materials science, and environmental science 
[1- 5]. As such magnetic nanoparticles are support for mag-
netic drug targeting for bimolecular sensors, separation and  
purification, in vivo imaging, hyperthermia treatment. Fur-
thermore magnetic nanoparticles applications have been 
improved, though the specific control of particle composi-
tion, stability and surface functionality [6-18]. The compo-
sition, cation distribution, and size of pure nanoferrites, 
such as Fe3O4, NiFe2O4, CoFe2O4, ZnFe2O4, and MnFe2O4 
have play important roles in terms of their  properties and 

applications [19]. Among these ferrites, CaFe2O4 is the most 
commonly in various applications, such as oxidation cata-
lysts, high- temperature sensors, and gas absorbers, etc. 
[20]. CaFe2O4 also shows relevant physical characteristics, 
high thermal stability; therefor this ferrite is applicable over 
a wide temperature range [21, 22]. In the present study cal-
cium ferrite nanoparticles synthesized using a simple sol-gel 
method with polyvinylalcohol as a surfactant. The structur-
al, morphological and magnetic properties of CaFe2O4 NPs, 
the particles are also characterized through X-ray diffraction 
(XRD), scanning electron microscopy (SEM) and vibrating 
sample magnetometry (VSM). PVA is the largest synthetic 
water-soluble polymer produced worldwide [23]. PVA is a 
hydrophilic and biocompatible synthetic polymer and wide-
ly used in various biotechnological and biomedical fields 
because of its excellent chemical and physical properties, 
easy processing techniques and low cytotoxicity [24]. In 
addition, PVA a commonly used polymer surfactant [25], 
and biodegradable water soluble synthetic semicrystalline 
polymer, extensively investigated because of its sensitive 
properties and wide range of applications, such as fiber 
(vinylon), films in the paper industry, material for textile 
sizing, modifier of thermosetting resins, pressure sensitive 
adhesives in plywood manufacturing, and emulsifier. PVA 
can form hydrogel via different processes such as, cross-
linker, and γ- irradiation. Moreover PVA is used in biologi-
cal applications, including tissue replacement, articular 
cartilage, artificial skin, wound dressing, drug delivery sys-
tem, artificial muscle, and actuators [26, 27]. PVA hydro-
philic polymer is also selected as a coating of magnetic 
particles because this polymer its exhibit biocompatibility, 
biodegradability, functionality. Furthermore, PVA is a good 
stabilizer of noble metal particles [28- 30]. 

A. Superparamagnetism 

Superparamagnetism determines magnetic properties de-
pending on the presence or absence of an external magnetic 
field [31]. These particles exhibit “superparamagnetism”. 
On an external magnetic field, they are magnetized until 
their saturation magnetization is achieved; once removed 
from the magnetic field, they no longer display any residual  
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magnetic interaction. This property is dependent on size and 
particularly when the size of nanoparticles is as small as 10–
20 nm. With this size, these nanoparticles do not exhibit 
multiple domains, in contrast to those found in large magnet 
instead, these nanoparticles form a single magnetic domain 
and exhibits high magnetic susceptibility. In Figure 1 the 
magnetic field of domain walls in ferrimagnetic materials is 
removed and is aligned to the direction of the magnetic 
field. In superparamagnetic materials, the magnetic field is 
usually defined as a single- domain structure without do-
main walls, but the magnetic moment is aligned to the di-
rection of the applied magnetic field. Hence, these nanopar-
ticles provide a stronger and more rapid magnetic response 
than bulk magnets with negligible remanence (residual 
magnetization) and coercivity necessary field to obtain zero 
magnetism when a magnetic field is applied (Figure 2) [32, 
33]. Unique to nanoparticles, superparamagnetism is essen-
tial for drag drug molecules to their target sites. In the body 
under the influence of an applied magnetic field. Once, the 
applied magnetic field is removed, magnetic particles do 
retain no residual magnetism at room temperature and thus 
unlikely agglomerate; instead, these magnetic particle are 
easily dispersed, As a consequence, these particles evade  
uptake by phagocytes and increase their half-life in circula-
tion. Moreover, superparamagnetic particles unlikely cause 
of thrombosis or blockage of blood capillaries because these 
particles exhibit a negligible tendency to agglomerate. 

II. MATERIAL SYNTHESIS AND 
CHARACTERIZATION 

A. Materials 

Calcium nitrate, Ferric nitrate, Citric acid, ethelenglycol, 
and ethanol were purchased from Accot. Lab. Supplies Sdn. 
Bhd. Polyviylalcohol was purchased from the Department 
of Chemical and Process Engineering, Faculty of Engineer-
ing and Built Environment, Universiti Kabangsaan Malay-
sia. Those chemicals were used in sample synthesis. The 
reagents were of analytical grade with 90% purity. 

 

Fig. 1 Magnetic Moment in ferromagnetic and superparamagnetic  
materials [34] 

 

Fig. 2 Schematic of the coercivity size -relation of small particle size [33] 

B. Sample Synthesis 

Magnetic calcium ferrite NPs were prepared using a sol-
gel method. Calcium nitrate Ca(NO3)2 was initially mixed 
with Fe(NO3)3 at a molar ratio of 1:1 M; the mixture was 
dissolved in 100ml of distilled water with 2M citric acid as 
a chelating agent. Afterword 3.4gm from PVA dissolved in 
30ml of distilled water at room temperature was added to 
the solution as a surfactant. The solution was continuously 
stirred for 4 h and heated with a magnetic stirrer at 80 °C.   
Ethelenglycol (6 mL) was then added to the mixture. The 
color of the viscous gel changed from orange to brown. The 
gel was subsequently dried in an oven at 70_80 °C over- 
night. The resulting particles were collected and calcined in 
the furnace 550 °C for 2 h a furnace. Calcium ferrite nano-
particle powder was obtained. 

III. RESULTS AND DISCUSSION  

A. XRD Analysis 

Figure 3 shows the XRD pattern of CaFe2O4 NPs cal-
cined at 550 °C with a molar ration 1:1M of ferric nitrate, 
calcium nitrate, and citric acid. The magnetic CaFe2O4 na-
noparticles were successfully obtained through the de-
scribed synthesis. This characteristic is typical for nanocrys-
talline structures at approximately 2θ =20- 80. All of the 
peaks indexed to the diffraction peak of the orthorhombic 
structure are well matched with those found in the standard 
CaFe2O4 spectra (JCPDS 78-4321); these peaks are allo-
cated to the typical crystal plane of CaFe2O4 with good 
purity [35]. The average crystallite size was calculated us-
ing Scherer’s equation expressed as follows (1): 

D = Kλ/βcosθ                (1) 

 Where K is Scherer’s constant (K=0.89), λ is the X-ray 
wavelength, β is the peak width at half maximum, and θ is 
Bragg’s diffraction angle [36]. An average crystal size of 
16.8 nm of CaFe2O4 NPs was obtained. 
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B. Magnetic Property Analysis 

The magnetization curve of CaFe2O4 NPs prepared with 
PVA as a surfactant, at room temperature reveals that mag-
netization increases as the temperature increase to 550 °C 
because of calcination temperature (Figure 4). The hystere-
sis curves indicate that the particles are magnetic and that 
the CaFe2O4 particles are highly superparamagnetic. The 
saturation magnetization (Ms) of calcium ferrite nanopar-
ticles is 59.38emu/g and their coercivity (Hci) value is 
44.373 G. PVA as a surfactant was examined to control 
crystal size. PVA was also used as a surfactant to determine 
the optimum mixture composition to achieve a uniform 
particle size distribution. 

C. Characterization of CaFe2O4 

The crystallite structure and size of the synthesized 
CaFe2O4 samples were calculated using an X-ray Powder 
Diffractometer (XRD) model - D8 ADVANCE BRUKER 
AXS with Cu Ka radiation (1.5406 A) in a 2h scan range of 
20–80. The magnetic properties of the powders were ex-
amined by the Vibrating sample Magnetometer (VSM) 
model – LAKESHORE 7404 SERIES and a scanning elec-
tron microscope (SEM). The sol-gel process was performed 
in a clean room for an accuracy purpose. 

 

 

Fig. 3 XRD spectra of calcium ferrite nanoparticles 

 

Fig. 4 VSM Characteristic of the synthesized calcium ferrite nanoparticles 

D. SEM and EDX Analysis 

The SEM & EDX from the images reveal that the mor-
phological characteristics of CaFe2O4 NPs are slightly af-
fected by the surfactant. Furthermore, the sample is spheri-
cal, and the nanoparticles strongly accumulate. After poly-
merization is completed, the size of the particles increases 
and the dispersion of the particles is greatly improved [Fig-
ure 5(a)]. EDX analysis [Figure 5(b)], confirms that Fe, Ca, 
and O elements are present in the sample when CaFe2O4 is 
prepared. 

 
 

 

Fig. 5(a) SEM image of the synthesized calcium ferrite nanoparticles 
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Fig. 5(b) EDX characteristic of calcium ferrite nanoparticles 

IV. CONCLUSIONS  

CaFe2O4 NPs were successfully prepared via the sol-gel 
method, and the other materials used in the synthesis are 
shown in Figure 3. The CaFe2O4 nanoparticles were cal-
cined at 550 °C. The crystallinity and structure of calcium 
ferrite nanoparticles were also determine on the basis of the 
XRD spectrum. The obtained CaFe2O4 NPs are magnetic 
and their magnetic saturation is as high as 59.38emu/g. 
These magnetic properties imply that CaFe2O4 NPs can be 
used in biomedical applications such as drug delivery. 
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Abstract— The skeleton of human changes with increasing 
age due to change in bone density. Bone tissues have the capa-
bility to store the information of these variations which can  
be used to predict age from human remains. This study discuss 
the process and factors that affect human skeleton with  
increasing age. The techniques to carry out human age  
estimation are discussed as well, which shows that there is a 
strong co-relation between increasing age and bone micro 
structures. Microscopic analysis of osteons, haversian canal 
and circumferential lamella were analyzed in these techniques 
to estimate age.   

Keywords— Human age estimation, bone microstructures, 
microscopic features, bone remodeling. 

I. INTRODUCTION  

Determination of human age after death from their bone 
cells is an important and frequent requirement in current 
forensic sciences and in developing demographic profiles.  

The biological age of humans at death can be detected by 
analyzing the characteristic of microscopic features of the 
bone cross section. Much research has been done on devel-
oping methods to estimate human age at death from their 
remains. Initially, macroscopic, morphological analyses of 
bone were performed to estimate human age at death. How-
ever, due to the fragmentary nature of skeletal remains often 
encountered in forensic science, age estimation methods 
based on bone microstructure have proven useful and pro-
vide major benefits [1].The researchers have been attempt-
ing to develop microscopic methods of estimating human 
age from humerus, radius, tibia, ulna, fibula and femur 
bones. The microscopic examination of bone tissue to esti-
mate age is based upon age-associated changes in histomor-
phological features that occur due to the life-long metabolic 
process in bone called remodeling. Modeling and remode-
ling are the two processes in human body that control the 
shape and structure of bones with increasing age. To under-
stand and discuss the development and application of age 
estimation methods requires an understanding of basic bone 
biology. 

Section II of this paper will discuss basic bone cells that 
are responsible for modeling and remodeling. Section III 
will discuss modeling and remodeling process in bones 

while section IV will demonstrate different methods of age 
estimation after human death from bone cells.  

II. BONE CELLS  

The bones accomplishes its growth, development and 
maintenance through special cells which include osteoclasts 
and osteoblasts. Osteoclasts are bone resorbing cells while 
osteoblasts are bone forming cells. It is the activity of os-
teoclasts and osteoblasts that is responsible for bone histo-
morphology and allow for histological estimation of human 
age after death. 

Bone resorption or formation occurs on preexisting bone 
surfaces or envelopes [2]. These bone envelopes includes 
periosteal, endosteal, haversian and trabecular envelope. 
The following section will give an overview of the four 
major type of cells that are responsible for bone formation 
and changes in the features of bones that can be used to 
estimate human age after death.  

A. Osteoclasts, Osteoblasts, Osteocytes and Bone Lining 
Cells 

Osteoclasts: are multinucleated, highly mobile, primary 
bone resorbing cells. The size of the osteoclasts is approx-
imately (50-100 μm) in diameter [1]. Osteoclasts cell forma-
tion is the result of the fusion of mononuclear progenitors of 
the monocyte-macrophage family, which originate in the 
hemopoietic stem cells from bone marrow [2]. Earlier study 
proposed that the precursor is drawn to bone surface by 
chemical signals from bone lining cells and change shape to 
allow osteoclasts access to the exposed extra-cellular matrix 
[3]. Once differentiated, resorption will occur along the 
ruffled border of the cell where the osteoclast has attached 
to the bone matrix. Proton pumps in the ruffled border re-
lease protons into the bone-resorbing chamber created 
where the osteoclast attaches to the bone matrix at the seal-
ing zone. The releasing of proton decreases the pH of the 
bone resorbing chambers and creates an acidic environment 
(pH<4) which dissolves the minerals of the bones. Enzymes 
that are responsible for dissolving the collagenous and non-
collagenous matrix of the bone are also released into this 
chamber which then digest the collagen [4]. 
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Osteoblasts: are mononuclear cells that originates from 
mesenchymal stem cells and are much smaller in size than 
osteoclasts. Around 100-150 osteoblasts are required to 
form the amount of bone resorbed by one osteoclast. Os-
teoblasts are responsible for bone formation, production of 
osteoid and maintaining skeletal architecture. In addition to 
maintaining skeletal architecture, osteoblasts also play a 
role in osteoclasts development and activity. 

The osteoblasts nests along the bone surface in areas of 
active bone formation. They secrete type 1 collagen and 
non-collagenous proteins. Type 1 collagen is the basic 
building block of bone while non-collagenous proteins are 
essential for mineral deposition.  After active bone forma-
tion, mature osteoblasts ends up in one of three ways: they 
differentiate further into osteocytes, become quiescent lin-
ing cells or undergo apoptosis and die. Approximately 50-
70 % mature osteoblasts ends up in apoptosis.  

Osteocytes: are considered to be the termination stage of 
osteoblasts. After the bone formation, some of the osteoblasts 
are entrapped in small spaces called lacunae. These entrapped 
osteoblasts in lacunae become osteocytes. They are the most 
abundant cells in bone tissue (may comprise 90% of all bones 
tissues). The lacunae of osteocytes are connected by canalicu-
li, which provides a path for oxygen and nutrients supply 
from blood capillary to osteocytes. The diameter of canaliculi 
is considered to be about 0.35μm large. Osteocytes and their 
numerous cytoplasmic processes forms a three dimensional 
communication network, which able osteocytes to sense and 
transmit information about the mechanical stress. Researchers 
have reported that osteocytes express stretch activated chan-
nel and shear-stress responsive element. However, mechan-
ism of signal transduction and genes regulated by mechanical 
stress are not clarified yet. 

Bone lining cells: The bone lining cells are inactive form 
of osteoblast which have become flattened and remained on 
the surface after termination of the bone formation process. 
Bone lining cells are long, slender, and flattened in shape 
and are about 12μm in length while less than 1μm in thick-
ness. Bone lining cells perform multiple functions similar to 
those of osteocytes. Bone lining cells are connected to each 
other via gap junctions. Bone lining cells have the capability 
of changing and retracting its shape when certain molecular 
signals are present and play an important role in bone re-
modeling. Bone lining cells prevents the inappropriate inte-
raction of osteoclast precursors with the bone surface.   

III. BONE MODELING AND REMODELING  

The skeleton changes across the human life span due to 
born formation and growth throughout the childhood and 
gradual loss of bone density in early adulthood. The density 
of bone is regulated by group of bone cells called osteoclast 

and osteoblasts. Osteoclasts resorb born while osteoblasts 
refill the resorbed cavities. Osteoclasts anchors themselves 
to the bone surface, thereby, creating a micro environment 
under the cell which is referred to as the sealed zone. Os-
teoclasts creates an acidic environment within the zone 
which dissolves the bone minerals content. After the disso-
lution of bone minerals content, enzymes released from 
osteoclast remove the remaining collagenous bone matrix to 
complete the process of resorption. Following resorption, 
osteoblasts move in to the resorption space and start to pro-
duce osteoid. Osteoid, made of collagen, forms a scaffold in 
which minerals including calcium and phosphate begin to 
crystalize. Some osteoblasts become trapped in their se-
creted matrix and thereby become osteocytes, while other 
go through apoptosis or become bone lining cells which 
covers the bone surface. This cycle of bone resorption and 
formation is called bone remodeling. It takes 2 to 5 years for 
an area on the bone surface to complete one bone remode-
ling cycle [5]. There is also a process in which bone forma-
tion occurs by osteoblasts without prior bone resorption by 
osteoclast. This refers to bone modeling and it results in 
increase of bone mass. Bone modeling promotes the growth 
of bones and is important in maintaining bone strength.  
While remodeling plays an important role in bone growth 
by optimizing the bone structure. Distinct phases of bone 
remodeling are shown in figure 1. 

 

 

Fig. 1 Schematic presentation of bone remodeling. The osteoclast dissolves 
bone tissue followed by osteoblast that refill the resorbed cavities with new 

bone. 

IV. REIVEW OF AGE ESTIMATION METHODS  
FROM BONE CELLS 

Balthazard and Lebruneadings: In 1911, Balthazard and 
Lebrun attempted to estimate age at death using quantitative 
bone histology and published the first report. The selected 
and measured haversian canal and attempted to find out the 
association of increasing age with bone microstructure. 
They created a hypothesis, that there is an association of 
bone micro features with increasing age. They could not 
establish any standard method for age estimation, however, 
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their hypothesis encouraged the development of human age 
estimation methods using quantitative bone histology [1].   
Jowsey: In 1960, Jowsey [6], used microradiographs of 
femoral cross-sections to study the microstructure of bone 
and its association with increasing age. Jowsey analyzed 
and measured the percentage of the bone surface which was 
occupied by resorption or formation and demonstrated it, as 
a ratio of the total percentage of bone available. Jowsey 
reported that bone modeling and remodeling is relatively 
high in young individuals. This high amount of modeling 
and remodeling leads to high amount of bone turn over in 
young age, which results in a high degree of porosity due to 
the formation of large number of osteons and resorption 
cavities. Jowsey found a lower rate of turnover in young 
adults, while a minor increase in the amount of resorption, 
especially on the endosteal envelope in older adults. Jowsey 
reported that, up to 25% of the surface of endosteal bone 
may be occupied by resorption in individuals over 70 years 
of age. She also reported that there is rare evidence of in-
crease in bone formation or in number of osteons of less 
than 75% complete mineralization. She reported that indi-
viduals over 60 years of age demonstrate high porosity and 
variation in bone mineral density and there is an increase in 
the number of osteons that are less than 75% closed.  

Kerley: In 1965, Kerley [7] developed a method to estimate 
human age at death which relied on histomorphometry. Kerley 
analyzed 126 subjects out of which 115 were European-
American and 11 were African-American individuals. 88 
subjects out of 126 were males, 29 were females and 9 were 
individuals of unknown sex. The age range of these individu-
als were from birth to 95 years and 64 subjects were aged 30 
or older. Kerley used a transverse ground cross-section taken 
from the midshaft of the fibula, tibia, and femur. Kerley ana-
lyzed osteon fragments, the percentage of circumferential 
lamellar bone, absolute counts of intact osteons, , and the 
number of non-Haversian canals observable in each of four 
circular fields positioned tangentially to the periosteum. Ker-
ley reported that these four fields were located anteriorly, 
posteriorly, medially, and laterally and were 1.25 mm in di-
ameter each as shown in Figure 2.  

Kerley developed regression equations (linear and curvi-
linear) for each predicting variable of fibula, tibia and fe-
mur. Kerley reported that the number of osteons and osteon 
fragments in femur increases with increasing age. He also 
reported that the percentage of circumferential lamellar 
bone is high in early age but decreases with increasing aget 
till 55 years of age. After 55 years of age, he reported, it 
vanishes. Kerley reported that sex and ancestry did not have 
appreciable effect on the microstructure of bone. 

Singh and Gunberg: In 1970 Singh and Gunberg [8] used 
midshaft of femurs and tibia and considered 1 cm x 1 cm 
sample of anterior and posterior border. They analyzed 40 

subjects out of which 33 were males and 7 were females. 
They analyzed three variables, the average Haversian canal 
diameter, the total number of complete osteons, and the 
average number of lamellae per osteon. They explained that 
the potential error introduced by counting osteon fragments 
can be reduced by counting complete osteons only. They 
reported that average Haversian canal diameter and total 
number of complete osteons have the strongest correlation 
with increasing age.  

The problem with Singh and Gunberg method is that they 
choose random location for microscopic fields and they  
did not give much information about the ancestry of the 
subjects. 

 

 

Fig. 2 Cross-section of femoral midshaft demonstrating the location of 
Kerley’s four fields of analysis [7]. 

Thompson: Thompson [9] in 1979 developed age estima-
tion method using histomorphometry that utilized both the 
lower and upper extremities. He sampled the anterior por-
tion of femurs and tibia of 116 subjects while the humeri 
and ulnae of another 31 subjects. He recorded nineteen va-
riables that required both gross and microscopic measure-
ments. He used point-count method [10] with a 10x10 grid 
eyepiece in four microscopic fields along the anterior pe-
riosteal region. Thompson reported that the best perimeter 
to estimate human age from bone is the percentage of os-
teonal area. He calculated the percentage of osteonal area by 
summing the secondary osteon lamellae and the Haversian 
canal area. He developed both side- and sex-specific equa-
tions. In his later study in 1980, he explored sex-specific 
changes in cortical bone and reported that females undergo 
an additional 10 years of bone loss compared to males. 
However, he did not mention the accuracy of sex-specific 
equations. Later in 1981, he explored the sex-specific me-
thod and tested it on 54 subjects which led him to report that 
femur produces the most accurate age estimation results in 
white population. However out of these 54, the samples just 
had 3 Eskimos and 3 African Americans. 

Stout: In 1986 Stout [11] developed a histological  
age estimation method. Stout used cross-sections of the 
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middle-third portion of the sixth rib. Stout’s method at-
tempted to reduce complications in sampling error causing 
from field location and lack of long bones available for 
sampling. He reported that by sampling the entire cross 
section, this method can be applied to fragmentary ribs. 
Stout analyzed several parameters, which included mean 
osteonal cross-sectional area, cortical area, the number of 
intact osteons, the ratio of cortical area to total cross-
sectional area, intact osteon density, fragmentary osteon 
density, total visible osteon creations, mean annual osteon 
creation frequency, effective age of adult compacta and 
mean annual Haversian bone formation rate. To reduce the 
complications in differentiating between complete osteons 
and osteon fragments, he summed the counts of these two 
variables in each grid area by using a variable called osteon 
population density. Stout’s method indicated that histomor-
phometric analysis could be used to estimate human age 
after death using ribs and to interrogate the identity of his-
torically important remains. 

Ericksen:  In 1991 Ericksen [12] used anterior wedge 
from the femoral midshaft to estimate human age. The sam-
ples included 264 subjects (139 males and 125 females) 
aging from 14-97 years. Ericksen did not exclude the  
subjects with pathological conditions because the applica-
tion of age estimation methods are meant to be used on 
subjects with unknown medical history. Ericksen evaluated 
secondary osteons, type II osteons, resorption spaces, non-
Haversian canals and osteon fragments, using both  
microscopically and photographic analysis. The total of the 
variables from the five fields was divided by the total area 
evaluated in order to get count per mm  (number/mm ). 
The variables that were used in photographic images analy-
sis were osteonal bone, unremodeled circumferential bone 
and fragmentary osteonal bone. To measure the average 
percent of remodeled, osteonal, and fragmental bone, a 100-
space grid was superimposed on the images of the fields. 
Each space was counted based on the type of bone that cov-
ered the majority of that space. However the major problem 
in photographic image analysis was the different light inten-
sity that did not permit the observer to differentiate struc-
tures in the images. Ericksen also developed an  
equation for pooled sexes. 

Cho and Colleagues: In 2002, Cho and Colleagues [13] 
modified stout’s method of histomorphometric aging from 
ribs. The number of samples that they analyzed were 154 (103 
African-Americans, 51 European-Americans). The age range 
of the subjects were 17-82 years. The mean age of all subjects 
was 37.8 years. They divided the subjects into two sets (deve-
lopmental set, validation set). The developmental set con-
tained 69 African-American and 34 European-Americans.  
 

The validation set contained 34 African-American and 17 
European-American. Cho and colleagues analyzed mean os-
teonal cross-sectional areas along with the original measure-
ments of Stout’s method. They reported that size of osteon is 
greater in European-Americans samples than in the African-
American. The noted differences in osteon population density 
in different ancestry groups. As like previous methods, this 
method also came up with the findings that European-
Americans have weaker and less dense bones. The validation 
test of their method produced similar results to the originally 
developed method. 

Maat and Colleagues: In 2006, Maat and colleagues [14] 
worked on 162 Western European samples out of which 86 
were male and 76 were female. The age range was 15 to 96 
years old. Maat and colleagues analyzed 3 areas of 1mm  
of cortical bone and measured the percentage of non-
remodeled circumferential lamellar bone along the perios-
teal surface. There reported that there is no statistical differ-
ence in the percentage of unremodeled bone between males 
and females. 

V. CONCLUSIONS  

The basic concepts and techniques of human age estima-
tion from bone cells were highlighted. Different methods 
proved that bone microstructures can be used and is one of 
the best predictor of estimating human age after death. The 
researchers found out, that there is a strong co-relation of 
bone micro structures such as osteon number, osteon size, 
non-haversian canal and percentage of circumferential la-
mella with increasing age. These micro structures can be 
analyzed and measured using microscopic image processing 
techniques to estimate human age after death, which can 
help in many cases, especially in forensic field, reconstruc-
tion of population demographics and in individual analysis 
of human remains. However, the manual techniques often 
produces subjective results and requires diligent concentra-
tion from a highly trained operator. Also manual interpreta-
tion of microscopic bone images is error prone because of 
statistical, structural and temporal variations of objects in a 
raw bone images. Therefore there is a need of introducing 
an automatic method to extract micro features from micro-
scopic bone image that do not rely on the expertise and 
experience of the investigator.  
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Abstract— Mammalian cells including cancer cells, stem 
cells and cell lines are important in the application of cells for 
therapies and research activities. They require the cells to be 
transported from the laboratory or surgery theater to the 
bedside, making it a challenge to be exposed at outside, shear 
stress condition and differences especially in the tropical cli-
mate countries. In this research, Konjac Glucomannan (KGM) 
and D-mannose were examined for their potential use in the 
delivery of cells when subjected to differences in and outside 
incubator conditions. The objective of this work was to ex-
amine the risk and effects of different type of sugar supple-
mentation in the transportation of cells. In this study, we used 
mammalian cells; stem cells from human extracted deciduous 
tooth (SHED), human keratinocyte cell lines (HaCaT) and 
human breast cancer (MCF-7). We hypothesized that the sup-
plementations of KGM and D-mannose in the culture medium 
will act as protective agents to the cells due to their unique 
biological properties interacting via carbohydrate-protein 
interactions. Experiments were conducted in laboratory condi-
tions to compare the effect of these sugars on the viability of 
different type of cells when placed at inside and outside incu-
bator condition for 24, 48 and 72 hours. Evaluation of cellular 
viability and proliferation showed that co-supplementation of 
KGM and D-mannose inhibited the viability of MCF-7 at both 
inside and outside incubator conditions while supplementation 
of these sugars to other cells cultured at outside incubator 
condition did improve cellular viability and morphology com-
pared to the cells cultured at inside the incubator, elucidating 
the potential benefit of sugar glycobiology in cellular transpor-
tation. 

Keywords— Mammalian cells, stem cells from human ex-
tracted deciduous tooth (SHED), breast cancer cells (MCF-7), 
keratinocyte cell line (HaCaT), Konjac Glucomannan,  
D-mannose, cellular viability and proliferation.  

I. INTRODUCTION 

The viability of cells such as stem cells, cancer cells and 
cell lines are important in research activities of tissue engi-
neering and regenerative medicine and also for clinical thera-
peutics. It is very important to maintain cellular viability  
 

while in transportation to be done and thus an effective trans-
portation procedure must be achieved. Factors that were 
known to affect cellular viability after transportation which 
are storage, transport temperature and duration was founded 
in previous study for hematopoietic stem cell [1]. The studies 
of polysaccharides and plant lectin to assist cellular preserva-
tion and transportation have been conducted. For instance 
alginate, which is a type of plant polysaccharide has the abili-
ty to support tissue regeneration as well as cell transportation 
in the form of cell encapsulation for short term storage of 
stem cells [2] and mannose rich lectins that were able to pre-
serve human cord blood progenitor cells in suspension cul-
tures up to one month without changing the media [3,4]. Kon-
jac glucomannan (KGM) perennial herbaceous herb and a 
type of neutral polysaccharide isolated from tubers of Amor-
phophallus konjac K.Koch has the potential use in the trans-
portation of cells due to its ability to increase fibroblast via-
bility in the presence and absence of fetal bovine serum 
(FBS) [5]. Supplementation of KGM on cell culture also 
helped to maintain the viability of fibroblasts and adipose 
derived mesenchymal stem cells in unchanged media up to 
twenty days and had selective biological effects in the inhibi-
tion of keratinocyte viability [5]. KGM’ unique biological 
activities onto different type of cells have the properties of 
high viscosity, excellent film-forming ability, good biocom-
patibility and biodegradability, as well as gel performing 
ability.  

Mannose, a simple sugar of unique stereochemistry of C6 
glucose plays a vital role in human metabolism, especially 
in glycosylation of protein [6]. KGM also has the ability to 
stimulate the viability of mouse fibroblast with the low 
epichlorohydrine content acting as cross-linker in the hy-
drogel [7].  

The aim of this study was to develop and evaluate KGM 
and mannose supplementations in medium to facilitate the 
deliveries of the mammalian cells inter university for re-
search activities as extreme tropical climate in Malaysia 
with high humidity and rapid weather changes can affect 
cellular viability and phenotype.  
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II. MATERIALS AND METHOD 

A. Subculture of Cells 

Cells in flask were washed with 10 ml PBS after the pre-
vious media (DMEM) was removed. 5 mL of Trypsin was 
transferred into the flask and incubated at 37°C. About 5 to 
10 minutes was used to allow the cells to detach. After 
achieving full detachment, 5 mL of DMEM was added into 
the flask and the solution was transferred into universal tube 
and centrifuged at 120 rpf for 7 minutes. The pallet formed 
then resuspended in a known volume of DMEM and trans-
ferred into a new flask. The cells were counted before incu-
bation. This experiment used HaCaT cells, TPSC and MCF-
7 cells at passage 5-9. 

B. Seeding Cells into 12 Well Plates 

The media from T-75 flasks containing confluent cells 
were removed and washed with 10 ml PBS. 5 ml trypsin 
was added into the flask and incubated at 37°C. The flask 
was left for 5 to 10 minutes for the cells to detach. After 
achieving full detachment, 5 mL of DMEM was added into 
the flask and the solution was transferred into a universal 
tube and centrifuged at 120 rpf for 7 minutes. The superna-
tant was discarded and the pallet formed then resuspended 
in 5 ml DMEM. The cells were counted before seeding into 
12 well plates to obtain approximately 20000 cells/ml of 
media solution in each single well. The media solution was 
then mixed with cell suspension and transferred into the 
well plates. After two or three days, the well plates were 
placed at inside and outside incubator with temperature of 
37°C and 25°C respectively. 

C. Measurement of Cell Viability Using MTT Assay 

The cells in the plates were washed with PBS and 0.2 mL 
of MTT solution was added into each well. Plates were then 
incubated for 40 min at 37oC, 5% CO2 in a humidified at-
mosphere. During incubation, MTT will be reduced into an 
insoluble purple-colored formazan product due to mito-
chondrial dehydrogenase activity. After 40 min, the MTT 
solution was subsequently removed and 200 µl of acidified 
isopropanol was added into each well to elute the formazan 
product from the cells. 100 µl of the isopropanol was then 
transferred into a 96 well plate and the optical density was 
read at 540 nm (and reference at 630 nm) using Multiskan 
Go Thermo Scientific MTT assay machine. 

D. Statistical Analysis 

Student‘s t-test was done to determine statistical signific-
ance by using means and standard deviation (SD).  

III. RESULTS AND DISCUSSION 

A. The Biological Effects of KGM, Mannose and KGM-
mannose on the Viability of SHED 

 

Fig. 1 The effects of supplementation of KGM, mannose, and KGM-
mannose on SHED viability inside and outside the incubator. 2x105 teeth pulp 

stem cells were cultured in 1 mL of 10% DMEM in 12 well plates before 
being supplemented with medium containing KGM, mannose and KGM-
mannose. Cell viability was measured using MTT assay (A) Cell viability 

after 24 hours (B) Cell viability after 48 hours and (C) Cell viability after 72 
hours. Results shown are mean ±SD, (n=2), *P<0.05 significant in compari-
son to control, **P<0.01 very significant and ***P<0.001 highly significant. 

Figure 1 depicts the cellular viability of SHED at inside 
and outside incubator when supplemented with KGM, man-
nose and KGM-mannose. The treatment of KGM and  
mannose increase teeth pulp stem cell viability inside the 
incubator, however, the viability was inhibited with the co-
supplementation of KGM and mannose after 24 hours. Out-
side incubator, KGM and mannose did not assist in cell 
proliferation where cellular viability was very low com-
pared to the cells placed inside the incubator.  
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The supplementation with KGM and mannose did not af-
fect cellular proliferation both inside and outside the incuba-
tor after 48 and 72 hours where no significant difference 
was observed compared to the control. However, cellular 
viability of the cells place at outside the incubator shows 
significant decrease compared to control. 

B. The Biological Effects of KGM, Mannose and KGM-
Mannose on the Viability of HaCaT 

 

Fig. 2 The effects of supplementation of KGM, mannose, and KGM-
mannose on HaCaT viability inside and outside the incubator. 2x105 Ha-
CaT cells were cultured in 1 mL of 10% DMEM in 12 well plates before 
being supplemented with medium containing KGM, mannose and KGM-
mannose. Cell viability was measured using MTT assay. (A) Cell viability 
after 24 hours (B) Cell viability after 48 hours (C) Cell viability after 72 

hours. Results shown are mean ±SD, (n=2), *P<0.05 significant in compar-
ison to control. 

The viability of HaCaT cells did not affected by the treat-
ment of KGM, mannose and supplementation of KGM and 
mannose. There were no significant differences observed 
both at inside and outside incubator except for slight in-
creases in viability with the treatment of mannose at outside 
incubator after 48 hours and slight decrease in viability with 
KGM inside the incubator after 24 hours. Overall, the 
treatments of sugars did not give any significant difference 

for both inside and outside incubator indicating the treat-
ment of sugars did not give any effect on HaCaT viability. 

C. The Biological Effects of KGM, Mannose and KGM-
Mannose on the Viability of MCF-7 Viability 

 

Fig. 3 The effects of supplementation of KGM, mannose, and KGM-
mannose on MCF-7 viability inside and outside the incubator. 2x105 MCF-

7 cells were cultured in 1 mL of 10% DMEM in 12 well plates before 
being supplemented with medium containing KGM, mannose and KGM-
mannose. Cell viability was measured using MTT assay. (A) Cell viability 
after 24 hours (B) Cell viability after 48 hours (C) Cell viability after 72 

hours. Results shown are mean ±SD, (n=2), *P<0.05 significant in compar-
ison to control.  

MCF-7 viability supplemented with KGM, mannose and 
co-cultured with KGM-mannose placed at outside incubator 
shows no significant difference when compared to the cells 
placed inside the incubator after 24 hours with the same 
supplementations except for the cells supplemented with 
KGM and KGM-mannose that placed inside the incubator 
which showed the reduction in viability compared to the 
same control. The viability of MCF-7 cultured at inside 
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incubator after 48 and 72 hours did not affect by individual 
treatment with KGM and mannose when compared to con-
trol. However, with co-supplementation of KGM and man-
nose, the viability of MCF-7 cultured inside the incubator 
significantly inhibited after 24, 48 and 72 hours. All treat-
ments did not give any effect on the simulation or inhibition 
of MCF-7 viability at outside incubator after 24, 48 and 72 
hours. 

This effect may be due to the way cells reacted with cell 
surface receptors that sensitive to both KGM and mannose 
as cells discriminate sugar isomers differently and this can 
be due to the anticancer activity caused by the co-
supplementation. Cellular viability of the cells placed at 
outside incubator was not improve with the supplementation 
of KGM, mannose and both KGM and mannose compared 
to the control due to almost like hypoxia condition of the 
surrounding that cause the cells not to be able to simulate or 
inhibit the cellular viability even with the treatment of the 
sugars. The outside incubator temperature at 37°C may be 
not suitable for the cells to survive during transportation. 
Previous study had found that the optimum temperature for 
peripheral blood stem cell transportation is 2 to 8ºC asso-
ciated with CD34+ cell viability [1]. 
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V. CONCLUSION 

The effects of KGM, mannose and co-supplementation of 
KGM and mannose on mammalian cells cultured at inside 
and outside incubator are not clearly understood. The treat-
ment of these sugars gave different effects on different 
types of cells. For cellular transportation, we surmise that 
the supplementation of these sugars onto the cells in some 
ways increased cellular viability and for cancer cells, shown 
inhibitory response when cultured at both inside and outside 
the incubator. The differences of KGM and mannose bio-
logical activities on different types of cells can be due  
to the involvement of specific receptors, glycosylation,  
 
 
 
 

the hypoxic effect and also anti-cancer properties of the 
sugars. Extensive studies on interactions of the sugars to the 
cells are required to determine their effects on cellular via-
bility and proliferation and thus to gain further understand-
ing on this complex behavior. 
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Abstract— This paper describes the design and implementa-
tion of context based adaptive binary arithmetic coding 
(CABAC) and comparative analysis of grey scale image with 
discrete wavelet transform (DWT) and without DWT for three 
dimensional (3-D) medical image compression systems. The 
proposed system architectures were synthesis in MATLAB. An 
in-depth performance analysis for simulation is presented. 
Overall, CT and MRI modalities with DWT outperform in 
term of compression ratio, PSNR and latency compare with 
images for CT and MRI without DWT process. 

Keywords— Discrete wavelet transform (DWT), arithmetic 
coding, context based adaptive binary arithmetic coding 
(CABAC). 

I. INTRODUCTION  

H.264/AVC is a next generation video compression for-
mat to overcome the weaknesses of H.263, and MPEG-2 or 
MPEG-4 Part-2 in term of bit rate [1], [2]. The newest video 
compression format was developed by ITU-T Video Coding 
Experts Group and the ISO/IEC Moving Picture Expert 
Group. This new format consist of two entropy coding with 
their own characteristic.  

For entropy coding mode equal to ‘0’, represent residual 
block coded using Context Adaptive Variable Length Cod-
ing (CAVLC) and other syntax elements are coded using 
Exp-Golomb codes. While entropy coding mode equal to 
‘1’ represent residual block and other syntax elements are 
coded using Context Adaptive Binary Arithmetic Coding 
(CABAC) [3], [4]. Baseline Profile has support for mode 
‘0’ only and for main profile and higher profiles support 
mode ‘0’ and mode ‘1’. 

Moreover than that, CABAC [5] is used in H.264/AVC. 
Two main parts of CABAC are multiple-context model and 
a binary arithmetic coder [6], [7]. Binarization of complex 
symbols in an efficient manner by means of a unary tree is 
conducted in context-based model [8]. An arithmetic coder 
encodes each bin according to the selected probability mod-
el. There are just have two sub-ranges for each bin corres-
ponding to ‘0’ and ‘1’. 

A-part from that, CABAC offers compression results that 
are 10-15% better than those obtained with the baseline 
CAVLC entropy coder [5]. Other researchers claim 

CABAC outperform universal variable length code (UVLC) 
by 30-40% [9]. Recently, other work focuses on the practi-
cally implementation of CABAC decoding [4]. Where by 
speed up the decoding process by using pointer chain to 
retrieve the context model. 

An existing implementation focuses on the arithmetic 
coding (AC) engine found in many compression algorithm 
due to its high compression efficiency have been reported in 
[10], [11]. A scheme that can perform CABAC on N-bins 
(symbols) per cycle is proposed in [10]. Results shows the 
design occupied 10K bits of memory and 1320 logic cell 
(1.6% of the total cells) of which 18% were occupied by 
arithmetic coder and Renormalizer [11].  

This research goals towards novel architecture of arith-
metic coding for 3-Dimensional medical image compression 
using CABAC. Software simulation had been using to ana-
lyze the architecture with different medical image modali-
ties. An in depth evaluation of transform and CABAC per-
formance in term of compression ratio, peak signal to noise 
ratio (PSNR) and latency is also addressed. 

The composition of this paper as follows. Section 2 dis-
cussed the proposed system architecture including transform, 
quantisation and CABAC blocks. Software simulation results 
are explains in section 3. Finally, concluding remarks are 
given in section 4. 

II. PROPOSED SYSTEM ARCHITECTURE 

Fig. 1 and 2 explain the pre sequence before conducting 
encoding and decoding process for CABAC. Discrete wave-
let transform (DWT) with Haar filter is added in Fig. 2, all 
decimal values from picture will converted to decimal with 
new array (72 x 1) before conducting encoding process. 
Same process repeated at decoding process. In order to 
evaluate the performance of CABAC, Fig. 1 explains pre-
processing without added DWT. 

As shown in Fig. 3, illustrated the proposed system for 3-
D transposed-based computation used Haar wavelet trans-
form (HWT). Apart from that, by performing the first 1-D 
HWT along the rows (columns) of the array followed by 1-
D HWT along the columns (rows) of the transformed array. 
The third 1-D HWT is performed on corresponding pixels in 
each of the N sub-images that constitute the third  
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Fig. 1 The flow of encoding and decoding for CABAC without DWT 

dimension. All transpositions modules with two memory 
banks is used to store the transposed coefficients into mem-
ory with a fetch unit module that reads back the coefficients 
for the next 1-D HWT calculation. 

Basically, an image is represented as a 2-D array of coef-
ficients, where each coefficient is representing the bright-
ness level of the image. Virtually, the smooth colour varia-
tions of an image known as low frequency variations, whilst 
the sharp variations as high frequency variations. The 
smooth variations are demanding more importance than the 
sharp variations because the base of an image is established 
from the low frequency variations.  

On the other hand, the high frequency variations are 
added to the image to shows the details of the image. Hence, 
DWT is selected to decompose the variations of the image 
into sub-images of different size resolution levels.  

HWT is one of the simplest types of wavelet that can 
contribute with the image decomposition. With HWT, it can 
achieve the optimal compression performance in 3-D medi-
cal image compression applications. Moreover, the HWT 
algorithm computations only take two elements wide at a 
time, hence the HWT algorithm is exactly reversible with-
out having the edge effects.  

The wavelet transform has gained widespread acceptance 
in signal processing and image compression. Wavelet trans-
form decomposes a signal into a set of basic functions. 
These basis functions are called wavelets. From a single 
prototype wavelet called mother wavelet by dilations and 
shifting, wavelets are obtained. The DWT has been intro-

duced as a highly efficient and flexible method for sub band 
decomposition of signals.  

The 2D-DWT is nowadays established as a key operation 
in image processing. It is multi-resolution analysis and it 
decomposes images into wavelet coefficients and scaling 
function. In DWT, signal energy concentrates to specific 
wavelet coefficients. This characteristic is useful for com-
pressing images. 
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Fig. 2 The flow of encoding and decoding for CABAC with DWT 

 

Fig. 3 Proposed system architecture overview 
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Wavelets convert the image into a series of wavelets that 
can be stored more efficiently than pixel blocks. Wavelets 
have rough edges, they are able to render pictures better by 
eliminating the blockiness. In DWT, a timescale representa-
tion of the digital signal is obtained using digital filtering 
techniques. 

A part from that, DWT is a linear transformation that oper-
ates on a data vector whose length is an integer power of two, 
transforming it into a numerically different vector of the same 
length. It is a tool that separates data into different frequency 
components, and then studies each component with resolution 
matched to its scale. DWT is computed with a cascade of 
filtering followed by a factor 2 subsampling Fig. 4. 

 

 
Fig. 4 DWT tree 

In order to archived best compression performance for 
CABAC, three (3) parameters have been considered. Which 
is by selecting suitable probability models for each syntax 
element according to the element’s context. Next, adapting 
probability estimates based on local statistic and arithmetic 
coding. For coding a data symbol involves the following 
stages.  

Binarization process means only accept binary decision 
either ‘1’ or ‘0’ to proceed for encoding. While the non-
binary valued symbols such as transform coefficient or mo-
tion vector is converted into binary code prior to arithmetic 
coding. This process is similar to the process of converting 
data symbols into a variable length code but the binary code 
is further encoded by the arithmetic coder prior to transmis-
sion. This process will repeated for each bit or bin of the 
binarized sysmbol. 

Next, context model selection is a probability model for 
one or more bins of the binarized symbols. This model may 
be chosen from a selection of available model depending on 
the statistics of recently coded data symbols. The context 
model only stores the probability of each bin being ‘1’ or ‘0’. 

Arithmetic encoding is a process of arithmetic coder en-
codes each bin according to the selected probability model. 
There are only have two sub ranges for each bin corres-
ponding to ‘0’ and ‘1’. Probability update is updated based 
on the actual coded value. Example: if the bin value was ‘1’, 
the frequency count of ‘1’ is increased. 

III. RESULT AND ANALYSIS 

Simulation was conducted using MATLAB software and 
two types of modalities MRI and CT with different format, 
which is JPEG (Joint Photographic Experts Group) and 

DICOM (Digital Imaging and Communications in Medi-
cine). For DICOM images CT (dental scan), and MRI (stan-
dard thoracic), while JPEG images CT (brain), and MRI 
(weighted human brain) 

In term of objective evaluation for N=8, each images are 
compressed with CABAC entropy coding. Fig. 5 graphically 
shows the performance of PSNR without DWT and with DWT 
process. Moreover that, DWT will accelerate the pixel of im-
ages depending with proposed transform architecture. Meaning 
that, higher PSNR generally indicates the reconstruction of 
higher quality of image. Next, latency process depending on 
volumes of images have been using during simulation. Differ-
ent image size will takes differ times to process the image, 
either same or different modalities. The results for each images 
with both process as illustrated in Fig. 6 and 7. As we can see 
at Table 1 and 2, data from CT and MRI modalities with DWT 
outperform in term of compression ratio, PSNR and latency 
compare with images for CT and MRI without DWT process. 
Apart from that, volumes of images reflect the compression 
ratios during the compression process. More biggest the image 
size will reduce the effectiveness of compression process due 
to decrease compression ratio. 

 

Fig. 5 Comparison of PSNR 

 
Fig. 6 Comparison of original and reconstructed CT and MRI images for 

the first slices without DWT 
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Fig. 7 Comparison of original and reconstructed CT and MRI images for 

the first slices with DWT 

Table 1 Overall performance and comparison with different modalities 
without DWT 

 CT MRI

DICOM G/S DICOM G/S

Compression 
Ratio (%) 

11.3 76.6 78.6 77.1 

     PSNR (dB) 11.14 6.06 16.66 10.67 

Latency (sec-
onds) 

172.91 42.12 28.27 327.94 

Table 2 Overall performance and comparison with different modalities 
with DWT 

 CT MRI

DICOM-
DWT 

DWT DICOM-
DWT 

DWT

Compression 
Ratio (%) 

56 79.89 83 43.61 

    PSNR (dB) 57.14 56.91 57.25 56.67 

Latency (sec-
onds) 

142.24 51.47 24.87 290.44 

 
Some factors such as sharpness and global frequencies 

that present in the frame of influence the compression ratio 
and quality of image reconstructed [12]. Since, DWT per-
forms significant results for lossless compression with high 
quality and significant useful for medical image compres-
sion application. 

IV. CONCLUSION 

In this paper, we presented a comparison of performance 
between DWT and without DWT process for 3-D medical 
image compression with CABAC of CT and MRI modali-
ties. Analysis and performance evaluation of the 3-D images 

have been conducted. Finding shows images for CT and 
MRI modalities with DWT outperform in term of compres-
sion ratio, PSNR and latency compare with images for CT 
and MRI without DWT process. Ongoing research focusing 
on field-programmable gate array (FPGA) and graphics 
processing unit implementation (GPU).  
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Abstract— Spider silk contains peptides and biomolecules 

that able to stimulate and improve conditions of wound heal-
ing. In this study, we report the potential use of natural silk 
from common home spider, Pholcus phalangioides, on human 
keratinocyte cell line (HaCaT) and teeth pulp stem cell’s proli-
feration and migration. The aim of this study was to examine 
the range of silk concentrations and their biological effects on 
the different type of cells. Our study showed that the silk is 
biocompatible and stimulated the proliferation of HaCaT and 
teeth pulp stem cells in a dose dependent manner after 24 and 
48 hours. Selective effect of cellular migration was observed 
when the spider silk did not affect the migration of teeth pulp 
stem cells but only stimulated the migration of HaCaT after 24 
hours. The ability of spider silk to stimulate cellular metabolic 
activity and migration could benefit research and development 
of biologically active wound dressings. 

Keywords— HaCaT, teeth pulp stem cells, spider silk, 
wound healing and cell migration. 

I. INTRODUCTION  

Spider silk is a natural material with many favorable cha-
racteristics that can be tailored to various forms of architec-
ture and morphology due to its adaptable mechanical 
properties and stability under a wide range of conditions of 
humidity and temperature. Spider silks have been used 
many applications from textiles to wound dressings to rege-
nerative medicine [1, 2]. Spider silk’s unique biomolecules 
compound which comprised of an inner protein core and 
outer skin covered by protective coating gave its strength 
and high tensile, which make it suitable material as bioac-
tive wound coverage [3].  

Spider silk is biocompatible and has slow biodegradation 
in vivo [4]. Its mechanical properties outperformed most 
natural and synthetic fibers exhibit an interesting torsional 
dampening behavior of the dragline thread and able to  
undergo supercontraction [5, 6]. Native spider silk is biolog-
ically active and do not require further modification  
for wound healing application [7]. In comparison to silk-
worm silk, spider silk is more favorable due to its less  
 

immunogenicity, biocompatibility and stimulation of differ-
ent type of cellular proliferation kinetics that would be  
beneficial for tissue engineering and regenerative medicine 
[8, 9, 10].  

In the last twenty years, research on spider silks’ biologi-
cal and mechanical properties explored the potential use of 
this silk in devices for medical and tissue engineering appli-
cations. [11, 12]. Spider silk antimicrobial peptides and 
bioactive molecules have shown stimulations of specific 
cells such as monocytes and T-cell which are beneficial for 
wound healing [13] and on nerve regeneration application 
[10]. These antimicrobial peptide functions as chemotactic 
agent to stimulate wound healing process by activation the 
acquired immune response system [14, 15]. The positive 
stimulation on fibroblasts and epithelial cells proliferation 
[16] to induce neo-vascularization [17] and cytokines mobi-
lization [17] is important for skin regeneration. Cell migra-
tion is fundamental prerequisite for wound healing [18, 19]. 
A scratch assay was used to study the cellular migration as 
it is particularly cheap, easy and well developed for in vitro 
[20]. In this assay, a scratch of 100 μm gap was created on a 
confluent cell monolayer in a wellplate using a pipette tip. 
Then, the migration and proliferation of cells into the de-
nuded area was observed over time and quantified quantita-
tively and qualitatively using a phase contrast microscope 
and evaluated using ImageJ [20]. Image analysis was used 
to determine the rate of cell migration by comparing the size 
of covered size and distance of cellular movement at speci-
fied time to the 0hr. 

Cell migration is fundamental prerequisite for wound 
healing [18, 19]. A scratch assay was used to study the cel-
lular migration as it is particularly cheap, easy and well 
developed for in vitro [20]. In this assay, a scratch of 100 
μm gap was created on a confluent cell monolayer in a 
wellplate using a pipette tip. Then, the migration and proli-
feration of cells into the denuded area was observed over 
time and quantified quantitatively and qualitatively using a 
phase contrast microscope and evaluated using ImageJ [20]. 
The rate of cell migration will be determined by image  
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analysis to compare the covered size and distance of cellular 
movement at specified time. 

In the present study, the migration of the teeth pulp stem 
cells and HaCaT, human keratinocyte cell lines on a wound 
scratch assay were studied to quantify the biological effects 
of Pholcus phalangioides, a common home spider species 
on different type of cells’ viability and proliferation.  

II. MATERIALS AND METHODS 

A. Materials 

Ethanol, sodium carbonate (Na2CO3), 0.25% of trypsin, 
penicillin-streptomycin, Accutase, Dulbecco`s Modified 
Eagle Medium (DMEM), fetal bovine serum (FBS), phos-
phate buffered saline (PBS), dimethyl sulfoxide (DMSO), 
isopropanol and MTT (3-(4,5-Dimethylthiazol-2-yl)-2,5-
diphenyltetrazolium bromide) assay. 

B. Animal Care, Silk Harvesting and Storage 

The spiders of the species Pholcus phalangioides were 
kept in a laboratory conditions in 3 different containers with 
up to 10 animals per container to avoid cannibalism to en-
sure the sterilization of the spider web. Webs were sprayed 
with tap water every day. Additionally, vaporizers were 
used to moisten the air. Spiders were fed with ants (Campo-
notus spp) three times per week Spider silk was collected by 
the method recently described in [7]. To keep the room 
climate ideal, the atmospheric humidity was set to approxi-
mately 70%. The bundles of spider web were stored for up 
to two months before testing.  

C. The Culture of HaCaT and Human Teeth Pulp Stem Cells 

Human teeth pulp stem cells were isolated from teeth 
pulp removed during a surgery at University Malaya Medi-
cal Center with fully informed patient consent for the use of 
skin for experimental research.and a gift from Dr. Shamsul 
Azlin Shamsuddin from Department of Biological Sciences, 
University of Malaya. Teeth pulp stem cells were isolated 
from teeth pulp by mincing the biopsy into small pieces, 
followed by digestion with 0.05% collagenase A in DMEM 
overnight at 37 C with 5% CO2. The cell suspension was 
then centrifuged at 400g and resuspended in medium 
(DMEM supplemented with 10% fetal calf serum (FCS)). 
These cells were then cultured in medium in T25 flasks and 
incubated at 37 C with 5% CO2. Medium was changed 
every 2 days and cells were passaged as needed, Teeth pulp 
 
 
 
 

stem cells between passage 1 and 3 and HaCaT between 
passage 7 and 10 were used in the experiments. 

D. The Effect of Spider Web on the Proliferation of HaCaT 
and Human Teeth Stem Cell 

1 mL of 4x104 HaCaT cell, teeth pulp and adipose stem 
cell were cultured in a 12 well plate for overnight. The cells 
were left to attach for four days and form a confluent mono-
layer on the well plate. The medium was then removed and 
washed with PBS. 1 mL of concentrations of spider web 
(0.1, 0.5 and 1.0 mg.mL-1) in culture medium was added 
into the well. The cell migration at every 0, 12, 24 and 48 hr 
were then observed 1 mL of fresh medium was added into 
the culture and then incubated at 37oC with 5% CO2. Cell 
viability was measured using MTT assays after 1 and 3 
days. 

E. The Effect of Spider Silk on the Migration of HaCaT and 
Teeth Pulp Stem Cells on a Wound Scratch Assay 

Cell migration was examined by scratch wound healing 
assay. 1 mL of 4x104 HaCaT cell, teeth pulp and adipose 
stem cell were cultured in 12 well plate until reaching its 
confluency for 72 hours and the scratch wound was intro-
duced using 200 µL pipette tip. The culture was then 
washed three times with PBS to remove cell debris. 1 mL of 
fresh medium was added into the culture and then incubated 
at 37oC with 5% CO2. 3 independent repeats were captured 
at 0, 24 and 48 hour time points during cell migration by 
Olympus microscope camera. The area of cell migration 
into wound site was quantified using ImageJ and presented 
as relative migration cells compared with the 0 hr. The 
magnification of each picture was 4x. 

 % Area of Relative migration cells  0  –   5  0  100  

F. Statistical Analysis 

Quantitative data (e.g. MTT optical density readings) 
were analysed by using Design Expert (Stat-Ease 6.0) and 
Microsoft Excel (Microsoft Corporation) to obtain means 
and standard deviation (SD), n = number of independent 
experiments each with three replicates. Student’s t-test was 
performed to determine statistical significance, indicated in 
the corresponding figures or tables by: ns (not significant; 
p≥0.05), * (significant; p<0.05), ** (highly significant; 
p<0.01) and *** (extremely significant; p<0.001). 
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Fig. 3 A) Microphotograph of the biological effect of spider silk on HaCaT cells, and quantitative analysis on B) the reduction of wounded area and C) 
rate of cellular migration in a wound scratch assay after 24 and 48 hours in a cell culture medium. Results shown are mean ±SD, (n=2), ***P<0.001 

highly significant, **P<0.01 very significant and *P<0.05 significant in comparison to control. 
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IV. CONCLUSION  

This is the first report on the biological effects of home-
species natural silk fiber when placed in direct contact with 
human teeth pulp stem cells and HaCaT. We observed that 

spider silk kept in sterile and aseptic conditions did not 
contain any substance that may be cytotoxicity to the cells. 
The spider silk of Pholcus phalangioides increased the 
viability of HaCaT and teeth pulp stem cells in a dose de-
pendent manner. On a wound scratch assay, the spider silk 
increased the rate of migration and coverage in HaCaT after 

 

Fig. 4 A) The microphotograph of the biological effect of spider silk on teeth pulp stem cells, and quantitative analysis on B) the reduction of wounded 
area and C) rate of cellular migration in a wound scratch assay after 24 and 48 hours in a cell culture medium. Results shown are mean ±SD, (n=2), 

***P<0.001 highly significant, **P<0.01 very significant and *P<0.05 significant in comparison to control.  
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24 and 48 hours. Supplementation of spider silk in the cul-
ture medium of teeth pulp stem cells did not give any dif-
ference to the rate of migration and coverage compare to the 
control after 24 and 48 hours, citing selective biological 
effects of the silk towards different type of cells. It was the 
intention of this research to highlight and explore the poten-
tial use of natural spider silk for wound healing application. 
However, in the context of biomedical research and devel-
opment there are major limitation and difficulties in the 
process of cultivation, raring and harvesting silk which are 
very time consuming and not profitable for a large scale 
biotechnological production. We hoped that together with 
this knowledge on the potential use of natural spider silk, 
this will open doors to further investigations on the silk 
biological, physical and chemical properties for the devel-
opment of biomaterials for wound healing.  
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This study is to explore the potential role of PPG in the 
detection of AF versus the ECG monitoring in clinical prac-
tice. The most important aspect of the study is to encourage 
PPG technology to be used in the early detection of AF. It is 
especially for the sub-clinical or silent AF, which can be 
miss diagnosed on a standard ECG [8]. The extended re-
cording of ECG techniques is more sensitive, but come with 
a higher cost and complex setup. A digital recording of a 
pulse using PPG can be expressed as a waveform that has 
specific characteristics associated with the different phases 
of cardiac conduction. These phases are recognized on the 
ECG waveforms and they are similar to the phases of the 
PPG signals when the signals are derived into the second 
derivative signals. The objective of this paper is to review 
the techniques of AF detection by ECG and to describe the 
PPG second derivatives in comparison to the ECG mor-
phology of AF.  

II. HISTORICAL REVIEW OF EARLY WORK 

In 1887, the first published article on human electrocar-
diogram (ECG) recorded with a capillary electrometer was  
initiated by Augustus S. Waller, who have provided a dra-
matic change in medical science. In this finding, the re-
searcher established the two deflations point downwards, 
known as V1 and V2 [9]. The newly discovered device was 
able to capture the electrical activity of the heart and it also 
can investigate the cause of chest pain. After several years, 
Willem Einthoven produced the P, Q, R, S and T points 
referring for one cardiac cycle in Fig. 3. It produces the 
heartbeat that causes the heart to contract and pump the 
blood repeatedly with the set of rhythms [10]. 

Early findings in 1936 by two independent research 
groups in New Jersey and Stanford have explored the used 
by  non-invasive optical instrument to access blood volume 
in rabbit ear [11]. After a year, a study of blood volume 
changes in PPG was continued in human fingers by a re-
search team lead by Alrick Hertzman in St. Louis (USA). 
This study was a pronounce introduction of the use of PPG 
in human monitoring [12].  

Nowadays, AF is detected by prolonged the ECG moni-
toring the patient treatment using an event recorder 
(ER910AF Cardiac Event Monitor, Braemar) that can be 
recorded in irregularity of RR interval as in Fig. 1. This 
recorder is a non invasive worn belt with dry-electrodes 
placed around the chest (Cardia Bio-Systems). It produces a 
primary stage when the ECG documented data can last 
within 30 seconds or longer than 90 days in the detection of 
AF using this device. Another stage is the monitoring condi-
tion of AF by using the Holter monitor with minimum mon-
itoring time of 24 hours for AF detection [13]. 

III. DATA PROCESSING TECHNIQUES 

A. Signal Pre-processing 

Signal processing for ECG includes principle component 
analysis (PCA) that is dealing with the compression, beat  
detection and classification, noise reduction, signal separa-
tion, and feature extraction. The noise filtering in ambulato-
ry monitoring is for resting ECG analysis with the case 
episodes containing excessive noise. The questionnaire will 
be evaluated based on the feedback that is required in the 
data recording. The signal processing techniques in PPG 
as done in other studies include removing motion arti-
fact, through adaptive noise cancelation technique [14], 
independent component analysis [15], Kalman filtering 
[16], and time-frequency analysis [17].  

 
B. Feature Extraction for ECG and PPG  

There are different types of features extracted from both 
ECG and PPG by researchers in quantifying AF detection or 
diagnostics in past researches.  

a) Atrial Activity (AA) Extraction 
AA happens when the P wave is absent with irregular 

narrowing of the QRS complex. The P wave cannot be seen, 
it happens when unsynchronized and chaotic at atria pro-
duces quivering and fibrillates rather than contracting. As 
commonly known atria firing rate is extremely high around 
300 beats per minute (bpm) for electrical impulses. This 
fibrillate does not pass through the atrioventricular (AV) 
node due to refractory properties of the upper part of the 
heart. AF can be characterized by the absence of P wave 
that represents the electrical activity of sinoatrial (SA) node 
and it is obscured by multiple ectopic side [18]. 

 
b) Atrial Flutter Extraction 
This is one of the types of AF detection in ECG when the 
rhythm in the atria is more organized and less chaotic than 
AA. Atrial flutter is really irritable focus with fire rate that 
is between 250-300 beat per minute (bpm) [19, 20]. It hap-
pens when an electrical signal travels around atria in a cir-
cular pattern and causes higher contraction while ventricle 
only can receive a slower rate around 150 bpm. In this 
stage, AV node has its own mechanism that cannot fire 
again the electrical signal to ventricle because of refractory 
period to prevent AV from over firing and ventricle from 
contracting too quickly. The result comes in multiple  
P-waves with regular spaces QRS interval with the line that 
often known as saw tooth pattern that contains a number of 
waves in every QRS complex for ECG signal [21, 22].  
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Abstract— Individuals with Autism Spectrum Disorder 
(ASD) are identified as a group of people who have social inte-
raction and communication impairment. They have difficulty 
in producing speech and explaining what they meant. They 
also suffer from emotional or cognitive states requirement that 
stance challenges to their interest in communicating and socia-
lizing. Hence, it is vital to know their emotion to help them 
develop better skills in social interaction. Emotion can be de-
rived from affective states and can be detected through physi-
cal reaction and physiological signals. There are numerous 
known modalities available to detect the affective states either 
through invasive and non-invasive methods. In order to eva-
luate the affective states of individuals with ASD, amongst the 
methods used are through electrodermal activity (EDA), elec-
tromyographic (EMG) activity, and cardiovascular activity 
(ECG) and blood flow analyses. Though considered non inva-
sive, these methods require sensor to be patched on to the skin 
causing discomfort to the subjects and might distract their true 
emotion. We propose non-invasive methods which is also con-
tactless to address the problem to detect emotion of individual 
with ASD that is through thermal imaging. Through the im-
pact of cutaneous temperature in blood flow, thermal imprint 
is radiated and can be detected in this method. To date, no 
research has been reported of the use of thermal imaging anal-
ysis of facial skin temperature on the individuals with ASD. In 
this paper we will justify the method and also discuss the me-
rits and demerits of other methods. 

Keywords— Autism, facial skin temperature, physiological 
signal, affective states, emotion. 

I. INTRODUCTION  

Emotions are the reactions or response towards exterior 
stimuli. The emotions cause changes in the physiological 
signals, expressive behaviour and states of feeling. These 
parameters could be useful to identify the affective states. 
Theoretically, emotions are subset of affective states. It can 
be detected through physical reaction or physiological sig-
nals either in invasive or non-invasive methods. Recogni-
tion of human affective states from facial expression or 
speech for subjects with disabilities is actively going on. 
However, many challenges still occur when dealing with 
“uncooperative subjects” like autistic individuals. The autis-
tic individuals have inability to recognize emotions in them-
selves or in the displays of others. They are also suffered 

from disability to differentiate different emotions. Physio-
logically, emotions may change human attention, behaviour 
and trigger the processing area in brain resulted to elicits 
disparate biological system and physiological system for 
optimal affective response. Extracting physiological pat-
terns corresponding to emotional states has its own draw-
backs as there are also possibilities of person-stereotypy and 
also situation stereotypy. This consideration is very signifi-
cant to autism that has difficulty in facial muscular move-
ment. They might show the same facial expression for dif-
ferent emotions or ‘innocent’ or too fear facial expression 
when confronting strangers.  

A meta-analysis [1] has done on the individuals with aut-
ism spectrum disorder and reported that, most of the tests 
done on the individual with ASD required the participants 
to have good speech skills to label the emotion and good 
emotion recognition of others to match the emotion. The 
analysis came with a conclusion that autistic individuals did 
have difficulties in recognizing five basic emotions namely 
anger, disgust, fear, sad and surprise. The only emotion that 
can be recognized was happy. Even though, different ap-
proaches were used to activate their emotions, the difficul-
ties still lay on the emotion processing and not to the per-
ceptual demands of the different tasks. Hence, based on the 
theory of having intricacy in facial muscular movement, 
physiological-based affect discovery could be suitable for 
autistic individuals. In this paper, the parameter to be ana-
lyzed is facial skin temperature (FST). The aptitude to 
detect the physiological signals may also prove the impor-
tance for understanding the physiological mechanisms asso-
ciated with ASD. 

II. LITERATURE REVIEW 

This section is organized in the following means. First, it 
reviews on the definition and characteristic of ASD. Then, it 
summarizes the findings from neuro-physiological studies of 
autistic individuals which clearly established association be-
tween core impairment in ASD and affective states. Then, 
explanations on the regulation process of affective states in 
follows by reviews of non-invasive methods to detect affective 
states. In Section III, we discuss and justify the proposed me-
thod to detect the emotion of the autistic individuals.  
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A. Autism Spectrum Disorder 

Autism is defined by the presence of social deficits and 
communication problems. Meanwhile, Autism Spectrum 
Disorder (ASD) is called as "spectrum disorder" because 
autism affects individuals differently and to varying degrees. 
ASD is a type of neuro-developmental disorder affecting the 
mental, emotion, learning and memory of an individual. 
Theoretically defined in APA [2], an individual with ASD 
has three major deficiencies in himself that related to his 
relationship with other people. First is the impairment of 
social skills, which includes the use of several nonverbal 
behaviors such as eye-to-eye gaze, facial expression, body 
postures and gestures to regular social interaction. Second is 
the impairment in communication, which includes delayed 
development of spoken language and inability to initiate or 
sustain a conversation with others. Third is the restricted, 
monotonous and stereotyped pattern of behaviors, interests, 
and activities, which include the inflexible obedience to spe-
cific, nonfunctional routines or formalities.  

In general, the social deficits are viewed as the primary 
and unique characteristic of autism. Meanwhile, emotion is 
one of the important criteria in having a good social rela-
tionship. As stated earlier, the emotion can be identified 
through physical reaction and physiological signal. Howev-
er, both processes are most likely originated from brain and 
it is controls by a limbic system. According to Damasio et 
al.[3] the basic affective states are strongly dependent on 
sub-neocortical limbic circuitries. The limbic circuit is 
composed of amygdala and limbic cortex that plays vital 
roles to regulate negative and positive emotions respective-
ly. Ominously, in the individuals with ASD, the emotion 
processing area; amygdala and limbic cortex are found to be 
different from healthy individual. A post-mortem studies on 
autism Courchesne et al. [4]; Piven et al. [5]; documented 
the augmented head size due to excessive size of cortex 
which was also supported by the MRI findings. In addition, 
brain studies by Mosconi et al. [6]; Nacewicz et al. [7]; 
Schumann et al. [8] have found an abnormal developmental 
trajectory of amygdala volume in autism using structural 
MRI. Due to deficiency in amygdala, it is believed that it 
might affect the processing of negative emotion. Fritz U. [9] 
and Klin et al.[10] confirmed the abnormal brain develop-
ments of individuals with ASD resulted to social and com-
munication impairments. Notably, Critchley H.D. et.al [11] 
stated that the individuals with ASD did not activate a cor-
tical 'face area' when explicitly appraising expressions. The 
difficulties lead to social impaired between the autistic indi-
viduals and others. 

B. Emotions Regulation in Individual with ASD 

Emotion Regulation (ER) [12] is important not only for 
understanding the associated features of ASD, but also rele-

vant to the core symptoms of social communication that de-
fine ASD as well. It is a complex and dynamic process that 
broadly refers the modification of biological, subjective, and 
expressive components of emotional experience [13]. Con-
sciously-deployed changes in emotional responses are me-
diated via modulating effects in cognitive control on brain 
regions that involved in arousal and valence in which these 
two parameters are a subset of affective states. However, 
another functional magnetic resonance imaging (fMRI) scans 
of individual with ASD found that they had less change in 
prefrontal cortex activation compared with their healthy 
counterparts when undergoing a positive emotion regulation 
(ER) exercise. However, there are also in print works that did 
not find any impairment in negative affective states [14] ei-
ther found deficits in positive affective states [15].  

Explanation on amygdala dysfunction in autism remains 
unclear [16]. Thus, both positive and negative emotion 
regulation needs an extra research work. Accumulated evi-
dence proposes that the amygdala may be dysregulated in 
emotional disorders such as anxiety and depression [17]. 
Likewise, the amygdala deficit might lead the autistic indi-
vidual to abnormal fear responses such he either shows too 
little or too much fear or none, compared to non-autistic 
controls. As example, Vuilleumier et al.[18] showed the 
MRI findings of fear faces was absent if the amygdala was 
damaged. It is crucial to determine the impact of specific 
brain regions such as amygdala to differences in recognition 
of different emotions.  

C. Physiological Signals in Autistic 

Many studies have done to detect the emotion of ASD 
via facial recognition by Dina Tell [19], vocal to label emo-
tion by R. C. M. Philip et.al [20], gesture and posture by 
Blake et al .[21] ; Hubert et.al.[22] and some use the self-
reports [23]. However, self-reports are often not reliable in 
ASD because of deficits in verbal communication as well as 
difficulties with emotional awareness and introspection. 
Their physical difficulties require a new method of assess-
ment to detect transition of emotional states via physiologi-
cal regulation as stated by Dalton et.al.[24].  

The affective states comprise of the signals originating 
from the autonomic nervous system (ANS). The ANS has 
two main parts: Sympathetic nervous system (SNS) and 
parasympathetic nervous system (PNS). The SNS and PNS 
are responsible to regulate physiological signals; electro-
dermal (i.e., skin-conductance, skin resistance), thermovas-
cular (i.e., skin blood flow, skin temperature), and respirato-
ry measures. While the PNS promotes restoration and con-
servation of bodily energy, “rest and digest,” the SNS sti-
mulates increased metabolic output to deal with external 
challenges, so-called “fight and flight.” The signals of the 
ANS are used to identify the emotions of a healthy individ-
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ual. There has been a large number of published works in 
the domain of emotion recognition from physiological sig-
nals [25]–[27]. Therefore, the same means could be imple-
mented on the individuals with ASD.  

Kushki et al. [28] did investigation on ANS towards in-
dividual with ASD by applying the common assessment 
method that used the FDA-approved sensors. The sensors 
are a breathable tape for measuring thermovascular and 
respiratory signals, and velcro straps for electrodermal 
signals (EDA). The experiment has confirmed that the 
anxiety condition did in fact stimulate an anxiety response 
in ASD. On the other hand, research done by Rosalind 
[29] from MIT identified that autistic individuals react and 
experience differently to emotion. Physiology measure-
ment was done and the result showed that an individual 
with ASD can appear differently on the outside than what 
was measured on the inside. Supported research by Good-
win et al. [30] revealed that the individual with ASD is 
perfectly calm to those who know him, while having an 
unusually high resting heart-rate, 120 beats per minute or 
more, instead of the usual 60-80 bpm. Even though the 
individual with ASD has dysfunctional amygdala, yet from 
these research works, it shows that the ANS signals can be 
relied on to detect emotions. Therefore, in this research 
work we propose the use of physiological signals to detect 
emotions specifically on the individuals with ASD who 
has unresponsive facial expression. 

D. Thermal Imaging Analysis 

Thermal imaging provides solution of non-invasive auto-
nomous monitoring. It permits the recordings of blood flow 
for cardiac pulse [31], breathe pattern [32], and skin tem-
perature [33][34]. All of these parameters are associated 
with the affective states and causing impact to the cutaneous 
temperature. The reliability of these methods have been 
repeatedly proven with the use of thermal infrared imaging 
on gold standard methods, such as electrocardiography 
(ECG), piezoelectric thorax stripe for breathing monitoring, 
nasal thermistors, skin conductance (EDA), or galvanic  
skin response (GSR). However, prior to the fact that face is 
not obscured and direct to social communication and  
 

Table 1 Invasive methods on physiological signals of autistic individuals 

Experimental 
paradigms 

Author Emotion Outcome

Movie-watching 
activity and stroop 
test - wire and 
probe attached 

Kushki 
(2013) 

Anxiety Changes in EDA and 
skin temperature were 
detected 

Free activity at 
home and readings 
is recorded and 
tally with diary. 
wristband attached 

Rosalind 
(2009) 

Anxiety Changes in heart rate 
and EDA 

Table 2 Non-invasive methods on physical reaction of autistic individuals 

Experimental 
paradigms

Author 
Emotion Outcome 

Watch the series of 
pictures. He/she 
match face or 
verbally state the 
answer. 

Dina Tell 
et.al, (2014)

happy, 
angry, 
sad, fear, 
and neu-
tral emo-
tions 

Children with autism 
less accurate in identify-
ing fear and sadness. 

Watch the series of 
image. Then, he is 
requested to ver-
bally answer to 
label the emotion. 

R. C. M. 
Philip et. al 

(2010) 

happy, 
sad, anger, 
disgust, 
surprise 
and fear 

Anger was failed to be 
identified by the ASD 
group. 

Emotion recogni-
tion- Match the 
target stimuli to 
picture of a body 
movement without 
face.

Blake et al 
(2003); 
Hubert et 
al. (2007) 

happy, 
sad, anger, 
disgust, 
surprise 
and fear 

ASD cannot identifying 
happiness and fear 
through the body 
movement. 

Select a text label 
from a choice of 
five to describe the 
emotion in vocal 
stimuli. 

R. C. M. 
Philip et. al 

(2010) 
 

happy, 
sad, anger, 
disgust 
and fear 

Found deficits in vocal 
emotion processing in 
the ASD group com-
pared to the control 
group. 

Self-reported were 
collected during 
exposure and 
compared to parent 
reported social 
ability and stress 
responsivity 

David M 
Simon et. al 

(2014) 

anxiety, 
stress 

Autisms are able to 
consistently report their 
persistent level of anxie-
ty symptoms in stress 
situation. 

 
interaction, the facial skin temperature is the favorable re-
gion to be implemented in this thermal imaging analysis. 
The disparity in facial skin temperature is caused by perior-
bital [35] and supraorbital vessels [34] of the face wherein 
heat increases according to stressors that are believed to 
facilitate preparedness for rapid eye movement in fight or 
flight mode [35]. As reported by Asthana et al. [36] change 
in affective state can cause variation in the facial skin tem-
perature. The changes are due to the phenomena of vaso-
constrictive effects in the blood flow from brain to cardi-
ovascular. The variations in blood flow influence the emit-
ted thermal print.. The similar research by Ioannou [37] 
distinguished the changes in facial skin temperature due to 
redirected blood to the region of interest (ROI) on face. This 
variation in temperature is notified for all of the chosen 
affective states. The blood flow may affected by the affec-
tive state process in the brain. Merla et. al [38] claimed that 
pulsating blood flow produces the strongest variation on the 
temperature signal.  

Therefore, thermal imaging, bind the body’s naturally 
emitted thermal irradiation, allows temperature readings due 
to the variation in blood flow. This method enables cutane-
ous temperature recordings to be measured noninvasively, 
naturally, and contact free. Table 1 summarizes invasive 
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methods that have been used in detecting affective states of 
autistic individuals. Meanwhile, table 2 reviews of non-
invasive methods on physical reactions. 

III. FUTURE WORK 

Autism is important issue to be addressed these days. As 
reported in CDC [39], there are more children are being 
diagnosed with these disorders. From the review, it is 
shown that the inclusion of facial temperature of autistic 
individual deserves proper investigation. Temperature 
changes may be measured and yielded additional informa-
tion on ANS functioning in the emotion of autistic individu-
al. However, temperature control associated with emotional 
reactions is far more complex in individual with ASD as it 
has different brain structure and serves a different purpose. 
It also has distinct neuro-regulatory systems, and carries its 
own thermal imprints. Further investigation is needed to 
find the relation of affective states and the dysfunction of 
amygdala in autistic brain. Hence, this is important to prove 
that the ASDs also have emotions towards stimuli regard-
less of facial expressions. From the recent studies it also 
shows that the changes of temperature were detected such 
as in the case of unconscious smile but not in an artificial 
smile. The same idea could be applied to the individuals 
with ASD due to difficulty in expressing the emotions phys-
ically. Addressing these questions will require more ambi-
tious and large scale studies to provide critical insights into 
the roots of poor social cognition in autism, and the connec-
tion between brain and social information processing. 

IV. CONCLUSION 

Studies in the field of affective state identification have 
observed the impact of physiological signals in evaluating 
the emotions of healthy subjects. However, this is a chal-
lenge to individual with ASD due to dysfunction in some 
components in their limbic system that regulates the affec-
tive state. The personal behavior of anti-social due to fearful 
of eye gaze leads to a non-invasive method to detect the 
emotion. Thermal imaging is a novel method in the domain 
of non-invasive method in evaluating the affective state in 
individuals with ASD. To the best of our knowledge, till 
date there is no work done to investigate and assess the 
affective states of individuals with ASD via facial skin tem-
perature.  
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Abstract— Due to the increased concern over terrorist at-

tacks, new technologies have been developed to improve the 
efficiency of security screening of passengers. The Z – portal is 
an inspection system designed to scan vehicles and large 
trucks, buses, and cargo containers. It has been installed in 
many sites in Egypt . The passenger should be screened before 
allowing to pass from a land to another. This technology uses 
ionizing radiation (X-rays). As the hazards related to ionizing 
radiation include the well-known carcinogenic risk, as well as 
other health effects, assessment of public exposure to these new 
types of security screening of a great importance we are pre-
senting an assessment and distribution mapping of dose rate 
around two portals, then effective dose calculations and statis-
tical analysis was performed. Methods: Two Z-portal systems 
are used for screening passenger by vehicles and trucks; Mea-
surement of radiation dose rate was performed using dose rate 
survey meter, exposed with the two units during ten consecu-
tive exposures each the organ effective doses was calculated. 
Results: Effective radiation doses ranged between 0.41 µSv 
and 6.66 µSv for one exposure. Thyroid, bone marrow, colon, 
lung, stomach, breast absorbed the most radiation for both 
screening systems with p <0.001. Conclusions: Effective doses 
of organ screened by the transmission system is significantly 
higher than the backscatter system however both systems are 
exceeding the dose limit of the general public per scan, as per 
ANSI standards of 0.1 µSv per scan for individual, cumulative 
effect is not considered, both systems should be reevaluated 
based on the general principles of justification, optimization 
and dose limitation versus new screening technology like pas-
sive millimeter – wave with no radiation emission.  

Keywords— X-ray security scanners, X-ray transmission,  
X-ray backscatter, health effects, passenger screening. 

I. INTRODUCTION  

Perceptions of increased threats from explosives and 
nonmetallic weapons have prompted the investigation of 
new passenger screening technologies, including chemical 
trace-detection techniques and imaging methods that can 
see through clothing, possible negative heath and public 
reactions toward many of these new detection technologies 
will have to be addressed.  

A letter of concern was sent from Sedat [20] to the White 
House's Office of Science and Technology raising concerns 
about the potential health risks of these type of security 

screening using X-ray scanners , Their letter to assistant to 
the US president was "it appears that real independent safe-
ty data do not exist." In addition, the authors say: "There has 
not been sufficient review of the intermediate and long-term 
effects of radiation exposure associated with airport scan-
ners. There is good reason to believe that these scanners 
will increase the risk of cancer to children and other vulner-
able populations." In brief Sedat said “ Society will pay a 
huge price in cancer because of this,". The European Com-
mission in November 2010 prohibited their use in European 
airports [19].  

The X-ray based security screening technology used in 
passenger screening relies on two techniques: backscatter or 
transmission. In the backscatter technique, radiation is re-
flected from the subject and detected to form an image of the 
body showing any concealed objects worn on the body. The 
transmission technique detects X-rays emitted by the equip-
ment that pass through the body of the subject. Any con-
cealed object provides an image by attenuating the radiation. 
While the backscatter technique can only reveal objects at the 
surface of the body, the transmission technique also shows 
objects within the body if their contrast differs sufficiently 
from the surrounding body fluids or tissue [3]. 

A review of both biological and biophysical studies on 
mechanisms of radiation-induced cancer concluded that the 
cancer risk is likely to occur in direct proportion to dose 
(with a linear dose-response relationship) even at the lowest 
doses without a threshold. 

The effective dose, which takes into consideration the 
type of radiation and the sensitivity of the body parts ex-
posed, is the best parameter to assess the health risk from 
ionizing radiation.  

Effective dose, referred as Sieverts, it takes into account 
where the radiation dose is being absorbed and attempts to 
estimate the whole-body dose that would be required to 
produce the same risk as the partial-body dose that was 
actually delivered in a localized radiologic procedure. It is 
currently the best measurement available as it allows com-
parison with other types of radiation exposure, including 
natural background radiation [8]. 

Effective dose is calculated for any X-ray technique by 
measuring the energy absorption in a number of ‘key’ or-
gans/tissues in the body. Each organ dose is multiplied by a 
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weighting factor that has been determined as a reflection of 
its radiosensitivity. These are added together, so that the 
final figure is a representation of ‘whole body’ detriment. 

Table (1), represent relative attributable lifetime risk 
based upon a relative risk of 1 at age 30 (population average 
risk). It assumes the multiplicative risk projection model, 
averaged for the two sexes. In fact, risk for females is al-
ways relatively higher than for males, and the lifetime risk 
attributable to a single small dose of radiation at a given age 
is greater for children, Beyond 80 years of age, the risk 
becomes negligible because the latent period between X-ray 
exposure and the clinical presentation of a tumor will prob-
ably exceed the life span of a patient. In contrast, the tissues 
of younger people are more radiosensitive and their pros-
pective life span is likely to exceed the latent period [10]. 

Table 1 Risk in relation to age. Data are derived from (ICRP 1990). 

Age group (years)  Multiplication factor for 
risk  

<10  x 3  

10-20  x 2  

20-30  x 1.5  

30-50  x 0.5  

50-80  x 0.3  

80+  Negligible risk  

 
This paper presents actual measurements and mapping of 

dose rate for Z-portal different screening system as well 
with the uses of the theory of effective dose calculations 
organ effective doses for passenger is computed for both 
security screening systems.  

II. MATERIALS AND METHOD  

There is two Z- portal gates installed Fig (1) for inspec-
tion of all vehicles, trucks, cars before passing from land to 
another, all vehicles, cars, trucks are screened and inspected 
while passenger are sited inside. All passenger inside the 
cars are screened, men’s, women’s, pregnant women’s and 
all children’s, kids, newborn. Z-portal Backscatter was used 
for screening cars, vans, small trucks, and their cargo. 
Threats and contraband are stopped in their tracks. The  
Z -Backscatter Inspects vehicles for threats, imaging cars 
from three sides simultaneously with high energy X-ray, 
imaging provides photo-like images from the top and sides 
and quickly highlights organic threats and contraband, such 
as stowaways, explosives, currency, drugs, and alcohol.  

Z-portal transmission was designated to Buses and trucks 
drive through. It is engineered to deliver unprecedented 

penetration into dense objects like cargo containers, tankers, 
and large vehicles. Its high-energy transmission X-ray im-
aging represents a way to detect contraband and threatening 
materials such as weapons, drugs, and explosives. 

 

 

Fig. 1 Shows the two Z-portal systems extracted from Google Earth 

 

Fig. 2 RDS-110 Multi-purpose Survey Meter for dose rate  
measurements . 

Measurements of dose rate was using Multi-purpose Sur-
vey Meter RDS-110 Fig (2) with an accuracy of ± 5% 
which enables measurement of low background dose rate 
registering even the smallest meaningful changes in dose 
rate values. 

Measurements were done by operating each screening 
system , and mapping dose rate results in the spaces, in cars, 
vehicles, trucks and around the Z-portal systems Fig (3), ten 
sites locations were measured for each system in each scan, 
Exposure was performed ten times to gain enough doses to 
ensure proper measurement for each system. Average dose 
rate was then calculated and organ effective dose was then 
calculated for screened passengers exposed to the primary 
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beam. Radiation weighted doses to individual organs were 
summed using (E2007) ICRP 103 tissue weighting factors, 
to calculate the effective dose [9]. 

The effective dose E expressed in µSv was calculated for 
the Thyroid, bone marrow, oesophagus, skin, bone surface, 
brain, colon, gonads, lung, stomach, bladder, breast, liver, 
by multiplying the tissue weighting factor WT by the mean 
absorbed dose at the irradiated area HT. And summed over 
all of the tissue /organ exposed as per equation (1);  

 
 E =ΣWT x HT .                     (1)  

 
The tissue weighting factors as defined by the ICRP in 

2007 are shown in table (2), it represents the relative radi-
osensitivities of the organ and therefore the contribution of 
that organ to overall risk. The effective dose E allows the 
risk to the whole body to be expressed, thereby giving a 
broad indication of the level of detriment to health from the 
exposure. 

Table 2 Tissue weighting factors as defined by ICRP 2007 

Organ  WT Σ WT 
Thyroid 0.04  
Bone marrow  0.12  
Oesophagus 0.04  
skin 0.01  
bone surface  0.01  
brain  0.01  
Colon  0.12  
Gonads  0.08  
Lung  0.12  
Stomach  0.12  
Bladder  0.04   
Breast  0.12  
Liver  0.04   
Remaining tissues  0.12   
Total body   1 

Whereas :  
WT= tissue weighting factor. 
Σ WT= sum of tissue weighting factors. 

III. RESULTS 

The measured dose rate using RDS-110 for the backscat-
tered and the transmission system is summarized in table  
(3, 4). The effective doses were persistently higher in case of 
the Z portal transmission system compared to the Z- portal 
backscatter system the magnitude was around 16 times.  

Results of Effective dose calculated to the specific organ 
is summarized in table (6), The ratio was constant and was 
 

Table 3 The measured dose rate for the Z-portal vehicles  
backscatter system  

Location  Dose rate µSv/hr  
In the car  5 
Pedestal 3 
Outside the hanger  0.08  
Control unit  0.08  
Background radiation  0.08  

 

Table 4 The measured dose rate for the Z-portal trucks  
transmission system  

Location  Dose rate µSv/hr  
In the truck  50 - 35 
Pedestal 9 - 2 
Outside the hanger  1.2 -0.15  
Control unit  0.23 
Background radiation  0.08  

 
persistently around 6.01 %. The body total exposure 
amounted to 6.66 and 0.41 µSv using the Z-portal transmis-
sion system and backscatter system respectively.  

The major contributor was the bone marrow (50.0%) 
with the lung, colon, stomach and breast It is interesting to 
note that the skin, bone surface brain were contributing 
equal portions (4%) each.  

The statistical analysis performed with SPSS shows that: 
The overall mean for the exposure in case of the Z- portal 
backscatter system is (0.026 µSv ) amounted to 5.9% of the 
corresponding value of the Z- portal transmission system 
(0.44 µSv). The difference was as expected was highly sig-
nificant the P is shown in the table <.0.001. A descriptive 
statistical analysis is presented in table (5). 

A relationship between both Z-portal systems is deducted 
from table (7) as per equation (2). It could be concluded that 
the exposure to the radiation was much higher in case of 
transmitted type compared to the transmission type by 16 
times whereas transmission type will have better penetration 
and more detective power. 

 
Fig. 3 Shows measured dose rate mapping for both transmission and back-

scatter systems 
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The statistical analysis performed with SPSS shows that: 
The overall mean for the exposure in case of the Z- portal 
backscatter system is (0.026 µSv ) amounted to 5.9% of the 
corresponding value of the Z- portal transmission system 
(0.44 µSv). The difference was as expected was highly sig-
nificant the P is shown in the table <.0.001. A descriptive 
statistical analysis is presented in table (5). 

A relationship between both Z-portal systems is deducted 
from table (7) as per equation (2) . It could be concluded 
that the exposure to the radiation was much higher in case 
of transmitted type compared to the transmission type by 16 
times whereas transmission type will have better penetration 
and more detective power.  

 
Table 5 Descriptive statistics  

  Minimum Maximum Mean 
Std.  

Deviation 
Z-portal 
backscatter 

.004 .050 .0274 
.020 

Z-portal 
transmission 

.066 .800 .4455 
.316 

contribution .010 .122 .0668 .048 
Valid N 
(listwise) 

        

 
Table 6 Organ effective doses from both security screening Z-portal 

systems  

Organ  
Z-portal 
backscatter 

Z-portal 
transmission  Ratio % 

µSv µSv 
Bone marrow  0.05 0.8 16.00 
Colon  0.05 0.8 16.00 
Lung 0.05 0.8 16.00 
Stomach  0.05 0.8 16.00 
Breast  0.05 0.8 16.00 
Gonads  0.03 0.53 17.67 
Thyroid 0.016 0.266 16.63 

Oesophagus 0.016 0.266 16.63 
0Nb Bladder  0.016 0.266 16.63 
Liver  0.016 0.266 16.63 
skin 0.004 0.066 16.50 
bone surface  0.004 0.066 16.50 
brain  0.004 0.066 16.50 
ΣWT for the 
whole body  0.41 6,66 
 
 
 

Table 7 Coefficient  

Unstandardized 
Coefficients 

Sta 
ndar-
dized 
Coeffi-
cients 

t Sig. B 
Std. 
Error Beta 

 (Constant) .010 .007   1.483 .166 
Z-portal 
backscatte 15.902 .204 .999 78.036 .001 

 
Dependent Variable: Z-portal transmission 

 
Zt=0.01 + 15.902 Zb               (2) 

 
Whereas :  
Zt is the Z-portal transmission  
Zb is the Z-portal backscatter  

IV. DISCUSSION 

While X-ray based security scanners are currently used in 
the USA and as a trial in one UK airport, several Member 
States (e.g. Italy, France, Germany and Austria) prohibit the 
use of ionizing radiation for non-medical purposes, whereas 
due to many terrorist attacks Egypt has installed many secu-
rity screening scanners for vehicles, trucks in many sites. 
Many of the passengers are children they are going to had a 
weekend on a touristic places and their risk is higher. The 
risk is approximately twice that of an adult patient [13,14].  

Calculations presented here are greater than the proposed 
ANSI standard of 0.1 μSv per screening [2]. As well than 
NCRP [13] safety standard limits to a dose per screening of 
0.25 µSv (25 µrem) reference effective dose for general-use 
full-body security screening systems. The annual dose limit 
is 250 µSv (25,000 µrem) over a 12-month period. Individ-
ual members of the general public, results breaches this 
guidelines.  

As per our study some travelers are passing twice and 
more which exceeds thousands times annually. 

At 0.4 μSv per screening as per doses results of Z- portal 
backscatter system a total of 500 scans would be necessary 
to reach the administrative dose limit of 0.25 mSv per year 
for a member of the general public.  

The higher effective doses calculated in this study were 
similar to other study of Rez [18] which fall between 0.4 
μSv and 9 μSv. Boetticher et al [4] evaluated circumstances 
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under which the application of the new model yields rele-
vant dose differences compared to the prevailing model. As 
an example the Effective doses were calculated and com-
pared from the measured organ doses according to several 
studies [3, 12,17] total body effective dose is 0.160 µSv for 
a transmission system and 0.025 µSv whereas in this study 
was 6.66 and 0.41 µSv respectively.  

The effective radiation dose resulting from the Z- portal 
backscatter was found to be equal to 0.41 µSv which 

breaches all guidelines of NCRP of 0.25 µSv and ANSI of 
0.1 µSv, Z-portal transmission was found to be equal to 
6.66 µSv which highly exceeds the guidelines. Both doses 
ΣWT for the whole body exceeds the guidelines of NCRP. 

The mean radiation effective dose to organs resulting 
from the Z-portal backscatter (0.0274 ± 0.0198 µSv ) dif-
fered from the mean radiation effective dose to organs re-
sulting from the Z-portal transmission (0.445 ± 0.315 µSv) 
the difference proved to be statistically significant 
(P<0.001), the same calculation was done using non para-
metric statistics Wilcoxon signed rank test and proved to be 
statistically significant as well (P<0.001). 

A recent paper [22] estimated doses to the skin as high as 
2.5 μGy for 50 kVp X-rays and 0.68 μGy for 50 kVp X-rays 
(effective doses of 0.9 and 0.8 μSv, respectively). Whereas 
in this study effective dose to the skin was 0.004 and 0.066 
µSv respectively The results of mentioned study were high-
er than this study as it is based on a different approach from 
the other studies.  

One should state here, that it is difficult to give reliable 
and meaningful estimates of effective doses for children up 
to the age of at least 14 years, since the variations in stature 
and size are even greater than for adults. In addition, there is 
still no reference set of real anatomy based voxel phantoms 
representative of the various sizes of children. 

Dose limitation means setting standards for limiting radi-
ation exposure to each individual, to avoid or minimize any 
health risks. Optimization entails reducing radiation expo-
sure within practical constraints, as low as reasonably 
achievable. This means that just complying with the dose 
limits is not sufficient.  

V. CONCLUSION 

The international standards of radiation protection are 
based on the general principles of justification, optimization 
and dose limitation. Justification requires consideration of 
the benefits obtained from use of radiation relative to the 
potential risks, to preclude any unnecessary radiation expo-
sure. The benefits and risks can include a variety of gains 
(for example, security scanners mainly improved safety) 
and adverse effects (health risks, economic costs, etc.), 
which are not directly commensurate and therefore the 

weighing of the trade-off is not straightforward. Whether a 
technology or its application for a certain purpose is deemed 
acceptable is ultimately not a scientific issue, but a political 
decision influenced by social factors. 

Public screening systems using X-ray technology should 
be reevaluated versus the appearance of new screening 
technologies that does not uses radiation e.g. passive milli-
meter wave systems.  

The cumulative effective dose from a screening scanners 
transmission or backscatter scanners to a person who uses 
this travel daily should be taken into consideration , further 
studies should include dose –effect curve in order to build a 
the potential dangers, to build a sufficient data of interme-
diate and long term effects of radiation exposure associated 
with security screening scanners.  
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Abstract— Medical staff working near magnetic resonance 

imaging (MRI) scanners are exposed both to the static magnet-
ic field (SMF) itself and also to electric currents that are in-
duced in the body by motion within the SMF.  Currently 
available data on induced electric currents for realistic move-
ments are limited. This study computationally investigates the 
movement-induced electric fields for realistic movements in 
the magnetic field of a 1.5 T MRI scanner.  

Computation of induced fields by motion at different 
velocities in SMF at  the vicinity of MRI scanners is 
based on magnetic field measurements for both the mo-
tion of the worker and the fringe  field of the MRI 
scanner. The induced fields and the related specific ab-
sorption rate are computationally determined using the 
Matlab script method. 

Results shows that SAR values and induced electric 
currents has a significant correlations with the motion 
speed with p<0.001 .  

Keywords— Occupational exposure, MRI safety, induced 
current density, Specific Absorption Rate, Static magnetic 
fields. 

I. INTRODUCTION  

Humans moving in SMF of magnetic resonance imaging 
(MRI) systems may experience mild sensory effects, includ-
ing vertigo, nausea, headache, metallic taste in mouth, and 
magnetophosphenes [4,8,20]. For patients undergoing com-
putational dosimetry of induced electric fields during realis-
tic movements in the vicinity of a 3 T MRI scanner during 
MRI examination, the most frequently reported sensation 
was vertigo [7,14].  

The effects of static magnetic fields are caused by two re-
lated factors. The first factor is the exposure to a static mag-
netic field itself. As shown by Roberts et al [19], a strong 
static magnetic field can directly affect the vestibular func-
tion, which could explain sensations of vertigo attributed 
this effect to the Lorentz force that acts on ionic currents 
that constantly flow in the endolymphic fluid of the laby-
rinth of the inner ear. 

The second factor is the exposure to the electric 
fields/currents that are induced in the human body moving 
in a static magnetic field. If the induced currents are strong 

enough, they may stimulate excitable nerve, muscle, or 
receptor cells. Preventing the stimulation of the central 
nervous system or peripheral nerves has been the biological 
basis for deriving the basic restrictions in the ICNIRP 
(2010) [11] guidelines for the exposure to low-frequency 
electromagnetic fields.  

Weak direct currents can also affect the vestibular func-
tion as is evident from the studies of galvanic vestibular 
stimulation (GVS) [3,7]. Consequently, if the magnitude of 
movement-induced currents were comparable to the cur-
rents used in GVS, they could electrically stimulate the 
vestibular system resulting in sensations of vertigo. As dis-
cussed by Glover et al [6], the magnetic-field related vertigo 
might actually be attributable to the combination of both 
static magnetic field acting on the vestibular system and 
GVS-like stimulation by movement-induced currents. 

The exposure of workers to the static and gradient fields 
of MRI scanners have been successfully investigated using 
measurements [2,9,14]. However, for assessing the expo-
sure to movement-induced electric fields, computational 
techniques are needed.  

Several studies has clearly indicated that the magnitude 
of movement induced electric fields can be within the same 
order of magnitude as the basic restrictions set by interna-
tional guidelines or standards [11,12]. Various different 
models for the human anatomy have been used: homogene-
ous model of the whole body was employed in [1], 4 or 6 
mm resolution whole-body model in Liu et al [3,17] , a 
three-domain model of the head in Cobos et al [2], and four 
different heterogeneous anatomical models of the head with 
2 mm or 1 mm resolution in Laakso [15, 16]. Some of the 
studies have used realistic models for the magnetic field of 
the MRI magnet [1,3,17] ,while others have employed sim-
ple analytical expressions for the magnetic field. However, 
all previous studies have only considered idealized transla-
tional or rotational movements.  

In this study, movement induced fields are computation-
ally investigated for realistic motion in the vicinity of an 
MRI scanner. The path of movement is based on a realistic 
model , where nurses go through during patient positioning 
in 1.5 T MRI scanner . 

The computed induced electric fields were then com-
pared with the exposure limits of ICNIRP , and the signific-
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the chosen walking path for each walking speed was then 
calculated and a computational modeling of the tissues and 
the organs SAR values was then constructed. 
 

 

Fig. 1 Shows operators during patient positioning 

 

Fig. 2 Shows operator path during patient positioning along x, y directions. 

 

 

Fig. 3 Shows operator path, returning back after patient positioning along 
x, y directions. 

Table 1 Motion speed vectors for each subject  

Case number Speed vectors  
m/s 

1 1.2 , 1.4 , 1.6  

2 0.9, 1.1, 1.2  

3 0.6, 0.7, 0.8  

 4 0.7, 0.8, 0.9  

5 0.65, 0.7, 0.82  

6  0.73, 0.85, 0.98  

7 0.66, 0.75, 0.88  

III. RESULTS 

Table (2) shows computed induced current (J) and Spe-
cific absorption rate (SAR) for each worker’s motion speed. 

Maximum induced current reported was 1.6 A/m2, and 
maximum SAR value was 1.26 mW/kg. 

The regression statistics of the velocity of induced cur-
rent are demonstrated by Fig (3)  

 

 

Fig. 4 Shows Regression statistics of velocity on induced current (J) 

The statistical analysis performed with SPSS shows that 
there is a linear positive correlation between motion speed 
and induced current as well between motion speed and spe-
cific absorption rate table (3) shows correlations coefficient 
between motion speed (velocity) with J and SAR which 
show high significance p< 0.001.   
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Table 2 Shows computed induced current (J) and Specific absorption rate (SAR) for the seven cases motion speed 
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Table (4), (5) is the derivation of the formulae correlating 
the motion speed  with the induced current and the specific 
absorption rate .  

In some tissue type listed in Table (2), for example CSF, 
blood, body fluids,..etc  the maximum current densities are 
found to exceed the exposure limit of 10 mA/m2 suggested 
byICNIRP guidelines. [11,12].   

It is well justified that such organs and tissues ( e.g. CSF, 
Blood, blood fluids,.etc ) as shown in table (2) has the max-
imum current and SAR values as they contain  free water at 
the molecular level whereas liver for example shows a less 
induced current and SAR values due to their high propor-
tion of bound water.  

A formulae correlating the velocity and induced current 
(7), the velocity and SAR (8) are Then predicted using 
SPSS program  

 

Table 3 Correlations  

  J (A/m2) SAR (mW/kg) 

 
Velo 

Pearson  
Correlation .345** .583** 

   

Sig. (2-tailed) .001 .001 

N 301 301 
**. Correlation is significant at the 0.01 level (2-tailed). 

 
 

Table 4 Velocity and Induced current correlation  

Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig.B Std. 
Error Beta 

1 (Constant) .011 .053   .207 .836
velo .360 .057 .345 6.360 .001

 
 
Dependent Variable: J (A/m2) 
 

     J = 0.011 + 0.360  V                (7)  

 
Where J: is the induced current  
       V: is  motion speed  

Table 5 Velocity and SAR correlation  

Model 

Unstandardized 
Coefficients 

Standar-
dized  

Coefficients 

t Sig. B Std. 
Error Beta 

1 (Con-
stant) -.198 .032  -6.271 .001

velo .422 .034 .583 12.422 .001
Dependent Variable: SAR (mW/kg) 
 

SAR = -0.198 + 0.422 V            (8) 
 

Where SAR : is the specific absorption rate 
        V: is the motion speed  

IV. DISCUSSION 

Movement induced fields were investigated in seven 
working nurses in the vicinity of MRI. The workflow for 
determining the induced electric field consisted of magnetic 
field measurements, modelling the magnetic field of the 
MRI scanner, modelling the trajectory of movement based 
on the measured and modelled magnetic fields, and finally 
numerically calculating the induced current and SAR values 
using the Matlab script method. The induced electric current 
in the head and trunk were approximately linearly depen-
dent on the average motion speed of the candidate , the 
estimates for the  maximum induced current is 1.6 A/m2 
with a SAR value of 1.26 mW/kg For the CSF tissues. 

For the path of movement of this study, the induced elec-
tric current is exceeding the basic restrictions. It was also 
found that the induced currents are within the same order of 
magnitude as the motion velocity This supports the assump-
tion that the movement induced electric fields have a signif-
icant role in the generation of magnetic field induced. For 
the comparison of the assessed exposure to limit values in 
international guidelines, we used the recent ICNIRP guide-
lines for time varying (ICNIRP 2010) electric and magnetic 
fields, and the  electric field induction by a movement in a 
static magnetic field (ICNIRP 2012). The basic restrictions 
for the induced electric fields in the ICNIRP (2010) guide-
lines are given in terms of root-mean-square values; they 
can be converted into peak values by multiplying them by 
√2.It is important to mention that guideline did not consider 
the dB/dt gradient which takes into account the motion 
speed of torso or head of workers 

Calculations for SAR values and induced electric cur-
rents clearly shows that the slower the motion speed, the 
lesser the SAR and induced currents. This notion may help 
to reduce the annoying sensory impulses for MRI staff 
whose work necessitates repeated helping of patients and 
supporting them in the vicinity of scanners. Recommenda-
tions for a slower movements of torso and head should be 
well-known to staff.   
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The derived formulae (7) and (8) describe well the rela-
tionship between the induced current , SAR and the velocity 
where they are linearly correlated. The statistical analysis, 
shows high significance p<0.001.   

V. CONCLUSION 

The model used for estimating induced current density and 
SAR is the same adopted by ICNIRP guidelines, and can be 
used as a first approximation of the workers exposure in any 
MRI facility. A very important area of the use of presented 
method is while providing workers with occupational safety 
and health education.  It can be used for training MRI work-
ers to avoid high exposure, and change as much as possible, 
their motion behavior in the scanner room. A pathway drawn 
on floor of scanner room with time limits for each subsequent 
movement may prove to be helpful for staff to adjust to slow-
er motion speed during entry and retreat from the scanner 
room.  The least speed motion was 0.6-0.7 and 0.8 m/s that 
decrease significantly the induced current was for old obese 
nurse this speed cannot be achieved usually for normal young 
nurses so the median speed 0.7 , 0.8 and 0.9 m/s is the best 
speed model which decrease the induced current and can be 
achieved by normal motion.   

Due to limited room space only one trajectory is used for 
patient positioning.  

Decreasing exposure time is one of the parameters that 
can help reducing exposure whereas it was found unpractic-
al to consider in this study, as per nurses discussion, there is 
sometimes some problem with the patient that needs longer 
time for positioning, specially for children and  elderly 
people positioning.  

A further detailed dose –effect study will be of high im-
portance. Whereas motion speed had a clear effect on SAR 
values and induced currents in bodies of MRI staff in the 
vicinity of MRI scanners. 
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Abstract— We propose a framework to estimate the transi-
tion of effective connectivity states in functional magnetic  
resonance imaging (fMRI), with the changing experimental 
conditions. The fMRI effective connectivity is traditionally 
assumed to be stationary across the entire scanning time-
course. However, recent evidence shows that it exhibits dy-
namic changes over time. In this study, we employ a  
non-stationary model based on time-varying autoregression  
(TV-VAR) to capture the dynamic effective connectivity, and 
K-means clustering to identify the change-points of the connec-
tivity states. The TV-VAR parameters are estimated  
sequentially in time using the Kalman filtering and the expec-
tation-maximization (EM) algorithm. The extracted directed 
connectivities between brain regions are then used as features 
to the K-means algorithm to be partitioned into a finite num-
ber of states and to produce the state change-points, assuming 
the task condition boundaries are unknown. Experimental 
results on motor-task fMRI data show the ability of the pro-
posed method in estimating the state-related changes in the 
motor regions during the resting-state and active conditions, 
with low squared estimation errors. The estimated brain-state 
connectivity also reveals different patterns between the healthy 
subjects and the stroke patients. 

Keywords— Dynamic Brain Connectivity, fMRI, Kalman 
Filters, State-space Models, Vector Autoregressive Model. 

I. INTRODUCTION 

The effective connectivity in brain networks analysis 
refers to the influence that one neuronal region exerting over 
another [1]. This connectivity is directed causal influence 
that manifests as the information flow between regions. 
Estimation of effective connectivity in functional magnetic 
resonance imaging (fMRI) time series with vector 
autoregressive (VAR) model has been extensively studied in 
[2]–[5]. This approach can represent the integration within 
the system in time and frequency domains [6]. However, 
standard VAR model assumes the system to be stationary, 
whereas the nature of fMRI time series is weakly non-
stationary [7]. 

Recent study has reported that functional connectivity 
during resting-state was highly dynamic with time [8]. Thus, 
studies have been done for estimating the dynamic functional 
connectivity using sliding window based methods [9], [10], 

multivariate volatility models [11] specifically in resting-state 
condition. These methods however have limitations where 
window-based solution is ineffective with the existence of 
abrupt changes while the volatility models are not appropriate 
for slow varying state changes.  

Similar to the functional connectivity, the effective 
connectivity is also shown to be dynamic and time-
dependent earlier in [12]. Dynamic VAR model has been 
proposed in [13] for estimating the directed functional 
connectivity during motor task experiment using wavelet 
expansion functions which are locally stationary processes. 
Later, time-varying VAR model with  Kalman filtering were 
used for fMRI and EEG effective connectivity estimation in 
[14]–[16]. These studies showed that the time-varying VAR 
model gives better estimates compared to standard time-
invariant VAR. It is useful for evaluating brain state 
dynamics especially during resting state. Variety mental 
states were experienced throughout resting condition which 
cannot be pre-specified. Thus, the stable connectivity states 
and change-points need to be learned from the data itself 
[10]. Allen et al. has proposed a framework for estimating 
dynamics pattern of functional connectivity by using 
independent component analysis, sliding window and 
clustering method for resting dataset. The study addressed 
the cross-dependence between distinct brain region without 
assessing causal influence (directed) connectivity. 
Furthermore, sliding window technique suffer from poor 
temporal resolution where too long window size choosen, 
fast changes cannot be modeled [17]. 

In this article, we propose a framework to assess the 
state-related dynamic effective connectivity of state-related 
fMRI data using non-stationary VAR model. The 
framework consists of time-varying VAR, clustering 
method and stationary VAR.  

II. METHODS 

A. Stationary VAR Model 

Vector autoregressive model (VAR) is a time series 
analysis method which is a multivariate generalization of 
univariate AR models. The VAR model is commonly used 
to capture the temporal inter-dependence between 
multivariate signals. VAR model frequently used to 
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characterize dynamic systems. The fMRI time series can be 
modeled into a VAR model by denote the series as, , … ,  be a 1 vector of the fMRI time series 
measured from N brain regions of interest (ROIs) at time t, 
for t=1,…,T a VAR (p) model that characterize the current 
observation as a linear dependence on its p past observation 
vectors, , as  

 

 (1) 

where is a  matrix of stationary AR 
coefficients at time lag k and  are 1 i.i.d. Gaussian 
noise with zero mean and  covariance matrix .  

Model (1) can be formulate in the form of multivariate 
linear model, 

   (2) 

where , … ,  fMRI time series  
dimension,  is deterministic vectors of previous 
observation data with , , … ,  is  
containing the AR coefficients matrix with , … ,  
is the covariance noise matrices. The model parameters of 
multivariate linear model were estimated by least square 
estimator (LSE) process. VAR model only provides 
information on the temporal properties of a stationary linear 
system. The conditional least squares (LS) estimator of  
and  with time points 1, … ,  are defined 
respectively as  and 1/

 with L lag of VAR coefficients. 

B. Time-varying VAR Model 

An extension of the stationary model is the time-varying 
VAR model that can describe instantaneous correlation in 
time series , by allowing the coefficient matrix in Eq. (1) to 
change with time 

 
 

(
3) 

where   are  matrices of time-varying AR 
coefficients at time t and  is a 1 i.i.d. Gaussian 
observational noise with mean zero and covariance matrix 

, ~ , . The TV-VAR model can be formulated 
into state-space form as in [18] 

   (4) 

   (5) 

with,  where  is a  identity matrix, , … ,  and  denotes the kronecker product. 
Defining  , … ,  a 1 state vector 
of TV-VAR coefficients at time point t, re-arranged from 
the matrices , process (2) is re-written in a compact 

form (4) with a linear mapping  of the past observations, 
as the observation equation. In the state equation, the hidden 
state  is assumed to follow a first-order Gauss-Markov 
process as in (5) and   is a Gaussian state noise with 
mean zero and  covariance matrix . We 
denote the superscript c indicating the time-varying 
parameters and ,  the model parameters of TV-
VAR state-space model.  

The standard form of VAR model assumes the 
underlying series to be stationary and their effective 
connectivity is constant over time regardless of task 
conditions. Thus, this motivates use of TV-VAR model for 
connectivity analysis to capture the varying connectivity at 
every time points and effectively estimate the abrupt 
changes of a signal. In task based fMRI, the connectivity 
parameters vary smoothly over time where the connectivity 
remains constant within task conditions without variation 
over multiple instances [19]. Our aim is to develop a 
method that can identify both the smooth and abrupt 
changes, which we shall describe in the following section. 

C. Estimation Algorithm 

The feature extraction step involves fitting the TV-VAR 
model to obtain preliminary estimates of the VAR 
coefficients. These VAR coefficients characterize the 
stochastic properties of the fMRI time series. The second 
step is the identification of the states and their transition 
points by K-means clustering the TV-VAR coefficients. 
Parameters estimation procedure are as follows: 

1) Feature Extraction 

In feature extraction we use the TV-VAR model as in (3) 
with formulation into state-space model (SSM) (4)-(5). We 
estimate the model parameters,  and  of TV-VAR 
from formulated state-space form by using the closed form 
solution by Kalman filter with the Rauch–Tung–Striebel 
(RTS) smoother also known as Kalman smoother and the 
EM algorithm, where details can be found in [15], [20], 
[21]. The TV-VAR coefficients,  can be recursively 
estimated by the Kalman filter algorithm since the model is 
in a linear-Gaussian form.We also iteratively estimate the 
model parameter ,  by using expectation 
maximization (EM) algorithms where the details algorithm 
can be found in [15]. The obtained time-varying 
connectivity features are defined as : . 

2) K-means Clustering 

The extracted features of fMRI series are partitioned 
using k-means clustering technique to identify the initial 
states and their transition points. Let , 1 …  be 
the set of  dimensional time varying AR coefficients to 
be clustered into a set of K clusters, , 1 … . In 
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this study, we used Manhattan distance as suggested in [10] 
which is more effective for high dimensional data compared 
to the Euclidean distance. Let  be the median of cluster 

. The sum absolute differences between  and the points 
in cluster  over all  clusters is defined as 
 | |. (6) 

Basically, the K-means algorithms  includes; 1) selecting 
an initial partition with K clusters; 2) generate a new partition 
by assigning each pattern to its closest cluster center; 3) 
compute new cluster centers; while steps 2-3 were repeated 
until cluster membership stabilizes, as cited in [22]. 

III. RESULTS AND DISCUSSION 

We assess the effectiveness of the proposed method for 
identifying the dynamic changes in effective connectivity of 
fMRI dataset. The motor-task fMRI data were provided by 
University of California, Irvine [23] which consist of two 
group of subjects they are healthy subjects and stroke pa-
tients. Both data set are based on a block-design experimen-
tal paradigm with alternating resting and task conditions, 
which is expected to induce piecewise stationary regimes of 
directed dependence between the fMRI signals. The sub-
jects performed two conditions during fMRI which hand 
grasp-release movement (active-rest condition) where the 
tasks always start with rest then active and alternating by 12 
scans toward the end with total of 48 fMRI scans.  

Functional images were acquired on a Philips Achieva 
3.0T with high-resolution T1-weighted images were ac-
quired using a 3D MPRAGE sequence (TR/TE = 8.5/3.9ms, 
FA= 8, FOV =256×204×150, slices = 150, voxel size = 
1×1×1mm3) and the blood oxygenation level dependent 
(BOLD) images were acquired using a T2-weighted gra-
dient-echo echo planar imaging sequence (TR = 2000ms, 
TE = 30ms, flip angle = 70, FOV =240×240×154, slices 
=31, voxel size =2×2×2mm3). 

In this study, we analyzed five sets of healthy and stroke 
data with five regions of interest (ROIs) which are primary 
motor cortex (M1), dorsal premotor cortex (PMd) and a 
midline supplementary motor area (SMA), known as the 
main region involved in task conditions experiments. The 
connectivity was analyzed by fitting the models to the sub-
ject-specific residuals. Details of regions selection and pre-
processing can be obtained in [23]. The optimum order for 
time series was determined by Schwarz’s Bayesian Crite-
rion that has been implemented in [24]. The optimum order 
obtained,  1 with the smallest mean- squared predic-
tion error. Thus, we apply a 5-dimensional TV-VAR(1) 
model to extract the time-varying directed coefficients of 5 
motor ROIs for both dataset.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Temporal dynamic effective connectivity of fMRI where (a) a 
healthy subject, and (b) a stroke patient. For (a) and (b), 1st subplot is 

BOLD fMRI mean time-series of five motor-related ROIs from a healthy 
subject. 2nd subplot is sequence of TV-VAR(1) coefficient matrices be-
tween the ROIs. 3rd Subplot is state sequences assumed known from the 

experimental designs (red) and estimates by the K-means clustering of the 
TV-VAR coefficients (black). 

Results for Healthy Subjects: The TV-VAR 
cients : , … ,  from one of healthy sub-
jects estimated by Kalman algorithms are shown in Fig. 
1(a). It clearly seen that the directed connections between 
the ROIs are vary across pairs of motor-task and also 
change throughout time course. The dynamic patterns 
shows that these changes tend to congregate into distinct 
piece-wise stable regimes according to the states, i.e., time 
points t = 1-12 and t = 25-36 for resting state; t = 13-24 and 
t = 37-48 for active state. Compared to that block design, 
connectivity increase during active condition while during 
rest the connectivity low or weaker in strength. The classifi-
cation results of those time points feature into two states 
regime shown in stairs plot of Fig.1 (a). Red-line is the true 
states and black-line is the estimated states by k-means  

(a) 

(b) 
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clustering where 90% of the actual states correctly classi-
fied. It shows that the state-dependent change points in con-
nectivity regimes are efficiently detected.  

Results for Stroke Patients: The strokes patients in-
volved in this study are right side body affected (left ipsile-
sional). The estimated states and TV-VAR(1) coefficients 
for stroke patients shown in Fig. 1(b). The directed net-
works are varying with time even though they seem to be 
collective to each regime. 77 % of the estimated were cor-
rectly classified by k-mean clustering. These clustered 
states, were then aligned with fMRI series and we applied 
the stationary VAR model to estimate directed effective 
connectivity of each regime using least square estimator.  

Fig. 2 shows the estimated VAR coefficient matrices be-
tween the motor ROIs for the resting (top) and the task-
activated state (bottom). We computed the least-squares 
estimates based on the regime boundaries provided by the 
experimental design as ground-truth (TRUE) for compari-
son. It is shown that the estimates for both estimated healthy 
subjects Fig 2(a) and stroke patients Fig 2(b) reveals differ-
ent effective connectivity pattern for both brain states. The 
LS-KM estimates give a close resemblance to the ground-
truth for each brain state. However, based on the observa-
tion inspection the TRUE and LS-KM estimation VAR are 
much similar to each brains states. As low squared esti-
mated errors shown in Table 1, it reflected well to the effec-
tive connectivity results in Fig. 2. The obtained results show 
that the proposed methods are capable of detecting the state-
related changes of dynamic brain connectivity. However, 
further investigation need to be carried out to overcome the 
limitation of K-means algorithm which provides a ’hard’ 
assignment of time points into states and also does not  
account for the temporal structure. 

Table 1 Mean squared errors for directed connectivity matrices  and 
 during the resting and task-activated brain states. The results are 

average over 5subjects of each group. 

Datasets MSE 
  

Healthy Control 2.69(0.72) 2.55(2.10) 

Stroke 1.52(0.53) 2.79 (1.98) 

 
Five subjects from both datasets healthy and stroke were 

evaluated. The connectivity estimation performance is as-
sessed with square errors between the estimated VAR con-
nectivity matrices and the ground-truth connectivity matrix 

 defined as , where /  

denotes the Frobenius norm. The mean square errors of each 
datasets were presented in Table 1. The estimated squared 
errors were sufficiently low along with its standard devia-
tions for each group. 

IV. CONCLUSION 

We proposed a framework to estimate dynamic effective 
connectivity and brain-state condition. The framework 
combines stationary VAR and time-varying VAR models 
and the k-means clustering.  The state boundary estimated 
by classifying the AR coefficients gives relatively good 
estimation of the switching brain states in healthy and stroke 
fMRI data, with low squared estimation errors. The pro-
posed method able to identify changes in connectivity struc-
ture of brain networks as characterized by the transition 
between distinct underlying brain states. This motivates us 
to apply the framework for the resting state or default mode 
brain to investigate the cognitive states in the future work. 

Fig. 2   Estimated VAR connectivity matrices between five motor brain regions during the resting and the active state with the averaged ground truth, 
(TRUE) and the averaged least square with k-mean clustering (LS-KM). (a) Healthy subjects, (b) stroke patients. 

(a) (b) 
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Abstract— This work demonstrated the use of Extended 

Modified Lambert Beer model (EMLB) for continuous moni-
toring of one’s transcutaneous oxygen saturation based on 
reflectance spectroscopic data collected from the developed 
noncontact optical system. This quantification technique relies 
on spectral signature of hemoglobin components in the wave-
length range of 520 − 600nm to give the best guess of transcu-
taneous oxygen saturation value. We conducted spectroscopic 
measurement on right index finger of fourteen  
recruited Asian volunteers in resting condition and after an 
application of pressure to their upper right arm for demon-
stration work. The obtained results revealed time- and subject-
averaged transcutaneous oxygen saturation, StO2, of 91.2 ± 
5.4% and 12.3 ± 8.9%, respectively, for volunteers at rest and 
blood flow occlusion experiments. The range and variation in 
the StO2 value observed in this work agreed reasonably well 
with that presented in most of the literature. This work con-
cluded that the detected fluctuation in StO2 value is likely due 
to respiratory and vasomotion activity, and the proposed tech-
nique could potentially be used to clinically assess oxygen de-
mand in local tissues and regional microcirculatory system. 

Keywords— Skin microcirculation, Extended Modified 
Lambert Beer model, transcutaneous oxygen saturation, spec-
troscopy, skin oximetry. 

I. INTRODUCTION  

Noninvasive technologies for continuous measurement of 
blood flow and tissues oxygen consumption have gained 
increasing focus in understanding vascular condition of a 
patient. A rich microcirculation system is commonly asso-
ciated with high survival rate of mammalian cells in part 
due to the fast gas exchange rate and sufficient transport of 
nutrients to tissues [1]. This process is, however, interrupted 
in patients with sepsis and systemic sclerosis owing to the 
high responsivity of microcirculatory function to inflamma-
tory response [2]. In addition the microcirculation process 
can also vary with one’s systemic blood pressure, physical 
and mental activities. Many works have been carried out to 
assess regional blood circulation and their metabolism 
process using blood flow and blood oxygen saturation as 
parameters to monitor microcirculation changes, vascular 
and hemodynamic response [3]. These findings are impor-
tant for understanding the development of human tumor [4], 
sclerosis and cerebral activities [3], and the progression of 

diabetic foot disease [5]. The relationships between vascular 
activity and blood flow, and oxygen consumption are pre-
viously investigated by means of laser speckle contrast 
technique, Doppler Flowmetry and magnetic resonance 
imaging technique [6]. Meanwhile transcutaneous oxygen 
saturation, StO2, which reflects the ratio of oxygenated he-
moglobin to total hemoglobin in the microcirculation sys-
tem of a volume of tissues [7], is found by means of inter-
pretation of absorption spectroscopy data [8].  

Various techniques have been proposed to find a person’s 
blood oxygen saturation using absorption spectroscopy 
measurement on different skin regions of volunteers. These 
include the use of either an analytic model such as Modified 
Lambert Beer law (MLBL) [9], Extended Modified Lambert 
Beer model (EMLB) [10], cubic law model [11] and power 
law model [12], or nonlinear fitting of the measured reflec-
tance signals using a library of data given from Monte Carlo 
model or Diffusion approximation [13]. While most of these 
models estimate the value of the required parameters using 
a fitting process [10, 11, 14], some are via simultaneous 
solution of the model [9, 15].  

This paper aims to demonstrate the use of EMLB for con-
tinuous measurement of transcutaneous oxygen saturation 
and to identify factors affecting its temporal variability. We 
assume oxyhemoglobin and deoxyhemoglobin are the only 
absorbing components in blood and a pressure of 140mmHg 
applied to upper arm of a healthy human subject with systolic 
blood pressure value of 120mmHg for 60s is able to stop 
arterial blood flow into the arm below the cuff. This paper is 
organized as followed: in section II(A), the employed point 
spectroscopy system and experimental procedure are de-
scribed. This is followed by a description of EMLB and 
quantification strategy in section II(B). Section III presents 
the time varying transcutaneous oxygen saturation value ob-
tained in this work. Also included in this section is the com-
parison between values presented in this study and that in the 
literature. This is followed by a discussion of these results in 
section IV and conclusion in section V. 

II. MATERIALS AND METHODS 

A. Point Spectroscopy System and Experimental Procedure 

Figure 1 illustrates the non-contact spectroscopy system 
used in this study. We employed a 9W white light emitting 
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diode (LED) (model no. Lumileds, Philips) to illuminate 
right index finger of the recruited volunteers. The light 
source is placed at a distance of 80mm from the sample and 
an angle of 20° from normal axis. The detection system 
consists of an optical fiber connected directly to a commer-
cially available spectrometer (Ocean Optics USB4000). 
Light reflected from skin and collected into the optical fiber 
is diffracted by the diffraction component to produce an 
intensity spectrum with spectral resolution of 0.2nm across 
wavelength range of 200 − 850nm before being detected. 
The tip of the optical fiber is positioned at a distance of 
8mm from the sample and 15° from the normal. The data 
are then transferred to a computer via universal serial bus 
(USB) port for further processing and analysis. 

 

Fig. 1 Non-contact reflectance spectroscopy system 

This study recruited fourteen Asian volunteers (aged 24.3 
± 2 years) for demonstration work. The blood pressure of 
these volunteers is measured at systolic and diastolic values 
(mean ± standard deviation) of 118 ± 5.5mmHg and 78 ± 
4.3mmHg, respectively, using a blood pressure monitor 
(Model: Maestros IRIS-50). The subjects declared no se-
rious underlying illness such as pulmonary disease, heart 
disease and anemic, and gave their written informed consent 
prior to measurement. These volunteers are instructed to 
relax, remained still in chair in a dark, quiet room before the 
spectroscopy measurement is performed on their right index 
finger. Meanwhile for the arterial blood flow occlusion 
experiment, a pressure of 140mmHg is applied by inflating 
blood pressure cuff on upper right arm of the subjects for 
60s before spectroscopy data are collected from the same 
digit. The integration time of each sampling point is 100ms 
and data are collected for a total duration of 100s. These 
settings are chosen to verify the feasibility of the employed 
analytic technique to detect changes in a person’s StO2 with 
external intervention, and to compare temporal variability of 
this value for the performed experiments. 

The wavelength dependent light attenuation, Acal(λ), used 
in the estimation of StO2 is calculated using intensity data 
from selected skin sites, spectralon and with optical fiber tip 
blocked [10]. We assume light probed at local tissues, arte-
rioles, venules and capillaries in skin before backscattered 

and reached the detection system, therefore the predicted 
transcutaneous oxygen saturation value is the mean of oxy-
gen saturation across these vessels and tissues. 

B. Extended Modified Lambert Beer Model and Iterative 
Fitting Procedure 

The Extended Modified Lambert Beer model (EMLB) in 
Eq. (1) is previously developed by Huong and Ngu [10] 
based on the knowledge of light absorption and scattering 
across different skin layers. The performance of this model 
was evaluated using Monte Carlo method, and the authors 
observed a low mean absolute error of less than 1% in the 
estimated blood oxygen saturation value. 

 ( ) ( ) ( )( )0 a 0 1 a 1expA G d G dλ μ λ λ λ μ λ= + + + −   (1) 

The first and second terms in Eq. (1) are from MLBL. 
While the term G1λ is to represent light attenuation contri-
buted by absorption and scattering processes in epidermal 
layer, the intertwined effects of these processes in dermal 
layer on the total light attenuation is represented by the 
exponential term in Eq. (1). The light absorption, μa, is giv-
en from extinction coefficients of oxyhemoglobin (ɛOxyHb) 
and deoxyhemoglobin (ɛHb) from the report of Zijlstra [16] 
as followed: 

 ( ) ( ) ( )( ) ( )( )a OxyHb Hb t 2 HbS O Tμ λ ε λ ε λ ε λ= − +   (2) 

where T represents total hemoglobin concentration and StO2 
is the transcutaneous oxygen saturation. 

The measured light attenuation is fitted using the EMLB 
in Eq. (1) to give the best guess of StO2. The fitting process 
started by initialized all the linear and nonlinear fitting pa-
rameters in Eq. (1) with value of ‘1’. This algorithm  
required priori knowledge of extinction coefficients of he-
moglobin components in the wavelength range of 520 − 
600nm for calculation of μa(λ) in Eq. (2), and hence the 
wavelength dependent attenuation values in Eq. (1). The 
optimum value of these fitting parameters (including StO2) 
are searched using fminsearch function in MATLAB based 
on the absolute mean difference between the measured light 
attenuation and the values given from EMLB, ΔE. The fit-
ting process is terminated when either ΔE is less than 1 × 
10−20 or when number of iteration has reached 1000. 

III. RESULTS 

The mean and standard deviation of time dependent per-
cent transcutaneous oxygen saturation predicted for the 
fourteen human subjects participated in the present study for 
at rest and arterial blood flow occlusion experiments  
is shown in Figure 2. These transcutaneous oxygen satura-
tions averaged over a period of 100s in Figure 2 for the 
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performed experiments are calculated and tabulated in Table 
1. There is no gold standard with which the value estimated 
in this work can be compared, therefore transcutaneous 
oxygen saturation value reported in previous works in Table 
1 is used here to validate the obtained value. 

 

Fig. 2 Mean and standard deviation of temporal variation in percent tran-
scutaneous oxygen saturation, StO2, estimated for the recruited fourteen 

volunteers in resting and arterial blood flow occlusion conditions for a total 
duration of 100s 

Table 1 Comparison of time-averaged mean and standard deviation of 
percent transcutaneous oxygen saturation, StO2, estimated for volunteers at 

rest and during arterial blood flow occlusion condition obtained in this 
study and in the literature 

 Investigator [ref] StO2

 
 

At rest experiment 

Caspary et al. [17]  

Zhang et al. [18] 
Kobayashi et al. [11] 

Thorn et al. [8] 
This work  

92 ± 2.6% 
93 ± 1% 
68 ± 6% 
63 ± 11%  

91.2 ± 5.4% 
 

Blood flow occlu-
sion experiment 

Kobayashi et al. [11] 
Vogel et al. [12] 
Ferrari et al. [19] 

This work  

48% 
35% 
20% 

12.3 ± 8.9% 

IV. DISCUSSION 

The StO2 value shown in Figure 2 estimated for the re-
cruited volunteers revealed a lower mean percent StO2 for 
arterial blood flow occlusion experiment compared to that 
for at rest condition. The mean percent StO2 value is shown 
to fluctuate at a value close to 90% when volunteers are in 
resting condition owing to the presence of arteriovenous 
anastomoses in fingertips that provide direct shunting of 
arterial blood into venous system. These values are similar 
to that observed in Caspary et al. [17] and Zhang et al. [18] 
shown in Table 1 for measurement on acral skin (i.e. palm  
 

and fingertip). The value estimated by Kobayashi et al. [11] 
and Thorn et al. [8] is, however, lower than that predicted in 
the present study. This could be resulted from the underes-
timation of this value given from MLBL and the inappro-
priate assumptions made on skin thickness and scattering 
related parameters during analysis as discussed in Huong 
and Ngu [10]. Figure 2 revealed high frequency temporal 
changes in StO2 when the volunteers are in resting condi-
tion, which is shown by the time-averaged standard devia-
tion value of 5.4% in Table 1. This is probable to be related 
to spontaneous noise from respiratory system, changes in 
regional carbon dioxide and cardiac cycle. 

A low time-averaged mean percent StO2 of 12.3% is 
shown in Figure 2 with an application of pressure of 
140mmHg to upper right arm of the recruited volunteers. 
These StO2 values are comparable to that from the report of 
Ferrari et al. [19], but lower than that in the study by Ko-
bayashi et al. [11] and Vogel et al. [12]. This is likely due to 
differences in the applied pressure in the corresponding 
articles. Interestingly, a plateau of mean StO2 value of ap-
proximately 12% can be seen in Figure 2 starting from time 
point of 40s into the arterial blood flow occlusion experi-
ment indicating the oxygen sources in the local blood me-
dium have not been deprived within the examined time 
span. In addition, the variability in the percent StO2 value 
increased in blood flow occlusion measurement compared 
to that of the at rest condition as indicated by the observed 
rise in the time-averaged standard deviation value from 
5.4% in resting condition to 8.9% during blood flow occlu-
sion experiment in Table 1. This increased in oscillation is  
most probably a result of skin microcirculatory vasomotion, 
which activity increases with the applied pressure to  
arterial wall.  

V. CONCLUSION 

We have demonstrated the feasibility of using Extended 
Modified Lambert Beer model and the developed iterative 
fitting to measure temporal changes in transcutaneous oxy-
gen saturation of the recruited volunteers with different 
experimental conditions, and hence its potential application 
to monitor a person’s skin microcirculatory and hemody-
namic activities. The StO2 value is shown to drop from 
time-averaged mean value of 91.2% to a consistent value  
of 12.3% after an application of pressure of 140mmHg to 
upper right arm of the recruited volunteers for more than  
1 minute. This work concluded that temporal variation in 
StO2 in resting condition is likely due to respiratory and 
cardiac cycle, whereas the oscillation in this value during 
blood flow occlusion condition is contributed by vasomo-
tion activity. 



Noninvasive Monitoring of Temporal Variation in Transcutaneous Oxygen Saturation for Clinical Assessment  251
 

 IFMBE Proceedings Vol. 56  
  

 

ACKNOWLEDGMENT 

The authors would like to thank Universiti Tun Hussein 
Onn Malaysia (GIPS U165) and Ministry of Education Ma-
laysia (RAGS R015 and R016) for financially supporting 
this work. 

CONFLICT OF INTEREST 

The authors declare that they have no conflict of interest. 

REFERENCES  

1. Thorn, C.E., Kyte, H., Slaff, D.W., and Shore, A.C.: ‘An association 
between vasomotion and oxygen extraction’, American Journal of 
Physiology-Heart and Circulatory Physiology, 2011, 301, (2),  
pp. H442-H449 

2. Le Pavec, J., Girgis, R.E., Lechtzin, N., Mathai, S.C., Launay, D., 
Hummers, L.K., Zaiman, A., Sitbon, O., Simonneau, G., and Hum-
bert, M.: ‘Systemic sclerosis–related pulmonary hypertension asso-
ciated with interstitial lung disease: impact of pulmonary arterial 
hypertension therapies’, Arthritis & Rheumatism, 2011, 63, (8),  
pp. 2456-2464 

3. Boas, D., Strangman, G., Culver, J., Hoge, R., Jasdzewski, G.,  
Poldrack, R., Rosen, B., and Mandeville, J.: ‘Can the cerebral meta-
bolic rate of oxygen be estimated with near-infrared spectroscopy?’, 
Physics in medicine and biology, 2003, 48, (15), pp. 2405 

4. Vaupel, P., Kallinowski, F., and Okunieff, P.: ‘Blood flow, oxygen 
and nutrient supply, and metabolic microenvironment of human tu-
mors: a review’, Cancer research, 1989, 49, (23), pp. 6449-6465 

5. Greenman, R.L., Panasyuk, S., Wang, X., Lyons, T.E., Dinh, T.,  
Longoria, L., Giurini, J.M., Freeman, J., Khaodhiar, L., and Veves, 
A.: ‘Early changes in the skin microcirculation and muscle metabol-
ism of the diabetic foot’, The Lancet, 2005, 366, (9498), pp. 1711-
1717 

6. Kamshilin, A.A., Teplov, V., Nippolainen, E., Miridonov, S., and  
Giniatullin, R.: ‘Variability of microcirculation detected by blood pul-
sation imaging’, PloS one, 2013, 8, (2), pp. e57117 

7. Siegelaar, S.E., Barwari, T., Hermanides, J., van der Voort, P.H., 
Hoekstra, J.B., and DeVries, J.H.: ‘Microcirculation and its relation to 
continuous subcutaneous glucose sensor accuracy in cardiac surgery 
patients in the intensive care unit’, The Journal of thoracic and cardi-
ovascular surgery, 2013, 146, (5), pp. 1283-1289 

8. Thorn, C.E., Matcher, S.J., Meglinski, I.V., and Shore, A.C.: ‘Is mean 
blood saturation a useful marker of tissue oxygenation?’, American 
Journal of Physiology-Heart and Circulatory Physiology, 2009, 296, 
(5), pp. H1289-H1295 

9. Pittman, R.N., and Duling, B.R.: ‘A new method for the measurement 
of percent oxyhemoglobin’, Journal of applied physiology, 1975, 38, 
(2), pp. 315-320 

 
 
 
 
 
 
 
 
 
 
 
 

10. Huong, A., and Ngu, X.: ‘The application of extended modified Lam-
bert Beer model for measurement of blood carboxyhemoglobin and 
oxyhemoglobin saturation’, Journal of Innovative Optical Health 
Sciences, 2014, 7, (03) 

11. Kobayashi, M., Ito, Y., Sakauchi, N., Oda, I., Konishi, I., and  
Tsunazawa, Y.: ‘Analysis of nonlinear relation for skin hemoglobin 
imaging’, Optics Express, 2001, 9, (13), pp. 802-812 

12. Vogel, A., Chernomordik, V.V., Demos, S.G., Pursley, R., Little, 
R.F., Tao, Y., Gandjbakhche, A.H., Yarchoan, R., Riley, J.D., and 
Hassan, M.: ‘Using noninvasive multispectral imaging to quantitative-
ly assess tissue vasculature’, Journal of Biomedical Optics, 2007, 12, 
(5), pp. 051604-051604-051613 

13. Pifferi, A., Taroni, P., Valentini, G., and Andersson-Engels, S.: ‘Real-
time method for fitting time-resolved reflectance and transmittance 
measurements with a Monte Carlo model’, Applied Optics, 1998, 37, 
(13), pp. 2774-2780 

14. Huong, A.K., and Ngu, X.T.: ‘In situ monitoring of mean blood oxy-
gen saturation using Extended Modified Lambert Beer model’, Bio-
medical Engineering: Applications, Basis and Communications, 2015, 
27, (01), pp. 1550004 

15. Huong, A.K., Stockford, I.M., Crowe, J.A., and Morgan, S.P.:  
‘Investigation of optimum wavelengths for oximetry’, in Editor 
(Ed.)^(Eds.): ‘Book Investigation of optimum wavelengths for oxime-
try’ (International Society for Optics and Photonics, 2009, edn.),  
pp. 736811-736811-736816 

16. Zijlstra, W.G., Buursma, A., and van Assendelft, O.W.: ‘Visible and 
near infrared absorption spectra of human and animal haemoglobin: 
determination and application’ (VSP, 2000. 2000) 

17. Caspary, L., Thum, J., Creutzig, A., Lubbers, D., and Alexander, K.: 
‘Quantitative reflection spectrophotometry: spatial and temporal varia-
tion of Hb oxygenation in human skin’, International Journal of Mi-
crocirculation, 1995, 15, (3), pp. 131-136 

18. Zhang, R., Verkruysse, W., Choi, B., Viator, J.A., Jung, B., Svaasand, 
L.O., Aguilar, G., and Nelson, J.S.: ‘Determination of human skin opt-
ical properties from spectrophotometric measurements based on opti-
mization by genetic algorithms’, Journal of Biomedical Optics, 2005, 
10, (2), pp. 024030 

19. Ferrari, M., Binzoni, T., and Quaresima, V.: ‘Oxidative metabolism in 
muscle’, Philosophical Transactions of the Royal Society B: Biologi-
cal Sciences, 1997, 352, (1354), pp. 677-683 
 
 

 
 
 

Author:  Audrey K. C. Huong  
Institute:  Universiti Tun Hussein Onn Malaysia 
Street:  86400 Parit Raja 
City:  Batu Pahat, Johor 
Country:  Malaysia 
Email:  audrey@uthm.edu.my 
 

 
 



 
© International Federation for Medical and Biological Engineering 2016 252
F. Ibrahim et al. (eds.), International Conference for Innovation in Biomedical Engineering and Life Sciences, 
IFMBE Proceedings 56,  
DOI: 10.1007/978-981-10-0266-3_52  

Passive Hand Rehabilitation: Soft-Actuated Finger Mobilizer 

R. Sulaiman and N.A. Hamzaid 

Department of Biomedical Engineering, Faculty of Engineering, University of Malaya, Kuala Lumpur, Malaysia 

 
 
Abstract— Stroke is one of the top five diseases in Malaysia 

contributing to major morbidity and mortality not only in 
Malaysia but in the whole world. Severe stroke can lead to 
death while the stroke survivors will face weakness (flaccid), 
spasticity and decrease in proprioceptive sensation depending 
on the affected part of the brain. The cost of rehabilitation 
session as well as the restriction in mobility demotivates the 
patient to undergo rehabilitation therapy in occupational ther-
apy. A portable, lightweight and low cost device was proposed 
for finger mobilizer specifies for these patients. In order to 
develop the device, we need to consider muscle conditions of 
the patient which is muscle spasticity and muscle flaccid. After 
considering the condition of the patient and the efficiency of 
the device used, the most suitable design which incorporated 
the concept of soft actuated finger mobilize is chosen. A glove-
like device which uses the application of air pressure as the 
mobility mechanisms was identified as the most suitable con-
cept for this project. The final design was fabricated and tested 
on five normal subjects with no pathological condition of the 
hand. Quantitative analysis was conducted to acquire public 
opinion on the prototype produced. Nearly all of them agreed 
on this concept although a lot of improvement needs to be done 
regarding the design of the prototype. 

Keywords— stroke, soft-actuated, muscle spasticity. 

I. INTRODUCTION  

Among the chronic disease that occurs throughout the 
world, stroke can be grouped into as one with among the 
greatest disease burden due to the recovery needed to attain 
normal limb function. According to the literature, stroke is 
one of the disease contributes to major morbidity and mor-
tality in the world. In Malaysia, it is one of top five leading 
causes of death after ischemic heart disease, septicemia, 
malignant neoplasms, and pneumonia. Since 2005, the per-
centage of stroke has been increasing from 6.6% to 8.4%. 
This increment shows the severity in stroke among Malay-
sians which the highest risk factor turns to be hypertension 
[1]. 

After recovery, stroke survivors often face further com-
plications requiring great effort and support. In order to 
address the flaccidity and weakness of their hands, often the 
patients were intensively practicing with familiar objects 
and movement to accommodate with disability. Hand reha-
bilitation for example, encourages the patient to move their 

muscle actively in a normal ROM with the help of therapist; 
ensuring the proper use of muscle and ROM to avoid any 
abnormal function of hand. 

Nowadays, robotic devices were commonly incorporated 
to stroke patient rehabilitation. Robotic rehabilitation often 
used in repetitive tasks for stroke patient, replacing labor 
work done by therapists. There is lots of robotic rehabilita-
tion that can be found in market or still under development, 
designed to aid rehabilitation either for elbow, wrist or fin-
ger. There are three classes of robotic devices for finger 
rehabilitation which are endpoint control, actuated object 
and exoskeleton [2]. 

For the exoskeleton device, aside from using linkages or 
rigid frame, a concept of soft robotics which incorporate the 
use of pneumatic soft actuators, memory shaped alloy and 
wire mechanisms as an actuation mechanism. The concept 
of pneumatic soft actuators is always aligned with the con-
cept of tendon driven mechanisms where the actuator  
used resembles the function of human tendon mechanisms 
[3]. This concept satisfies the requirements for hand exoske-
leton where the safety and user friendly criterion are im-
plemented [4]. 

The basic operation of soft robotics depends on the regu-
lation of inner pressure control, manipulating the expansion 
and contraction of the elastic material [4]. When the flexible 
or under actuated is applied to the exoskeleton, it might 
looks like there is a lack in the control of finger joints. 
However, according to Heo and colleagues, the lack in con-
trol of coincidence of the centre of rotation of the device is 
compensated with the skeletal structure of the wearer’s 
hand, providing a skeletal structure guiding the motion of 
the exoskeleton device [5].  

In this paper, a soft-actuated finger mobilizer 
incorporating a glove-like structure is proposed that allows 
finger extension in a passive mode. The device was tested 
on subjects to determine  the degree of functionality of the 
soft-actuated concept used is working or not. 

II. DESIGN CONSIDERATIONS 

A. Exoskeleton Design 

Three exoskeleton designs which use linkages, gear and 
motor as actuation mechanism were designed and tested 
using Solidwork software to determine the accuracy in 



Passive Hand Rehabilitation: Soft-Actuated Finger Mobilizer 253
 

 IFMBE Proceedings Vol. 56  
  

 

power transmission and dimensions of the design. After 
receiving professionals review regarding the designs, the 
final design was chosen incorporating a glove-like structure 
exoskeleton device with pneumatic soft actuator position at 
the back of the glove. The final design satisfies crucial de-
sign requirement for robotic hand rehabilitation which is 
light weight, low cost and non-invasive.  

B. Air Flow Mechanisms 

Flow of air between the pump used and the rubber ma-
terial used as the actuator needs to be efficient with a mi-
nimal pressure drop while at the same time direct the air 
into individual finger without delay. Three designs were 
tested to determine the most suitable design to be used for 
the glove. For the final design, rubber glove will be used as 
the actuator to extend the finger since it can direct the flow 
of air into individual finger effectively. 

C. Glove Design 

The glove also needs to be designed such that it will fit the 
user hand considering the pathological condition of the user’s 
hand. Feature such as zip or velcro strap were considered. The 
best feature that can withstand the expension of the rubber 
glove inside the glove will be chosen. 

III. METHODOLOGY 

A. Prototype Testing 

Upon completion of the prototype development, two dif-
ferent gloves with different feature were tested out to de-
termine the most suitable design that can deliver the most 
effective finger extension function. The prototype was 
tested on a normal subject to test the workability of the 
device. Glove design 1 and design 2 shown in Fig. 1 was 
tested on the subjects. This method was also conducted to 
analyze the drawbacks of the device based on the subject 
opinion and the questionnaires given.  

B. Patient Testing 

Firstly, the subject was given a brief explanation about 
the device until the subject understands the overall proce-
dure of the experiment. After that, the subject was asked to 
fill in the first part of the questionnaire regarding the first 
impression on the device. While the subject fills in the ques-
tionnaire, the prototype was set up.  

Design 1 glove was worn by the subject and air will be 
pumped into the rubber glove until the finger is fully ex-
tended. The pump then will be stopped and the procedure 
will be repeated with a design 2 glove. Opinions from the 
subject regarding the workability of the device will be noted 
and the questionnaire will be analyzed. 

 
 
 

Fig. 1 Two different glove designs that was tested on subjects. 

C. Kinovea Analysis 

The efficiency of finger expansion can be analyzed using 
Kinovea software where video was taken before and after 
experiment was conducted. The difference between the 
initial and final angle as well as the time taken to achieve 
the final angle will be analyzed. To use the Kinovea soft-
ware, firstly, the video was exported into the software. An 
angle option is chosen and placed on the PIP joint of the 
subject’s hand. The other two points was placed vertically 
on the DIP joint and MCP joint of patient hand. The angle 
was then automatically calculated by the software. Stop 
watch was placed at the side of the glove to indicate the 
expansion time. 

IV. RESULTS AND DISCUSSION 

A. Theoretical Result 

Overall success of the design depends greatly on the air 
flow mechanisms from the compressor pump to the glove. 
Investigation on pressure drop occurrence in the air flow 
mechanism will determine a suitable tube length to be used 
in the air flow design in order to ensure the effectiveness of 
air flow mechanisms. Fig. 2 shows the overall mechanisms 
of the design. 

 

Fig. 2 Overall designs of air flow mechanisms to the rubber actuator. 

Design 1 Design 2 
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Pressure will drop due to the length and diameter of the 
tube connecting the pump to the rubber glove used as actua-
tor. The length and diameter for tube A is kept constant 
while the length in tube B and C is changed according to the 
desired pressure in the rubber glove. The internal diameter 
of all the tubes is the same which is 0.5 cm and the initial 
pressure is 7kg/cm2. The flow volume flow rate of the pump 
is 40 L/min. When the value is converted into cm3/s, the 
volume flow rate becomes 666.67cm3/s. The length adjusted 
must not hinder the flow of air as well as the user comfort in 
wearing the glove. The significance in pressure drop was 
investigated using formula below.                               (1) 

      Where,                                                                     (2) 

From the calculation using the above equation, the final 
air pressure taken at P2 is 6.9994 kg/cm2. This value indi-
cates that the length of the tube used only have small signi-
ficance to the pressure drop in the overall design. 

B. Patient Testing 

Glove design 1 and design 2 was tested out on 5 normal 
subjects to determine the workability and effectiveness of 
the device in providing finger extension. From the testing 
video analyzed using Kinovea software, the results is 
tabulated in the Table 1 and Table 2. 

Table 1 Extension of finger in design 1 

Subject Initial angle 

(⁰) 

Final angle 

(⁰) 

Angle differ-

ence (⁰) 

Duration of 

expansion (s) 

1 142 179 37 3.54 

2 139 173 34 3.06 

3 145 176 31 2.39 

4 142 180 38 2.33 

5 141 175 34 2.33 

Average 34.80 2.73 

Table 2 Expansion of finger in design 2 

Subject Initial angle 

(⁰) 

Final angle 

(⁰) 

Angle differ-

ence (⁰) 

Duration of 

extension (s) 

1 141 176 35 2.79 

2 145 179 34 1.63 

3 138 173 35 2.43 

4 143 177 34 1.88 

5 140 178 38 2.60 

Average 35.20 2.27 

From the data collected, the finger extension achieved 
using glove design 1 and design 2 is within 30⁰ to 40⁰ in the 
duration between 2 to 4 seconds. The difference in the ex-
tension angle between the 2 designs is only 0.4⁰; hence we 
can conclude that within this extension range, the lower 
time achieved to expand the finger has more effective air 
flow and was more efficient to be used in the final glove 
design. In design 1, the average duration for the maximum 
finger extension is 2.73s while in design 2 is 2.27s.  From 
the result obtained, we can conclude that glove design 2 is 
more effective in allowing finger extension. 

Design 2 as shown in Fig 4 was sewed with an inelastic 
fabric at the back of the glove to inhibit further expansion of 
the glove when the air flown in. Fig 4 shows how design 2 
glove can achieve finger extension faster than design 1 
glove. In design 1 glove, since the rubber glove is inserted 
at the back of biker’s glove, due to the elastic fabric of the 
glove, the expansion of rubber glove will be directed in 
upward direction instead of flowing to each individual fin-
ger. In design 2 glove, since inelastic fabric is sewed at the 
back of the glove, the air will be directed to each individual 
finger. 

 

  

Fig. 3 Cross-sectional view of the rubber glove when the air is flown in 

 
Fig. 4 Cross-sectional view of the rubber glove inside when inelastic fabric 

is used to prevent the overexpansion of glove 

V. COMPLIANCE WITH ETHICAL 
REQUIREMENTS 

A. Conflict of Interest 

Since the glove is manually controlled, testing on patient 
can be quite difficult with the possibility of finger over ex-
pansion. Considering pathological condition of patients 
especially stroke patient where muscle contracture exist, the 
design needs to be alter to ensure safety of the user. 

VI. CONCLUSION  

After conducting a few analyses, the desired concept of 
finger mobilizer for the robotic rehabilitations was achieved. 
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Based on tests performed on the prototype developed, several 
limitations have been detected and further modifications 
needs to be done to increase performance of the prototype 
developed.  

VII. LIMITATION AND FUTURE IMPROVEMENTS 

One of the limitation is the prototype could not be con-
trolled automatically. Although manual control over the 
equipment gives the advantages to the therapists in control-
ling frequency and intensity of rehabilitation, an automated 
system can be designed to fulfill the rehabilitation require-
ment such as intensity and frequency of training while at the 
same time gives exact power and movement required by the 
patient. In addition to that, when the system is being con-
trolled manually, there is no visual device to monitor every 
parameter govern by the system such as velocity of air ap-
plied and force delivered. 

Other than that, instead of controlling the finger exten-
sion manually using compressor pump, electrical pump is 
more futuristic for commercialization while at the same 
time increases the function as well as the efficiency in aid-
ing stroke patient rehabilitation. Conventional compressive 
pump sold in current market has specifics specification and 
is difficult to modify and manipulated to suit the design 
criteria for soft actuated finger mobilizer. The electrical 
pump can be developed using pneumatic shaft connected to 
the microcontroller. The air delivery from the pump needs 
to be further studied to ensure the optimal air delivery to the 
system. 

Other than that, the material and fabric used for the glove 
also needs to be further studied and modified. The glove 
used in the prototype developed could not fully flex  
the finger due to the existing feature in biker’s glove where 
the palm part of the glove is sewed with sponge to prevent 
friction and gives better grip for bikers. A more flexible  
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

glove, with a suitable material and fabric needs to be stu-
died to provide maximal function of finger extension  
and flexion. 
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Abstract— Conventional way of assessing scoliosis requires 

taking X-ray radiograph on the coronal plane of the spine. 
Rapid radiograph examinations on scoliosis patients could 
produce radiation hazards and increase the risk of cancer. 
Recently, it has been shown that ultrasound imaging could 
produce reliable Cobb’s angle measurement for scoliosis as-
sessments. However, this method requires moving the ultra-
sound probe manually by physician’s hand and could produce 
error if subjects moved during the imaging process. More 
importantly, it is very difficult to take images when subjects 
are wearing back braces. This study has aimed to overcome 
the above issues by developing a flexible ultrasound transducer 
arrays which could stay on subjects’ back during the examina-
tion. 4mm diameter piezoelectric transducer elements were 
soldered onto flexible copper Printed Computer Board (PCB). 
The transducer surface was then emerged into soft silicone gel 
to eliminate possible air gaps and provide comfortable cu-
shioning between transducer and the subject’s back. Accele-
rometers and electromagnetic spatial sensors were explored to 
measure the elements’ location and orientation. The Prelimi-
nary results showed that the structure of the spinous process 
could be identified with the flexible transducer array by com-
paring A-mode signals with B-mode images taken with conven-
tional ultrasound probe. It was also suggested that the larger 
angular coverage of the flexible transducer array could be 
helpful for studying the orientation of reflecting surface. This 
could be done by finding the angle of reflection of the echoes 
by capturing signals with nearby elements during single ele-
ment stimulation. 

Keywords— scoliosis, flexible 2D ultrasound arrays, spine 
imaging, coronal plane. 

I. INTRODUCTION  

Scoliosis is a spine deformity disease which results in a 
lateral curvature of the spine on the coronal plane. It is often 
coupled with vertebral rotation of the spine as they are con-
sidered in most cases idiopathic [1]. In Hong Kong, there 
are around 3.1% of children suffering from scoliosis [2]. 
Scoliosis can be treated by surgery, physical therapy or by 
wearing TLOS (Thoraco-Lumbo-Sacral-Orthosis) brace and 
etc. [1]. To provide diagnosis for this disease, the gold stan-
dard is to measure the Cobb’s angle of patient’s spine on the 
coronal plane [3]. This is usually done by X-ray examina-
tions on the thoracic plus abdominal region of the body. 
Once scoliosis is detected, regular and rapid X-ray assess-
ments on patients might be required to monitor  

curvature progression, treatment outcomes and especially to 
ensure correct fitting of the TLOS brace. Rapid assessments 
using X-ray could lead to radiation hazards and increase in 
risk of cancer [4]. Although a recent imaging device (EOS 
imaging) has been shown to reduce X-ray doses to patient 
when performing spine imaging examinations [5], it is still 
more desirable to minimize or eliminate the radiation hazard 
in scoliosis assessments. 

It has recently been demonstrated that 3D ultrasound  
imaging is feasible imaging method for the assessment of 
scoliosis [6] [7]. This new imaging system has eliminated 
the radiation hazards on spine imaging as ultrasound imag-
ing is non-ionizing. This imaging system requires moving 
the ultrasound probe vertically down the subject’s back by 
physician’s hand while the ultrasound probe is installed 
with an electromagnetic spatial and orientation sensing 
device [8]. The location of the spinous process and the 
transverse process were then identified from the ultrasound 
images for calculation of the Cobb’s angle. However, the 
scanning process normally takes a few minutes and the 
major limitation of this is the possible error caused by pa-
tients’ movements during the scanning processes. It is also 
very difficult to perform the imaging on subjects’ back 
when subjects are wearing a TLOS brace. As the brace will 
have to be opened at the back for ultrasound scanning, this 
could reduce the brace pressure on the body and hence af-
fect the brace performance.  

In order to overcome these issues, we proposed to devel-
op a flexible 2D ultrasound transducer array which can fit 
and stick onto the back of the subject during ultrasound 
scanning. This flexible array will potentially provide an 
ultrasound imaging method on the spine where no manual 
or mechanical movements of the probe will be needed. 
More importantly, it can be used when brace are worn nor-
mally by subjects, which helps providing accurate examina-
tion on the brace performance.  

Another advantage of this flexible ultrasound transducer 
array is the increase in angular coverage on the body surface 
[9]. This can increase the collection of acoustic information 
by collecting reflected acoustic signals with the adjacent 
elements. This can potentially increase the signal contrast 
and can be used for determining the orientation  
of the reflecting surface i.e. the spine surface at specific 
region.  
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and the transverse process were attempted to be identified 
using transducers probes in single line array. A full length 
spine phantom from the C1 vertebrate to the coccyx embed-
ded into silicone gel was used in this study. A B-mode  
ultrasound image was taken using 128 elements transducer 
array on the T2 vertebrate where the structure of the spinous 
process could be observed clearly on the image, see Fig. 3.  

Flexible transducer array were placed on the same loca-
tion where elements were stimulated separately on a single 
line at the T2 vertebrate. By comparing with the B-mode 
image obtained before, the reflecting bony structure corres-
ponding to each echo were identified manually. Using this 
method, the location of the bony structure could be identi-
fied along the whole spine for Cobb’s angle examination. 

 

Fig. 3 B-mode image of T2 vertebrae, and the corresponding A-mode 
signals measured on the same location with flexible ultrasound transducer. 

IV. DISCUSSION AND CONCLUSION  

This preliminary study demonstrated that the design of 
this ultrasound transducer array could provide flexible 
bending on the transmission surface. The surface of the 
transducer could fit onto surface with complex geometry 
given with its flexibility. Emerging the transducer surface 
into silicone gel with sticky surface could ensure secure 
connection between the arrays and the back of the subject  
and eliminating possible air gaps created during subject’s 
movements. 

Although the separations between probes of this flexible 
ultrasound transducer array are relatively large compare to 
conventional ultrasound array, it has been shown that the 
echoes obtained by stimulating individual element separate-
ly could be used to identify the spinous structure by com-
paring the A-mode signal with B-mode images taken with 
conventional ultrasound imaging transducer.  

It is undoubtedly important to explore on possible spatial 
and orientation sensing device as determination of probes 
location would be very important for identifying the image 
location. Capturing echoes with adjacent probes after single 
element stimulation could also enhance the signal magni-
tude and help identifying the orientation of the reflecting 
surface which could be studied on the future. 
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Abstract— The importance of communication in human dai-

ly lives is undeniable as it is a mean of expressing ideas, 
thoughts and most importantly the basic needs. Unfortunately, 
there are elderly patients with speech disabilities, commonly 
caused by aphasia. Aphasic patients can lose their ability to 
obtain basic needs and healthcare services as they are unable 
to communicate. There is no electronic communication device 
or Voice Output Communication Aid (VOCA) that is made 
locally to help local stroke patients to communicate. Imported 
VOCA is extremely expensive and do not work in multi lan-
guages and dialects which usually are the native languages for 
local patients. Hence, there is a demand for such device to be 
designed. The design criteria and features of the device are 
decided based on literature review and surveys done. The 
device consists of 6 basic needs buttons, output voice messages 
such as eat, and drink, toilet, thank you, yes and no. It costs 
less than RM400, can be operated with minimum technical and 
reading skills and is portable. Additional features for this de-
vice included the option for any 3 languages, optional record-
ings of user’s family voice as the voice messages and a built in 
alarm for urgent use. The circuit of the device was tested to 
prevent over current, burn and reduce power consumption. 
The overall design of the prototype is good according to the 
healthcare professionals and patients’ evaluations. Minor im-
provements can be done in the future to bring the device into 
the market. Finally, approaches to commercialise the device 
and the business model are briefly explained. 

Keywords— Stroke, Aphasia, VOCA, Geriatric, Speech, 
Low Cost. 

I. INTRODUCTION  

Aphasia is a condition common to elderly with stroke. 
They are in general unable to communicate thus will require 
a suitable communication device. The current devices are 
expensive and are mostly complicated to use. 

There are a lot of diseases and reasons for one to lose 
their communicating ability, and some are able to regain 
their ability by going through therapy sessions. Neverthe-
less, there are a group of people who require more attention 
and help before they can get back to normal again. They are 
the elderly patients with speech disabilities associated with 
stroke (Figure 1). According to The Star Online, 6 new 
cases of stroke occur every hour in Malaysia and there are 
about 52,000 of Malaysians suffering from strokes annually. 

Stroke is one of the top five leading causes of death and one 
of the top ten causes for hospitalization in Malaysia [1]. 

 

 

Fig. 1 Targeted user population is intersection of three groups  
marked in red 

US statistics source by Centers for Disease Control and 
Prevention [2] said that nearly three-quarters of all stroke 
cases occur in people over the age of 65. The risk of having 
a stroke will be doubled by each decade after the age of 55. 

The brain controls everything including interpretation 
and understanding of speech. A stroke can lead to speech 
disorder if it damages the part of the brain that is responsi-
ble for language. For most people, the language function is 
controlled by the left hemisphere of the brain. A stroke can 
causes speech disabilities in many different ways. The 
common post stroke condition associated with speech dis-
abilities is aphasia [4]. 

Aphasia is a condition which causes an individual to 
have difficulties in processing language despite that he or 
she has a normal intelligence [5]. Individuals with aphasia 
can frequently have difficulties in retrieving words, under-
stand the verbalization and combined words into sentences 
and phrases. They also have to face a lot of challenges to be 
able to read or write [6]. 

They have to rely on augmentative alternatives commu-
nication (AAC) devices but those devices are getting more 
tech-savvy, targeting children and younger adults as their 
users. Along with the intercept of advance technology, these 
devices available in the market are also extremely expen-
sive, adding a burden for the patients in Malaysia to own 
one. On top of that, due to the fact that the device will be 
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marketed to a multilingual society such as Malaysia, the 
multilingual option serves as a strong point. 

Hence, an ideal AAC would include the above points and 
designed suitably especially for the elderly in order to assist 
them in their communication. 

II. METHODOLOGY 

Two surveys were conducted to identify the design con-
sideration, criteria and unique features for the prototype. The 
findings concluded the requirements to build the prototype. 

Table 1 Summary of requirements from literature 

 
 
Firstly, 30 survey forms had been distributed to patients 

with speech problems, doctors, nurses, and allied health 
professionals, caretakers and member of public in PPUM. 
Secondly, 30 survey forms were distributed in National 
Stroke Association of Malaysia (NASAM) in Petaling Jaya. 
Hence, there were a total of 60 survey forms distributed. 

Forms were given to both parties, the patients and care-
takers as most patients cannot talk or express themselves in 
a proper or comprehensible manner. This has brought a 
wider perspective on the matter.  

A. Design Considerations, Criteria and Unique Features 

The design and the features of the electronic communica-
tion device are decided based on the literature review, sur-
veys done and logic consideration.  

 

 

Fig. 2 Illustration of prototype 

The targeted users are patients at old age and with speech 
disabilities, that is possibly aphasia. At the same time, they 
might have acute stroke condition where their arms have 
little range of movements. In this situation, a VOCA is the 
best choice in helping them to communicate with people 
compared to unaided AAC such as gestures, hand move-
ments and face expressions. Their faces, arms and hand 
muscles might not be able to move a lot. VOCA is suitable 
as it can produce a synthetic voice to take the place of the 
original voice. 

A flow chart (Figure 4) has been constructed as below to 
present this intuitively. 

B. System Development 

The block diagram of the device is as shown in Figure 3. 
The microcontroller and audio decoder integrated circuit 
(IC) are its main components which are the Arduino Uno 
and Sparkfun’s MP3 Shield. Microcontroller has a role in 
assigning correct data files to different inputs. Meanwhile, 
audio IC decodes data to audio for its output. In addition, 
the different buttons displayed comes from individual 
switches which will complete the circuit when pressed upon 
which will produce voice. On top of that, different languag-
es can be chosen using the language selector switch. Voice 
data can be stored within a micro SD card and inputs con-
veyed to the micro controller. The power supply can be cut 
off using the on off button when the device is not in use. An 
amplifier is used to raise the audio amplitude before its 
output at the speaker. 
 

 

Fig. 3 Block diagram of electronic communication device 

C. Prototype Functionality Evaluation 

Following completion of design prototype, users’ evalua-
tion was obtained by interviewing 4 healthcare profession-
als and 2 elderly speech impaired patients in University of 
Malaya Medical Centre (UMMC). Objective of the inter-
view was to identify the functionality of the prototype from 
the perspective of healthcare professionals and patients’ 
perspective.  
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switch for the latter. The ‘thank you’ symbol can be mod-
ified by adding some words on it. The prototype is light 
weight and portable. More patient testing should be carried 
out to plot a reasonable inference. 

Table 3 Functionality evaluation of patients on the prototype 

Test Patients Malay Female, 80  
Unclear speech, 
thumbs and index 
finger on the left 
cannot move. Could 
only understand 
Malay. 

Malay Male, 85  
Slightly unclear 
speech, fingers have 
low range of move-
ments. Could only 
understand Malay.  

Questions 
Is it easy to turn on  Yes  

(11.65s)  
Unable to turn on  

Can you hear the 
message  

Yes  
(5.39s)  

Yes  
He repeated all the 
messages  
(4.02s)  

Is it easy to press 
the button  

Yes  
(3.86s)  

Yes  
(3.21s)  

Is it easy to adjust 
the volume  

Yes  
(3.90s)  

Unable to adjust  

Can you under-
stand the symbol  

Only understand eat, 
drink and toilet  

Yes  
(3.54s)  

Do you like the Yes 
and No buttons  

Yes  
(3.61s)  

Yes  
(3.66s)  

Do you like the 
housing of the 
device  

Yes  
She is able to lift up 
the device  
(4.12s)  

Yes  
He explained that his 
grandchildren will 
like it  
(3.94s)  

*(s) indicates the time (measured by using stopwatch) of subject took to 
perform or respond to the tasks or questions. 

IV. CONCLUSION 

The prototype was developed according to the design cri-
teria, consideration and extracted from literature review and 
surveys done. It has simple interface that does not require 
the user to navigate through a menu of what they wanted. 
Suitable features for the elderly such as the big buttons, 
symbol representation and reprogrammable sound messages 
are additional credits. It is reprogrammable but initially it 
has six different messages. Patient can rely on this device to 
improve their speech ability. With the assistance of this 
device, patients can slowly learn six different words to the 
extent of delivering the words by themselves with speech. 
So those words can then be re-placed with new words. 
 

 
 
 
 
 

Learning bit by bit is a strategic method to help them recov-
er. The second objective is met as the device is built below 
at a cost of RM400. In addition, the device can be used with 
battery type AA, 9V and Li-Polymer to power up the de-
vice. Li-Polymer is the best choice as it has the longest bat-
tery lifespan. Interview with healthcare professionals, 
speech and occupational therapists, and patients were con-
ducted. The overall feedback was excellent. The prototype 
is well suited for locals as it has the ability to record mes-
sages in multi-languages and dialects.  
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Abstract— Human motion tracking for rehabilitation has 

been a progressive research area since the 1980s. It has been 
driven by the increased number of patients who have suffered 
a stroke, or some other motor function disability. Rehabilita-
tion is a dynamic process in which it enables patients to regain 
their normal functional capabilities. To achieve this goal, a 
patients’ activities need to be continuously monitored, and 
subsequently corrected. However, due to economic pressures, 
stroke patients are receiving less therapy and are sent home 
sooner, so the potential benefit of the therapy is not completely 
realized. Thus, it is essential to develop a rehabilitation tech-
nology that allows individuals who had suffered a stroke to 
practice intensive movement training without the need of an 
always-present therapist. This paper introduces a real-time 
human arm motion tracking system specifically intent to be 
used for home-based rehabilitation.  The system consists of an 
inexpensive webcam and a laptop. Then our algorithm is able 
to extract the patient’s arm, track the motion of any point on 
the arm over time, evaluate its velocity and measure the angu-
lar motions, namely “elbow flexion”, “elbow extension”, “wrist 
flexion” and “wrist extension” movements, furthermore, the 
trajectory of any point of interest on the arm can be evaluated 
and visualized for the patient or doctor for further analysis. 

Keywords— Stroke, rehabilitation, arm motion tracking, 
skin segmentation, arm skeleton extraction. 

I. INTRODUCTION 

Human motion tracking for rehabilitation has been a pro-
gressive research area since the 1980s. It has been driven by 
the increased number of patients who have suffered from 
motor function disability. Rehabilitation is a dynamic 
process which allows patients to regain their functional 
capability once more [25]. Approximately 75% of patients 
with stroke have difficulty in performing basic daily activi-
ties and over 50% would have difficulty in walking. There-
fore, travelling to physiotherapy centers can be one of the 
major setbacks faced by patient with stroke and their care-
giver. The travelling also leads to several other problems 
such as the travelling cost, the travelling time, the limited 
parking space and etc. To overcome such problems, a sim-
ple camera based arm motion tracking system alongside 
image processing techniques has been implemented in order 
to give the system a standalone and portability capabilities 
which makes it stand out from any existing commercial 

technologies available to this day. In this project, we pro-
pose a vision based arm motion tracking system using a 
single camera for patients with stroke, the camera will 
detect and track the motion of the arm, then measures para-
meters such as the velocity, angular motion and the trajecto-
ry of the specific point(s) on the arm, the information ex-
tracted from the motion of the arm such as the velocity, 
angular motion alongside the trajectory coordinate points 
we are then able to decide whether the motion performed by 
the patient was accordingly to the criteria of that specific 
treatment or not, furthermore, a visual feedback will provide 
the patient with his/her performance progress based on these 
information. The objective of this study is to introduce an 
inexpensive easy to use monitoring tool as an alternative to 
the traditional methods that can be both motivational and 
intuitive, overall, the system will allow patients in a more 
advanced phase of recovery, to carry out their physiothera-
py at home or anywhere desired.  

II. LITERATURE REVIEW 

Visual tracking and analysis of human motion is current-
ly one of the most popular research topics in computer vi-
sion [4, 8, 11, 19]. This popularity is due to its wide range 
of applications such as athletic/medical performance analy-
sis, surveillance tracking, and perceptual interface. Most 
current visual tracking systems are classified into two cate-
gories: marker-based visual tracking systems and marker-
free visual tracking systems. Using markers to show the 
region of interest moderately simplifies the human motion 
tracking problem, there are a number of commercial mark-
er-based systems available on the market, while marker-
based visual tracking systems are sufficient enough to be 
employed successfully in many areas such as athletic per-
formance analysis and the motion capture for animation, 
however, they have a downside that they only run in super-
vised environment and might not be suitable for daily usage, 
therefore, it is usually desirable to develop a marker-free 
visual tracking system instead of the intrusive marker-
based. Marker free based visual tracking systems further-
more get divided into two groups, namely multiple camera 
configuration and single camera configuration. Multiple 
camera configuration systems are considered expensive  
and it is also difficult to construct. L. Enrique et al [10]  
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developed a prototype called “Gesture therapy” which basi-
cally used two webcams where one is placed in front of the 
patient and another webcam is placed above the patient’s 
head, then, patients were asked to interact with a virtual 
environment by moving their impaired arm accordingly. 
The system located and tracked the hand using color and 
motion information in a 3D space, the coordinates of the 
hand were sent to a simulator that simulates the daily life 
activities. On the other hand, single camera configuration 
system is considered cheap and desirable, however it can be 
affected by many constraints and requires prior knowledge 
about the appearance of the subject, the geometry of the 
subject, the kinematics and dynamics of the subject. Re-
garding this issue in single camera configurations, Polana 
and Nelson [16] proposed an approach that can spatially and 
temporally normalize, segment and recognize a repetitive 
motion such as walking or any repetitive motion activity 
without having any prior knowledge of specific parts, or 
classification of the actor using a basis based on a bottom 
up processing. In 2001 Sminchisescu and Triggs [3] tackled 
the difficulty of 3D human body tracking by carefully de-
signing a robust matching-cost metric that combines robust 
optical flow, edge energy and motion boundaries together to 
reduce the correspondence ambiguities. For reconstructing 
the 3D pose and motion from a single camera view Bowden 
et al. [15] used the 2D silhouette of a human in motion and 
the corresponding 3D skeletal structure, that were encapsu-
lated within a non-linear point distribution model. Later in 
2003 a simple, efficient and robust method for recovering 
3D human motion from a sequence of images from an un-
calibrated camera was presented by Barron and Kakadiaris 
[2], another interesting simple, inexpensive and portable 
image processing system for kinematic analysis of human 
gait in real-time was also proposed by Yeasin and Chaudhu-
ri [13]. A recent study done by Ming Du et al [6] in 2013, 
showed how they track the human motion using a monocu-
lar camera, by taking advantage of the DE-MC (Markov 
chain) algorithms, to approximate complicated distributions, 
additionally, they have also applied their algorithm to solve 
the 3D articulated model-based human motion tracking 
problem. In 2014 Ding, et al [5] proposed a method that 
estimates the relative 3D coordinates of skeleton joints from 
a monocular video sequences, but their system had two 
general limitations 1) their model is applicable to the situa-
tion which the target depth value is much smaller than the 
distance between the object and the camera, 2) the human 
movement should be in a way that is facing the camera. Liu 
et al [13] presented a full-body human motion tracking sys-
tem using exemplar-based conditional particle filter for 
monocular camera configuration. A method which can be 
applied to a stationary or moving camera platform  
 

and being able to perform in real-time in cluttered environ-
ments has been proposed by Huang et al [8], they performed 
several experiments and their method showed quite promis-
ing results. Spruyt et al [18], presented a method that uses 
an unsupervised method to automatically learn the context 
in which a hand is placed. More recently Adams et al. [1] 
used a Kinect sensor and a high-fidelity virtual world inter-
face to acquire the depth image of the scene and used an 
unscented Kalman filter-based tracking algorithm to esti-
mate upper extremity joint kinematics in real-time during 
performance of virtual activities of daily living, moreover 
they were able to generate metrics related to speed and 
smoothness of motion of the subject. Tian et al [21] ad-
dresses the limitations of Kinect and inertial measurement 
unit (IMU) sensors used in trajectory tracking systems and 
proposed a method that fuses IMU and Kinect data to pro-
vide a robust hand position information. They achieve the 
hand position by three fusion strategies: double integra-
tion of IMU internal sensors, IMU internal sensor fusion 
with geometrical constraints and unscented Kalman filter 
(UKF) based fusion of IMU and Kinect. Tanaka et al [20] 
proposed a portable six degree of freedom motion tracking 
system which comprises of high-accuracy augmented reality 
markers that would be attached to the subject arms and a 
single camera configuration. Their system was able to esti-
mate the pose of the arms with an error of 5mm in space 
and about 20 (degree) in orientation. Ligorio and Sabatini 
[12] developed a novel Kalman filter for human motion 
tracking by fusing the data from a triaxle gyroscope and a 
triaxle accelerometer, they used Stereo photogrammetric 
data as a reference their method achieved, on an average, a 
root mean square attitude error of 3.6° in manual activities 
and 1.8° in locomotion tasks. 

Other types of systems are also available for tracking the 
human motion. They usually integrate visual sensors with 
other types of sensors. Many hybrid approaches have been 
proposed to accomplish tracking performance such as visu-
al–audio [14], visual–radar [17] and visual–inertial ap-
proaches. In [23], Y. Tao integrated a visual sensor with an 
inertial sensor to track human arm motion in tele-
rehabilitation program, a similar technique also has been 
used in [24] to track the motion of the arm for a rehabilita-
tion program.  

III. SYSTEM CONFIGURATION 

The aim of this study is to track the motion of any  
desired point of a subject’s arm, and measure the velocity, 
angular motion and trajectory of that specific part(s) using 
only a simple webcam a computer and image processing 
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algorithms. Figure 1, shows the conceptual diagram of our 
arm motion tracking system 

 

Fig. 1 Conceptual diagram of webcam based motion tracker 

The system which consists of only a laptop and a web-
cam, uses the skin color from the skin regions of the de-
tected face as a cue to automatically isolate the arm of the 
subject (assuming the subject is not wearing a long sleeve 
clothing) from the background, the system then extracts the 
contour of the hand and uses the coordinate points of the 
contour as to track any point(s) on the arm, to evaluate how 
fast or how slow the motion has been performed, also to 
measure the angle of motion performed, specifically “elbow 
flexion”, “elbow extension”, “wrist flexion” and “wrist 
extension” , and last but not least it will allow for the sub-
ject or physiotherapist to visualize the trajectory of the per-
formed motion for any further analysis. 

IV. SKIN SEGMENTATION 

A. Color Space 

The RGB color space is commonly the default color 
space for most image formats, and thanks to colorimetriy, 
computer graphics and signal transmission standards a lot of 
color-spaces with different properties have been developed, 
however high correlation between the Red, Green and Blue 
channels creates an overlap between skin and non-skin 
points thus producing high number of false positive, hence 
making it not a very favorable choice for color analysis and 
color based recognition algorithms to decrease the overlap 
between the skin and non-skin pixels we therefore transform 
the RGB color space into a more reliable with less overlap-
ping of its channels namely YCrCb.  

B. Updating the Threshold Values Using Feedback Loop 

In order to estimate the threshold values for our skin 
segmentation technique we make use of the popular and 
rapid face detection method introduced by Viola and Jones 
[22], its ability to perform very fast while achieving high 
detection accuracy thanks to its cascade of Haar-based fea-
ture detector implementation is a key feature of its attrac-
tiveness among other face detection algorithms. We take  
 

advantage of this real-time face detection technique to find  
the face of the person in the scene. By doing so we are able 
to eliminate some of the challenges present in skin color 
detection techniques, namely, ethnicity, individual characte-
ristics. Next, we divide the entire image into two separate 
images, one image that contains only the detected face and 
represents the skin pixels, and secondly the entire image 
excluding the detected face that represents the non-skin 
pixels with in the scene (Figure 2). These two images are 
then thresholded to create a binary representation of skin 
and non-skin pixels of the scene and would be updated and 
altered automatically. 

 

 

Fig. 2 The scene divided into two separate images, entire image excluding 
the face (left image), the detected face (right image 

C. Skin Region Growing 

To segment the skin regions, we use the binary image 
created from the previous stage, the binary image shows  
us the regions that are certain to be skin pixels, thus  

 

 

Fig. 3 (a) HSV color space input image, (b) certain skin regions, (c) region 
growing from the location of stage (b) 
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based on this fact we extract the coordinate points of each 
skin pixel from the binary image and use it as a reference 
point for the region growing stage of our algorithm. Seed 
fill also called the flood fill, is an extremely useful function 
that is commonly used in isolating connected regions to a 
given point in a multi-dimensional array for further 
processing or analysis. Moreover, it is considered an fun-
damental algorithm in computer graphics and used in a 
widespread of applications such as Computer Aided Design, 
Realistic graphics, Geographic Information System, Image 
processing, and so on [7]. A traditional seed filling algo-
rithm has been implement in our algorithm, in which we 
color the neighboring pixel of the seed points if it is within a 
specified range of the original seed point value. In this case 
the algorithm is able fill the skin regions with in the scene 
using multiple seed points. 

V. ARM REGION EXTRACTION 

A. Contour Extraction 

After segmenting the skin regions from the background 
we apply contour extraction algorithm to extract the boun-
daries of the segmented regions and use the contour size 
information to eliminate unwanted small regions (such as 
unwanted background noise) and unwanted big regions 
(such as the head portion).   

B.  Arm Skeleton Extraction 

Close approximation of the joints on the arm, namely the 
elbow, shoulder and the fist is estimated by taking into ac-
count the proportions of the subjects arm and the size of the 
extracted contour. 

 

 

Fig. 4 The white line and filled circle shows the estimation of the joints 
and skeleton of the arm 

VI. MOTION TRACKING 

A. Coordinate Based Tracking 

In order to track any point (s) on the arm we use the 
coordinates points of the arm contour, the uniqueness of this 

tracking method is that each point on the contour will 
represent a region of interest on the arm, so for example if 
we tend to track the thumb on the subjects arm we just as-
sign the corresponding point to be tracked over time. Fur-
thermore, this technique for tracking a point in space shows 
more promising results than popular tracking algorithms 
such as optical flow and Kalman tracking. 

 

 

Fig. 5 The point on the arm being tracked robustly regardless how fast the 
arm is moved 

B. Velocity 

By determining the point that is desired to be tracked 
over time, we are also able to measure the velocity of that 
specific point on the arm. Evaluating the speed of each de-
sired point, is accomplished by taking into account the dis-
placement and duration that it takes for the point on the arm 
to move from point A to point B. since the velocity that we 
obtain has a unit of pixels per second a calibration proce-
dure has been deployed to know the exact displacement in 
space. 

 

              (1) 

                                  (2) 

 
 

 

Fig. 6 Two different classes of velocity (a) no movement;  
(b) Slow movement; (c) Fast movement 

Fig. 6 shows some results of the velocity evaluation pro-
cedure, and can tell the subject if he/she is performing the 
specific exercise slowly or fast based on the exercise crite-
ria. The velocity is represented as a float number, so basi-
cally the greater the number the faster the motion was per-
formed and vice versa. 

C. Angular Motion of the Arm 

The angular motion of the joints are calculated using tan-
gent half-angle formula as described below. Figure 7 shows 
the angular motions of the joints.  
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 2              (3) 

 

 

Fig. 7 Up right corner shows the values that corresponds to the angular 
displacement of the joints 

D. Trajectory 

A precise trajectory visualization of the motion per-
formed by the targeted point on the arm is also evaluated 
and visualized as seen in figure 8. 

 

 

Fig. 8 Trajectory visualization result 

VII. EXPERIMENTAL RESULTS 

In order to evaluate the algorithm’s performance, we col-
laborated with the University Malaya Medical Centre, and 
carried out a set of experiments to see how accurate and 
reliable our algorithm would perform in real-life scenarios. 
The experiments were conducted on the data gathered from 
subjects performing “elbow flexion”, “elbow extension”, 
“wrist flexion” and  “wrist extension” tasks. One set of 
results are given in figure 9.  

 

 
Fig. 9 (a) Elbow extension; (b) elbow flexion; (c) wrist flexion;  

(d) wrist extension 

In our experiments, we compared each results obtained 
from a goniometer device (figure 10) with our computer 
vision measuring algorithm to evaluate the angles of the 
elbow extension, elbow flexion, wrist flexion and wrist  
 

extension. Figure 10 shows the measurements we made 
with the goniometer for our reference.  

 

 

Fig. 10 Goniometer measurements (a) elbow extension; (b) elbow flexion; 
(c) wrist flexion; (d) wrist extension 

VIII. CONCLUSION 

In this paper, we proposed a simple monocular camera 
based arm motion tracking method for stroke rehabilitation 
patients that is able to segment and track the patients arm in 
real-time video sequences captured in semi-controlled envi-
ronment, and moreover we are able to measure the velocity, 
angular motion and the trajectory of any point on the arm as 
the subject is performing his/her task. In the future work we 
plan to further improve the accuracy of the measured para-
meters and make it applicable and robust to any environ-
mental situation. 
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Abstract— The implementation of latex membranes on cen-
trifugal microfluidic platform has led to the development of 
advanced liquid handling features, with the exception of a 
proper reagent storage-releasing technique. This paper 
presents a new approach for reagent storage-releasing tech-
nique using bubbles of a bubblewrap with latex membrane 
tabs. The bubble was first filled with a liquid sample, sealed 
with a biocompatible paraffin wax, and then was placed in a 
chamber of the microfluidic disc. The chamber was then cov-
ered with a latex membrane tab similar to single microballoon 
pump. To release the stored liquid the membrane was manual-
ly deflected into the chamber to burst the bubble. The sealed 
bubbles are leak-free up to 106 kPa, and the average reagent 
recovery rate is 92%.  

Keywords— Centrifugal microfluidic platform, On-board rea-
gent storage, Bubble wrap, Latex membrane, Microfabrication. 

I. INTRODUCTION  

In Lab-on-a-Chip (LOC) microfluidic platforms micro-
pumps (e.g., syringe pumps) and microvalves are used to 
automate many types of laboratory functions (e.g., mixing, 
metering and separation) required for conducting various 
analytical assays [1]. Centrifugal microfluidic platforms are 
a type of LOC devices in which the liquid propulsion force 
is generated by  spinning the fluidic platform [2, 3].  

Pre-storing and releasing the required reagents prior to 
conducting an assay instead of pipetting them into a micro-
fluidic platform is an essential feature for further automa-
tion but remains a significant challenge [4]. Glass ampules 
[5], miniature stick packs made of aluminum composite foil 
[6], and tubes sealed with Ferrowax [7] are just some exam-
ples of the reagent storage containers developed for use on 
integrated centrifugal microfluidic platforms. Each of those 
types of containers requires a unique actuation mechanism 
to release the stored reagents. For example, the liquid in the 
glass ampule is released as it is manually broken, the stick 
pack is opened by centrifugal pressure and the Ferrowax is 
melted with the aid of an external laser heater. In a more re-
cently developed liquid storage  approach for  LOC micro-
fluidics, David Bwambok et al employed a bubble of a bub-
blewrap sheet as a reagent storage reservoir [8]. In general, 

bubble wrap sheet is fairly water impermeable, widely availa-
ble, and is inexpensive. Furthermore due to the manufacturing 
method employed, bubblewrap sheets are sterile and free of 
contamination [8].  

Latex membranes, because of their elasticity, have 
helped enhance the flexibility of the microfluidic disc plat-
form in handling liquids at low spin rates [9-11]. In this 
study, we have integrated a latex membrane tab and a bub-
ble on a microfluidic disc to develop a reagent storage-
releasing technique. A bubble wrap was charged with a 
liquid sample and sealed with paraffin wax. The bubble 
wrap was embedded in a chamber of a microfluidic disc, 
and then the chamber was sealed with a latex membrane. 
The actuation mechanism of the device is based on the def-
lection action of the latex membrane by mechanical force 
that leads to bursting the bubble. This paper describes and 
demonstrates the details of the fabrication procedure and  
the operating mechanism of the newly introduced liquid 
storage-releasing device. The reagent recovery rate of the 
liquid storage bubbles as well as their robustness are eva-
luated. In general, the elasticity of the latex membrane faci-
litates actuation of the reagent storage containers that re-
quire mechanical force to release the reagent. 

II. METHODOLOGY 

In this new reagent storage-releasing approach, bubbles of a 
bubblewrap sheet are used as reagent storage reservoirs. A 
corner of cylinder-shaped bubbles were cut with a sharp 
blade. The bubbles were filled with liquid samples and 
sealed by a low melting temperature paraffin wax (Fig. 1a). 
The bubbles were then placed inside the source chambers of 
a microfluidic disc in such a way that the sealed orifices 
were aligned directly with microchannels in the disc. The 
chambers with the liquid-filled bubbles were then sealed by 
latex membrane tabs. The multilayer microfluidic disc, 
which was used to evaluate the reagent recovery rate of the 
bubbles and their robustness, consisted of three Poly-
methyl-methacrylate (PMMA) and two pressure sensitive 
adhesive (PSA) discs (Fig. 1b). The disc contained five 
microfluidic units, each comprised of a source chamber,  
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Fig. 1 (a) Bubbles of a bubble wrap were filled with a liquid sample and 
sealed with paraffin wax. (b) Breakdown of the five layer microfluidic disc 

and the three layer latex membrane tab. 

a microchannel and a metering chamber. Each of the latex 
membrane tabs was made from two PSA ring and one small 
latex disc as shown in the figure 2.b. The details of the fa-
brication procedure of the microfluidic disc with latex-
membrane tabs (i.e., latex microballoons) have been pre-
viously reported [9]. Briefly, the process involves using a 
computerized numerical control (CNC)-cutting/engraving 
machine and a cutter plotter for machining and cutting out 
the microfeatures in the PMMA and PSA discs, respective-
ly. After fabrication of the five-layer disc, the liquid-filled 
bubbles were placed in the chambers and the chambers were 
sealed with the three-layer membrane tabs.  

Two set of experiments were conducted to evaluate the 
robustness and the reagent recovery rate of the bubbles. To 
test the robustness of the sealed bubbles, the disc spin rate 
was continuously increased until the liquid sample leaked 
out of the bubble. In a second set of experiments, 210 µl of 
colored deionized water (DI) water (same as the volume of 
liquid stored in each of the bubbles) was charged into the 
source chamber of a control unit (Fig 2.a). The bubble then 
was manually burst to release the stored liquid sample. Be-
cause the orifice of the bubble is facing the microchannel in 
the disc, a portion of liquid bursts into the metering cham-
ber (Fig. 2b). The disc was spun at up to 1500 RPM, and the 
induced centrifugal force propelled almost the entire liquids 
samples into the metering chambers (Fig. 2c). 

III. RESULTS AND DISCUSSION  

The latex membrane in the disc enabled actuating the 
liquid-filled bubbles with no need for any external actuator 
or spinning the disc. Although the external mechanical force 
required for bursting the bubble was manually applied, a 
mechanical system can be developed to automate the actua-
tion procedure. In general, the latex membrane can used for 
actuating various reagents container, which could burst 
under mechanical force e.g., glass capsule and stick packs.  

Many rigorous tests are required to evaluate on-board rea-
gent storage devices including leak tests, reagent recovery tests, 
reagent loss through evaporation over time tests and various 
types of reagents tests. The preliminary two tests were carried 
out to demonstrate the possibility of using the bubbles as wide-
ly available reagent storage containers in microfluidic disc, and 
using latex membranes to easily actuate the bubbles prior to a 
progress. The bubbles were leak-free at least up to 106 kPa 
(equivalent to 6500 RPM in this disc). 

Most of the fluidic procedures (e.g., mixing, separation and 
sedimentation) on disc require spin rate below 6500 RPM. The 
amount of liquid transferred into the metering chamber of the 
control unit was considered a 100% recovery rate. The experi-
mental analysis show that with the bubbles we reach an aver-
age liquid recovery rate of 92±4%, which means that 16.8±8.2 
µl of the liquid was trapped in the bubble. Further experiments 
are required to evaluate the ability of the bubbles to remain 
leak-free over specific time periods.  
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Fig. 2 (a) The liquid sample was pipetted into the source chamber of the left 
microfluidic unit, while the right microfluidic unit was equipped with a reagent 
storage device i.e., a liquid-filled bubble with a latex membrane. (b) The bubble 
was burst with the help of an external mechanical force. (c) The disc was spun 

and the liquids were transferred into the metering chambers. 

IV. CONCLUSION  

Previous studies have demonstrated that latex membranes 
enable precise valving [11], pumping [9] and mixing [12] of 
liquids on centrifugal microfluidic platforms. In this study, 
we have utilized the latex membrane to develop a new ap-
proach for the actuation of the reagent storage containers. 
Bubbles of a bubble wrap were used as low cost and widely 
available reagent containers. The elasticity of the latex 
membrane allowed for actuating the bubbles to release the 
pre-stored liquid samples with no need for using any exter-
nal actuator or inducing a high centrifugal pressure. The 
experimental analysis demonstrated that the bubbles are 
leak-free at least up to 106 kPa, and have average reagent 
recovery rate of 92±4%. To verify the practicality of the 
bubbles for real life applications, further experiments are 
required to evaluate their compatibility with various rea-
gents and their robustness and impermeability over a long 
period of time. However, the elasticity and the durability of 
the latex membrane has helped paved a new way of actuat-
ing reagent pre-storage containers in centrifugal microflui-
dic platforms. This allows for easy actuation of various 
reagent containers that can be actuated by mechanical 
forces. 
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Abstract— This project aims to investigate and design a low-
cost 3D ultrasound system from a standard 2D ultrasound 
setting and an existing game controller position tracker (i.e., 
PlayStation Move). Ultrasound imaging plays an important 
role in diagnosis, especially in medical fields, which has a large 
impact on clinical analysis. However, there is limited number 
of 3D ultrasound machines in the market and most of the med-
ical practices are unable to use this kind of facilities to conduct 
their analysis.  Thus, the shelf game controller that equipped 
with the position tracking device can be added into the existing 
2D ultrasound machine to increase the capability of the 2D 
machine to visualize ultrasound images in 3D. Position track-
ing with the PlayStation Move does not only provide the low-
cost alternative, but it is a portable device as well. From the 
collected data, Quaternion technique is selected to approx-
imate the movement in 3D. Quaternion provides a convenient 
mathematical notation for representing orientations and rota-
tions of objects in three dimensions. Quaternion method is 
numerically more stable and efficient because it can avoid the 
problem of gimbal lock. By using PlayStation Move, the medi-
cal operative can scan the subject by using the existing 2D 
ultrasound probe in 3D.The information such as the positions 
and orientations of the image at a certain location is integrated 
with 2D ultrasound imaging to generate a 3D ultrasound  
imaging.  

Keywords— Ultrasound, Medical Imaging, 3D reconstruction, 
Medical visualization, 2D ultrasound probe, 3D imaging. 

I. INTRODUCTION 

Ultrasound imaging plays an important role in diagnosis, 
especially in medical fields. Ultrasound as a diagnostic 
device is a widespread, non-invasive technique used to in-
vestigate the interior of the human body. Unlike magnetic 
resonance imaging (MRI) and computerized tomography 
(CT), ultrasound offers interactive visualization of the un-
derlying anatomy in real time. It uses high-frequency sound 
waves to visualize images of the human body such as bone, 
muscle and other internal organs to capture their size and 
structure. Additionally, ultrasound does not utilize ionizing 
radiation or require specialized facilities, which are safe and 
easy to use.  

Ultrasound can provide useful information on medical 
diagnosis. Computer graphic techniques are used to assist 
the diagnosis process by visualizing the ultrasound data. 
Computer graphics techniques aided in extracting meaning-
ful information from ultrasound data and displaying it by 
using different types of filters and processing methods. 

Ultrasound has been used in variety of clinical settings, 
including bone reconstruction, cardiology, and cancer detec-
tion. The main advantage of ultrasound is that certain struc-
tures can be observed non-invasively without compromising 
the subject safety such as exposure to radiation. Ultrasound 
also can be done at faster rate than X-rays or other imaging 
techniques. The designed system is tested by reconstructing 
a baby phantom as a case study. 

Quaternion provides a convenient mathematical notation 
for representing orientations and rotations of an object in 
three dimensions. A quaternion expression is a typical form 
of three-dimensional rotations that consists of a scalar and 
3D vector component.  

Standalone machines become increasingly complex, while 
a new segment within the engineering community is trying to 
make these machines smaller, more power efficient, and less 
costly than previous machines [2]. The 3D ultrasound system 
combined the 2D ultrasound images together with the posi-
tions and orientations data by using the quaternion method to 
visualize a 3D baby phantom structure. The size of the PlayS-
tation Move that is small and easy to move together with 
ultrasound probe provides a better experience for the user. In 
order to give a more realistic experience, the output of the 
system used the position mapping of the scan surface are 
presented in a 3D view.  

II. LITERATURE REVIEW 

Ultrasound imaging is a real-time and free from harmful 
radiation. In other word, conduct an ultrasound scans will 
not harm the human body. As a result, it becomes popular in 
medical use for all patients. Ultrasound is a non-invasive 
procedure, very safe, does not involve ionizing radiation, 
and provides real-time imaging [11]. Apart from that, most 
ultrasound scans are quick and painless, which suitable for 
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all people. It also can provide a real time image of body 
movement and blood vessel. 

Ultrasound scan is a widely used and safety technique in 
the medical field to help doctor diagnoses illness from the 
patient. Although ultrasound scan has many advantages, it 
has some limitations such as the scanning cost is too expen-
sive. Besides, ultrasound systems are costly [1]. Some 
people who come from poor family or poor people from 
wealthy country cannot conduct such scan because they 
can’t afford it. This makes the poor people who suffered 
from illness cannot undergo diagnosis and analysis by doc-
tor. It is true that ultrasound scan will benefit a patient if the 
scanning cost can be reduced and available at all area. 

An ultrasound scan can be used in various ways, such as 
diagnosing illness of a patient, monitoring an unborn baby, 
guiding a surgeon during certain procedure/ and providing 
educational media for the clinician. Ultrasound scans are a 
routine procedure for pregnant women. Pregnant women 
should perform ultrasound scans at least 2 times during a 
pregnancy period to know more about fetal growth [4]. 
Pregnant women are now monitored by ultrasound scan to 
examine the health and position of the unborn baby. An 
ultrasound scan can be done at any time during pregnancy 
and it does not harm the unborn baby. Ultrasound scan can 
be used to diagnose organ such as liver and bone structure. 
Another common application for ultrasound phantom is in 
educational sectors [6].Many undergraduate students can 
use ultrasound scan to learn the structure of the human 
bone, liver, and other organs. 

Ultrasound imaging becomes more important in diagno-
sis. However, ultrasound system is only available in certain 
country.People who live at the rural area and poor country 
do not have ultrasound facility. Apart from that, ultrasound 
requires a highly experienced and skilled operator to detect 
a malignant lump, which make this scan only available at 
certain large hospital and modern country. The results of 
ultrasound scan dependence on the experience and know-
ledge of the diagnostician to manipulate the ultrasound 
transducer [3]. It is true that ultrasound scan requires expe-
rience clinician to get an accurate result. As a result, only 
the certain place can provide ultrasound facility to the pa-
tient. Training becomes an important component as it can 
create more experience and knowledgeable trainee to meet 
the market requirement. Highly experienced and knowled-
geable diagnostician can provide a better analysis on ultra-
sound image, which is important to the patient. 

3D ultrasound scan has become more popular in the med-
ical field. Major steps in 3D reconstruction for ultrasound 
imaging modalities are images acquisition, images segmen-
tation, volumes reconstruction, and display [7]. Each step in 
3D ultrasound reconstruction is important and takes their 
role to produce the 3D ultrasound images. Image acquisition  
 

is taking 2D ultrasound image from the ultrasound machine. 
A series of 2D ultrasound machine will be taken and save 
on a laptop for 3D reconstruction purpose. The purpose of 
the image segmentation is to change the typical way an 
image represent, which is very meaningful [10]. Volume 
reconstruction is a combine series of 2D ultrasound image 
together with the position and orientation for 3D reconstruc-
tion purpose. 

The image created by the 3D ultrasound scan has a better 
visualization than 2D ultrasound scan. Image acquisition is 
one of the key issues in 3D ultrasound imaging. Image ac-
quisition in ultrasound imaging modalities more or less 
affect the qualities of the images [12]. The better the image 
acquires, the better the qualities of image. The scanning 
experience and knowledge of people to take an ultrasound 
image are important as it will affect the qualities of the im-
age taking from an ultrasound machine. Different body 
parts require different probe scanning pattern method in 
order to acquire best image [6]. In order to acquire the im-
age of ultrasound, different scan pattern at different position 
and orientation will be applied. The pattern such as linear 
scan, rotational scan, volume scan, freehand scan, and oth-
ers will be used at different conditions. 

III. METHOD 

Quaternion method [8] is the most significant technique 
used in this research. This method will be used to coordi-
nate the rotations and orientations during 3D ultrasound 
reconstruction. The orientations in quaternion value 
achieved from the PlayStation Move will be saved on a 
laptop in order to make a 3D ultrasound reconstruction. A 
quaternion is a mathematical concept that related to number 
theory and algebra. The method is numerically more stable 
and efficient because it avoids the problem of gimbal lock. 
Gimbal lock is the loss of one degree of freedom in a three-
dimensional because both yaw and roll rotate about the 
vertical axis [5].  

Quaternion method provides a way to represent orienta-
tions and rotations of the objects in three dimensions be-
sides having better performance than other. Quaternion is 
used as a descriptive of the axis direction of rotation and 
total angle of rotation around axis [9]. Direction of an axis 
of rotation and total angle of rotation are represented using 
the equation below: 

 
Angle= cos (qw/2)  
Axisx = qx / sqrt(1-qw*qw) 
Axisy = qy / sqrt(1-qw*qw) 
Axisz = qz / sqrt(1-qw*qw)  

 



274 F. Mohamed, W.S. Mong, and Y.A. Yusoff
 

 IFMBE Proceedings Vol. 56  
  

 

From the equation, Angle is the total angle of rotation. 
Axisx, Axisy, and Axisz are the direction of an axis of rota-
tion while values of qx, qy, and qz are the representative of 
quaternion value and sqrt is the representative of square 
root. Fig.1 shows the direction of axis rotation and angle of 
rotation around axis.  

 

Fig. 1 Direction of axis of rotation and angle of rotation around axis 

IV. SYSTEM DESIGN 

A. Hardware Setting 

A system developed in this research consists of an ultra-
sound machine that is connected to a laptop using a frame 
grabber. The ultrasound machine will be used to scan the 
structure of the baby phantom. Fig.2 shows the overall of 
the system design. 

 

 

Fig. 2 System design 

The PlayStation Move is connected to a computer by us-
ing Bluetooth communication. The PlayStation Move inter-
nal sensors are used to acquire the positions and orientations 
of ultrasound image from a certain angle. At the same time, 
the PlayStation Eye is connected to a laptop using USB 
cable. It is important that the PlayStation Eye is integrated 
with PlayStation Move to acquire accurate position of the 
PlayStation Move. In order for the PlayStation Eye to oper-
ate, an installation of a driver (CL eye test) in a laptop is 
essential. Calibration need to be carried out before using the 

Play Station Move and PlayStation Eye. The calibration can 
be done by rotating PlayStation Move at different directions 
in front of PlayStation Eye. 

B. Software Design 

There are two components that are used in this study. 
First, the acquisition component that enables to acquire and 
save 2D ultrasound image, position and orientation to a 
laptop. The ultrasound image that is transferred from the 
ultrasound machine to a laptop screen will be saved in this 
stage for 3D reconstruction purposes. This component uses 
PlayStation Move existing button to synchronize and save 
the ultrasound image as bitmap format. Fig. 3 shows the 
flowchart of image capturing. 

 
Fig. 3 Flowchart of image capturing process 

The system starts to capture the screen that displays ul-
trasound images when user presses button on PlayStation 
Move and save image with numbering i as a file name. At 
the same time, positions and orientations in quaternion will 
be saves on a text file. The system is developed by using C 
# programming language and Microsoft Visual Studio 2010.  

Second, the main focus of the research is to develop a 3D 
reconstruction software based on 2D ultrasound image. Soft-
ware used to perform 3D reconstruction is the core value of 
the entire research. The developed software will read image 
files that have been saved in a laptop previously, together 
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with the text file that consists of the positions and orientations 
of the image. It will start to read the positions and orienta-
tions, later save them into an array. Next, the software creates 
a plane based on the number of 2D ultrasound image. Finally, 
it will get the texture of every image and put it on the plane 
for 3D reconstruction. It is important that the position and 
orientation of every data slice must be accurate to get a pre-
cise 3D object. The quaternion method will be used to coor-
dinate the rotations and orientations during the 3D ultrasound 
reconstruction. Fig.4 shows the flowchart of the 3D recon-
struction software. 

 
Fig. 4 Flowchart of 3D reconstruction process 

V. RESEARCH DESIGN 

A baby phantom was used to test the capabilities of the 3D 
reconstruction system. The baby phantom is then scanned and 
tagged using the developed system. The output dataset com-
prises frame of the 2D ultrasound image. Each frame is 
named in sequence such as img0, img1, imgn. Each frame is 
accompanied with the respective positions and orientations in 
text file. The system is developed by using Microsoft Visual 
Studio 2010 with Visualization Toolkit (VTK). 
The Visualization Toolkit (VTK) is an open-source, freely 
available software system for 3D computer graphics, image 
processing and visualization. The VTK libraries are used to 
visualize the reconstructed 3D images of baby phantom. 
Fig.5 shows the schematic diagram of the research design. 

In order to compare the reconstructed result with a real 
object, images of phantom acquired from different positions 
and orientations are needed. Fig.6 shows the structure of the 
baby phantom used in this research. 

 

Fig. 5 Schematic diagram of the research design 

 

Fig. 6 Structure of baby phantom 

VI. RESULT AND DISCUSSIONS 

The 2D ultrasound image of baby phantom is acquired 
from the ultrasound machine and stored into a laptop for 3D 
reconstruction. The 2D ultrasound images are made up of 
only thin slices that provide flatter and low-resolution im-
ages. The 2D ultrasound scan gives you the outlines and 
flat-looking images, which are difficult to understand. 
People who are not familiarize with the 2D ultrasound im-
aging might not able to view and analyze the results. The 
2D image of baby phantom is taken at different positions 
and orientations to produce a good condition of the 3D im-
age reconstruction. 
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Conducting a 2D ultrasound scan is easier and simpler as 
user can sweep the probe manually over the baby phantom 
while a focused image is displayed on the ultrasound ma-
chine and the image is transferred to a laptop by frame 
grabber. User that has basic experience and skills is able to 
conduct 2D ultrasound scan. 2D ultrasound image contains 
a certain part of the baby phantom at a certain position and 
angle. As a result, 2D ultrasound image does not have the 
general shape of the baby phantom. Fig.7 shows the output 
of the 2D ultrasound image taken by using the ultrasound 
machine. 

This research is able to justify and provide the solid in-
formation whether the utilization of a low cost device is 
convincing enough to produce 3D image. The 3D ultra-
sound has the same principle as 2D ultrasound but the only 
difference is it integrates with the position and orientation to 
produce 3D image. The 3D ultrasound reconstruction will 
collect series of 2D ultrasound images and put into 3D re-
construction software to obtain 3D images. The 3D ultra-
sound scan is easier to understand as it produces a real 
shape of the object. The accuracy of the position and orien-
tation is important during the 3D reconstruction. The 3D 
ultrasound image reconstruction can show the structure of 
the baby phantom clearly. With the 3D ultrasound, it re-
quired more advanced and complex computer software. As 
a result, the cost of 3D ultrasound is more expensive than 
2D ultrasound. The 3D image reconstruction in this research 
will combine all the 2D ultrasound images acquired from 
ultrasound machine and build into a baby phantom shape. 
Fig.8 shows the 3D image reconstructed view from 15 mul-
ti-orientation ultrasound images. 

 

Fig. 8 3D image reconstructed view from 15 multi-orientation  
ultrasound images 

Comparison between the baby phantom and the 3D re-
constructed image were made by observing visible features 
of the baby phantom (see Figure 9). 

The white color part indicates the structure of baby phan-
tom while the black color part represents the background 
.The 3D image has successfully reconstruct the head, hand, 
and body of the baby phantom which is similar with the 
targeted object. Ultrasound only shows the general shape of  
 

Fig. 7 2D ultrasound images taken by using ultrasound machine 
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the baby phantom as it is unable to penetrate and move 
through the structure of baby phantom. A reconstructed 
image more and less has the general shape of the baby 
phantom. 

 

Fig. 9 Visual comparison between the baby phantom and the 3D recon-
structed images 

There might have some errors between the baby phan-
tom and 3D reconstructed image due to the minor inaccu-
racy of position and orientation value during data acqui-
sition of 2D ultrasound images. The accuracy of the posi-
tion and orientation is important to provide a better result 
and output. Besides, the method of data acquisition also 
affects the quality of the 3D reconstruction object. The 
scanning method used in this research is freehand scan 
and might cause some inaccuracy problem as some parts 
of the baby phantom are not scan by ultrasound probe. 
Even though the 3D reconstructed image is shorter than 
the leg of the baby phantom, which is not similar to the 
baby phantom, the overall comparison show that the 3D 
reconstruction software is capable to illustrate a baby 
phantom shape. This indicates the success of this re-
search and proves that the 3D reconstruction could be 
performed by using the low-cost device such as PlaySta-
tion Move and PlayStation Eye. 

At the same time, the number of slices taken also affects 
the 3D image reconstructed. The number of 2D ultrasound 
frames taken should be as many as possible.  

VII. CONCLUSION AND FUTURE WORK 

Based on the output of the study, it can be concluded that 
the position tracking system for 3D reconstruction can be 
developed by using the low-cost game controller. The de-
sign of the system keeps the cost of the components and 
hardware to an absolute minimum. The system is designed 
in a systematic way which enable the implementation in any 
2D ultrasound machine. 

These are some future works that can be applied on this 
project in order to improve the overall system. Marching 
cubes algorithm can be considered to design the 3D recon-
struction as it is a surface rendering method for 3D recon-
struction. Marching cubes algorithm will take eight neigh-
bor locations at a time and determine the polygon needed to 
represent the isosurface. It is a surface rendering method 
which can creates the isosurface based on the intensity val-
ue from each 2D ultrasound image. 

Another aspect that needs to consider is the involvement 
part of human body for the testing purpose. This study has 
shown the capability of the system with the use of baby 
phantom. It is recommended that further studies need to be 
carried out for bone scans and moving structures. 
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Abstract— An ionic liquids have been demonstrated as sol-
vents in the development of green chemistry to reduce envi-
ronmental impact. The use of ionic liquids has been reported 
in organic synthesis, chemical separation and electrochemical 
applications of 1-Butyl-3-Methylimidazolium Trifluoro me-
thanesulfonate (BMIM-OTf) have attracted attention as highly 
useful and versatile solvents because of their many unique 
properties. They have high ionic conductivities, wide liquids 
range and solubilities characteristics. More than that, they are 
tolerant of strong acids, purified and reused. The usage of 
ionic liquids is considered environmentally-friendly for dielec-
trophoresis (DEP) experiments. 

Keywords— Dielectrophoresis, ionic liquid, SWNT, green 
chemistry. 

I. INTRODUCTION  

Ionic liquids based on the BMIM-OTf are salt with a   
liquid phase at room temperature. BMIM-OTf cation is the 
most commonly used, offering a wide range of properties. It 
is a versatile and stable ionic liquid. The discovery BMIM-
OTf to investigate the surface and the interface of various 
media shown OTF anion strongly interacts with [bmim]+ 
cations [1]. 

Chakraborti et al. demonstrated, BMIM cations is influ-
enced by the structure of the imidazodium moiety with ex-
amined the effect of various neutral, acidic and basic ionic 
liquids. They found that BMIM cations is useful to prove 
catalytic efficiency and their behaviour [2]. 

Zyto et al. reported the crystal structure of metal-organic 
compound have an interaction with two OTf anions. Thus, 
the outer coordination sphere and bridge the coordination 
cations through nitrogen, hydrogen and oxigen (N-H...O) 
interactions to form two symmetry-independent hydrogen-
bounded chain [3]. 

II. PREPARATION OF MATERIAL 

The DEP assembly method of SWNT nanoparticle was 
carried out on micro-tip electrodes with glass substrates. 
The biodevices of substrates composed with gold (Au) and 
chromium (Cr). The gap is 8 μm between the micro-tip 
electrodes as shown in Figure 1. The DEP microelectrodes 

were fabricated using standard photolithography and etch-
ing processes. All the processes of fabrication were con-
ducted at clean room and vacuum laboratory facility in the 
Advance Technology Institute, Faculty of Engineering and 
Physical Science, University of Surrey. The SWNT prope-
ties are 50-70% carbon basis, 10 nm diameter and have 
length of 1 μm. SWNTs material was obtained from Sigma-
Aldrich Company Limited in the United Kingdom. The 
BMIM-OTf has been used as a medium of conductivity for 
SWNTs experimental. This ionic solvent was purchased 
from Sigma Aldrich respectively. The nanoparticles were 
suspended in 25 ml of BMIM-OTf containing SWNTs were 
weighed at 0.0106g. Samples then sonicated for 30 minutes 
in room temperature and stored in the fridge at 8°Celcius.  

In conducting BMIM-OTf experiment, the non-organic 
nanoparticles were weighted at 0.20 mg/ml of SWNT, 2.34 
mg/ml was suspended with BMIM-OTf (Sigma Aldrich 
UK) in each sample. A 10 ml suspension was then stirred 
with rotamixer (Tucker UK Limited) for 30 seconds and 
sonicated for at least 30 minutes. 

 

 

Fig. 1 Chromium and gold micro-tip electrode after the photolithography 
fabrication process 

III. EXPERIMENTAL SETUP 

Impedance spectroscopy of SWNT impedance work used 
NumetriQ Impedance Analyser PSM1735. Micro-tip elec-
trode was connected to analyser and interfaced with Imped-
ance analysis N4L. The cable type of RS232 connected to 
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personal computer operated with Window 7 platform. The 
CommVIEW version 1.15 (Newtons4th Limited UK) has 
been used to analyse the data as shown in Figure 2. The data 
of resistance of the micro-tip electrode gap at 1 second in-
tervals. The analyser measurement was setup by setting the 
parameters of 10 Vp-p, at five per decade between 100 Hz 
and 6.3 MHz frequencies. The data analysis process began 
prior to the SWNT samples being placed on the micro-tip 
electrodes. The work performed for typically 180 seconds 
continuously. The time constant of the change of resistance 
as a function of time was then acquired and stored in the 
computer. The experiment was repeated three times to  
verify the consistency of the data. 

Moreover, the experiments of BMIM-OTf were using mi-
cro-tip 8 μm electrode to employ positive DEP forces. The 
work concentrates on nano-particles into focused electrode 
gap (bridge). The NumetriQ phase multimeter and impedance 
analyser were calibrated and setup. Low frequency dielectro-
phoresis was employed and the frequency was set to 100 Hz 
with 5 Vp-p. A drop of the nanoparticles suspension (5 μl) 
was applied to the middle of paired microelectrode after 30 
seconds. The time constant of the change of resistance as a 
function of time was obtained after 300 seconds. A typical 
deposition time of 5 minutes was then followed by rinsing 
sample with methanol and gently blowing the drop off the 
surface. The experiment was repeated on needle-shaped elec-
trodes energized with a 5 Vp-p with frequencies of five per 
decade between 100 Hz and 630 kHz. 

 

 

Fig. 2 NumetriQ impedance analyser experiment setup 

IV. EXPERIMENTAL RESULTS 

The challenge of achieving the bridging of SWNT across 
electrodes provide further understanding when using a tech-
nique based on dielectrophoresis deposition as developed by  
 

Krupke et al. [4]. As such a setup in two-point resistance 
geometry has been presented, the electrical measurement of 
impedance was observed. The SWNT is placed on top of 
Cr/Au layer where ends lie on it. This Cr/Au configuration 
normally displays much higher contact resistance for metal-
lic and semiconducting SWNTs are measured for the de-
signed micro-tip electrodes. Metallic SWNTs displays a 
resistance from the measurement of impedance using Nu-
metriQ analyser. 

Table 1 shows the properties of BMIM-OTf which are 
very useful to interpret data of impedance spectroscopy 
inorganic particles. 

The plot of the reciprocal collection time constant shows 
the behaviour of a heterogeneous mixed. Figure 3 shows the 
solid line that represents the best fit for two populations of 
SWNTs on semiconducting and metallic. A spherical model 
indicates conductivity of 208 mS/m and 9.1 mS/m for rod 
model of SWNTs. The dielectric dispersion centered ap-
proximately at 1 kHz and 16 kHz. Meanwhile, a relative 
permittivity is 66.7ε0 for population 1 and 48.3ε0 for popula-
tion 2. Their further relative population is 73.3 ±0.5% and 
26.7 ±0.1% respectively. 

Table 1 Physical properties of BMIM-OTf ionic liquids [10] 

Molecular 
weight 

Molecular 
formula 

Conductivity 
(mS/m) 

Dielectric  
Permittivity  

 
288.3 

 
C9H15F3N2O3S

 
30.49 

 
12.1 

    

 

 

Fig. 3 The impedance measurement of purified SWNTs with BMIM-OTf 
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Table 2 The populations of SWNTs for the dielectrophoresis exerted on a 
8 µm micro-tip electrode shape using BMIM-OTf solvent with relative 

standard deviation 

SWNT Permittivity Conductivity  
Relative  

Permittivity  

 
Population 1 
 

 
71.7 ±4.0% 

 

 
208.0 ±1.4% 

 

 
73.3 ±0.5% 

 

Population 2 56.7 ±5.1% 9.1 ±7.1% 26.7 ±0.1% 

    

 
The time constant is inversely proportional to the force of 

DEP assembly population of impedance. This observation 
strongly suggests a sequential assembly mechanism of 
SWNTs at the gap between the electrodes under AC electric 
fields. Experimental data was analysed through MATLAB 
programming of impedance measurement. 

V. DISCUSSION 

The assembly of nanowires in between electrodes is essen-
tial for making useful devices. The growth of nanobridges of 
SWNT, using DEP is a potential solution. A positive DEP on 
the micro-tip electrode was demonstrated. The ionic liquids 
of BMIM-OTf have been characterized two populations from 
the measurement of SWNT nanowires. A plot of reciprocal 
collection time constant shows two dielectrics dispersion 
centered approximately at 5 kHz and 15 kHz for SWNTs. 
Thus, two characteristics of the results have been known for 
nanomaterials on BMIM-OTf. 

SnO2 nanopowder can be formed as a ceramic insulator, 
or a crystalline, n-type semiconductor [5]. The observation 
of ionic liquids BMIM-OTf to the organic solvent DMF, has 
found extraction efficiency was to be higher than DMF. 
Their permittivity, electrical conductivity and viscosity have 
been investigated as BMIM-OTf highly sensitive to temper-
ature and conductive material [6,7]. 

Modelling indicates that particles suspended in BMIM-
OTf have a lower effective permittivity than those sus-
pended in DMF. It can be seen that impedance of SWNT  
increase with permittivity for the both population of 5ε0 for 
conducting and 3.4ε0 for semiconducting. This behaviour 
indicates that the role of nanowire is more conductive for 
DEP of inorganic particles using ionic liquids. The catalyst 
of bimetallic SWNT in population 2 may decrease the effect 
of SWNT behaviour. The permittivity is considerably high-
er than the value of SWNT using aqueous of 40ε0 as re-
ported by Mureau et al. [8]. This clearly shows that the 
enhanced performance and conducting of the BIMIM-OTf 
compared to DMF in non-aqueous solvents. This also sug-
gests the addition of specific amount nanoparticles is ex-
pected to provide significant characteristics of SWNT im-
pedance in DEP system. 

Property of DEP force can be defined by the DEP spec-
trum and crossover frequency in which the geometry of the 
particle can be calculated. For dielectrophoretic force on a 
spherical-shaped particle can be determined using Equation 
(1) and (2). For a prolate ellipsoid with major axis r1 and 
minor axis r2 are given by the following equations [8]: 

 2                      (1) 

                    (2) 

 
 

where εm is the permittivity of the suspending medium, E is 
the electric field, ∇ is the differential vector operator, ε*p 
and ε*m are the complex permittivities of the particle and 
medium respectively. 

Moreover, the results on conductivity of DMF and 
BMIM-OTf represent the solvent as the medium of conduc-
tivity. The minimum value conductivity of this work indi-
cates SWNT using DMF is 1.96 mS/m. Therefore, high of 
ionic liquids has an impact on conductivity because high 
salts usually give high conductivity [9] Particles in non-
aqueous media have a higher apperent conductivity and 
permittivity than those suspended in  aqueous media.  

The anion ionic liquids contribute to the polarizability of 
nanowire assemblies. This feature can be used to characterize 
the particles. The anions at the medium conductivity interface 
were in homogeneous environment [1]. The nanowires have 
been assembled between electrodes gap from their non-
aqueous solution via DEP. The mechanism causing field 
enhancement was assumed when electrode at the tips of 
growing leads to an increase the electric field applied. 

It can be hypothesized that the time taken for the imped-
ance to change is due to the collection of nanowires is in-
versely proportional to the force behaving on those tubes. 
Therefore, the reciprocal of the time constant indicate the 
magnitude of the force. Over a population of nanowires, the 
reciprocal of the time constant also indicates the relative 
population of subpopulation nanowires. 

VI. CONCLUSION 

In conclusion, the successful assembly of SWNT nanoma-
terial using DEP technique on the micro-tip electrode has 
been presented. Based on the experiment, the assembly of 
nanomaterial for performing dielectric spectroscopy mainly 
depends on the voltage, frequency and solution density. The 
dielectric characteristic of nanomaterial has been determined. 
In addition, it is possible to use DEP to manipulate nanowires 
across electrode gaps in non aqueous solutions of BMIM-
OTf. Impedance measurements of the nanowires have been 
characterized for SWNT. The ability of nanowires interacts 
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with DEP manipulation with real time measurement provides 
a technique for automated collection of nanowires. The time 
response and frequency applied are important because 
changes in ionic strength may lead to slow changes in the 
background signals. To accomplish this experiment in ionic 
liquids solvent is significant due to salt concentration in this 
range are typically needed for biomolecular recognition. 
Hence, the ability to perform dielectric properties in BMIM-
OTf solvent is expected to enable the development of new 
types of biomedical devices applications. 
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Abstract— Honey spectrum produced from Surface En-
hanced Raman Spectroscopy has to be passed through feature 
extraction process before pure honey can be recognised. This 
paper describes feature extraction of honey spectrum obtained 
from Surface Enhanced Raman Spectrometer using Principal 
Component Analysis. Honey was diluted in distilled water 
before the samples were passed through Surface Enhanced 
Raman Spectrometer to obtain honey spectrum. Baseline fil-
tering, smoothing and normalization were then performed to 
remove interferences and enhance the Raman spectrum. Prin-
cipal Component Analysis was carried out using three criteria; 
eigenvalue-one criterion, scree test, and cumulative variance to 
extract significant components in honey spectrum. Results 
obtained from the analysis show that Principal Component 
Analysis is able to reveal significant coefficients that reside in 
honey samples. 

Keywords— Pure honey, PCA, Raman Spectroscopy. 

I. INTRODUCTION  

Honey offers several health benefits such as provides 
energy, increases immunity, fights bacteria, heals cuts and 
burn and others. Because of these, most people prefer pure 
honey than adulterated honey. Adulteration in honey has 
become commonplace in the market today, therefore dis-
crimination between pure and impure honey is very impor-
tant [1]. Pure honey can be identified using Surface En-
hanced Raman Spectrometer (SERS), a technique that relies 
on inelastic scattering of monochromatic light to observe 
low-frequency modes [2]. 

SERS is well known for its use in medical researches 
such as cancer detection, bacteria detection and even virus 
detection. SERS provides amplification of Raman signal by 
a factor of10  to  10   when molecules bounded to the 
surface of noble metal (Au, Ag and Cu). This makes it ca-
pable of detecting biological molecules such as DNA, RNA 
and even pathogen [3]. 

Classification of pure honey requires feature extraction to 
be performed to produce inputs for the classifier. One of the 
popular feature extraction tehniques used is Principal 
component analysis (PCA).  It is a simple method that 
provides reduction of a complex data set to a lower 
dimension to reveal the sometimes hidden, simplified 
structures [4]. 

This paper describes feature extraction of honey 
spectrum using PCA based on three criteria; eigenvalue-one 
criterion, scree test, and cumulative variance. The honey 
spectrum was obtained using SERS and enhanced through 
filtering and normalization. 

II. METHODOLOGY 

Overall process of extracting honey features is shown in 
Figure 1. The process includes sample preparation, SERS 
analysis of honey, Raman spectrum of honey processing 
and PCA analysis. 

 

Fig. 1 Overall process of extracting honey features 

A. SERS Analysis of Honey 

Four samples of honey, labeled Honey A, Honey B, Ho-
ney C and Honey D, were used in this work. Before SERS 
analysis was carried out, a few samples were prepared. To 
obtain solute concentration, weight per weight (w/w) me-
thod shown in Equation (1) was used. 

 100%                (1) 

 
Where Wt  is percentage of weight, m is mass of solute 

and sis mass of solution. 
Distilled water (5% and 25% (w/w)) was used to dilute 

each sample of honey and to ensure fully diluted, the sam-
ples were left for two days. A blank gold slide was used to 
hold 10ml of each of the samples for analysis.  

SERS analysis was then performed to obtain the spec-
trum of the raw undiluted honey, diluted honey and glucose. 
The purposes are also to figure out its basic component and 
to determine the spectrum regions that contain the required 
information.The average gold slide spectrum was then com-
puted and used in baseline filtering. 

Sample 
Preparation

SERS 
Analysis of 
honey 

Raman 
Spectrum 
of Honey 
processing

PCA 
Analysis
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B. PCA Analysis of Honey Spectrum 

Before the honey spectrum can be analysed, high or low 
frequency interferences have to be removed. In this work, 
the spectrum of the blank glass slide and background was 
removed from the honey spectrum using baseline filtering. 
Smoothing was carried out using low pass filter to eliminate 
high frequency interferences. This was followed by norma-
lization to reduce the data size. 

After removing noise, PCA analysis was then performed 
on the honey spectrum using three criteria; eigenvalue-one 
criterion, scree test, and cumulative variance to obtain sig-
nificant features.  Using eigenvalue-one criterion, any 
components which have eigenvalue greater than 1 will be 
retained and interpreted. Values which are less than 1 will 
be discarded. Here, Equation (2) was used to calculate the 
eigenvalue. In the equation,    is commonly used to de-
scribe the multiplier in eigenvalue [5]. 

 1 ,, 2   (2) 

where ,  1  

  1          1  

   

 
The SCREE test is a method of displaying the eigenva-

lues on a graph for the purpose of finding  a “break” be-
tween components that have large or small eigenvalue [6]. It 
retains the components that appear before the break and 
does not retain the one that appear after the break. The third 
criterion which is proportion variance, is used to keep com-
ponents that contain 5% to 10% of the total variance. The 
proportion variance, Pvwas calculated using Equation (4).  

                        (4) 

 

where the total eigenvalues of the correlation matrix re-
fers to the total number of variable analyzed [6]. 

III. RESULTS AND DISCUSSION 

A. Eigenvalue-One-Criterion 

Table 1 to Table 4 shows the eigenvalue for each honey 
sample. For all samples, coefficients 1 to 9 produce 
eigenvalue which is greater than 1, which indicates they are 
significant data. 

 

Table 1 Eigenvalue of Honey A sample 

Coefficient Eigenvalue Difference Proportion Cumulative 
1 15.212

3 
7.9625 0.3381 33.8096 

2 7.2505 2.9940 0.1611 49.9233 
3 4.2565 0.4918 0.0946 59.3831 
4 3.7647 0.4126 0.0837 67.7499 
5 3.3521 0.3673 0.0745 75.1998 
6 2.9848 0.1025 0.0663 81.8333 
7 2.8824 0.1446 0.0641 88.2392 
8 2.7378 0.1836 0.0608 94.3236 
9 2.5541 0 0.0568 100 
10 0 0 0 100 

Total 44.995
9 

12.6588 1 750.4618 

Table 2 Eigenvalue of Honey B sample 

Coefficient Eigenvalue Difference Proportion Cumulative 
1 6.7829 4.1416 0.3446 34.4607 
2 2.6413 0.7326 0.1342 47.8801 
3 1.9087 0.1714 0.0969 57.5774 
4 1.7373 0.0941 0.0883 66.4037 
5 1.6432 0.1345 0.0835 74.7519 
6 1.5087 0.2199 0.0767 82.4170 
7 1.2889 0.1299 0.0655 88.9652 
8 1.1590 0.1460 0.0589 94.8534 
9 1.0130 0 0.0515 100 
10 0 0 0 100 
Total 19.6830 5.7699 1 747.3094 

 

Table 3 Eigenvalue of Honey C sample 

Coeffcient Eigenvalue Difference Proportion Cumulative 
1 92.8266 83.1552 0.7415 74.1537 
2 9.6713 5.3474 0.0773 81.8796 
3 4.3240 0.2168 0.0345 85.3337 
4 4.1072 0.6031 0.0328 88.6147 
5 3.5041 0.2896 0.0280 91.4140 
6 3.2145 0.3025 0.0257 93.9819 
7 2.9120 0.4190 0.0232 96.3081 
8 2.4930 0.3646 0.0199 98.2997 
9 2.1285 0 0.0170 100 
10 0 0 0 100 

Total 125.1813 90.6981 1 909.9855 
 

Table 4 Eigenvalue of Honey D sample 

Coeficient Eigenvalue Difference Proportion Cumulative 
1 7.43451 2.6434 0.2816 28.1597 
2 4.7911 1.8970 0.1815 46.3070 
3 2.8941 0.1533 0.1097 57.2689 
4 2.7408 0.5815 0.1038 67.6501 
5 2.1593 0.1012 0.0818 75.8288 
6 2.0581 0.4534 0.0780 83.6241 
7 1.6047 0.1604 0.0608 89.7021 
8 1.4442 0.1697 0.0547 95.1725 
9 1.2745 0 0.0483 100 
10 0 0 0 100 

Total 26.4012 6.1600 1 743.7130 
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Abstract— Hypertrophic cardiomyopathy (HCM) is a ge-

netic disease that leads to left ventricle (LV) hypertrophy with

or without the presence of LV outflow tract obstruction. The

aim of this study was to assess endocardial and epicardial

strains based on cardiac magnetic resonance (CMR) images

for control subjects and patients with and without obstruc-

tion. CMR scans were performed for 19 control subjects and

19 HCM patients. Endocardial and epicardial contours were

delineated in cine two-, three-, and four-chamber MR images

by CMRtools. Endocardial (resp. epicardial) length at end-

diastole LED,endo (resp. LED,epi) and end-systole LES,endo (resp.

LES,epi) were calculated and endocardial and epicardial strains

were defined as Sendo = | ln(LES,endo/LED,endo)| ×100% and Sepi =

| ln(LES,epi/LED,epi)|×100%, respectively. Sendo and Sendo were sig-

nificantly different between control and HCM patients (both P<
0.05) except three-chamber Sendo, and they were significantly

smaller for obstructive HCM patients compared with control.

Moreover, ROC analysis found that 3-dimensional average epi-

cardial strain > 17.2% had the best sensitivity 94.7% and 94.7%
accuracy to differentiate HCM from normal subjects (AUC =

0.972), and 3-dimensional average endocardial strain > 18.8%
had the best sensitivity 76.9% and 100% accuracy to differenti-

ate HCM with and without obstruction (AUC = 0.859). There-

fore, 3-dimensional endocardial and epicardial strains may be

useful in triage and management of HCM patients with and

without obstruction.

Keywords— Ventricular strain, hypertrophic cardiomyopa-

thy, magnetic resonance imaging

I. Introduction

Hypertrophic cardiomyopathy (HCM) is the most genetic
cardiovascular disease [1, 2], and the estimated prevalence
in the general adult population with phenotypic evidence of
HCM is 1:500 [3,4]. Sudden death is the most common cause
of death in HCM and occurs more often in young asymp-
tomatic or only mildly symptomatic patients. HCM is a ge-
netic disease that leads to hypertrophy of the left ventricle
(LV) with or without the presence of LV outflow tract (LVOT)

obstruction. The clinical presentation as well as degree of
obstruction may vary depending on the location and extent
of hypertrophy within the heart as well as the presence of
other abnormalities such as mitral regurgitation, myocardial
ischemia, and diastolic dysfunction.

The presence of systolic anterior motion (SAM) of the mi-
tral valve may lead to dynamic LVOT obstruction due to im-
pingement of the mitral valve leaflets upon the hypertrophied
basal septum. In all patients with hypertrophic cardiomyopa-
thy, although altered diastolic filling is evident, it is the high
contraction load imposed by the obstruction that significantly
worsens ventricular filling and relaxation [5]. Moreover, ob-
struction is associated with distortion of the mitral valve ap-
paratus, and this results in secondary mitral regurgitation,
and further elevates left atrial pressure, and substantially con-
tributes to severe symptoms of dyspnea [6].

Doppler echocardiographic findings of a late-peaking,
high-velocity signal from the LVOT have been considered to
be an accurate method to measure the LVOT severity. How-
ever, it requires skilled expertise to measure the outflow tract
obstruction. Cardiac magnetic resonance (CMR) imaging is
the best imaging choice for assessing the LV morphology and
function, such as regional curvedness, wall stress and area
strain [7–10]. It has proven to be an important tool for the
evaluation of patients suspected of having HCM, because it
can readily diagnose those with phenotypic expression of the
disorder and can potentially identify the subset of patients at
risk of sudden cardiac death [1]. This study aims to develop
an easy and useful marker associated with HCM patients with
obstruction based on CMR images in two-, three-, and four-
chamber views.

II. Methods

A. Subjects

In this study, 19 control subjects and 19 HCM patients (13
patients without obstruction and 6 patients with obstruction)
were prospectively enrolled at the Department of Cardiology
at the National Heart Centre Singapore. The study protocol
was approved by the Institutional Review Board. All subjects
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were recruited without consideration of gender or ethnicity,
and gave informed consent. None of control subjects had any
of the following: 1) significant valvular or congenital car-
diac disease, 2) history of myocardial infarction, 3) coronary
artery lesions, or 4) abnormal LV pressure, end-diastolic vol-
ume or ejection fraction. Demographics data were collected
at the time of scan.

B. MRI scans and data processing

All subjects underwent MRI scanning, which was per-
formed by using steady-state free precession (SSFP) cine gra-
dient echo sequences. The subjects were imaged on a 1.5T
Siemens scanner (Avanto, Siemens Medical Solutions, Er-
langen, Germany). Some preliminary short-axis acquisitions
were used to locate the plane passing through the mitral and
aortic valves. The following planes (ventricular two-, three-
and four- chamber and short-axis planes with 12-14 equidis-
tant slices covering both ventricles) were acquired. Each slice
was acquired in a single breath hold, with 25 temporal phases
per heart cycle. Fig. 1 depicted the sampled segmented true-
FISP two-dimensional cine MR images of two- (first col-

Figure 1: Sampled segmented trueFISP two-dimensional cine MR images
cine MR images of two- (first column), three- (second column) and

four-chamber (last column) at end-diastole (ED) phase in a 50 years old
healthy male subject (top row), 65 years old female HCM patient without

obstruction (middle row) and a 48 years old male HCM patient with
obstruction.

Figure 2: Left: segmented endocardium and epicardium of two-dimensional
cine MR image at end-diastolic phase; Right: discrete contours of

endocardium and epicardium output from MATLAB.

umn), three- (second column) and four-chamber (last col-
umn) at end-diastole (ED) phase in a 50 years old healthy
male subject (top row), 65 years old female HCM patient
without obstruction (middle row) and a 48 years old male
HCM patient with obstruction.

The MRI data were processed by using CMRtools (CVIS,
London, UK). We observed that CMRtools would automat-
ically use a straight line to connect the starting and ending
points, if the delineated curve was not closed. Therefore, in
order to properly compare the endocardium and epicardium
surfaces, we delineated their contours separately, as shown
on the left of Fig. 2 for two-dimensional cine three-chamber
view, and the corresponding contour output in MATLAB was
given on the right. The endocardial length was the contour
path from one valve to the other valve, similar for the epicar-
dial length.

C. Endocardial and epicardial strains

We defined the endocardial and epicardial strains as fol-
lows:

S endo =

∣∣∣∣∣∣ln
(

LES,endo

LED,endo

)∣∣∣∣∣∣×100%; S epi =

∣∣∣∣∣∣ln
(

LES,epi

LED,epi

)∣∣∣∣∣∣×100%,

where LED,endo (resp. LED,epi) was the length of endocardium
(resp. epicardium) contour from one valve to the other valve
at ED phase; and similarly for LES,endo and LES,epi. This for-
mula was applied to cine two-, three- and four-chamber, re-
spectively.

D. Statistical analysis

All statistical analysis was performed using SPSS Soft-
ware. All continuous variables were presented as mean ±
standard deviation (SD), while categorical data were pre-
sented as frequencies in terms of percentage. Statistical sig-
nificance of differences between three or more groups was
investigated by one-way analysis of variance (ANOVA) with
a post hoc Bonferroni correction. A value of P < 0.05 was
considered statistically significant.

III. Results and discussion

The demographics of control and HCM patient with and
without obstruction groups was tabulated in Table 1. Both
HCM groups had normal diastolic and systolic blood pres-
sure, but LV end-diastolic volume (LVEDV) index became
higher in patients with obstruction, and LV end-systolic vol-
ume (LVESV) index was smaller in patients without obstruc-
tion, although not significantly. Furthermore, HCM patients
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with obstruction had significantly higher LV mass index than
control group and patients without obstruction (P < 0.05).

A. Comparison of length and strain

Endocardial and epicardial lengths and strains of two-,
three-, and four-chamber at ED and ES phases for 19 nor-
mal subjects and two HCM patients groups were calculated,
and tabulated in Table 2, together with 3-dimensional lengths
and strains (average of two-, three-, and four-chamber). We
can see that HCM patients with obstruction had longer en-
docardium and epicardium at ES than normal subjects in
three-, and four-chamber views (P < 0.05), and four-chamber
ES epicardium was significantly longer than HCM patients
without obstruction. For endocardial and epicardial strains,
control group was significant higher than both HCM patient
groups (P < 0.05), and global endocardial strain (average en-
docardial strain in two-, three- and four-chamber views) for
patients with obstruction was significantly lower than control
and patients without obstruction.

Table 1: Demographics of control subjects and HCM patients with and
without obstruction.

Variables Control HCM without
obstruction

HCM with
obstruction

P
value

(n =19) (n = 13) (n = 6)

Age, yr 53 ± 11 52 ± 13 47 ± 15 0.582
Gender,

Male/Female

12/7 3/10 4/2 0.056

Weight, kg 67 ± 14 62 ± 14# 84 ± 24# 0.026
Height, cm 163 ± 11 160 ± 11 167 ± 13 0.404
Body surface

area, m2
1.72 ± 0.24 1.66 ± 0.22 1.97 ± 0.35 0.060

Diastolic blood

pressure,

mmHg

74 ± 8 71 ± 14 76 ± 10 0.572

Systolic blood

pressure,

mmHg

129 ± 17 133 ± 20 130 ± 28 0.862

LVEDV index,

ml/m2
73 ± 12 73 ± 12 86 ± 18 0.104

LVESV index,

ml/m2
24 ± 8 19 ± 7 29 ± 13 0.068

LV ejection

fraction, %
67 ± 6 74 ± 8 67 ± 10 0.046

LV mass index,

g/m2
54 ± 10 88 ± 23∗# 129 ± 64∗# <0.001

Note: Data are expressed as mean ± SD or as number (percentage). HCM
= hypertrophic cardiomyopathy; LVEDV = left ventricle end diastolic

volume; LVESV = left ventricle end systolic volume; LV = left ventricle.
∗there is a significant difference between control group and HCM patients

with and without obstruction; #there is a significant difference between
HCM patients with and without obstruction.

B. Differentiating HCM vs Normal

LV ejection fraction was one of the indices to differen-
tiate patients from normal. In Fig. 3(a), we plotted receiver

Table 2: Length and strains for controls and HCM patients with and without
obstruction.

Variables Control HCM without
obstruction

HCM with
obstruction

P
value

(n =19) (n = 13) (n = 6)

Two-chamber

ED endocardium
length, mm

132.1 ± 37.3 119.2 ± 12.0 130.5 ± 23.9 0.459

ED epicardium
length, mm

139.6 ± 38.0 126.1 ± 12.9 143.3 ± 26.8 0.373

ES endocardium
length, mm

101.4 ± 29.4 97.1 ± 12.6 110.5 ± 22.5 0.529

ES epicardium
length, mm

113.3 ± 32.1 110.6 ± 11.5 129.3 ± 26.4 0.332

Sendo 2ch, % 26.6 ± 5.3 20.8 ± 5.3∗ 16.9 ± 3.7∗ <0.001
Sepi 2ch, % 21.2 ± 4.0 13.2 ± 3.4∗ 10.5 ± 4.2∗ <0.001

Three-chamber

ED endocardium
length, mm

121.4 ± 16.2 121.7 ± 11.7 133.2 ± 17.9 0.234

ED epicardium
length, mm

127.1 ± 17.6 126.4 ± 13.6 140.6 ± 25.8 0.233

ES endocardium
length, mm

97.8 ± 14.0 101.2 ± 10.1 105.5 ± 17.7∗ 0.028

ES epicardium
length, mm

104.1 ± 13.5 110.8 ± 13.2 126.7 ± 28.3∗ 0.020

Sendo 3ch, % 21.7 ± 4.4 18.5 ± 4.9 14.5 ± 4.2∗ 0.005
Sepi 3ch, % 19.9 ± 5.4 13.2 ± 3.3∗ 11.1 ± 4.5∗ <0.001

Four-chamber

ED endocardium
length, mm

123.8 ± 15.3 119.5 ± 11.1 134.1 ± 16.3 0.127

ED epicardium
length, mm

129.9 ± 16.9 127.5 ± 11.2 146.0 ± 24.1 0. 077

ES endocardium
length, mm

95.5 ± 13.3 99.0 ± 9.1 116.1 ± 19.4∗ 0. 007

ES epicardium
length, mm

103.5 ± 14.0 111.6 ± 12.9# 130.9 ± 27.0∗# 0.004

Sendo 4ch, % 26.2± 4.4 19.8 ± 4.7∗ 15.0 ± 7.6∗ <0.001
Sepi 4ch, % 22.7 ± 3.0 13.6 ± 5.8∗ 11.6 ± 5.4∗ <0.001

Mean

ED endocardium
length, mm

125.8 ± 16.4 120.2 ± 10.7 132.61 ± 18.8 0.246

ED epicardium
length, mm

132.2 ± 17.5 126.7 ± 11.6 143.27 ± 24.8 0. 158

ES endocardium
length, mm

98.2 ± 13.5 98.8 ± 9.3 114.0 ± 19.0∗ 0. 040

ES epicardium
length, mm

107.0 ± 14.7 111.0 ± 11.8 129.0 ± 26.6∗ 0.022

Global Sendo, % 24.8 ± 3.0 19.7 ± 2.7∗# 15.5 ± 4.4∗# <0.001
Global Sepi, % 21.3 ± 3.0 13.3 ± 3.7∗ 11.1 ± 4.1∗ <0.001

Data are expressed as mean ± SD. HCM = hypertrophic cardiomyopathy;
ED = end-diastole; ES = end-systole; Sendo = strain of endocardium and

Sepi = strain of epicardium. ∗there is a significant difference between
control group and HCM patients with and without obstruction; #there is a
significant difference between HCM patients with and without obstruction.
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(a) Control and HCM groups (b) HCM and HOCM

Figure 3: (a): Receiver operating characteristic (ROC) curves for LVEF,
Sendo 2ch, Sepi 2ch, Sendo 3ch, Sepi 3ch, Sendo 4ch, Sepi 4ch, mean of
endocardium strain (Global Sendo) and mean of epicardium strain (Global
Sepi). The areas under ROC curve are 0.623, 0.834, 0.975, 0.773, 0.898,
0.859, 0.953, 0.939 and 0.972 for each of these parameters, respectively.

(b): ROC curves for Sendo 2ch, Sepi 2ch, Sendo 3ch, Sepi 3ch,
Sendo 4ch, Sepi 4ch, Global Sendo and Global Sepi. The areas under ROC
curve are 0.718, 0.679, 0.769, 0.590, 0.718, 0.628, 0.859 and 0.603 for each

of these parameters, respectively. HCM = hypertrophy cardiomyopathy;
HOCM = hypertrophic cardiomyopathy with obstruction.

operating characteristic (ROC) curves for LVEF, Sendo 2ch,
Sepi 2ch, Sendo 3ch, Sepi 3ch, Sendo 4ch, Sepi 4ch, mean
of endocardial strain (Global Sendo) and mean of epicardial
strain (Global Sepi). The areas under ROC curve were 0.623,
0.834, 0.975, 0.773, 0.898, 0.859, 0.953, 0.939 and 0.972 for
each of these parameters, respectively. Global Sepi > 17.15%
had the best sensitivity 94.7% and 94.7% accuracy to differ-
entiate HCM from normal subjects (AUC = 0.972).

C. Differentiating HCM with and without obstruction

Receiver operating characteristic (ROC) curves for
Sendo 2ch, Sepi 2ch, Sendo 3ch, Sepi 3ch, Sendo 4ch,
Sepi 4ch, Global Sendo and Global Sepi were plotted in Fig.
3(b). The areas under ROC curve were 0.718, 0.679, 0.769,
0.590, 0.718, 0.628, 0.859 and 0.603 for each of these pa-
rameters, respectively. Global Sendo > 18.80% had the best
sensitivity 76.9% and 100% accuracy to differentiate HCM
patients with and without obstruction (AUC = 0.859).

IV. Conclusion

In this study, we found that HCM patients with obstruc-
tion had significantly lower endocardial and epicardial strains
compared with control subjects. 3-dimensional epicardial
strain had the best sensitivity 94.7% and 94.7% accuracy to
differentiate HCM from normal subjects, and 3-dimensional
endocardial strain had the best sensitivity 76.9% and 100%

accuracy to differentiate HCM with and without obstruction.
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Abstract— Magnesium (Mg) alloys have been used for stent 
application since decade ago due to its biocompatibility. How-
ever, in chloride-abundant environment like human body, the 
degradation is considered too rapid. Alloying is one of options 
to reduce its rapid corrosion rate. Zinc (Zn) and Calcium (Ca) 
were chosen as alloying elements regarding their biocompati-
bility to human body, reduction in the corrosion rate and im-
provement on the grain size. The microstructures of three 
alloys Mg-1.0Zn-xCa (x=0.0, 1.0, 2.0wt%) were studied by 
field-emission scanning electron microscopy (FESEM). Surface 
morphological analyses exhibited that the presence of Ca led to 
the uniformity and the formation second phase, reduction of 
grain size and the boundary more visible. 

Keywords— microstructure, morphology, stent, magnesium 
stent, cardiovascular disease. 

I. INTRODUCTION 

Cardiovascular disease (CVD) has been marked as first-
rank killer in the world. The cause of CVD is blockage in 
the lumen on blood vessels by fat deposition. Depending on 
the stage of blockage, there are many kind of treatments for 
CVD. At early stage, changing lifestyle would be sufficient, 
but at final stage, the vessels have a risk to rupture. Stent 
implantation is one of the treatments [1–3].  

Stent is a tubular shape device inserted by surgeon using 
balloon catheter to open up and hold up the vessel. An im-
planted stent is required to last for 6-12 months to enable 
vessel healing [3]. After that time, the presence of a stent in 
the blood vessel does not provide any more benefit. Another 
surgery is required to remove permanent metallic stents 
after healing, resulting in additional risk to the patient and 
incurring additional cost. The implanted stent could cause 
long term vessel wall dysfunction, blood clotting and an 
inability to adapt to vessel growth, necessitating further 
surgery [4].  

These considerations led to the interest in the develop-
ment of biodegradable metallic stents. Biodegradable stents 
can maintain the integrity of the artery wall during the heal-
ing process and then dissolve in the body fluid without any 

surgery is required after the artery wall heals [5]. These 
stents provide temporary vessel opening until the vessel 
remodeling is complete, the stent in turn will dissolve and 
disappear. Biodegradable stents have mechanical strengths 
similar to those of permanent implants, making them able to 
maintain the integrity of the artery wall during the healing 
process [4–8]. 

Magnesium (Mg) alloys have good biocompatibility and 
biodegradability in physiological environment. Therefore, 
Mg alloys have been used widely as implant, especially in 
bone and stent application. Furthermore, the alloys also 
exhibit good tensile strength and Young’s modulus such 
that it could be used to open up weakened and narrowed 
arteries. Based on their mechanical strengths, Mg are suita-
ble for stent application. However, rapid degradation of 
most Mg alloys limits its capability and function [1], [9–10] 
(Shaw, 2003). 

Zinc (Zn) has been used in Mg-xZn system. This alloy-
ing element would improve the corrosion resistance of Mg. 
The maximum improvement is the alloy with 1.0 wt% Zn 
content. Further addition of Zn will decrease the corrosion 
resistance [11–13] 

On the other hand, calcium (Ca) has no effect directly on 
corrosion resistance. But the presence of Ca would improve 
grain size refinement. The Mg alloy becomes more compact 
and it would reduce the access of water in contact with Mg [14]. 

Three essential elements could be used together as an al-
loy; Mg used as based metal and Ca and Zn as alloying 
elements. Mg-Ca-Zn is assumed to having great potential 
applicability as cardiovascular stent material. It has been 
tested as bone implant materials in certain Mg-Zn-Ca com-
positions, but application for stent has not been pursued yet 
due to vast possible compositional ranges [15]. 

II. MATERIALS AND METHODS 

A. Materials and Processing 

The studied alloys were Mg–1.0Zn–0.0Ca, Mg–1.0Zn–
1.0Ca, and Mg–1.0Zn–2.0Ca (in wt%) alloys as prepared by 
using high purity 99.99 wt% Mg, high purity 99.99 wt% Zn, 
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high purity 99.99 wt% Ca. The respective alloys were 
heated at 750oC under argon flow with dwelling time 2 
hours inside a horizontal tube furnace. 

B. Microstructural Characterization and Chemical 
Analyses 

Three samples of the alloy, Mg-1.0Zn, Mg-1.0Zn-1.0Ca 
and Mg-1.0Zn-2.0Cawere ground with SiC emery paper up 
to 1200 grits and finely polished with 0.5 µm diamond paste 
for microstructure observation. Then they were etched by 
using acetic-picral as etching solution. The samples was 
analyzed by using Field-Emission Scanning Electron Mi-
croscope (FESEM) with energy dispersive x-ray spectros-
copy (EDS) capability. The images were captured at 500x 
magnification and gathered to analyze in terms of their 
morphologies. Three spots area in Mg-1.0Zn, Mg-1.0Zn-
1.0Ca, and Mg-1.0Zn-1.0Ca, respectively, was analyzed by 
EDS. These spots was represent three different are on the 
captured images. 

III. RESULTS AND DISCUSSION 

The microstructures of the Mg-1.0Zn consist of α-Mg 
phase. The image of Mg-1.0Zn shows no distinct grain boun-
daries in the alloy, as shown in Figure 1(a). Zhang [16], 
stated that maximum Zn solubility limit in Mg is 2%. Below 
2%, Zn was solid solution in Mg matrix. It was confirmed by 
EDS results that highest content of Zn was in Mg matrix 
(grey area) as shown in Figure 2(a) and Table 1. Chemical 
composition in the dark area was oxide 13.4 wt% and Zn 0.4  
wt%. Three spots in Figure 2 (a), (b), and (c) prove that Zn is 
distributed almost evenly on the matrix of Mg.  

 
 

 

On the other hand, Mg-1.0Zn-1.0Ca image has distinc-
tive grain boundary phase, as shown in Figure 1(b). Ca ad-
dition on the alloy makes the boundary phase more visible. 
It was confirm by EDS that on the boundary it has higher 
Ca content than in the inner grain. In Mg-1.0Zn-2.0Ca, the 
grain size are relatively smaller and the inter-dendrite phase 
more visible, as shown in Figure 1(c). In Mg-1.0Zn the 
second phase was in the form polygonal particles and then 
in the Mg-1.0Zn-1.0Ca it changed to smaller round par-
ticles. Finally in Mg-1.0Zn-2.0Ca, the second phase was 
appeared as lamellar structures. 

IV. CONCLUSIONS 

The presence of Ca on Mg-1.0Zn-xCa alloy led to the 
presence of the second phase. On the other hand, the Ca also 
induced the formation of more grain boundaries and refined 
the grain size. Grain refinement could leads to improvement 
in mechanical properties of the alloy. The effect of grain 
refinement to corrosion rate was not investigated. However, 
presumably refined microstructures could lower sub-lattice 
strain and might lead to corrosion rate decrement. 
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Fig. 1 FESEM image of (a) Mg-1.0Zn, (b) Mg-1.0Zn-1.0Ca, (c) Mg-1.0Zn-2.0Ca 
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Fig. 2 Element Analyses of (a) Mg-1.0Zn, (b) Mg-1.0Zn-1.0Ca, (c) Mg-1.0Zn-2.0Ca 

Table 1 Element Analyses of Mg-1.0Zn, Mg-1.0Zn-1.0Ca, and Mg-1.0Zn-2.0Ca 

Elements Symbol 
Percentage wt% 

aMg-1.0Zn bMg-1.0Zn-1.0Ca cMg-1.0Zn-2.0Ca 
1 2 3 1 2 3 1 2 3 

Magnesium Mg 79.5 74.8 81.3 65.0 84.3 96.6 64.9 93.6 78.2 
Zinc Zn 0.6 0.5 0.4 18.9 0.6 0.9 22.8 1.2 2.5 

Calcium Ca 0 0 0 4.5 0.2 1.3 4.5 0.4 8.1 
Oxygen O 18.6 21.9 13.4 11.5 13.8 0 7.7 3.9 11.3 

a, b, c Each composition associated with the numbered spot on Figure 2. 
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Abstract— Currently, effective glycaemic control protocols 
consume significant nursing time, which may be unsustainable 
as the number of patients requiring control increases with 
increasing rates of diabetes. This paper investigates the safety 
and efficacy of basal insulin therapy as a means to reduce 
nurse workload associated with glycaemic control in intensive 
care patients with stress hyperglycaemia. Validated virtual 
trial simulations (N = 40 patients) of a successful glycaemic 
control protocol (SPRINT) using 1-2 hourly interventions and 
a modified version using 4 hour interventions augmented with 
basal insulin therapy using Glargine. An additional model was 
used to capture the kinetics of Glargine. Workload was as-
sessed by counting the total number of interventions (BG 
measurements, changes to insulin and nutrition rates) per day. 
Glycaemic performance was assessed by time in the target 
band (4.4-7.0 mmol/L) and number of severe hypoglycaemic 
episodes (BG<2.2 mmol/L). Workload reduction is around 
30% (p<0.001) due to basal insulin therapy. Glycaemic control 
performance was slightly reduced from 86% to 80% (p=0.006) 
time in the target band using basal insulin therapy and 4 
hourly interventions. However, safety was maintained with 0 
incidence hypoglycaemia. Basal insulin therapy enables gly-
caemic control protocols with reduced intervention frequency 
while maintaining performance and safety. Reduced interven-
tion frequency directly translates into reduced nurse workload 
associated with glycaemic control. 

Keywords— Nursing effort, Glycaemic control, Model-based 
Protocol, Glargine. 

I. INTRODUCTION 

Stress-induced hyperglycaemia is relatively common in 
the critically ill and may occur in patients without any prior 
history of diabetes [1-3]. Studies have shown that control-
ling glycaemia to normal levels can reduce mortality and 
morbidity in the intensive care unit (ICU) [4-6]. With the 
prevalence of diabetes increasing rapidly [7], the clinical 
burden of implementing glycaemic control in the ICU could 
become unsustainable with current methods.  

Successful tight glycaemic control (TGC) protocols for 
critical care have typically relied on average blood glucose 
(BG) measurement intervals of 1-2 hours, to avoid the  
risk of hypoglycaemia [6,8]. However, measurements and 

interventions at this frequency can consume significant nurse 
workload [9-11]. Gartemann et al. reported that TGC activities 
consumed 7.1% (42 mins) of nurse work time during a 12-hour 
shift [10]. With an increasing number of patients entering the 
ICU with impaired glucose tolerance, strategies to reduce the 
nurse workload associated with TGC are essential.  

One potential method for reducing nurse workload asso-
ciated with glycaemic control is to treat ICU patients with 
hyperglycaemia more like ambulatory diabetics and use 
basal insulin therapy. Our hypothesis is that with long-
acting basal insulin, patient glycaemia will be more stable 
and require fewer changes to infused insulin rates and en-
teral/parenteral nutrition rate. The validity of this hypothesis 
can be effectively tested and potential protocols refined in 
simulation prior to a clinical pilot trial.  

This paper presents an in-silico proof of concept study 
investigating the efficacy and safety of basal insulin therapy 
with Glargine for reducing nurse workload associated with 
glycaemic control. Simulations are conducted using a vali-
dated virtual trial method [12,13] coupled with a 4-
compartment model of Glargine [14] to accurately capture 
the insulin kinetics. The paper-based SPRINT glycaemic 
control protocol [4] is tested, where 4-hourly interventions 
are used in conjunction with basal insulin therapy, rather 
than the standard 1-2 hours. 

II. METHODOLOGY 

The virtual trial method used in this study relies on a 
physiological model of the glucose-insulin system and real 
patient data. The model used for this study is that of Lin et 
al. [15]. For simulation of the behaviour of subcutaneous 
insulin, an additional model is required and the model of 
Wong et al. [14] is used. 

Retrospective data from 40 patients in ICU from Inten-
sive Care Unit, Christchurch Hospital totaling 8100 hours 
were used for this study. These patients all had more than 8 
hours of 2U of insulin per hour and insulin sensitivity pro-
files with a low variability, to mimic the type of patient who 
might benefit from basal insulin therapy. Table 1 shows the 
median and interquartile range (IQR) of age, APACHE II 
score and length of stay (LOS). Patient cohorts were divided 
into three categories of LOS which were less than 5 days, 5 
to 10 days and more than 10 days.   
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Table 1 Patient Demographic 

              Demographic Median [IQR] 

Patient (n) 
Age (years old) 

40 
59 [44 71] 

Gender (female:male) 19:21 
APACHE II score 19 [17 27] 
Length of stay (LOS) in days 6 [4 11] 

 
The patient’s time-varying insulin sensitivity metric (SI) 

was fitted to the actual clinical data using an integral fitting 
method [16].  The resulting time varying SI profiles 
represent time-varying metabolic status for individual pa-
tients. Testing new interventions with this profile, in simula-
tion, provides new outputs. Thus, the profile of SI can be 
used to create “virtual patients” for testing insulin protocols. 

The modified protocol called 4-Hour protocol was simu-
lated and compared with actual clinical data of patients 
receiving intensive insulin therapy under SPRINT protocol. 
The frequency of BG measurements, changes in feed rates 
and intravenous (IV) insulin boluses are governed by the 
SPRINT protocol. SPRINT requires current and previous 
blood glucose measurements, the amount of previous hour 
IV insulin bolus and nutrition given in the previous hour, all 
to determine nutrition and insulin bolus for the next interval. 
In 4-Hour protocol, instead of 2-hourly BG measurement 
when patient is stable, BG measurement frequency is re-
duced to 4-hourly. Patient is categorized as stable with 3 
consecutive measurements within 4.0-6.1mmol/L. The rec-
ommended insulin bolus from SPRINT controller is also 
reduced by 1 unit. As SPRINT operates on the basis of es-
timating patient’s apparent insulin sensitivity, the protocol 
is still applicable with a background infusion.  Virtual trials 
are performed using updated SPRINT with daily dose of 
glargine.  

In this newly simulated protocol, the dosing frequency of 
Glargine is once per 24 hours. The first dose is given at 12 
hours after ICU admission. The size of initial Glargine bo-
lus is the sum of SPRINT boluses administered during the 
previous 12 hours. The following Glargine is calculated as 
being half of the total daily insulin (IV boluses+Glargine) 
from the previous day. Each Glargine bolus is capped at 40 
U/daily for patient safety. 

Safety and performance of the protocols are evaluated by 
number of hypoglycaemic events (BG < 4.0 mmol/L), me-
dian and IQR of BG measurements level, percentage time 
spent in desired band (4.4-7.0 mmol/L), amount of insulin 
prescribed (IV boluses+Glargine), amount of nutrition given 
and nursing workload intensity based on number of inter-
ventions. Specifically, interventions that involved measur-
ing BG levels, adjusting feed rates, administering SPRINT 
IV and Glargine bolus.    

III. RESULTS 

Figure 1 shows a cumulative distribution frequency 
(CDF) comparison between two protocols. The 4-Hour 
protocol is indicated with solid line while SPRINT clinical 
with dashed line. Analysis by cohort depicts an almost simi-
lar performance in terms of BG control between the two 
protocols.  

  

Fig. 1 Cumulative distribution function of BG measurement levels by 
cohort analysis for SPRINT clinical and 4-Hour protocol. 

 

Fig. 2 Per Patient  BG measurement levels of SPRINT Clinical and simu-
lated 4-Hour protocol. 

For a closer look at the effectiveness of protocols indivi-
dually, Figure 2 depicts the per-patient BG measurements 
simulated for 4-Hour protocol and actual records from 
SPRINT clinical.  Differences in tightness of control can be  
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seen between SPRINT clinical and 4-Hour protocol. 
SPRINT shows a tighter control with more than 80% of 
patients having BG measurement levels under 7.0mmol/L. 
This is closely followed by the 4-Hour protocol at around 
70% patients with BG levels under 7.0mmol/L. More im-
portantly, per-patient variability is not an issue with just a 
minimal number of outliers. 

Table 2 shows median and [IQR] of BG [mmol/L], insu-
lin sensitivity (SI) [mU.min/L], time band within 4.4-7.0 
(mmol/L) [%], amount of insulin bolus (IV) [U/day], num-
ber of intervention [N/day] for nursing workload and feed 
(nutrition intake) daily [mmol/min] for SPRINT clinical and 
4-Hour protocol. The p-value for each assessment is in-
cluded in the table. 

Table 2 Comparison of Simulated 4-Hour protocol and SPRINT Clinical. 

Median & 
IQR 

SPRINT 
Clinical 

4-Hour 
Protocol 

P-value (significant 
when <0.05) 

BG [mmol/L] 
  5.33 
[4.96 5.67] 

  5.39 
[4.99 5.89] 

p=0.035 

IV [U/day] 
 46.47 
[39.52 51.12] 

  32.45 
[28.77 40.87] 

p<0.001 

Intervention [N] 
 39.15 
[37.14 40.74] 

  27.25 
[ 26.32 
28.50] 

p<0.001 

TimeBand [%] 
   86.80 
[77.99 91.57] 

  80.77 
[72.86 85.49] 

p=0.006 

Feed 
[mmol/min] 

  0.87 
[0.87 1.09] 

  0.87 
[0.79 0.87] 

Not significant 

 
 

 
(a)                          (b) 

Fig. 3 Cohorts intervention boxplot (a) 4-Hour protocol (b) SPRINT  
Clinical 

Figure 3 is the box plot and whisker comparison for the 
4-Hour and SPRINT clinical. Number of interventions was  
 

compared to LOS less than 5 days, 5 to 10 days and more 
than 10 days. This is done to assess if there is a relationship 
between nursing effort and LOS.  

IV. DISCUSSION 

The virtual trial results of a combination and modified 
protocol referred to as 4-Hour protocol demonstrated a safe 
and promising protocol. An almost similar control both by 
cohort and per-patient analysis is achieved by the 4-Hour 
protocol as compared to SPRINT clinical. Significant clini-
cal effort reduction is obtained with good performance in 
control quality and patient safety. Median BG measurement 
level, percentage within desired time-band (4.4-7.0mmol/L) 
and avoidance of hypoglycaemia achieved control as good 
as in SPRINT clinical. Feed rate in both protocols are simi-
lar with difference in upper and lower quartile. Interven-
tions daily in SPRINT clinical are at 39.15 [37.14, 40.74] 
compared to 27.25[26.32, 28.50] in 4-Hour protocol. This 
reduction of around 12 daily interventions is meaningful 
once translated to minutes or hours saved. A study showed 
that for every hour nurses need to locate a glucose metre, 
perform a finger stick, record and adjust readings and per-
form appropriate rate adjustments which take around 5 mi-
nutes per patient [17]. Thus, a reduction of 12 units is 
roughly 60 minutes saved.  

Results from Figure 3(a) of intervention box plot show 
that nursing effort once grouped per LOS is only slightly 
higher for LOS between 5-10 days. This might be attributed 
to the characteristics of Glargine build up that usually takes 
3 days or longer before insulin is observed in plasma (Leh-
mann et.al., 2009). However, study is needed as to why less 
effort is required during the first 5 days. A different trend is 
recorded in SPRINT clinical where nursing effort is highest 
for LOS <5 days. Understandably, patients are much more 
dynamic at the start of ICU treatment.  As reported by Ca-
rayon et al., patients with shorter LOS have slightly higher 
number of intervention [18]. 

Limitations to this study included number and criteria of 
patients simulated. Larger cohort would generate more statis-
tics and enable thorough analysis. This virtual analysis only 
included 40 patients; therefore its results are a positive proof 
of concept and not conclusive. The insulin requirement of 
patients in this study is generally stable and consistent hourly 
which might contribute to the positive outcome.  

In overall, this virtual trial results give a closer look at 
the potential benefits from Glargine as basal insulin therapy. 
More importantly, the outcome of the simulation opens a 
possible clinical proof of concept to demonstrate that reduc-
tion of nursing effort does not compromise patient safety 
and glycaemic control quality. 
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V. CONCLUSION 

This study successfully demonstrates a safe and effective 
approach in reducing nursing effort within an ICU setting 
while maintaining the benefits of tight glycaemic control. 
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Abstract— Fluorescence lifetime imaging ophthalmoscopy 
(FLIO) is a new imaging technique for measuring the time-
resolved in vivo autofluorescence generated by endogenous 
fluorophores in the ocular fundus. The aim is to assess the 
metabolism of the retina. Based on the fluorescence lifetime, 
different fluorescent compounds in the eye can be distin-
guished. Pathologic changes may be observed by detecting 
changes in the fluorescence lifetime. Until now, FLIO is per-
formed using 30° fundus images. For certain diseases section of 
the fundus is of interest. In this work, observational clinical 
study in young healthy volunteers was performed to examine 
the usability of 55° wide-field fluorescence lifetime images. The 
time-resolved retina autofluorescence was measured (scanning 
laser ophthalmoscope: 55° of fundus, 62x62 µm² per pixel; 
excitation: diode laser with pico-second pulses, 473nm, 80MHz 
repetition rate; detection: spectral channels 498-560nm (ch1) 
and 560-720nm (ch2), time-correlated single photon counting 
method) in both eyes of 11 healthy volunteers (28.7±3.6 years). 
Three repetitive measurements on different days within one 
week at a similar time have been performed. All subjects had a 
crystalline lens and an undilated pupil. A modified 3-
exponential approach was applied to determine the mean fluo-
rescence lifetimes τm. τm were computed on the ETDRS grid 
and in a 15x15 pixel region 25° superior to the fovea. The Wil-
coxon rank-sum test was used to test for statistical significant 
differences between left and right eye. The coefficient of varia-
tion in the superior region is 5.6% (right) and 4.7% (left) in 
ch1 and 2.5% (right) and 2.1% (left) in ch2. No statistical sig-
nificant differences have been found between right and left 
eye. FLIO measurements in young healthy volunteers using a 
55° lens are repeatable in both eyes and show no significant 
differences. Spectral channel 2 should be preferred because of 
its lower variability. The data analysis was done with FLIMX 
(available at http://www.flimx.de). 

Keywords— FLIM, FLIO, FLIMX, autofluorescence, retina. 

I. INTRODUCTION  

Pathological changes in the ocular fundus are preceded by 
changes in metabolism. Shifted balances in the metabolism 
can be treated before permanent damage occurs. The fluores-
cence of some of the substances involved in the metabolism 
can be excited, such as lipofuscin / N-retinyliden-N-

retinylethanolamin (A2E), advanced glycation end products, 
collagens, flavines and possibly nicotinamide adenine dinuc-
leotide in its reduced form (NADH). In total, at least 10 dif-
ferent substances in the ocular fundus are known to be fluo-
rescent. The excitation and emission spectra of these sub-
stances strongly overlap, so that a separation is not possible 
solely on the basis of spectral information. With the help of 
another property of fluorescence, the fluorescence lifetime, 
these substances can be analyzed. Thus, using the method of 
time-resolved autofluorescence measurements, it is possible 
to investigate substances in the human eye which are in-
volved in the metabolism [1]. Fluorescence lifetime imaging 
ophthalmoscopy (FLIO) is a new imaging technique and was 
developed by Schweitzer et al. [2]. It has been shown to pro-
duce repeatable measurements [3, 4]. Consequently, early 
detection of eye disease based on the fluorescence lifetime is 
conceivable. Lately, fluorescence lifetimes have been deter-
mined for subretinal deposits of metabolic byproducts, called 
drusen, retinal pigment epithelium (RPE) cells, and Bruch’s 
membrane in histological sections of a human donor eye [5]. 
Changes in fluorescence lifetime parameters in vivo in hu-
mans have been found in patients with diabetes [6], glaucoma 
[7], macular holes [8] and patients with Alzheimer’s disease 
[9]. All in vivo measurements have been performed using a 
30° field of view of the fundus. Recently, there is a trend in 
ophthalmology to image larger section of the fundus. Thus 
the feasibility of a 55° lens for FLIO measurements is inves-
tigated. In this work, the agreement between both eyes and 
the repeatability of the FLIO measurements using a 55° lens 
are evaluated. 

II. METHODS AND MATERIALS 

A. Instrumentation 

To measure the time-resolved autofluorescence at the 
fundus a confocal scanning laser ophthalmoscope is used. 
The schema of the instrumentation is shown in Figure 1A. 
A 473 nm pulse laser with a repetition rate of 80 MHz and a 
pulse width of about 70 ps (full width at half maximum) is 
utilized for the excitation of the fluorescence. The radiation 
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power in corneal plane is about 150 µW. The fluorescence 
photons are distributed in two spectral channels (498–
560 nm and 560–720 nm) by a beam splitter with a cutoff 
wavelength of 560 nm. For each spectral channel, the in-
coming photons are detected by a hybrid detector (HMP-
100-40, Becker & Hickl GmbH, Berlin, Germany). The 
signals of the detectors are processed by the principle of 
time-correlated single photon counting (TCSPC). The time-
resolved fluorescence measurement is spatially resolved in a 
55° x 55° area of the fundus with a lateral resolution of circa 
62 x 62 square microns. The instrumental response func-
tions (IRF) for both spectral channels are shown in Figure 
1B. The full width at half maximum of the IRFs are 172 ps 
and 153 ps, which is sort enough to determine fluorescence 
lifetimes well below 100 ps.  

 

 

Fig. 1 Scheme of the FLIO instrumentation (A) and plot of the instrumen-
tal response functions (B) for both spectral channels [10] 

To obtain a sufficiently large number of photons per pix-
el, acquisition times in the range of minutes are required. 
This is made possible by an infrared image recorded in pa-
rallel to the fluorescence, which is used for registration  
and correction of eye movements. The TCSPC technique 
[11-13] generates time-, space- and spectrum-resolved fluo-
rescence decay datasets. More details of the FLIO instru-
mentation have been described elsewhere [3]. 

B. Study Design 

Three repetitive FLIO measurements have been taken 
from both eyes of 11 healthy volunteers aged 28.7±3.6 years 
(9 male, 2 female) on different days within one week at a 
similar day time. Both eyes were measured in random order. 
All subjects had a crystalline lens and an undilated pupil. 
All research procedures were performed according to the 
Declaration of Helsinki. Approval for the study was ob-
tained from the ethics committee of the Jena University 
Hospital. Written informed consent was obtained from each 
volunteer prior to participation in the study. 

C. Data Analysis 

A currently often used approach to model the fluores-
cence lifetime of TCSPC data is the multi-exponential mod-
el [11, 14]:  
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where I is the fluorescence intensity, IRF is the instru-
mental response function, α is the amplitude, t is the time, τ 
is the fluorescence lifetime, b is the offset and the asterisk 
denotes a convolution integral. Schweitzer et al. [15] en-
hanced the multi-exponential model to take the layered 
structure of the eye into account, which causes fluorescence 
photons from structures that are farther away from the laser 
scanner ophthalmoscope to arrive later because of the addi-
tional travel time required for the excitation light and the 
fluorescence photons:  
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where tc is a time shift parameter.  
Three exponential functions and one time shift parameter 

tc3 are used to approximate the fluorescence lifetime. The 
determination of the model parameters is performed by a 
combination of linear and non-linear (differential evolution 
[16], Nelder-Mead [17]) minimization algorithms. 

To assess the goodness of the fit, the reduced χ²-error is 
used: 

    

(3)

 
where m is the number of time channels of the photon 

histogram, IM(tj) is the number of measured photons in time 
channel j, Ic(tj) is the number of calculated photons using 
the multi-exponential model discussed above and p is the 
number of free parameters in the model. 
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For some applications, the mean fluorescence lifetime τm 
is a good overview parameter which can be derived from 
the fluorescence amplitudes and lifetimes: 
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The ETDRS grid [18] and a 15x15 pixel square region 
25° superior to the fovea were applied to each measurement 
by an expert. The outer ring and the superior region were 
used for a statistical comparison based on the Wilcoxon 
rank-sum test.  

The data analysis was performed with FLIMX [10] which 
is documented and freely available for download online under 
the open source BSD–license (http://www.flimx.de).  

III. RESULTS 

An image of the fluorescence lifetime of spectral channel 
1 from the left eye of a healthy volunteer in shown in Figure 
2. The shortest fluorescence lifetimes occur in the center of 
the macula while the longest fluorescence lifetimes occur in 
the optic disc. 

 

Fig. 2 Mean fluorescence lifetime of spectral channel 1from the left eye of 
a healthy volunteer. The EDTRS grid and the superior region are colored in 
white. For better orientation, an overlay of the fluorescence intensity was 

added. 

The descriptive statistics (mean and standard deviation) 
over all volunteers are given in Tables 1 for the right eye 
and in Table 2 for the left eye.  

Table 1 Mean fluorescence lifetime of the right eye for each repetitive 
measurement and both spectral channels. Values are mean value ± standard 

deviation. 

Measurement
Spectral 
channel 

outer ring  
ETDRS grid 

Superior 
region 

1 1 350±25ps 348±20ps 

2 1 357±27ps 357±20ps 

3 1 350±26ps 327±17ps 

1 2 255±11ps 260±7ps 

2 2 257±12ps 261±7ps 

3 2 257±12ps 254±5ps 

Table 2 Mean fluorescence lifetime of the left eye for each repetitive 
measurement and both spectral channels. Values are mean value ± standard 

deviation. 

Measurement
Spectral 
channel 

outer ring  
ETDRS grid 

Superior 
region 

1 1 350±25ps 332±17ps 

2 1 344±24ps 325±16ps 

3 1 348±25ps 327±15ps 

1 2 252±10ps 260±6ps 

2 2 250±10ps 261±5ps 

3 2 251±10ps 254±5ps 

 
The mean fluorescence lifetime of repetitive measure-

ments at different days are within the standard deviation. 
Similarly, the mean fluorescence lifetime of the ETDRS 
grid’s outer ring and the superior region are within the stan-
dard deviation of each other.  

The mean values of each section (outer ring ETDRS grid, 
superior region) over all measurements from each eye are 
compared against each other. The p values of the Wilcoxon 
rank-sum test are given in Table 3. No p value is below the 
significance threshold of 0.05. 

Table 3 P values of the Wilcoxon rank-sum test comparing right and left 
eye based on the mean fluorescence lifetime averaged over the segmented 

regions per measurement.  

Spectral channel outer ring ETDRS grid Superior region
1 0.57 0.87 

2 0.27 0.66 

IV. DISCUSSION 

Repeatability of FLIO measurements has been shown for 
the 30° lens before [3, 4] and could be confirmed for the 55° 
lens, even at the outer regions. Agreement between eyes has 
also been analyzed by Dysli et al. [4] before. In contrast to 
Dysli et al., three exponential functions are used in this 
work to approximate the fluorescence lifetime while Dysli 
et al. used only two exponential functions. 
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V. CONCLUSION 

FLIO measurements in young healthy volunteers using a 
55° lens are repeatable in both eyes and show no significant 
differences between eyes. Spectral channel 2 should be 
preferred because of its lower variability. 
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Abstract— DNA molecule is the building block for most liv-
ing organism. Recently, the detection of specific DNA target is 
a potential field not only for organism species authentication 
but also in disease diagnostics and gene therapy. DNA mole-
cule has unique attribute for its molecular recognition. The 
two-dimensional, graphene oxide material provides excellent 
physio-chemical properties for utilization in the detection of 
specific DNA molecule. Hence, here we bring forward the 
structure of the DNA biomolecule. We have described the 
graphene and its synthesis methods, molecular binding pattern 
with DNA and the different detection techniques along with 
the potential application and use of nanomaterial. Finally, we 
outlined the conclusion and future perspectives in this area.  

Keywords— Graphene, DNA detection, Electrochemical, 
Gold nanoparticles. 

I.  INTRODUCTION 

After six decades of DNA discover with its structural and 
functional properties, now it is not limited to its canonical 
role in biology but also in the development of molecular 
detection techniques. The recent applications of DNA mole-
cule recognition is now extended for detection of organism 
species, bioimaging, diagnostics and sensing for drug  
delivery [1, 2, 3]. Current DNA hybridization detection 
technique based on polymerase chain reaction assay and 
molecular fluorophores labeling is suffering from the accu-
racy due to wide absorption and emission bands and various 
rates of fluorophore photo bleaching [4]. Graphene based 
materials such as Graphene oxide (GO) and reduced Gra-
phene Oxide rGO, provides excellent physio-chemical 
properties for the detection of specific DNA molecules. 
Conjugations of DNA with the graphene sheet facilitate the 
DNA hybridization detection with enhanced signal amplifi-
cation. Furthermore, the advent of Au NPs as a sensory 
element provided a broad spectrum for the detection of 
specific DNA target. Thus here we described the DNA mo-
lecule, its recognition technique using the graphene as an 
enhanced sensing material. 

II. DNA 

DNA-Deoxyribonucleic acid is the bio-molecular struc-
ture that architects the genetic materials for the development 
and functioning of living organisms such human, animal, 

plants, bacteria and some viruses [5]. The well established 
chemical structure of DNA is composed of a long chain, 
made up of alternate sugar and phosphate groups, joined 
together in regular 3' 5' phosphate di-ester linkages (Fig. 1). 
Each sugar is attached with any of the four nitrogenous base 
adenine (A), guanine (G), thymine (T) or cytosine (C) [6]. 
Thus, the building blocks of DNA are made of one deoxyri-
bose sugar, one phosphate, and one of these four bases 
called as nucleotide (Fig. 1). To form a native complete 
DNA, single nucleotides join to make chains that come 
together with complementary pairs using hydrogen bonding 
and form long double strands helical structure (Fig. 1). The 
physical properties of the double stranded DNA helix 
(dsDNA) like natural or synthetic polymer [7]. The charac-
teristics of molecular recognition model of complementary 
strands of DNA allow construction of nano-platform such as 
DNA tags for organizing the assembly of colloidal particles 
[8]. Thus the recent technological advancement made mole-
cular recognition of specific DNA target as an emerging 
field for species authentication, drug discovery, forensic 
investigation and biodiagnostics [3]. 

 

 

Fig. 1 Structure of DNA 
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Fig. 2 Schematic of the common synthesis protocol for graphene. Each 
method has been evaluated in terms of graphene quality (G), cost aspect 
(C; a low value corresponds to high cost of production), scalability (S), 

purity (P) and yield (Y) of the overall production process [9]. 

III. GRAPHENE 

Graphene is the basic structural bits and pieces of gra-
phitic materials and is a flat monolayer of tightly packed 
carbon atoms into a two-dimensional honeycomb pattern. 
The first ten decades after the discovery of graphene it was 
used to describe various carbon based materials. However, 
in last two decades the graphene is utilized as an excellent 
condensed-matter analogue of (2+1)-dimensional quantum 
electrodynamics and as an integral part of 3D materials. 
Graphene oxide is a composed carbon, oxygen, and hydro-
gen in different ratio. It is a unique material with a single 
monomolecular layer of graphite with different oxygen 
containing functional group (epoxide, carbonyl, carboxyl 
and hydroxyl). Structurally, the reduced graphene oxide 
(rGO) resembles graphene but contains structural defects, 
residual oxygen and other heteroatoms. The recent applica-
tion of graphene oxide (GO) or reduced graphene oxide 
(rGO) has been fascinated for the fabrication of DNA-based 
sensors, due to their excellent dissolving capability either in 
water or various other solvent for sensing. Thus, graphene 
based materials can be used in the biosensors not only for 

the detection of specific DNA target but also to detect metal 
ions and proteins [1]. 

IV. SYNTHESIS OF GRAPHENE 

Several synthesis protocols have been reported to obtain 
graphene. The most common methods for graphene synthe-
sis and their evaluation is incorporated in Figure 2 [9]. In 
the scientific research laboratory and for the proof-of con-
cept devices mostly scotch-tape method of graphene synthe-
sis is used.  This method was first described by Geim and 
coworkers to obtain pristine perfect structured graphene 
layer(s) using mechanical exfoliation (repeated peeling) of 
highly oriented pyrolytic graphite. The drawback of this 
method, it cannot be utilized for mass production. The mild 
exfoliation of graphite may produce defect-free/defect-less 
graphene but until now it is suffering for the production of 
lower yield. For mass production and for application in 
electronic devices, preparation of Graphene by thermal 
decomposition of SiC wafer under ultrahigh vacuum (UHV) 
conditions or by CVD growth on metal substrates (ruthe-
nium , Ni , and Cu ) or by substrate free CVD  have been 
proposed [10]. For the preparation of graphene to use in 
electrochemistry are produced by chemical or thermal re-
duction of graphite oxide GO. Graphene from GO reduc-
tion, which is also called functionalized graphene sheets or 
chemically reduced graphene oxide usually has abundant 
structural defects and functional groups which are advanta-
geous for DNA sensor application. It is also considered to 
be the most economical way to produce graphene [10]. 

 

 

Fig. 3 Desorption mechanism of the DNA Adsorption on GO surface [12]. 
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V. DNA CONJUGATION WITH GRAPHENE 

As GO composed of different functional group, it pro-
vides strong attraction to water and various solvent [11]. 
Thus the GO is hydrophilic in nature and very stable in 
aqueous dispersion and can aid for sensing DNA. The sin-
gle-stranded DNA (ssDNA) molecule interacts with GO 
through π–π stacking interaction. Desorption of the GO-
adsorbed DNA molecule may occur either via facilitated 
desorption following hybridization with cDNA on the GO 
surface or via nonspecific simple displacement by non-
cDNA according to the law of mass action (Fig. 3) 
[12].When the dye-labeled ssDNA binds to GO the fluores-
cence of the dye quenched. However, restorations of fluo-
rescence of dye signal occur while the specific DNA target 
binds to complimentary sequence by forming a dsDNA. GO 
provide excellent physical and electrochemical properties 
for the detection DNA. It allows the oxidative detection of 
DNA which is the simplest form of electrochemical DNA 
sensor. Furthermore, simple conjugation and sustainability 
with DNA molecule with certain nanomaterials such as 
AuNPs act as ideal transducers for nano scale sensing. 

VI. GRAPHENE BASED DNA DETECTION 

A. Optical Detection 

Certain disease condition or DNA mutation can be deter-
mined by using the disruption of π–π stacking interactions of 
graphene with DNA hybridization feature and fluorescence 
dye quenching (Fig. 4.a). Thus Luo, et al. [13] have reported 
significant chemiluminescence (CL) emission with formation 
of dsDNA with complimentary target and increased perox-
idatic activity of a horseradish peroxidase mimicking DNA-
zyme. The detection limit of the assay was 34 pM. Zhao, et 
al. [14] described a higher-sensitive detection technique using 
Exonuclease III aided signal amplification with the fluores-
cence quenching efficiency of GO. The detection limit of the 
assay was 20 pM. Molecular beacon probe can also be used 
for the detection of specific DNA target or single nucleotide 
polymorphisms (SNPs) using GO as a nanoquencher for 
fluorescence. The of long-range resonance energy transfer 
(LrRET) based label free DNA sensor with the graphene was 
introduced by Jiang, et al. [15] using the Ethidium bromide 
(EB). Detection of the specific DNA target was determined 
by the fluorescence intensity of gradually recovered EB form 
the formation of complimentary dsDNA. SYBR Green (SG) 
can be used as an intercalator molecule for an effective DNA 
hybridization detection of HIV-1 DNA with a detection limit 
of 0.31 nM [1].  

 

Fig. 4 Graphene based DNA detection 

B. Electrochemical Detection 

Zhou, et al. [16] reported the oxidation potentiality of 
DNA nucleobases (A, T, C and G) to distinguish different 
species. The assay describes the chemical reduction of GO 
(CR-GO) electrodes for a label-free electrochemical DNA 
sensing. It can be used for the SNP detection. The specific G 
base could be determined by a reduced graphene oxide 
(rGO)– chitosan electrode doped with Fe3O4 nanoparticles 
using the electron transfer resistance property Yin, et al. [17]. 
Huang [18] reported the electrochemical detection G and A 
by rGO with detection limits of 2.5x108 M and 5.0x108 M 
respectively. Li, et al. [19] initiated the application of the 
electrochemical DNA sensor for anti cancer drug develop-
ment by ssDNA probe immobilization on electrode surface 
for hybridization with the target DNA and subsequent methy-
lation and cleaving by HpaII endonuclease. The electrochem-
ical response of the reporter thiamine was used for the detec-
tion of DNA methylation at the site of CpG and single-base 
mismatched sequence.  The detection limit of the assay was 
0.05 ± 0.02 U mL-1. at a signal/noise of 3. For the detection 
of methicillin resistant S. aureus (MRSA) DNA, Wang, et al. 
[20] described the use of GO with glassy carbon electrode 
modified with (3-aminopropyl) triethoxysilane (APTES). The 
detection limit of the assay was 10-13 M.  

Gold nanoparticles (AuNPs) are very attractive nanoma-
terials with unique optical properties along with highly re-
sonant particle plasmons [4]. Thus, Zhang and Jiang [21] 
decorated graphene sheets with AuNPs for the detection of 
specific DNA target using the electrode with modified gra-
phene (Fig. 4.b). The immobilization of the probe DNA 
with AuNPs was done by Au S bond (Fig. 4.b).  
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The intensity of the peak currents for effective DNA hybri-
dization with the probe was measured by using the DNA 
intercalating dye adriamycin. Thus the detection limit of the 
AuNP aided assay was 3.5x10 -14 M under an estimated 
signal/noise ratio of 3. Furthermore, modification of elec-
trode with ERGO-d (GT) and coupling of Au NPs with 
horseradish peroxidase (HRP) functionalized carbon 
spheres (CNS) as the tracer can be used for an enhanced 
signal amplification of DNA detection [22]. The detection 
limit of the assay for sensing DNA was 5 aM.  

VII. CONCLUSIONS AND FUTURE PROSPECTIVE 

Graphene has shown the potentiality with its specific 
physio-chemical properties for the detection of DNA bio-
molecule. Thus DNA sensing based on graphene is note-
worthy. However, although different synthesis protocols of 
graphene have been described but need to work for econom-
ical production approach with high yield. The interactions 
between graphene with DNA and electrochemical absorp-
tion of different analytes need to explore more to obtain 
highly sensitive device and sensors.  
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Abstract— Area stenosis (AS) is emerging as new index to as-

sess the severity of coronary artery disease (CAD). Coronary

artery lumen area and its derived area stenosis can be ob-

tained noninvasively from computed tomography angiographic

(CTA) images. In this study, we developed a novel approach with

3D centerline-centric straightening method, which consisted of

original segmentation, smoothing, fast marching (FM) method

and central cutting, to quantify coronary lumen area. We tested

the differences of area stenosis in a human patient with sus-

pected CAD by varying the combination of methods (Group 2:

original segmentation + no smoothing + FM +central cutting;

Group 3: Original segmentation + smoothing + thinning + cen-

tral cutting; Group 4: denser segmentation + smoothing +FM

+ central cutting; Group 5: original segmentation + smooth-

ing + FM + one-sided cutting). The data with our method

demonstrated patient had area stenosis of 37.5% with low intra-

observer variability (1.1%). Group 2 to Group 4 underestimated

the area stenosis (AS = 32.3%, 36.8% and 32.0%, respectively),

however, Group 5 overestimated the area stenosis (AS = 45.6%).

All groups 2 to 5 had much higher intra-observer variability

than our method. The computational time per data set is ap-

proximately 25 minutes, which demonstrates our methods clini-

cal potential as a real-time cardiac assessment tool.

Keywords— Area stenosis, centerline extraction, centerline-

centric straightening.

I. Introduction

One of the aims of 3D cardiac image processing is to au-
tomatically and accurately reconstruct coronary arteries, for
the detection and quantification of potential coronary artery
stenosis. Currently, the severity of a coronary artery steno-
sis can be evaluated by two main different approaches: 1)
by measuring the reduction in longitudinal diameter (an-
giography imaging) and 2) by evaluating lumen reduction
(anatomo-pathological section or CT imaging) [1]. In clini-

cal practice, the percentage stenosis is most commonly eval-
uated according to the degree of vessel diameter reduction
resulting from the stenosis compared to the proximal normal
diameter [2]. But unfortunately, accurate measurement of the
focal minimum is a challenging task since it is dependent on
the projection plane and reference site [3]. Lumen area mea-
surement has distinct advantages and priorities over lumen
diameter estimation, i.e., less dependency on viewing angle
and less reliance on reference site selections. Additionally,
lumen area is directly related to the hemodynamic properties
of vessels, i.e., coronary blood flow or myocardial perfusion
assessment, and is therefore expected to be more consistent
and more significant [4].

Current approaches for cross sectional lumen area (CSLA)
measurement are composed of several processing steps: 3D
coronary artery segmentation, centerline extraction and cross
sectional lumen area computation. In this study, we will
focus on the quantitative assessment and investigation of
each step affecting the accuracy of patient coronary artery
CSLA, which is of utmost importance in clinical diagnosis
and treatment planning of CAD. Furthermore, we introduce
the concept of centerline-centric straightening and propose
a new method for generating straightened segment of coro-
nary artery along its centerline. The method can be used to
facilitate quantitative assessment of the severity of coronary
stenosis in an accurate and straightforward manner.

The remaining part of this paper is organized as follows.
Section 2 presents our method for coronary artery CSLA
measurement, which is described in three parts: 3D segmen-
tation, centerline extraction and lumen area measurement.
Our new approach for generating straightened segment of
coronary artery is also explained in detail. In Section 3, we
show the result of our approach over a coronary CT angiog-
raphy (CTA) dataset from one patient. Conclusions are pre-
sented in Section 4.
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II. Methodologies

A. Coronary artery segmentation

Frangi’s vesselness filter is applied to detect coronary ar-
teries in 3D CT images. After that, morphological operations
are conducted to extract all the remaining contrast filled struc-
tures within the heart. Then a threshold based on the inten-
sities of coronary arteries is used to segment the complete
coronary artery tree. A denser mesh is also generated in or-
der to demonstrate the effect of prior segmentation result on
the accuracy of CSLA.

B. Centerline extraction

There exists a large number of techniques for extracting
coronary artery centerline, both from geometric and volu-
metric data. First, we apply a topological thinning method
together with a pruning operation at voxel level. The skeleton
consists of a set of segments, which need to be connected by
using the minimum spanning tree algorithm, in order to create
the final centerline. More detailed information about center-
line extraction can be found in [5]. Moreover, we employ a
number of fast marching method propagations to extract the
centerline at subvoxel precision [6].

C. 3D cross sectional lumen area measurement

To analyze the 3D centerline of coronary artery, one skele-
ton point is defined as P0 = (x0,y0,z0). The tangent vector
to the centerline can be obtained by central or one-sided fi-
nite difference approximation and denoted as N = (a,b,c).
Assume that P = (x,y,z) is any point in the normal plane per-
pendicular to the centerline. This plane has the equation

a(x− x0)+b(y− y0)+ c(z− z0) = 0 (1)

Based on the extracted centerline, cross sectional plane can
be cut at each skeleton point over the 3D surface mesh, even-
tually yielding a circular disk-like polygon. When cutting a
set of vertices, Vi (i = 1,2, ...,n), at one skeleton point, a set
of n triangles are formed by connecting each vertex Vi to the
skeleton point, which decompose the polygon. For each sin-
gle 2D triangle Ti, its area can be calculated based on the
original CT images resolution. Therefore, the 3D cross sec-
tional lumen area of this normal plane can be approximated
by Area(S ) =

∑n
i=1 Area(Ti).

D. 3D centerline-centric straightening

Assume there are n skeleton points pPipPipPi (0,0) given in phys-
ical space PPP [7]. For each point pPipPipPi (0,0), the uvn basis Bi is

defined by

u = bi, v = ni, n = ti; 1 ≤ i ≤ n (2)

where ti, ni and bi are traditional normalized tangent, unit
normal and unit binormal respectively. In [8] Daae Lampe et
al. introduced a constant, user-specified up vector u

bm(s) =
u× t(s)
||u× t(s)|| and nm(s) = t(s)×bm(s) (3)

This technique is not applicable at those points where the tan-
gent is parallel to u. We extend this method by using this u

only at those points where the tangent is not parallel to u. But
for those points where t(s) ‖ u, the binormal is computed by
using the normal in the previous position as the “suggested”
up vector.

Then vessel spaceVVV can be traced by the moving frame,
which generates a curvilinear grid. Based on VVV, a mapping
from PPP to the straightened space SSS of a point [x,y,z]PPPi lying
on the normal plane Pi is defined by

[x,y, i]SSS = B−1
i ([x,y,z]PPPi − pPipPipPi (0,0))+ [0,0, i] (4)

The basis matrix Bi can be thought of as consisting of the
columns (bi|ni|ti). As we are dealing with discrete skeleton
points, the basis matrix must be calculated with finite differ-
ences.

Moreover, (4) defines a mapping from the straightened
space SSS to physical spacePPP, f :SSS→PPP as

f (x,y, i) = pPipPipPi (0,0)+ xbi+ yni (5)

An important property of this transformation is that it pre-
serves distances orthogonally out from the center. For exam-
ple, given two points p1, p2 in the i-th orthogonal plane inSSS,
which can be decomposed to [x1,y1, i] and [x2,y2, i] respec-
tively. Then it can be shown that

|| f (p2)− f (p1)|| = ||p2−p1|| = ||(x2+ y2)− (x1+ y1)|| (6)

We utilize this planar coherence to create a fast implemen-
tation of curve-centric straightening by slice-by-slice-based
integration along the centerline.

III. Results and Discussion

In this study, a connected components based coronary
artery segmentation approach was applied into a cardiac CTA
dataset acquired by a MDCT scanner with ECG gating in
DICOM format. The data size was 512×512×560, and the
resolution was 0.427mm×0.427mm×0.25mm. Moreover, the
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centerline and CSLA were explored to quantify the anatomic
significance of coronary artery stenosis [3]. All the experi-
ments were performed on a HP Z800 Windows Server. Fig.
1(a) shows the obtained segment of Left Anterial Descending
(LAD) in space SSS. Fig. 1(b) depicts the centerline obtained
by using the fast marching method, which is formed by con-
necting 191 skeleton points. Fig. 1(c) shows an example of
curvilinear grid generation in 3D. The lesion site is located
at the 103-th skeleton point and the 127-th skeleton point is
selected as the proximal reference site. The area stenosis is
define as (Areare f −Areales)/Areare f ∗100%.

Table 1 summarizes the different method combinations in
this study for quantitative assessment of area stenosis. Group
1 consisted of connected components based segmentation,
centerline extraction by fast marching method, and cross sec-
tional plane cutting by using central finite difference, which
currently produces the best result regarding a good visual
result of centerline and lumen contour. The remaining four
groups of CSLA were sampled, each of which changed only
one factor and kept the other factors fixed compared to Group
1. Fig. 2 shows the cross sectional lumen profile trend along
the branch for five different groups of data. It can be seen
that Group 2 produces larger CSLA at almost all the skele-
ton points. This is because the centerline and the cross sec-
tional plane are explored over the coronary artery surface
mesh without a smoothing operation. Moreover, Group 5
gives the CSLA with larger oscillation along the segment of
LAD, since one-sided finite difference approximation of tan-
gent vector along the centerline is less accurate and reliable.

In Table 2 we compare the obtained minimal area, prox-
imal area and area stenosis between five groups. As shown
in Fig. 2, Group 2 overestimates the cross sectional lumen
areas at both lesion site and reference site, but with larger
proportion at lesion site. It therefore underestimates the area
stenosis. Group 5 gives larger area stenosis since the gradient
vector approximated by one-sided finite difference produces
larger CSLA at reference site. Table 3 was obtained by re-
peating exactly the same procedure as in Table 2. It can be
seen that area stenosis in Group 1 has the least intra-observer

Table 1: Different method combinations for CSLA measurement.

Segmentation Smoothing Centerline Cutting

Original Denser Yes No Thinning FM Central One-Sided

Group 1 � � � �
Group 2 � � � �
Group 3 � � � �
Group 4 � � � �
Group 5 � � � �

Note: FM–Fast marching method, CSLA–Cross sectional lumen area.

(a) (b) (c)

Fig. 1: (a) Segment of LAD. (b) The centerline obtained by fast marching
method. (c) A curvilinear grid is constructed along and around the

centerline, and after the reformation, this grid becomes a new Cartesian
grid.

Fig. 2: A comparison of cross sectional profile along the segment of LAD.

variation. Group 4 also gives small intra-observer variation
but it underestimates the area stenosis. Fig. 3 depicts the ob-
tained cross sectional lumen contours at the same lesion site
for different groups. It is worth noting that Group 5 totally
changes the geometric feature of the lumen contour at lesion
site. Moreover, the lumen contour of Group 3 is shifted due to
the fact that extraction of centerline at voxel level may change
the tangent vector along the centerline. In Fig. 4 we plot the
straightened segment near the lesion site for different groups.
It can be seen that Group 2 and 4 give less reliable straight-
ened artery and cause misleading severity of coronary artery
stenosis.

IV. Conclusion

In this study, we developed a novel method to quantify
coronary stenosis using area stenosis index. This method
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Table 2: Minimal area, proximal area, and area stenosis for each group.

Cross Sectional Lumen Area - 1st time

Areamin (mm2) Areapro (mm2) Area stenosis

Group 1 3.0396 4.8646 37.5%
Group 2 3.6099 5.3313 32.3%
Group 3 3.1357 4.9645 36.8%
Group 4 3.3401 4.9137 32.0%
Group 5 3.0753 5.6540 45.6%

Note: Areamin–Minimal Area, Areapro–Proximal area.

Table 3: Minimal area, proximal area, and area stenosis for each group.

Cross Sectional Lumen Area - 2nd time

Areamin (mm2) Areapro (mm2) Area stenosis

Group 1 3.0727 4.9483 37.9%
Group 2 3.7170 5.6254 33.9%
Group 3 3.5436 5.2441 32.4%
Group 4 3.6061 5.3800 32.9%
Group 5 3.0704 6.2047 50.5%

Note: Areamin–Minimal Area, Areapro–Proximal area.

Fig. 3: A comparison of lumen contour at one specific lesion site for five
different groups .

Group 1 Group 2 Group 3 Group 4 Group 5

Fig. 4: A comparison of straightened segment at lesion site for different
groups.

consists of original segmentation, smoothing, fast marching
(FM) method and central cutting. The data demonstrates that

this method carries very minimal intra-observer variation in
time-efficient manner. However, investigation on larger pop-
ulation is necessary before making a final conclusion. This
method holds potential for downstream computational fluid
dynamics analysis of coronary flow simulation in clinical
bedside.
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Abstract— Heart disease is a major health care burden. 
Early diagnosis of heart disease and its underlying etiology  
is paramount. Doctors use diverse imaging tests–
echocardiography, nuclear scintigraphy and cardiac magnetic 
resonance (CMR) imaging –for diagnosis and prognostication. 
CMR is arguably the most accurate and reproducible. We 
have pioneered the concept of surface curvedness as a descrip-
tor of local left ventricular (LV) function that does not require 
a frame of reference in contrast to other measures, and further 
developed curvedness-based imaging (CBI) by combining MRI 
and advanced computational methodologies. CBI has been 
used in a wide range of cardiac-related applications, such as i) 
assessment of left ventricular remodeling in patients with 
ischemic cardiomyopathy and in patients after myocardial 
infarction; ii) assessment of right ventricular remodelling in 
congenital heart disease (e.g., repaired Tetralogy of Fallot); iii) 
quantification of ventricular dyssynchrony, and iv) evaluation 
of surgical efficacy in heart failure (e.g., ventricular restora-
tion surgery). Our developed software for CBI analysis greatly 
reduces the time a radiologist or cardiologist spends in analyz-
ing cardiac images. It produces comprehensive curvedness-
based measures of cardiac remodeling. Incorporating such a 
technology into the clinical management pathways may im-
prove treatment choice and prognostication, potentially reduc-
ing overall healthcare costs. 

Keywords— Heart Function, Regional remodeling, Cardiac 
magnetic resonance, Cardiology 

I. INTRODUCTION 

Heart failure (HF) is a major health care burden on socie-
ty and suffering for the individual [1]. In the United States, 
HF affects 5 million patients annually. It is the leading 
cause of hospitalization for people 65 years and the rate of 
hospital readmission within 6 months ranges from 25% to 
50% [2]. In Singapore, HF accounted for 4.5% of all hospit-
al admissions and 2.5% of overall mortality in the geriatric 
age group [3]. It confers an annual mortality of 10% [4]. HF 
can occur with either preserved or reduced left ventricular 
(LV) ejection fraction (EF), depending on different degrees 
of cardiac remodeling [5-10]. Cardiac remodeling can be 
defined as a change in shape, size and function of the heart 
due to physiological and pathological conditions (e.g., after 
a heart attack). Quantification of cardiac remodeling is im-
portant both for HF diagnosis and monitoring of progress in 
clinical cardiology.  

Diverse heart imaging modalities can be used to assess 
global and regional myocardial function to aid in HF diag-
nosis: echocardiography, nuclear emission computed tomo-
graphy and cardiac magnetic resonance (CMR). All these 
modalities can determine LVEF and volumes. Echocardio-
graphy is largely operator-dependent and, due to acoustic 
window limitations, suffers from poor inter-study reprodu-
cibility [11]. Nuclear imaging employs ionizing radiation 
and possesses inferior spatial and temporal resolution [12]. 
CMR provides superior resolution and reproducible results, 
but current techniques fail to exploit the full potential of the 
rich image dataset. Frequently, there is lack of agreement 
between modalities. The disparate threshold values and 
normal ranges can render the assessment of patients with 
borderline LVEF difficult. Furthermore, inter-study repro-
ducibility can range from about 5% to 7% for CMR to about 
15% to 20% for echocardiography, making serial assess-
ment of HF problematic, especially if different modalities 
had been used. Therefore, reproducibility, automated, com-
prehensive assessment of systolic and diastolic ventricular 
performance behavior, and physiological meaningful are 
needed. In our previous work, we have demonstrated ventri-
cular curvedness and curvedness-based imaging as a novel 
and promising clinical approach for assessment of global 
and regional myocardial LV function in diverse heart dis-
eases.   

II. METHOD 

The key concept behind our methodology is using cur-
vedness and its derivations as quantitative indices of cardiac 
remodeling. As such, it is important to introduce the notion 
of curvedness with respect to a three-dimensional (3D) sur-
face. 

A. What is Surface Curvedness?  

Consider the general case of a set of connected points in 
3D space such that they form a 2-manifold discrete surface. 
To estimate the analytical form of the underlying surface 
geometry, a local surface fitting approach can be used. In this 
approach, for a point on the surface under consideration, 20 
neighborhood points in its vicinity are used to estimate the 
surface geometry by an osculating paraboloid (Fig. 1). The 
coefficient, z, of the paraboloid at each neighborhood  
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point, with respect to the centre point, is obtained. The esti-
mated surface is then compared against the original surface, 
such that the divergence of the estimated paraboloid and the 
data points are minimized. This is similar to minimizing  
the difference between the calculated value and measured 
value of z.  

 

Fig. 1 Local surface estimation using a local patch fitting approach  

The maximum and minimum principal curvatures at a 
point on a surface, expressed as k1 and k2, respectively, are 
obtained from the roots of: 
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where E, F, G, L, M and N are components of the first and 
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B. Pipeline for Curvedness Determination 

The details of the procedure for determining the LV en-
docardial surface curvedness from cardiac MR images has 
been described in our previous publications [13-15], and 
can be summarized as follows: 

1. Interactively segment the LV contours from the CMR 
images. 

2. Reconstruct the LV surface by triangulation of the LV 
contour points derived from the segmentation process. 

3. For each vertex on the LV surface, select a set of n-
ring neighboring vertices. 

4. At each selected vertex, perform quadric surface patch 
fitting and compute the surface curvedness and curved-
ness-based parameters (i.e., wall thickness, area strain, 
wall stress).  

 

Fig. 2 Computer-aided diagnosis pipeline for curvedness determination  

III. APPLICATIONS 

Through extensive research, scientists at the National 
Heart Research Institute of Singapore (NHRIS) and the 
Institute of High Performance Computing (IHPC), A*STAR 
have developed the Cardiowerkz software to automatically 
segment, reconstruct three-dimensional cardiac structure 
and derive quantitative measures to assess cardiac remode-
ling (i.e., curvedness, wall stress and area strain). The Car-
diowerkz software is a user-friendly platform with accurate 
and robust algorithms. The complete computational pipeline 
(as shown in Fig. 2) involves a series of complex algorith-
mic procedures: (1) 3D synthesis, (2) data processing and 
curation, (3) generation of geometrical dynamics, (4) analy-
sis processes, and (5) generation of cardiac indices. The 
pipeline takes about 2-5 mins to analyze a full cardiac cycle 
on a commodity computer system. 

The Cardiowerkz software has been used in a wide range 
of cardiac-related applications, such as  

• assessment of left ventricular remodeling in patients 
with ischemic cardiomyopathy and in patients after 
myocardial infarction [16-18], 

• assessment of right ventricular remodeling  in conge-
nital heart disease (e.g., repaired Tetralogy of Fallot) 
[19],  

• quantification of ventricular dyssynchrony, and  
• evaluation of surgical efficacy in heart failure (e.g., 

ventricular restoration surgery) [20].  

IV. CONCLUSIONS  

The Cardiowerkz software greatly reduces the time a ra-
diologist or cardiologist spends in analyzing cardiac images. 
It produces comprehensive curvedness-based measures of 
cardiac remodeling. Incorporating such a technology into 
the clinical management pathways may improve treatment 
choice and prognostication, potentially reducing overall 
healthcare costs. 
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Abstract— In this study, a novel fast 3-D ultrasound projec-

tion imaging (FUPI) method to provide quantitative evaluation 
of spinal coronal curvature for scoliosis patients was proposed. 
Unlike conventional 3-D volume rendering approaches, this 
method directly projected the raw images to form the coronal 
images. The non-planar rendering method, following the natu-
ral curve of the spine, was utilized to contain the complete 
spine information into the projection images. Based on 30 
patients with scoliosis (ages of 16.3±2.9 years), the comparison 
study between the new method and the conventional 3-D ren-
dering method was performed. The processing time and the 
projection images were both compared. The average 
processing times for the two imaging methods were 
15.07±0.03s and 149.50±33.44s, respectively. There were high 
correlations between the measurement results using the images 
obtained by the two 3-D imaging methods (y = 0.9733x, 
r=0.970 for thoracic region, y = 1.0224x, r=0.968 for lumbar 
region). The above results demonstrated the new method could 
greatly reduce the processing time while preserving the com-
parative image quality. It can be expected that the developed 
FUPI method may help to provide fast 3-D ultrasound diagno-
sis of scoliosis in clinics. 

Keywords— scoliosis, spine, coronal image, 3-D ultrasound,  
projection imaging. 

I. INTRODUCTION  

Scoliosis is a complex three-dimensional spine deformity 
associated with vertebral axial rotation and the lateral devia-
tion. Adolescent idiopathic scoliosis (AIS) is the most 
common form of scoliosis, with the prevalence of 2% to 4% 
in the United States [1] and 3.08% in Hong Kong [2]. It was 
reported that AIS could cause a series of health problems 
including the thoracic insufficiency syndrome, back pain, 
spine degeneration, and psychosocial issues such as in-
creased depression and lower self-image [3-5]. For the tee-
nagers with AIS, the situation is even worse because the 
risk of curve progression is very high for the immature ske-
leton. However, the prognostics of AIS is still far from sa-
tisfactory, though many factors have been studied such as 
Risser sign, Cobb angle, standing heights, sitting heights, 
and curve pattern. Regular observation is important to 
monitor the curve progression, and it is a necessary step for 
the follow-up diagnosis, surgery planning, and the treatment 
outcome assessment.  

In clinics, standing X-ray radiography is the most com-
mon diagnosis method for scoliosis curvature assessment 
[6]. However, it was reported that the frequent exposure to 
X-ray could raise the risk of cancer, especially breast can-
cer, because the breast was exposed to X-ray during scoli-
osis diagnostic radiography and the radiation dose cumu-
lated to the breast with the frequent examinations [7]. In 
addition to the breast cancer, it was reported that the pa-
tients of AIS with radiation exposure had a 7.5% increased 
risk of developing lung cancer [8]. And it was reported that 
the risk was obviously increased with the cumulative radia-
tion dose. Another drawback of X-ray radiography exami-
nation is that the intra-rater and inter-rater variation of curve 
deformation measurement using Cobb angle can be up to 3-
5° and 6-9° respectively [9, 10]. In clinics, an increase of 5° 
or more is used as the indicating curve progression. So the 
measurement variation can cause problems to the clinical 
diagnosis based on the angle measurement results, especial-
ly for the long-term monitoring. Except for the standing X-
ray radiograph, the surface topographic methods are also 
used to estimate spine curvature using stereo cameras or 
finger palpation. Measurement systems of surface topogra-
phy are radiation free and cost effective. However, these 
methods are fraught with limitations of inability to provide 
accurate measurements and to visualize the bony structure.  

Compared with the above assessment methods, ultra-
sound has advantages of being radiation-free, low-cost,  
real-time, and it allows visualizing the accurate bony archi-
tecture. Therefore, the approach of using ultrasound for 
scoliosis has attracted more and more attentions over the 
past decade. The feasibility of ultrasound measurement in 
scoliosis was investigated in as early as 1989 [11]. In recent 
years, freehand 3-D ultrasound, combining conventional 2D 
ultrasound with position sensor, has been advanced to over-
come the limitations of 2D viewing and measuring of 3-D 
anatomy, and a number of such systems have been reported 
for scoliosis assessment. One approach for scoliosis mea-
surement is to measure the spinal curvature on the 2D ultra-
sound images with the help of the positional tracking. The 
images containing the transverse processes were either 
picked from a pile of recorded 2D raw B-mode images [12] 
or captured in real-time while locating the target from ob-
servations [13]. However, this approach is time-consuming 
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because of the identification of the sonographic landmarks 
of the transverse process from dozens of acquired images. 
In addition, this method does not generate 3-D representa-
tion of the spine anatomy, lacking the ability of viewing the 
whole spine anatomy. Another approach to utilize the posi-
tional information of images is to form the whole spine 
image. One study was to use the maximum intensity projec-
tion method to get the coronal images and use landmarks of 
laminae to measure the spinal curvature [14]. In this me-
thod, the sagittal images were firstly generated and used as 
the guidance. This method was relative tedious and time-
consuming for the manual marking. Another study to gener-
ate the coronal spine image was conducted by Cheung et al 
[15]. In this study, a 3-D volume was reconstructed accord-
ing to the acquired data set. And then the coronal images 
were generated from the volume data. Compared with the 
above method, this volume projection imaging method can 
provide coronal image without the manual intervene. How-
ever, the 3-D volume reconstruction is still time-consuming 
because of the large raw image data (2000 scans, 640*480 
pixels, about 600 MB).  

In this study, a fast 3-D ultrasound projection imaging 
method was proposed to provide the spinal coronal images. 
To demonstrate the system performance, its processing time 
and the generated coronal images were compared with that 
of an earlier reported volume rendering method. 

II. METHODS 

A. System Overview 

A freehand 3-D ultrasound imaging system, named Sco-
lioscan system (Model SCN801, Telefield Medical Imaging 
Ltd, Hong Kong), was developed with industrial and ergo-
nomic designs of the hardware for the assessment of scoli-
osis. The system is shown in Fig. 1. A rigid frame, consisting 
of the chest board, hip board and four supporters, was used 
to help the subject to maintain a stable posture during the 
ultrasound scanning. Before scanning, the subject stood on 
the platform and the two boards moved up and down along 
the side panel to be repositioned according to the height of 
the subject. Two supporters on the chest board were relo-
cated to align with clavicle anterior concavities, whereas two 
supporters on the hip board were relocated to align with 
bilateral anterior superior iliac spines, the length of suppor-
ter’s shafts on both boards were adjusted until they came in 
contact with the patient. A liner 2D ultrasound probe (fre-
quency: 4-10 MHz; width: 10 cm) was used to scan the sub-
ject. An electromagnetic position sensor was attached to the 
probe to obtain the spatial information of ultrasound images. 
The electromagnetic transmitter was put in the transmitter 
box. Two LCD monitors were utilized in this system. The 

operator monitor was used for setting scanning parameters, 
saving and retrieving data, performing reconstruction, dis-
playing images, conducting measurement, and generating 
reports. The patient monitor was to provide information for 
patients, including a green eye spot with location set accord-
ing to the height of patient to facilitate him/her to keep a 
stable posture for head and neck during scanning. 

 

 

Fig. 1 The Scolioscan system and it components 

B. Data Acquisition and the Fast 3-D Ultrasound 
Projection Imaging Method (FUPI) 

Before scanning, the subject was asked to remove all me-
tallic items. He/she wore a gown with back opened to the 
operator and stood in front of the boards. The operator ad-
justed the chest and hip boards, and the four supporters as 
required to keep the subject in a natural stable posture. Then 
the ultrasound gel was applied to the scanning area to en-
sure the good coupling between the probe and the skin. The 
operator put the probe on the subject and adjusted the ultra-
sound parameters according to the tissue condition. In this 
study, the scanning covered the spine area from the fifth 
lumbar vertebra (L5) to the first thoracic vertebra (T1). The 
operator put the probe on L5 and T1 to record the lower and 
upper boundaries of the scanning, respectively. Finally, the 
operator moved the probe to L5 to initiate the scanning. The 
probe was steered to cover the spine vertically. The ultra-
sound images together with their corresponding position 
data were recorded. When the probe passed through the 
upper boundary, the data collection would be stopped auto-
matically. It took about 30 seconds to complete the whole 
scanning and about 2000 2D ultrasound images were rec-
orded for the further processing. 

In conventional 3-D ultrasound imaging method, two 
steps are usually utilized to visualize the spine anatomy. 
The first step is to reconstruct the tissue volume according 
to the 2D ultrasound raw data and positional information. 
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Then the volume is visualized using the planar or non-
planar reslicing method. An earlier reported method for 
scoliosis, named volume projection imaging (VPI) method, 
just adopted the above two-step imaging method to get the 
spinal coronal images [15]. However, in 3-D ultrasound 
imaging system for scoliosis, the purpose is to provide the 
coronal images to further assess the spine deformity. So the 
first step of volume reconstruction can be skipped to im-
prove the speed of visualization. In this study, a fast 3-D 
ultrasound projection imaging method (FUPI) which by-
passed the procedure of volume reconstruction was pro-
posed to generate the volume projection images. This me-
thod was based on a narrow-band volume rendering method 
introduced by Gee et al [16]. In the proposed FUPI method, 
the rendered coronal image was obtained by directly pro-
jecting a layer with a certain thickness of the raw image data 
to the coronal plane. To follow the shape of the spine, a 
non-planar layer which was defined using the distance to 
the skin, was applied to be projected to the coronal plane, as 
shown in Fig. 2a. A coronal image coordinate system with a 
regular pixel array was defined according to the data set. 
Based on the spatial information and the calibration matrix, 
each pixel on the defined layer was transformed to the new 
coordinate system. The final value of the pixel on the new 
coronal plane was determined on the basis of all pixels fall-
ing into its region. The average blending method was used 
to determine the final intensity of the pixel by using all 
pixels in the region. After images were processed, the inter-
polation was implemented to fill the gaps in the projection 
image. In this study, considering the computation time and 
the interpolation performance, the common bilinear interpo-
lation method was adopted. The average of the non-empty 
pixels in the nearest 2-by-2 neighborhood was set as the 
value of the empty pixel. Finally, the image was further 
enhanced with Histogram equalization that is one of the 
most useful image enhancement techniques. 

 

  (a)      (b) 

Fig. 2 Illustration of the non-planar rendering approach and curvature 
angle measurement method. (a) The non-planar rendering method;  

(b) The angle measurement method. 

To evaluate the spine deformity, the angle measurement 
method using the shadow generated by the spinous was 
developed by Cheung et al [15]. The principle of this mea-
surement method was to identify the inflection point of the 
spinous shadow line and the vertebrae containing the inflec-
tion point was treated as the most tilted one. As shown in 
Figure 2b, three short lines were manually drawn. They 
located in the middle of the shadow line and covered the 
corresponding vertebra. Then the angle between two lines 
were calculated and used as the spine curvature angle. There 
are two curvature angles in Figure 2b, the first angle be-
tween the upper two lines is the angle in thoracic regions 
and the second angle between the lower two lines is the 
angle in lumbar regions. 

C. Comparison Study between the Fast 3-D Ultrasound 
Projection Imaging (FUPI) Method and the 
Conventional Volume Rendering Method 

To investigate the performance of the FUPI method, a 
comparison study between the new method and the earlier 
VPI method was performed. The two imaging systems ran 
on the same computer with configuration of Intel Core i5 
and 32.0GB of memories. 30 patients with scoliosis (7 male 
and 23 female; mean age, 16.3 ± 2.9 years; BMI, 18.5 ± 1.6 
kg/m2) were recruited in the Department of Orthopaedics 
and Traumatology of The Chinese University of Hong 
Kong. This study was approved by the human subject ethics 
committee of the institution and all patients (or their parents 
for those patients under 18 years old) gave the informed 
consent. The recruited patients were scanned by the sono-
graphy operator using the Scolioscan system and the raw 
data including the images and their positional information 
were saved. The raw data were processed by the two imag-
ing methods respectively. The comparison study included 
the processing time comparison the curvature angle mea-
surement results comparison. The processing times of the 
two imaging methods were recorded respectively. For each 
patient, two images were obtained using the two methods. 
And there were totally 60 images (30 patients * 2 
processing methods) to be measured in this test. The same 
operator measured the angles on all projection images using 
the previously described method, as shown in Figure 2b. 

D. Data Analysis 

The processing times using the FUPI method and the VPI 
method on 30 patients was analyzed. The correlation rela-
tionship of the processing time and the data size was also 
presented. The angles on the measurement images were 
manually drawn and values were compared to observe the 
difference between the two imaging methods. The Pearson 
correlation coefficient r was used to assess the correlation of 
the two methods. All statistical evaluations were performed 
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using the statistical software (SPSS for Windows, version 
17.0; SPSS, Chicago, IL, USA). 

III. RESULTS 

A. Processing Time Comparison 

The results showed that the processing times on 30 sub-
jects were 149.50±33.44s (range: 102.07-248.59s) and 
15.07±0.03s (range: 15.02-15.15s) for the VPI method and 
the FUPI method, respectively. The VPI method takes, on 
average, 10 times of processing time compared with the 
developed method. In addition, the standard deviation (SD) 
values is much larger (33.44s) for the time of the VPI me-
thod compared with the time of the FUPI method (0.03s), 
which means the processing time varies largely for different 
subjects. This is further demonstrated by Figure 3, which 
shows the relationship between the processing time and the 
acquired data size. As shown in Figure 3a, there is a clear 
linear relationship between the time and the processing 
images numbers for the VPI method. This tread indicates 
that the processing time increases along with the size of 
acquired raw data. While for the developed method, there is 
no relationship between the time and the acquired image 
number. In this study, for a data set with about 4000 2D 
images, the processing time of the VPI method was 248.59s, 
which was more than 16 times of the time (15.15s) used by 
the FUPI method. The large difference on the processing 
time indicates the great advantage of the proposed method 
on time saving, especially for the large image data. 

 

 

Fig. 3 The relationship between the processing time and the number  
of the acquired image. (a) The relationship for the VPI method.  

(b) The relationship for the FUPI method. 

B. Angle Measurement Results Comparison 

Fig. 4 shows three typical measurement images with the 
curvature angles from small to large. For each subject, two 
measurement images were generated using the VPI method 
and the FUPI method, respectively. The correlation plots 
between two measurements for 30 patients are shown in 
Fig. 5. Very good linear correlations were obtained for the 
measurements both in thoracic region (y = 0.9733x, r = 
0.970) and in lumbar region (y = 1.0224x, r = 0.968). The 
results demonstrate that the two methods have the similar 
performance in the spine deformity illustration. 

 

 

Fig. 4 The typical angle measurement results (Left to right: small  
angle to large angle) 

 

Fig. 5 The scatter plots of angle measurement results using the VPI method 
and the FUPI method. (a) The relationship for the thoracic regions.  

(b)The relationship for the lumbar regions. 

(a)

(b) 

(a)

(b) 
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IV. DISCUSSION AND CONCLUSION 

In this study, a fast 3-D ultrasound projection imaging 
method for scoliosis assessment has been developed. In-
stead of the volume generation in conventional 3-D render-
ing method, this system directly projected the raw images to 
the coronal plane to get the projection images. One of the 
most important advantages of the new projection method is 
that it can greatly save the processing time. Compared with 
the conventional 3-D rendering method, this method could 
save as much as 10 times of processing time on average. 
The time saving is very useful for the clinical application of 
the Scolioscan system. With the processing time of about 
15s, this system allows the patients to get the spine mea-
surement images at once when the scanning is finished. The 
short processing time also allows the operator to review the 
projected image right after the scanning. If there are prob-
lems in the projected image, for example the missed region 
during the scanning, the operator can perform the scanning 
again immediately.  

In conclusion, this study presented a fast 3-D ultrasound 
projection imaging method for scoliosis. The in-vivo expe-
riment revealed that this method could greatly reduce the 
processing time while preserving the comparative image 
quality. It can be expected that this new method may help to 
provide fast 3-D ultrasound diagnosis of scoliosis in clinics. 
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Abstract— Carbon with possibilities of different microstruc-
tures and properties offers a whole range of applications in the 
area of microelectromechanical systems (MEMS), and nano-
mechanical systems (NEMS). The behavior of these carbons 
are governed by their particular dimensionality type, and to a 
large extend on their spefic physical and chemical characteris-
tics such as structural defects, presence of functional groups, 
and heteroatoms. Carbon catalysis knowledge is of great relev-
ance for the preparation of novel or improved carbon-based  
C-NEMS and C-NEMS devices. 

Keywords— C-MEMs, C-NEMs, Nanocarbon, Carbon  
chemistry. 

I. INTRODUCTION  

Carbon is a very versatile material that, depending on its 
hybridization and assembly in a one-, two-, or three-
dimensional network, exhibits important mechanical, optoe-
lectronic, and chemical properties. Because of its versatility, 
carbon has found numerous applications, for example, it is 
found in printer inks, pencils, water purification systems, 
and thermal isolation and antistatic materials. More elabo-
rate carbon materials such as carbon nanotubes (CNTs), 
graphene, fullerenes, and nanodiamond are used in sensing, 
electronic, or field emission applications. In addition, car-
bon materials with tunable microstructure and surface 
chemical properties are well suited as catalyst supports and 
the growth of secondary carbon nanofilaments onto a car-
bon fiber support is of special interest for composites, elec-
tronic, and porous macroshaped carbon materials. 

Carbon, because of the various microstructures (with 
quite different properties) in which it can be found, offers 
many possibilities for the development of a whole new 
range of applications in the area of microelectromechanical 
systems (MEMS) and nanoelectromechanical systems 
(NEMS). Also, as widely discussed in the rest of this book, 
such peculiar characteristics allow one to improve the per-
formance of carbon-based devices used in many applica-
tions. The behavior of these carbon materials is also  
governed by their particular dimensionality type, for exam-
ple, 1D (carbon nanotube or other type of nanofilaments) or 
2D (graphene), and depends to a large extent on their spe-
cific physical and chemical characteristics, such as structur-
al defects, presence of functional groups, and heteroatoms. 
Therefore, a broad range of properties and characteristics 

may be reported for what is apparently the same type of 
nanocarbon utilized in say an NEMS and NEMS device. 

II. CARBON MATERIALS 

Carbon is the sixth element in the periodic table and its 
ground electronic state has a 1s2 2s2 2p2 configuration. The 
carbon atom hybridized orbitals account for the sp3, sp2, and 
sp1 configurations of tetrahedral, trigonal, and linear symme-
tries, respectively. The sp3 hybridization is the basis for di-
amond and aliphatic compounds, the sp2 hybridization for 
graphite and aromatic compounds, and the sp1 for carbyne 
and two-dimensional ordered linear-chain carbon. The com-
bination of these hybridizations in carbon materials is the 
underlying focus of interest for the synthesis of carbon– 
MEMS, as it has a profound effect on their properties. For 
instance, diamond, being sp3 hybridized and featuring a tetra-
hedral geometry, is an isotropic material, transparent, super 
hard, and with negligible electronic conductivity. Graphite, 
on the other hand, with sp2 hybridization is an anisotropic and 
soft material and a semimetal only within the basal plane.  

Three different hybridizations of carbon exist, resulting 
in a large variety of nanocarbon structures with diamond, 
graphene, and carbyne (pure nonmixed materials) as limit-
ing cases, respectively. With the term nanocarbon [1], we 
capture the broad range of carbon materials having a tai-
lored nanoscale dimension and functional properties that 
significantly depend on their nanoscale features. CNTs  
and graphene belong to this class of materials and  
also nanofibers, nanocoils, nanodiamonds, nanohorns, na-
noonions, and fullerenes. We thus make a distinction be-
tween nanocarbons and the more conventional type of car-
bon materials, including activated carbon (AC) and other 
types of porous carbon materials (such as mesoporous car-
bon materials [2] and carbon aerogels [3]) often utilized as 
adsorbents and catalysts supports, and the common type of 
carbon materials utilized in electrodes(such as glassy carbon 
[GC]) [4], graphite and related materials (pyrolytic and 
flake graphite and graphitic carbon), and carbon black [5]. 
Figure 1 shows a simplified classification scheme of carbon 
materials based on the hybridization of the constituent car-
bon atoms [6]. Although this figure shows only some of the 
possible carbon materials, it clearly demonstrates that the 
range of carbon materials is broad, each with different phy-
sicochemical properties and functional behavior. 
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Fig. 1 Classification of carbon nanostructures. The mark ‘spn ‘ indicates 
intermediate carbon forms with a noninteger degree of carbon bond  

hybridization. 

III. PROPERTIES OF NANOCARBONS 

There are various characteristics that make nanocarbons 
attractive in MEMS and NEMS applications, such as the 
unique mechanical properties of graphene and CNTs, which 
include low mass, high Young’s modulus, high thermal 
conductivity, and high surface area-to-volume ratio. How-
ever, as mentioned in the previous sections, these properties 
not only depend on the structure of the nanocarbon but also 
greatly depend on the specific characteristics, such as the 
presence of defects and heteroatoms. Therefore, the specific 
preparation of these materials may greatly influence their 
final properties. In addition, the integration of the synthesis 
of these nanomaterials with that of other materials is very 
important and introduces some additional constraints as 
processes might not be compatible, for example, in terms of 
annealing temperature. 

Some nanocarbons (e.g., CNTs, graphene, and nanodia-
mond, the latter formally diamonds of very small size, 4 to 
5 nm, but characterized from a diamond core and graphitic-
like surfaces) have typically superior mechanical properties 
over silicon or conventional-type carbon materials, includ-
ing those used in MEMS applications such as GC [7]. GC is 
a hard solid prepared by heat treatment at elevated tempera-
tures (1,000–3,000°C) of polymeric precursors such as co-
polymer resins of phenol–formaldehyde or furfuryl alcohol–
phenol. These polymers are used because of their high car-
bon yield on pyrolysis (the ratio of carbon present after or 
before carbonization is ∼50 percent). GC is electrically 
conducting and impermeable to gases and has a low coeffi-
cient of thermal expansion. In addition, GC (having a fulle-
rene-related microstructure) has a lower density (1.3 to 1.5 
g/cm3 ) than that of graphite (2.27 g/cm3 ) or diamond (3.52 

g/cm3 ), because of its porous microstructure (related to 
bubbles formed during the pyrolysis process). The voids 
constituting the pores are not connected, and for this reason, 
GC shows low gas permeability. Moreover, GC has a very 
high corrosion resistance and inertness under a wide variety 
of conditions, allowing its use in very corrosive environ-
ments. Although some of these properties are better than 
those of nanocarbon materials, the Young’s modulus of GC 
(10 to 40 GPa) is lower than that of silicon and much lower 
than that of nanocarbons. On the other hand, this may be 
useful in some applications, such as in electrostatically dri-
ven actuators, where the stiffness of the material is a disad-
vantage. 

CNTs usually exhibit an elastic strain of 5 percent, and 
therefore, they show plastic deformation before fracture. 
This property is promising for mechanical energy storage. 
Defect-free CNTs are the stiffest and strongest materials yet 
discovered in terms of tensile strength (63 GPa) and elastic 
modulus (~1 TPa). In Table 1, we compare mechanical 
properties of CNTs with stainless steel [8]. CNT fibers have 
the potential to serve as ultrahigh strength (yet lightweight) 
fibers, electronic interconnects, power conversion devices, 
motors, transformers, and electro-storage devices. 

Table 1 Comparison of mechanical properties of CNTs with stainless steel 

Material Young’s modulus 
(TPa) 

Tensile strength 
(GPa) 

SWCNT ~1 (from 1 to 5) 13–53 

MWCNT 0.27–0.95 11–150 

Stainless Steel 0.186–0.214 0.38–1.55 

IV. USE OF CARBON MATERIALS  
IN MEMS AND RELATED DEVICES 

The superior mechanical, electrical, and structural prop-
erties of CNTs have resulted in their utilization in a wide 
range of fields. For example, implementing these materials 
into flexible or stretchable systems can lead to flexible mi-
croelectronics as well as to pressure monitoring devices 
inside the human body and energy scavenging from lowfre-
quency motions. The realization of the potential of carbon 
materials in MEMS and related devices requires the ability 
to carefully manipulate CNTs, especially on the micro- and 
nanoscale. The nanodiameter and high surface area of CNTs 
induce high van der Waals forces between the tubes, result-
ing in a strong tendency to aggregate with each other in 
order to minimize the total surface energy. Hence, CNTs 
have very limited dispersibility in most solvents, but today, 
it is possible to tune their solvency by controlled functiona-
lization to modify their properties [9]. 

CNTs, and in general nanofilaments, have been exten-
sively applied in MEMS and NEMS. For example,  



320 S.B. Abd Hamid
 

 IFMBE Proceedings Vol. 56  
  

 

CNT-based resonators (where CNTs act as the resonating 
mass detector element) show the highest mass sensing reso-
lution ever established [10]. A single-clamped DWCNT 
beam was used instead of an SWCNT to avoid issues re-
lated to the chirality of CNTs. Owing to the smaller material 
density compared to other materials, it is possible to obtain 
a lower natural resonance frequency, resulting in larger 
sensor responses at lower resonant frequencies. The optimal 
sensitivity achieved is of the order of 1.3×10−25 kg Hz−1/2, 
but depends on the specific characteristics of the DWCNT, 
which vary within some degree from filament to filament. 

Graphene is another nanocarbon-type material increasing-
ly used in C-MEMS and C-NEMS applications. The low 
mass and high surface area-to-volume ratio make graphene 
an excellent candidate for mass and gas sensing applications, 
respectively. Specifically, graphene-based electromechanical 
resonators have been demonstrated by using suspended gra-
phene structures over silicon dioxide trenches. 

The graphene-based device can be utilized as a gas sensor 
by monitoring the frequency shift because of mass changes 
related to the absorption of a gas. Sensitivities of 10−21 g are 
possible and in theory even higher sensitivities could be 
reached [10]. In addition to this type of graphene-based me-
chanical resonators, graphene-based chemical resistors, and 
field effect transistors have been utilized for gas sensing 
applications as well, because the resistance of graphene is 
sensitive to gas molecules [11]. Table 2 summarizes various 
graphene-based materials in sensing applications. 

Table 2 Examples of graphene-based materials in C-MEMS and  
C-NEMS applications 

Sensor Materials Detection mode 

Physical Graphene or PDMS AFM or resistance 

Chemical 
Monolayer or few 

layer graphene 
FET resistance change 

Biosensor Graphene Conductance 

V. THE SYNTESIS OF NANOSTRUCTURED  
CARBONS 

The synthesis of carbon nanomaterials and the tuning of 
their peroperties (by posttreatment, functionalization, con-
trol of defective state, preparation of hybrid materials, etc) 
is a scientific area of fast growing interest. The main tech-
niques used to prepare are by CCVD. Attention is focused 
on how specific properties of the carbon materials prepared 
are governed by process conditions, carbonaceous source 
and catalyst used. 

VI. CHALLENGES AND OPPORTUNITIES 

The knowledge base on nanostructured carbon materials 
has increased dramatically over the past decade, in terms of 

better controlled synthesis methods (for different types of 
materials, nanoarchitectures, and uniformity of the resulting 
products), posttreatment procedures to tune the carbon ma-
terials’ properties and functionalities, and in terms of a more 
advanced understanding of the microstructure and resulting 
chemical and mechanical properties. These advances have 
enabled the development of novel nanostructured carbon 
materials for a large variety of applications from polymer 
composites to catalysts and adsorbents, materials for ad-
vanced energy applications (from energy storage—Li-ion 
batteries, supercapacitors—to energy conversion—fuel 
cells, solar devices) and C-MEMS and C-NEMS. In the area 
of energy, the use of CNTs in battery electrodes enables 
large electrode–electrolyte contact areas for Li-ion batteries, 
new storage mechanisms that are not possible in bulk mate-
rials, and shorter pathways for both electron and ion trans-
port. For applications in supercapacitors, CNTs offer inter-
esting new possibilities when used in composite materials 
and to develop electrodes [12]. In dye-sensitized solar cells 
(DSSCs), nanocarbons can improve charge separation and 
electron transport and offer novel possibilities for a more 
efficient architecture, for example, to improve electron col-
lection or develop transparent counter electrodes [13]. In 
PEM (proton exchange membrane) fuel cells, the use of 
nanocarbons allow to obtain a more efficient metal disper-
sions (e.g., lower noble metal loading), improve the stability 
of the electrodes, and lead to optimal hierarchically orga-
nized designs for the electrodes to reduce mass transfer 
limitations [14]. 

In C-MEMS and C-NEMS, many novel possibilities ex-
ist, as shown in the previous sections. In addition, to gra-
phene and CNTs, other types of nanocarbon materials, in-
cluding hybrid systems, are available today. In general, 
these materials offer many new opportunities compared to 
silicon or even than the more conventional types of carbons 
such as GC. It should also be mentioned that many methods 
are available for controlling the intrinsic properties of gra-
phene and CNTs, such as doping, introduction of surface 
functional groups, and creation of hybrid nanocarbon mate-
rials with other types of nanocarbons (e.g., fullerene-type 
molecules grafted to graphene or CNTs) or with metal or 
metal oxide nanoparticles. There is thus a plethora of possi-
bilities to tune the properties of nanocarbons and enhance 
their performance in applications such as sensing and actu-
ating systems as presented earlier. 

Integration of nanocarbon materials in commercial C-
micro and C-nano devices is still a major challenge, espe-
cially in terms of largevolume manufacturing of such devic-
es with reproducible performance. There are, in general, two 
possible approaches to solve this conundrum: (1) integrated 
processes to fabricate nanocarbons (e.g., graphene or CNTs) 
together with other components directly onto the same  
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