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Preface

We are living in an increasingly networked world. People, information, and other
entities are connected via the World Wide Web, e-mail networks, instant messaging
networks, mobile communication networks, online social networks, internet of things,
etc. These generate massive amounts of social data, which present great opportunities
in understanding the science of user behavioral patterns and the structure of networks
formed by people interactions. The Fourth National Conference on Social Media
Processing (SMP) was held in Guangzhou, China, in 2015 for the purpose of pro-
moting original research in mining social media and applications, bringing together
experts from related fields such as natural language processing, data mining, infor-
mation retrieval, and social science, and providing a leading forum in which to
exchange research ideas and results in emergent social media processing problems.

The conference received 105 submissions, of which 53 were English submissions.
All papers were peer reviewed by at least three members of the Program Committee
(PC) composed of international experts in natural language processing, data mining,
information retrieval, and social science. The PC together with the PC co-chairs
worked very hard to select papers through a rigorous review process and via extensive
discussion. The competition was very strong; only 14 papers were accepted as full
papers and nine as short papers. The conference also featured invited speeches from
outstanding researchers in social media processing and related areas (the list may be
incomplete): Ho-fung Leung (The Chinese University of Hong Kong), Irwin King (The
Chinese University of Hong Kong), Shuo Bai (Shanghai Stock Exchange), Ting Liu
(Harbin University), Yucheng Liang (Sun Yat-sen University), Bin Ke (National
University of Singapore), Chunlin Duan (South China University of Technology),
Jonathan Zhu (City University of Hong Kong), Wei Yang (Tencent), Chunyu Lin
(TRS), Kai Chen (HYLANDA), and Jiyang Liu (Gridsum).

Without the support of several funding agencies and industrial partners, the suc-
cessful organization of SMP 2015 would not have been possible. Sponsorship was
provided by the following companies, among others: Tencent, TRS, HYLANDA,
Gridsum, iFLYTEK, Sungy Mobile, DATATANG, and ZhiweiData. We would also
like to express our gratitude to the Steering Committee of the special group of Social
Media Processing of the Chinese Information Processing Society for all their advice
and the Organizing Committee for their dedicated efforts. Last but not least, we sin-
cerely thank all the authors, presenters, and attendees who jointly contributed to the
success of SMP 2015.

November 2015 Xichun Zhang
Maosong Sun
Zhenyu Wang

Xuanjing Huang
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Personalized Microtopic Recommendation
with Rich Information

Yang Li1, Jing Jiang2, Ting Liu1(B), and Xiaofei Sun1

1 Reseach Center for Social Computing and Information Retrieval,
Harbin Institute of Technology, Harbin, China

{yli,tliu,xfsun}@ir.hit.edu.cn
2 School of Information Systems, Singapore Management University,

Singapore City, Singapore
jingjiang@smu.edu.sg

Abstract. Sina Weibo allows users to create tags enclosed in a pair of
# which are called microtopics. Each microtopic has a designate page,
and can be directly visited and commented on. Microtopic recommenda-
tion can facilitate users to efficiently acquire information by summarizing
trending online topics and feeding comments with high quality. However,
it is non-trivial to recommend microtopics to the users of Sina Weibo to
satisfy their information needs. In this paper, we focus on personalized
microtopic recommendation. Collaborative filtering based methods only
utilize the user adoption matrix, while content based methods only use
textual information. However, both of them can not achieve satisfac-
tory performance in real scenarios. Moreover, auxiliary information on
social media provides great potential to improve the recommendation
performance. Therefore, we propose a novel hierarchical Bayesian model
integrating user adoption behaviors, user item content information, and
rich contextual information into the same principled model. We exper-
iment with different kinds of textual and contextual information from
both user and microtopic sides on a real dataset. Experimental results
show that our model significantly outperforms a few baseline methods.

Keywords: Microtopic recommendation · Collaborative filtering ·
Topic model

1 Introduction

While Twitter is the most popular microblogging service in most parts of the
world, Sina Weibo serves the majority of Chinese users. Microtopic is a special
feature in Sina Weibo. A microtopic is represented as a word or phrase inside a
pair of #, like a hashtag in Twitter. However, different from hashtags in Twit-
ter, each microtopic in Sina Weibo has its own designated page. A microtopic
typically has a host, a short description and rich attributes such as category and
location. Users are encouraged to directly comment on its designated page. In
this way, microtopics can improve user experience and boost online interactions.

c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 1–14, 2015.
DOI: 10.1007/978-981-10-0080-5 1



2 Y. Li et al.

Overall, microtopics in Sina Weibo go far beyond common posts or hashtags.
They are more like threads in discussion forums.

Microtopics cover a wide range of topics, including not only trending events
such as (Malaysian Airlines flight missing) and
(World Cup) but also long standing topics such as (late night din-
ing) and (bedtime reading). Microtopics have played an important
role in summarizing online information and feeding comments with high qual-
ity. With the proliferation of microtopics, many users encounter the problem of
information overload. It is important to help users easily browse microtopics and
find those of their interest. On the other hand, it is indispensable for fresh users
who want to quickly follow big events or hot topics.

We focus on personalized microtopic recommendation in this work. Standard
collaborative filtering based methods [15,19] can be directly applied to learn
users’ hidden interests via users’ microtopic adoption history, but they suffer
from the cold start problem. Moreover, these models can not take advantage of
rich content and contextual information. For example, for each microtopic, we
have posts and comments on its designated page; for each user, we can also obtain
her post history. Such content information can presumably characterize proper-
ties of microtopics or indicate users’ personal interests. Furthermore, we observe
that in Sina Weibo, both users and microtopics have additional attributes such
as gender of users and categories of microtopics. Similar to texts, these types of
contextual information are valuable in profiling users and characterizing micro-
topics, which can connect similar users or similar microtopics. Intuitively, a joint
model integrating all these rich information could help improve the recommen-
dation performance. However, it is still not clear how to build an effective hybrid
model for our problem.

In this paper, we propose a hierarchical Bayesian model based on collabora-
tive filtering and topic modeling, to seamlessly integrate user adoption behaviors,
user/item textual and contextual information into the same principled model.
Unlike existing hybrid recommendation methods [8,16], by deeply incorporating
the content from users’ post history and comments on microtopics, our joint
model benefits in topic modeling and gives interpretable representations of users
and microtopics. By integrating both user and microtopic attributes, our model
makes users or microtopics sharing the same attribute to have similar vectors in
the latent factor space. Since a zero entry in the user-microtopic adoption matrix
does not necessarily indicate that the user is not interested in the microtopic, we
use a ranking optimization criterion to model users’ preferences [21]. Note that
we focus on microtopic recommendation in this paper. However, our model is
flexible enough to be applied in other applications such as question recommen-
dation in community-based question answering (cQA) services where we can also
obtain rich content and contextual information from users and questions.

Our paper makes the following contributions:

– To the best of our knowledge, we are the first to study Sina Weibo microtopic
recommendation problem on a large real dataset.
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– We propose a novel hierarchical Bayesian model, which can seamlessly inte-
grate user adoption behaviors, user/item content and contextual information
into the same principled model. Our proposed model can be applied in other
recommendation scenarios where both user and item have rich information.

– Through empirical evaluation, we find that both content and contextual infor-
mation can help the recommendation task, our model significantly outper-
forms the state-of-the-art methods.

2 Microtopic Recommendation Model

In this section, we present our model for microtopic recommendation and explain
the reasons behind the design of our model. We would like to consider several
factors when designing our model. First, based on the idea of collaborative fil-
tering, given a user and a new microtopic, to predict whether this user will be
interested in this microtopic, we would like to make use of this user’s as well as
other users’ historical records of microtopic adoption. We thus use these pub-
lishing records as indicators of users’ interests in microtopics. Next, there are
rich textual contents associated with both users and items. For a microtopic, we
have the set of posts published on its microtopic page. For a user, similarly, we
have her posts from timeline. Furthermore, attributes such as a user’s gender
and location or a microtopic’s category can presumably also be useful. Finally,
because for a given user we care about the accuracies of the top-ranked micro-
topics for her, we treat it as a ranking problem where for each user we would like

Fig. 1. Plate notation for our proposed microtopic recommendation model. The dashed
rectangles are optional parts. Hyperparameters are omitted for clarity.
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to rank the microtopics based on how likely the user is interested in browsing
and commenting on a microtopic.

Our model mainly consists of three parts, namely, modeling user-microtopic
adoptions, modeling user and microtopic content, and modeling user and micro-
topic attributes. Our overall model is illustrated in Fig. 1. In the rest of this
section, we will present each of these three parts in detail. A basis of all three
parts is that we assume there is a K-dimensional latent factor space. Each user
and each microtopic is represented as a vector in this K-dimensional space. We
use vu, vi to denote the vector for user u and microtopic i.

2.1 Modeling User-Microtopic Adoptions

The way we model microtopic adoption is similar to many existing latent factor
models for recommendation. Given a user vector vu and a microtopic vector vi,
we define an affinity score rui between user u and microtopic i as follows:

rui = v�
u vi + bu + bi, (1)

where rui models user u’s preference to adopt microtopic i, and bu and bi are
user bias and item bias to be learned.

Because microtopic recommendation belongs to the “one-class collaborative
filtering problem” [20], where a zero entry in the adoption matrix indicates
inaction rather than a negative rating, in order to rank items adopted by a user
higher than items not adopted by her, we incorporated a ranking optimization
criterion Bayesian Personalized Ranking (BPR) to learn user’s preferences [21,
22]. Eq. (2) shows the objective function under the ranking criterion. Let rui

denote the preference score computed from Eq. (1). Let P denote a set of triplets
〈u, i, j〉 derived from the training data where user u has adopted microtopic i but
not microtopic j. The BPR criterion tries to minimize the following function:

min
Θ

∑

〈u,i,j〉∈P
ln(1 + e−(rui−ruj)), (2)

where Θ denotes the set of model parameters, i.e. the user and microtopic latent
factor vectors and the bias terms. Here ln(1+ e−(rui−ruj)) can be considered the
loss of ranking microtopic i higher than microtopic j for user u. The larger the
value of (rui − ruj) is, the smaller the loss is. Thus, the objective function is
trying to maximize the difference between rui and ruj when we know that i has
been adopted but j has not.

2.2 Modeling User and Microtopic Content

To incorporate the content into our model, we first combine a user’s (or micro-
topic’s) posts into a pseudo document. We then use Latent Dirichlet Allocation
(LDA) to model the generation of these pseudo documents. Inspired by recent
work [18], we try to link LDA with collaborative filtering. Specifically, we assume
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that each of the K hidden factors that are used to represent users and micro-
topics has a corresponding multinomial word distribution, denoted by φk, i.e.
each hidden factor corresponds to a hidden topic in LDA. Each user (or micro-
topic) has a distribution over the K topics, which is derived from its hidden
factor vector. Let θu denote user u’s topic distribution. We have

θu,k =
exp(κvu,k)∑
k′ exp(κvu,k′)

. (3)

Similarly, a microtopic i’s topic distribution θi can be derived from vi.
Let wu denote all the words in the pseudo document representing user u.

Given the assumptions above, we can generate wu using the following formula:

p(wu | θu, φ) =
∏

n

K∑

z=1

θu,kφk,wu,n
. (4)

The way the pseudo document for microtopic i is generated can be formulated
similarly. With this, we can add the following term to the objective function
(Eq. (2)) that needs to be minimized:

−
(

∑

u

ln p(wu|Θ) +
∑

i

ln p(wi|Θ)

)
, (5)

where Θ denotes all the model parameters.

2.3 Modeling User and Microtopic Attributes

Finally, we would like to incorporate additional attributes that characterize users
and microtopics into our model. Intuitively, users or microtopics sharing the
same attribute are likely to have similar vectors in the latent factor space. To
this end, we consider to embed a factor vector for each attribute value. Each
user or microtopic is then profiled as an aggregation of the factor vectors of all
its attributes.

Specifically, let au be an AU-dimensional binary vector representing user u’s
attributes, where AU is the total number of user attributes. au,t is 1 if the
attribute t is present in u and 0 otherwise. We then model user latent factors vu

as follows:
vu = G�

U au + σu, (6)

where GU ∈ RAU×K is a regression coefficient matrix and σu ∈ RK×1 is user u’s
deviation from the linear combination of the coefficients.

We profile each microtopic in a similar way. We pose zero-mean Gaussian
priors on GU, GI, σu and σi.
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2.4 Complete Model and Model Inference

We now present the complete model and model inference. In summary, we assume
the following observations: For each user u, we observe a bag of words wu and
an attribute vector au. For each microtopic i, we observe also a bag of words wi

and an attribute vector ai. We also have a set of triplets {〈u, i, j〉} indicating
users’ relative preferences between two microtopics. We have the following model
parameters: For each latent factor (topic), there is a word distribution φk. For
user attributes and microtopic attributes, there are two coefficient matrices GU

and GI. Each user u has a user-specific latent factor vector σu and a bias term
bu. Similarly, each microtopic i also has a σi and a bi. κ is the parameter which
controls the transformation in Eq. (3). We use Θ to denote all model parameters.
We further use R(Θ) to denote a regularization function on Θ derived from the
prior distributions of all the model parameters. Recall that all model parameters
have a zero-mean Gaussian prior except φk, which has a uniform Dirichlet prior.

The overall objective function we try to minimize is thus defined as follows:

min
Θ

∑

〈u,i,j〉∈P
ln(1+ e−(rui−ruj))−μ

( ∑

u

ln p(wu|Θ)+
∑

i

ln p(wi|Θ)
)

+λR(Θ).

We can see that the objective function includes three parts. The first part is
the ranking optimization, the second part is the log likelihood of generating the
textual content, and the last part poses regularization on all the parameters. μ
and λ are manually defined scalar values to balance the relative contributions of
each part.

To learn the model parameters, we use Monte Carlo EM [23], an inference
method that alternates between collapsed Gibbs sampling and gradient descent.
In the E-step, we fix all the parameters in Θ and compute θu and θi based on vu

and vi, using Eqs. (3) and (6). We then collapse out the parameters φ to sample
topic labels associated with each word. In the M-step, we fix the latent topic
labels and perform gradient descent to learn parameters in Θ.

E-Step. In the E-step, we perform Gibbs sampling to learn the hidden variable
zu,n by fixing all other parameters. In particular, we first compute θu from vu.
We then collapse out all the φ(·) and update each user u’s n-th topic label as
follows:

p(zu,n = x |Zu,¬n,W, θu, β) ∝ θu,x · nx
wu,n

+ β

nx· + V β
, (7)

where nx
wu,n

is the number of times topic x is assigned to word wu,n, excluding
the current word wu,n’s topic assignment. V refers to vocabulary size, and β is
the parameter of the Dirichlet prior on the φ(·).
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M-Step. In this step, we perform gradient descent to learn the parameters by
fixing the values of topic labels. We reformulate the objective function L as:

L =
∑

〈u,i,j〉∈P
ln(1 + e−(rui−ruj)) − μ

∑

u,n

ln θu,zu,n
− μ

∑

i,n

ln θi,zi,n
+ λR(Θ).

Generally, for each parameter υ, we compute the first derivative of L with
respect to υ as follows:

∂L
∂υ

=
∑

〈u,i,j〉∈P

ln(1 + e−(rui−ruj))

∂(rui − ruj)

∂(rui − ruj)

∂υ
−μ
∑

u,n

ln θu,zu,n

∂υ
−μ
∑

i,n

ln θi,zi,n

∂υ
+λ

∂R(Θ)

∂υ
.

In this case, each variable υ(t) at iteration t can be updated by υ(t) ← υ(t−1)− ∂L
∂υ .

Our problem is resolved to compute ∂(rui−ruj)
∂υ , ∂ ln θu,zu,n

∂υ ,
∂ ln θi,zi,n

∂υ and ∂R(Θ)
∂υ .

3 Experiments

In this section we empirically evaluate the various components of our proposed
model for microtopic recommendation. We conduct experiments to answer the
following research questions: (i) How much can collaborative filtering help for
microtopic recommendation compared with a popularity-based baseline that is
currently used by Sina Weibo? (ii) Does content help on top of collaborative
filtering for this task, and if so, what content is the most useful? (iii) Does our
method perform better than other baseline methods that also use a hybrid of
collaborative filtering and content-based recommendation? (iv) Can user and
microtopic attributes help the recommendation task, if so, which attributes are
the most useful?

3.1 Data Set

Our data set is crawled from Sina Weibo. We started by selecting 100 seed
microtopics published within three months before November 1st, 2014. We then
crawled the users who had participated in these microtopics together with their
comments published on the microtopics’ pages. With the user name of these
users, we were able to collect all the other microtopics which they had commented
on. With these additional microtopics, we could repeat the same process for
several times. All together we got 22,194 users and 164,462 microtopics. We
removed those microtopics which had fewer than 5 participates. We also removed
duplicate users and inactive users (with fewer than 30 followers or fewer than
50 posts). Finally we obtained 11,347 users, 13,188 microtopics and 783,118
posting records of these users on these microtopics. For the crawled users, we also
obtained their profile information including gender, status (verified or unverified
user) and location. For the microtopics, we crawled their category information.
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3.2 Experimental Settings

Baseline Methods. For comparison, we consider the following baselines:

– PR: Popularity ranking. For each user, we rank microtopics based on the
number of participants, which are obtained from Sina Weibo pages.

– PMF: Probabilistic matrix factorization [19]. The original model is designed
for numerical ratings. For our task, we use 0 s and 1 s as rating scores.

– BPR: Bayesian personalized ranking matrix factorization [21]. BPR differs
from PMF in that it offers an optimization criterion based on BPR for per-
sonalized ranking, which we adopted for our method.

– OCCFWF: In this method, user and item similarities based on content are
tightly coupled with collaborative filtering by weighting the negative examples
with similarity-based weights [16].

– MCF: Matrix Co-Factorization model proposed in [8], which incorporates
rich content information and implicit feedback.

We refer to our proposed model as the Microtopic Recommendation Model
(MTRM). Since we would like to empirically test the effectiveness of different
sources of content, we first compare three degenerate versions of our model
as follows. In all these three degenerate versions, no user or item attribute is
incorporated yet.

– MTRM-UC: Our model incorporating users’ posts as user content (i.e. a
pseudo document for each user).

– MTRM-IC: Our model incorporating posts on microtopic pages as item
content (i.e. a pseudo document for each microtopic).

– MTRM-UCIC: Our model incorporating both user’s posts and posts on
microtopic pages as content (i.e. a pseudo document for each user and a pseudo
document for each microtopic).

Finally, as we will shown in Sect. 3.3, using user content is much more effective
than item content for our problem. We then test the performance of our full
model with user content and user/item attributes:

– MTRM-UC-ATTR: Our model incorporating user content and user/item
attributes.

Experimental Setup. Similar to the settings of many other studies on rec-
ommendation [20,24], we hold out a percentage of the entries of the microtopic
adoption matrix and use the remaining entries as training data. In particular, we
perform 5-fold cross validation and we report the average performance. Recall
that in BPR, we need to sample negative feedback to construct user prefer-
ence data. For every user’s each adopted microtopic in our training data, we
randomly sample 5 microtopics that the user has not adopted as negative feed-
back. For other baseline methods, we use the same sampled data as negative
instances for fair comparison. For evaluation, for each user in the test data, we
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randomly sample 1000 microtopics that the user has not adopted and have not
been used as negative feedback. In other words, we make sure there is no overlap
of user-microtopic pairs between the training and the test data.

For our models, we perform 200 runs of Monte Carlo EM. In each run, we run
10 iterations for Gibbs sampling and another 10 iterations of gradient descent.
For the parameter μ which is balancing the likelihood of textual content and the
adoption errors, we found that in MTRM-UC and MTRM-IC, when μ is set to
between 0.01 and 0.1, we can achieve good performance. In MTRM-UCIC, we
set the same μ = 0.01 for both types of content. For all the zero-mean Gaussian
priors in our model, we set the variances to be 0.01, and the regularization term
λ is set to be 0.01 empirically. For MCF, we set the weight of negative instances
to be 0.01 according to [8]. In OCCFWF, the weight is computed based on the
content dissimilarity (Sect. 3.2). We tested with latent factor size K ranging from
10 to 50 with a gap of 10. Finally, we found for the baseline methods PMF, BPR
and OCCWF, K = 20 is an optimal setting. In MCF and our models, K = 30
is an optimal setting. A larger K cannot improve the results.

We choose two evaluation metrics which are commonly used in one-class
collaborative filtering tasks, namely Mean Percentage Ranking (MPR) [14] and
Recall@M [24]. Due to the limited space, we omit the details of these metrics
which can be found in [14,24]. Note that for MPR, the lower the value is, the
better the results are.

3.3 Collaborative Filtering with Rich Content

Since our baseline methods do not make use of user/item attribute, we first
compare the baselines with the versions of our model which do not use attribute
information either. In other words, we compare the baselines with MTRM-UC,
MTRM-IC and MTRM-UCIC. The goal here is threefold. First, we would like
to see how much collaborative filtering can help the popularity-based baseline.
Second, we would like to find out what content is useful for improving the recom-
mendation results. Third, we would like to verify the performance of our method

Table 1. Comparison of PR, PMF, BPR, OCCFWF, MCF and three degenerate vari-
ations of our model MTRM. ∗ indicates that the result is better than the method in
the previous row at 5 % significance level by Wilcoxon signed-rank test.

Metric MPR Recall@10 Recall@50 Recall@100

PB 0.3381 0.0908 0.2091 0.3014

PMF 0.1252∗ 0.1677∗ 0.4552∗ 0.5997∗

BPR 0.1178∗ 0.1725 0.4699 0.6077

OCCFWF 0.1169 0.1412 0.4294 0.5794

MCF 0.0984∗ 0.2351∗ 0.5084∗ 0.6460∗

MTRM-IC 0.0945 0.2473∗ 0.4954 0.6318

MTRM-UC 0.0822∗ 0.2729∗ 0.5227∗ 0.6529∗

MTRM-UCIC 0.0829 0.2830 0.5267 0.6590
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by comparing our degenerate models with other hybrid methods associating con-
tent features with collaborative filtering.

Result Analysis. Results in Table 1 shows the following: (i) PMF, the basic
collaborative filtering method, clearly outperforms PR, the popularity-based
method. The differences are quite substantial, showing that personalized rec-
ommendation of microtopics is very important. (ii) OCCFWF performs better
than PMF in terms of MPR, but it gives low recalls. Among PMF, BPR and
OCCFWF, BPR is giving consistent results in both MPR and recall, showing
that for our microtopic recommendation task, a ranking based objective func-
tion gives more promising results than a rating based one. (iii) MCF and the
three degenerate versions of MTRM are able to improve the recommendation
performance over OCCFWF and BPR by deeply incorporating user-generated
content into collaborative filtering. The results are consistent with previous find-
ings in [8,13,18]. (iv) Comparing with MCF, our models always perform better
in terms of both MPR and recall, although MCF has incorporated both user
content and the microtopic content through matrix co-factorization. (v) Finally,
we find that interestingly using pseudo documents for users is more effective than
using pseudo documents for microtopics. We hypothesize that this is because the
posts published on a microtopic’s page are very diverse. In contrast, normal posts
published by the same user may be more coherent and focused. Generally, we
also find that the topics learned by MTRM-UC are more meaningful. The topics
learned by MTRM-IC contain many meaningless words like “good”, “applaud”.
When microtopics’ pseudo documents are used on top of users’ pseudo docu-
ments, the performance is very close to that of not adding them. Therefore,
for the next experiment of using user/item attributes (Sect. 3.4), we use user
content only.

Fig. 2. MPR values with respect to dif-
ferent µ when K = 30.

Fig. 3. MPR values with respect to dif-
ferent K.

Parameter Sensitive Analysis. We would like to analyze how sensitive the
performance of our model is with regard to the parameters. First, we vary the
value of μ while fixing the other parameters. We show the results in terms of
MPR for the three methods MTRM-IC, MTRM-UC and MTRM-UCIC in Fig. 2.
Recall that μ controls the relative importance of collaborative filtering and con-
tent in the objective function. Figure 2 shows that the best results are achieved
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when μ is set to be between 0.01 and 0.1. The values of MPR increase when μ is
larger than 1. Figure 3 shows the MPR results when we vary the number of top-
ics K from 10 to 50. We use the following setting of μ: MTRM-UC (μ = 0.01),
MTRM-IC (μ = 0.1) and MTRM-UCIC (μUC = μIC = 0.01). We find for all
these three methods, the performance improves when K increaces. The result of
MPR become flattened when K reaches 30. Through the overall results, in most
settings, MTRM-UC and MTRM-UCIC perform much better than MTRM-IC,
and MTRM-UC is close to MTRM-UCIC, meaning that modeling user content
is empirically better than modeling microtopic content in our task.

3.4 Integrating Attributes

In this section, we empirically study how much user and microtopic attributes
may help improve the recommendation results. Recall that in our model, we
assume that the latent factor vector of a user or a microtopic is close to the
linear combination of a set of coefficients corresponding to the attributes the
user or microtopic has. In Sect. 3.3, we found that compared with MTRM-UC,
MTRM-UCIC improves recall slightly but gives a much lower MPR, which means
integrating user posts as content can capture most of the textual information.
Next, we will incorporate user or microtopic attributes on top of the MTRM-UC
model.

To incorporate users’ attributes, we have collected their gender, verified sta-
tus and location information. The results of incorporating users’ attributes are
shown in Table 2, indicated by +gender, +status and +location. We can see that
adding gender information and location information turns out to be more useful
in improving microtopic recommendation. A close examination of the data gives
some examples. For instance, is a microtopic for girls to
share secrets they had with their girlfriends. Clearly this microtopic is meant
for female users mostly. Another microtopic talks about cosme-
tology, which is also a female-oriented microtopic. We found that indeed very
few male users would touch these microtopics. As for the attribute of verifica-

Table 2. Comparison of the results before and after incorporating each type of user
and microtipic attributes. MTRM-UC-ATTR refers to our model using user content
and best setting of features (user gender, user location and microtopic category).

Metric MPR Recall@10 Recall@50 Recall@100

MTRM-UC 0.0822 0.2729 0.5227 0.6529

+gender 0.0809∗ 0.2774 0.5419∗ 0.6723∗
+status 0.0840∗ 0.2715 0.5359 0.6648

+location 0.0817 0.2773 0.5376∗ 0.6679∗

+category 0.0792∗ 0.2810∗ 0.5421∗ 0.6728∗
MTRM-UC-ATTR 0.0789∗ 0.2924∗ 0.5474∗ 0.6798∗
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tion status, since only around 10 % users are verified users, incorporating this
attribute does not seem to be useful.

Furthermore, Weibo organizes microtopics in 16 main categories. We try to
incorporate the category information of microtopics into our model to see if
people’s participation behaviors have some correlations with the categories of
microtopics. In Table 2, we find that compared to MTRM-UC, the integration of
category information (+category) gives more than 3.5 % decrease in MPR, and
3 % improvement in recall relatively. Compared to all the user attributes, micro-
topic category information is more useful. Finally, if we combine the attributes
from users and microtopics, we find the best result we can achieve is using user
gender, user location and microtopic category information (MTRM-UC-ATTR),
as shown in Table 2.

4 Related Work

Collaborative Filtering: Recommendation methods can be classified as
content-based recommendation [2,11], collaborative filtering [10,15], and hybrid
approaches [5,16]. Many state-of-the-art hybrid approaches such as Matrix Fac-
torization with Features [16], Matrix Co-Factorization Models [8,13] and Regres-
sion based Latent Factor Models [1,4] tried to combine content-based and CF
approaches, however, these methods need efforts to collect and extract knowl-
edge from item or user content. Wang and Blei [24] first applied Latent Dirichlet
Allocation method (LDA) [3] on item specific textual content to recommend
scientific articles. The method profiles each item as a combination of its topic
distribution and a latent vector. In sentiment analysis of product reviews, [6]
and [18] assume the topic distribution of each review is produced by the latent
factors of the item. These methods could provide an interpretation to each latent
factor because factors and topics are in the same space. Our method benefits
from such approaches, but differently, we have textual content associated with
both users and items (microtopics) in our task. Besides that, our model also
combines auxiliary information on Sina Weibo.

Recommendation on Microblogs: With the popularity of microblogs, a
growing number of studies have been proposed to provide better recommen-
dation services. There are three main recommendation tasks involved, namely
followee recommendation [11,12], tweet recommendation [4], and hashtag rec-
ommendation. Maybe the most related task to ours is hashtag recommendation,
however, most work focuses on suggesting hashtag for a specific tweet. Godin
et al. [9] uses topic models for Twitter hashtag recommendation. Ma et al. [17]
proposed two PLSA-style topic models to incorporate user, time, hashtag, and
tweet content for the task. Ding et al. [7] used topical translation model for
hashtag suggestion on Sina Weibo. We study the task of recommending micro-
topics in Sina Weibo. To the best of our knowledge, this is the first work for this
problem on a large real dataset.
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5 Conclusions

In this paper, we study personalized microtopic recommendation in Sina Weibo.
we propose a hierarchical Bayesian model to seamlessly integrate user adoption
behaviors, user/item textual and contextual information into the same principled
model. We design experiments to quantitatively evaluate our joint model against
several state-of-the-art methods. We found it beneficial to incorporate users’
historical posts to help learn better users’ latent factor vectors. Furthermore,
by incorporating both user and microtopic attributes, our model can further
improve the recommendation performance.
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Abstract. User profession plays an important role in commercial
services such as personalized recommendation and targeted advertising.
In practice, profession information is usually unavailable due to privacy
and other reasons. In this paper, we explore the task of identifying user
professions according to their behaviors in social media. The task con-
fronts the following challenges which make it non-trivial: how to incor-
porate heterogeneous information of user behaviors, how to effectively
utilize both labeled and unlabeled data, and how to exploit commu-
nity structure. To address these challenges, we present a framework of
PRofession Identification in Social Media (PRISM). It takes advantages
of both personal information and community structure of users in the fol-
lowing aspects: (1) We present a cascaded two-level classifier with hetero-
geneous personal features to measure the confidences of users belonging
to different professions. (2) We present a multi-training process to take
advantages of both labeled and unlabeled data to enhance classification
performance. (3) We design a profession identification method syntheti-
cally considering the confidences from personal features and community
structure. We collect a real-world dataset to conduct experiments, and
experimental results demonstrate significant effectiveness of our method
compared with other baseline methods.

1 Introduction

Social media services, such as microblogs, enable users to post messages, share
information and communicate with each other in social networks. Besides, users
may also contribute tags and short notes to describe themselves. The user gen-
erated content (UGC) reserves rich facts about users, including their personality
traits and social attributes. Many aspects and attributes of users have been
investigated based on social media data, from simple attributes such as gender
and age [2], to more complicated ones such as personality [23], happiness [6] and
political polarity [21].

Profession, which is founded upon specialized educational training and aims
to supply service to others, is also a critical social attribute of people. Sociologists
c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 15–27, 2015.
DOI: 10.1007/978-981-10-0080-5 2
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have been fascinated with user professions for a long time. It is a crucial factor for
many social processes and dynamics, such as social organization, social control
and cohesion, differentiation and inequality, power and influence, self and social
identity [24]. With the development of social media, profession has become an
important research subject of modern sociology. Besides benefiting research in
sociology, user professions also make great contributions to commercial services
such as personalized recommendation and targeted advertising. Professions of
most users in social media, however, are implicit or regarded as a privacy issue.
Hence, it will be beneficial for both academia and industry to effectively pre-
dict user professions based on large-scale social media data. To the best of our
knowledge, user profession has been less investigated as a subject for prediction
in social media. The task is the focus of this paper.

Fig. 1. The framework of PRISM.

The profession of a user is an essential part of human life. It may be explicitly
or implicitly expressed in user generated content in social media. Hence, user
professions can be identified according to user generated content. In this paper,
we take microblogs as the representative social media, and explore the method
of identifying user professions from microblog data.

In the context of microblog services, user professions are reflected in the
following two aspects:

(1) Personal Information. Microblog users provide self descriptions and user
tags, and constantly post short messages. The user generated contents form
the personal information and can provide rich clues about user professions.

(2) Network Information. A user usually follows others to get information he/she
is interested in. The following behaviors form social networks of microblog
users. In our dataset we group users of the same professions into profession
communities, which exhibit a relatively high modularity [20] score of 0.25.
This indicates strong correlations between professions and network structure,
and also confirms the homophily theory in sociology [17] that similar users
tend to form social ties.
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There are several challenges making profession identification non-trivial:
(1) User generated personal information is heterogeneous. How can we integrate
these information together for identification? (2) There are much more unlabeled
users compared with those users labeled with professions. How can we effectively
utilize both labeled and unlabeled data for identification? (3) Social networks
also provide strong hints for user professions. How can we take advantages of
community structure and further incorporate personal information together for
identification?

To address these challenges, we propose an efficient framework of PRofession
Identification in Social Media (PRISM). PRISM takes advantages of both per-
sonal features and community structure, for user profession identification in
social media.

Firstly, for heterogeneous personal information, we present a cascaded two-
level classifier to measure confidences of users belonging to different professions.
In the first level, we extensively extract features from different personal infor-
mation sources, and build separate base classifiers for each source. Afterwards,
a second-level classifier integrates the classification votes and makes final deci-
sion.Then, we further present a multi-training process, following the idea of
co-training, to take advantages of both labeled and unlabeled users to improve
classifier performance. Finally, we propose an profession identification method
synthetically considering the confidences from personal features and community
structure.

In the experiments, we collect more than 60 thousand manually annotated
microblog users from Sina Weibo (http://weibo.com), the largest microblog ser-
vice in China, as our dataset. According to characteristics of microblog users,
we select 14 representative professions for study such as “art”, “government”,
“sports” and “IT”, etc. The experimental results on our dataset show that our
method achieves the accuracy of 84.92%, which outperforms all other baseline
methods significantly.

2 The Framework of PRISM

We design the framework of our model as a two-step process: (1) We rep-
resent each user as multiple feature vectors extracted from various personal
information sources, and build a cascaded two-level classifier to identify their
professions. Furthermore, we introduce a multi-training process to improve clas-
sification performance by incorporating unlabeled data for training. (2) We
further take advantages of profession community structure to refine profession
identification. We introduce the details of our method as follows (Fig. 1).

2.1 Profession Identification with Personal Information

In this step, each user u is represented as a bag of feature vectors Xu = {xu,r}.
Here each xu,r denotes a feature vector obtained from a distinct information
source r, where r ∈ {1, . . . , R} and R is the number of information sources.

http://weibo.com
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Suppose we have a set of annotated user-profession pairs {(Xu, yu)} for training,
where yu = k ∈ {1, . . . , K} and K is the number of professions.

We build a cascaded two-level classifier for profession identification.

(1) Base Classifier Construction. For each information source r, we build
a base classifier fr(·) with a set of user-profession pairs {(xu,r, yu)}. With
these base classifiers, for a user u and its feature vector Xu, we can obtain
a identification matrix Pu = {pk,r}, where pk,r = Pr(k|xu,r) = fr(xu,r, k),
indicating the confidence score for categorizing user u into profession k based
on information source r.

(2) Base Classifier Fusion. We take identified results Pu obtained in (1) as
input features, and construct a new set of user-profession pairs {(Pu, yu)}.
Using these pairs, we build a fusion classifier g(·). The fusion classifier will
assign a weight for each base classifier learned in Step 1, and fuse their
identification results into the final identification scores, Pr(k|Pu) = g(Pu, k).
We can then select the most confident label ŷu = argmaxk Pr(k|Pu), as the
identified profession.

Feature Design and Base Classifier Construction. In social media, a user
generates various types of content. Taking the user “Kai-Fu Lee”, a famous
Chinese IT activist, for example, he provides a short self description “CEO of
Innovation Works”, gives some user tags such as “venture capital”, “innovation
works”, “education”, “technology” and “e-business”, and also has the verifica-
tion information “Chairman and CEO of Innovation works”. He also has posted
thousands of messages, containing rich information including words, mentioned
users, URLs, entities and hashtags. These information should be handled sep-
arately due to their distinct characteristics. In this paper, we consider eight
distinct sources of user generated personal information to build features for base
classifiers, which are listed in Table 1.

Table 1. Personal information sources.

No. Name Source description

1 DES Self descriptions provided by user

2 TAG User tags provided by user

3 VER Verification information for user

4 MSG Messages posted by user

5 MEN Mentioned user IDs in messages

6 URL URLs in messages

7 ENT Named entities in messages

8 HAS Hashtags in messages

Among these feature sources, the features in DES, VER and MSG are words
extracted from text following the bag-of-word assumption. For TAG and HAS, we
use tags as features. Besides using words in messages as features, we also extract
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user IDs identified by “@” in microblog messages as features of MEN, regard URLs
in messages as features of URL which are usually in form of tiny URLs [1], and
use named entity recognition (NER) tools to extract entities from messages as
features of ENT.

For each feature source, there are tens of thousands of feature candidates. We
have to perform feature selection to downsize feature sets. Following the valid
experience in feature selection for text classification [10,26], we use χ2 statistic
to select representative features for each feature source. Afterwards, we build
base linear classifiers for each feature source.

Base Classifier Fusion. The prediction result Pu obtained from base classifiers
for user u is a matrix, which can not be directly used as input of fusion classifier.
We concatenate the transfer matrix Pu into a feature vector as input of fusion
classifier, i.e., building a feature vector zu simply by concatenating column vec-
tors of Pu, i.e., zu,k+K×(r−1) = pk,r. The vector size of zu is K ×R. We can also
select the maximal scores or sum up scores of each row in the prediction matrix
to build a feature vector. However, in experiments we find the concatenation
scheme significantly outperforms the other schemes (max and sum), hence we
only report the concatenation results.

We select Liblinear [7]1 to build base classifiers and fusion classifier. In this
package, we select the method of L2-regularized logistic regression (LR), which
is also the default setting of Liblinear. We have compared LR with SVM2, and
LR performs better in both effectiveness and efficiency. Hence, in the following
part we only show the results obtained with LR.

Multi-training with Labeled and Unlabeled Data. In real world, there
are much larger set of unlabeled users with no profession information. Here we
want to employ the idea of co-training to perform multi-training of profession
classification with both labeled and unlabeled data.

The basic idea is, after building base classifiers, we use them to identify pro-
fessions for unlabeled users. We select the users that more than half base classi-
fiers agree on their professions, and put these users with corresponding identified
profession labels into training set. Then we re-train these base classifiers.

We can conduct the procedure iteratively until convergence. Multi-training
is expected to enrich training data and improve classification performance with
respect to both accuracy and generalization.

2.2 Profession Refinement with Community Structure

We observe from our dataset that users of the same professions tend to be friends
and form communities in social networks, which is consistent with our intuition
1 In this paper, we use the Java version of Liblinear, developed by Benedikt Waldvogel,

which can be accessed via http://www.bwaldvogel.de/liblinear-java/.
2 We select LibSVM [3] as the implementation of SVM, which can be accessed via

http://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

http://www.bwaldvogel.de/liblinear-java/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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and sociology theory [17]. Following [19], we assume that users of the same
profession form an profession-specific community. A relatively high modularity
[20] score of 0.25 obtained on our dataset confirms the assumption. Based on
the observation, we take community structure into consideration to refine the
identification results based on personal information.

Community-based profession refinement is formalized as follows. Suppose we
have a social network G = (U,E) and a subset of users who have profession
labels and form communities for each profession, denoted as Gk = (Uk, Ek)
for profession k, where Uk is the set of all users of profession k and Ek is the
set of edges between users in Uk. Afterwards, given a subset of users V with
no profession labels, the task aims to extend existing communities by putting
users from V into correct communities, i.e., assigning correct profession labels,
according to the effect on community quality if users are involved in.

For community-based profession refinement, it is important to define an
appropriate measure of community quality for each profession-based commu-
nity Gk. The community quality can be verified from two aspects, including
network structure and content information, i.e., structure quality and content
quality.

Structure Quality. Structure quality measures the significance of a community
from the perspective of network structure. It is intuitive that, the users with the
same profession will form a dense and compact profession-based community.

To formally define structure quality, we give some definitions as follows. Take
Gk, the community of profession k, for example, we define U¬k = U\Uk. We also
define Ek,¬k as the number of links between Uk and U¬k, and so do Ek,k and
E¬k,¬k. We also have Ek = Ek,k + Ek,¬k and E¬k = E¬k,¬k + E¬k,k.

Based on the above definitions, the structure quality of Gk is formalized as

Qstructure(Gk) =
Ek,k

Ek,k + Ek,¬k
− EkEk

EkEk + EkE¬k
, (1)

where the first entry indicates the proportion of how many links starting from
Uk are connected within the community, and the second entry is that of the
corresponding random graph. Qstructure ranges [−1,+1], and a strongly positive
score indicates there is significant community structure in Gk.

This measure is originally proposed by [19] to compute the quality of a com-
munity, named as normalized conductance. In this paper, we integrate it with
content quality together for profession refinement.

Content Quality. Content quality measures the significance of a community
based on personal confidences of all users assigned in this community. In this
paper, we employ identification confidences from our cascaded two-level classifier
to measure content quality.

We define the content quality of a community as the average confidence scores
over all users in this community, denoted as Qcontent(Gk). With content quality,



PRISM: Profession Identification in Social Media 21

the algorithm can take identification results based on personal information as
input for refinement.

Profession Refinement. Afterwards, the overall community quality of Gk is
defined as a combination of Qstructure and Qcontent,

Q(Gk) = λQstructure(Gk) + (1 − λ)Qcontent(Gk), (2)

where λ is a harmonic smoothing factor. When λ = 1, the quality measure is
identical to that in [19].

With the measure Q(·), we conduct a greedy community extension as follows.
Given a profession k, for each user u ∈ V we compute

ΔQ(u) = Q(Gk + u) − Q(Gk), (3)

We find the user û = arg maxuΔQ(u), put û in Uk, and repeat the procedure
until convergence.

After the community extension process, every unlabeled user is putted into an
profession community, in which users have the most similar personal information
and close connections. We take the types of matched communities as the final
identified professions of unlabeled users.

3 Experiments and Analysis

We collect 62, 415 active and influential users from Sina Weibo. These users are
all verified and categorized into 14 professions by officials of Sina Weibo, known
as Hall of Fame in Weibo3. The ratios of various professions among these users
are shown in Table 2. We also collect 150, 000 verified users with no profession
annotations for multi-training.

From the profession composition of these labeled users, we find that the users
in “media” and “government” are dominant. The reasons may be: (1) As the
largest public social media service in China, public events are heavily discussed
on Sina Weibo. Therefore, many people working in newspapers, news agencies
and social media are active here. (2) The Government of China encourages their
officials to go online and contact with citizens officially. Therefore, many national
and local officials have registered in Sina Weibo.

3.1 Experimental Results on Profession Identification

We randomly divide the 62, 415 labeled users into training set and test set, of
which 4/5 is for training and 1/5 for test. For the test set, we regard the labeled
profession as the gold standard.

We select accuracy, macro-averaging precision/recall/F-Measure as evalu-
ation metrics. Suppose the number of test users is Utest. If we get correct
3 http://verified.weibo.com/.

http://verified.weibo.com/
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Table 2. Ratios of professions in the annotated dataset. (%)

No. Category Ratio No. Category Ratio

1 Media 25.6 8 Education 4.0

2 Government 15.1 9 Fashion 3.9

3 Entertainment 8.8 10 Games 3.8

4 Estate 8.2 11 Literature 3.4

5 Finance 7.0 12 services 3.4

6 IT 6.4 13 Art 3.1

7 Sports 5.6 14 Healthcare 1.7

identification for Ucorrect users, the accuracy is computed as |Ucorrect|
|Utest| . Accu-

racy evaluates per-user decisions across profession classes globally, and thus is
micro-averaging. Whereas macro-averaging first calculates precision/recall for
each profession class. That is, for profession k precision is |Uk,correct|

|Uk,predict| and recall is
|Uk,correct|

|Uk| , where Uk is the user set of profession k, and Uk,predict is the user set
that are predicted as profession k. And then it takes the average of these scores
as overall precision P and recall R and further calculates F-measure as 2PR

P+R .

Profession Identification with Personal Information. For feature selec-
tion of base classifiers, we evaluate performance with different numbers of fea-
tures, and select 2, 300 features for DES, 3, 800 features for TAG, 4, 000 features
for VER, 6600 features for MSG, 3200 features for MEN, 2700 features for URL,
3600 features for ENT and 4100 features for HAS, which achieve the best per-
formance for each base classifier.

Table 3 shows the evaluation results on profession identification with various
features of their combinations. In this table, the line of “Single Vector” is the
baseline which represents a user by taking all features from multiple sources
into a single vector, “Fusion” indicates the method of our cascaded two-level
classifier, and “Fusion + MT” indicates the results after multi-training. From
Table 3, we observe that:

(1) The fusion classifier performs much better than “Single Vector”. This indi-
cates that the design of cascaded two-level classifier is necessary and efficient
for integrating heterogeneous feature sources.

(2) The base classifier using VER as feature source achieves the best perfor-
mance among all base classifiers. This is consistent with the fact that verifi-
cation descriptions are more informational and less noisy compared to other
feature sources.

(3) The fusion classifier achieves much better performance compared to all base
classifiers. This indicates that, the fusion of base classifiers can significantly
improve identification.
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(4) The accuracy and macro-averaging precision/recall/F-measure of fusion clas-
sifier with multi-training process are all larger than 80%. This indicates the
identification capability of our classifier is balanced among various professions.

Table 3. Evaluation results for various features and combinations. (%)

Method Accuracy Precision Recall F

DES 31.25 51.82 28.90 37.11

TAG 38.11 50.55 31.04 38.46

VER 78.63 75.73 74.89 75.31

MSG 47.47 49.58 42.79 45.93

MEN 38.22 42.85 30.59 35.70

URL 26.38 36.47 13.68 19.90

ENT 33.86 36.88 26.95 31.15

HAS 30.91 37.44 17.60 23.94

Single vector 39.25 48.33 34.92 40.54

Fusion 81.25 79.60 76.27 77.90

Fusion+MT 83.38 82.24 81.35 81.79

Profession Refinement with Community Structure. To evaluate the per-
formance of our profession refinement with community structure, we take two
community-based methods as baselines, i.e., label propagation algorithm (LPA)
and community detection (CD). LPA addresses the task as graph-based semi-
supervised learning [27]. The basic idea of LPA is the labels of a user is dependent
on its neighbors. By propagating labels from annotated users to unannounced
users through a social network, LPA can identify profession labels of users. As
previously introduced, CD is the user profiling algorithm proposed in [19]. The
both methods only consider community structure to classify users.

We show the evaluation results in Table 4. From the table we observe that:

(1) Profession refinement with community structure achieves considerable
improvement as compared to the two-level classifier. This indicates the com-
munity structure can also provide supplementary information for profession
identification beyond personal information.

(2) Profession refinement also outperforms two community-based baselines sig-
nificantly. We can see that PRISM achieves the best result when λ = 0.2.
This indicates the effectiveness of personal information for profession iden-
tification. Here the community structure does not play a critical role for
profession refinement compared with personal information, because in Sina
Weibo personal information is much richer. The effect of social networks may
be emphasized in other scenarios with richer social structure information.
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Table 4. Evaluation results of profession refinement with community structure. (%)

Method Accuracy Precision Recall F

LPA 58.86 57.05 54.53 55.76

CD 64.20 65.11 60.78 62.87

PRISM

λ = 0.1 84.17 83.15 81.62 82.37

λ = 0.2 84.92 83.78 81.89 82.82

λ = 0.3 81.12 79.10 77.42 78.25

λ = 0.5 77.56 76.53 75.08 75.79

1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 91.05 0.66 1.88 0.81 1.05 1.43 0.51 0.30 0.24 0.30 0.39 0.95 0.42 0.03
2 2.64 93.45 0.17 0.39 0.84 0.28 0.03 0.78 0.02 0.00 0.05 0.17 0.39 0.78
3 9.72 0.47 81.34 0.19 1.43 0.66 0.28 0.19 2.09 0.57 1.15 0.38 1.53 0.00
4 5.31 0.40 0.26 82.76 5.82 1.04 0.40 0.26 0.51 0.00 0.26 2.71 0.26 0.00
5 3.95 2.22 0.29 3.56 77.37 6.55 0.29 1.92 0.77 0.29 0.29 2.03 0.39 0.09
6 7.78 0.44 0.00 2.52 9.42 72.18 0.33 0.88 0.55 4.06 0.11 1.43 0.11 0.22
7 3.45 0.36 0.36 0.36 0.79 0.00 94.05 0.24 0.00 0.12 0.00 4.00 0.24 0.00
8 3.89 3.05 0.85 0.68 4.40 1.19 0.34 77.82 0.34 0.00 0.85 3.72 1.19 1.69
9 5.93 0.18 4.14 0.54 2.88 0.90 0.36 0.72 81.31 1.26 0.18 0.90 0.72 0.00
10 3.19 0.00 1.60 0.18 0.00 5.14 0.71 0.00 1.60 86.70 0.35 0.18 0.35 0.00
11 9.33 1.87 1.65 0.00 1.45 0.00 0.00 2.28 0.20 0.83 78.65 0.00 3.32 0.42
12 13.23 1.04 1.86 4.34 6.41 4.76 0.00 3.72 1.04 0.83 0.00 62.56 0.21 0.00
13 4.71 2.35 4.71 0.00 2.35 0.00 0.79 2.95 0.79 0.79 3.33 0.20 77.05 0.00
14 2.64 0.76 0.37 0.00 2.64 0.37 0.00 1.13 0.75 0.00 1.51 0.00 0.01 89.82

Fig. 2. Distribution of identified professions for each profession.

To investigate the reason of identification errors, we show the distribution
of identified professions for each profession in Fig. 2. In this figure, we define
the entry of row-i and column-j as the ratio of the users in profession i being
identified as profession j, i.e.,

eij =

∑
u∈Ui

ku = j

|Ui| , (4)

where ku indicates the identification result for the user u. To make the distri-
bution comprehensive, we also illustrate the ratio in each entry using different
shades of color. From this figure, we observe that:

(1) The profession “service” tends to be categorized into “media” by mistake,
and the professions “art” and “education” are usually categorized into other
professions incorrectly. The reason is that, there are more overlaps between
these related professions, which makes the boundary between professions not
so clear for identification. For example, the profession “service” usually inter-
acts with “media” because they both involve in advertising and marketing.

(2) The professions “finance” and “IT” are usually categorized into each other
incorrectly. We carry out extensive case studies and find that, many top
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executives of companies usually have experiences in both “IT” and other
business fields such as “finance”, which cannot be well dealt with. The truth
is also reflected in their friend network. In future, we may find more insight
features to address these issues.

4 Related Work

User profiling aims to infer various attributes of users from social media [18].
These attributes can be roughly divided into explicit attributes (e.g., gender and
age) and implicit attributes (e.g., interests, happiness and political orientation).

Existing user profiling studies mainly focus on explicit attributes, and usu-
ally adopt classification and recommendation methods for attribute prediction.
Most classification-based works devote to extract efficient features from UGC to
predict specific attributes, such as gender and age [2,9,12], location [15,21], tags
[8,16] and other explicit labels [4,13,14].

Most explicit attributes are inferred from user-generated text data. For those
attributes with rich sociality, social network structure may also be considered for
prediction [15,19,22,25]. Researchers are also interested in implicate attributes
such as personal interests [25], political orientation [21], personality traits [11,23]
and social power [5].

This paper focuses on profession identification, which has been less studied
by previous work. As compared with existing work, our framework compressively
consider personal information, community structure and unlabeled data together
to identify professions, which can be easily adapted to other social attributes of
users.

5 Conclusion

This paper presents an efficient framework PRISM for profession identification
in social media. The proposed PRISM identifies professions with both personal
information and network structure, and addresses several practical challenging
issues including incorporating heterogeneous information and utilizing unlabeled
data. The experiments on a large real-world dataset demonstrate the effective-
ness of PRISM, which can be easily extended to identify other attributes.

We plan to further explore the following research issues in the future: (1) This
paper adopts a simple strategy, multi-training, to take advantages of unlabeled
data. We will explore more sophisticated semi-supervised learning methods for
profession identification. (2) Multiple social attributes of users may interact with
each other and exhibit complicated correlations. We will explore joint identifica-
tion of personal attributes such as age, gender, locations and professions. (3) Pro-
fession, as an important social attribute of people, will significantly influence
people’s many aspects such as language usage. We will extensively investigate
these effects and patterns, which will be of great significance for both sociology
research and commercial services.
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Abstract. Previous work explored many kinds of features for the task
of movie box-office prediction. However, little prior work has investigated
the dependency relationships among these features. In this paper, we pro-
pose a novel Gaussian Copula regression model to study the correlation
among predictive features. In particular, we first extract structured movie
metadata and user activities on social media as features. We then apply
Gaussian kernel to smooth out the data and learn the covariance matrix
among the marginal distributions by maximum likelihood. We propose
to approximately infer the movie box-office revenue by exploiting the
covariance matrix. Experimental results show that our proposed method
outperforms the baseline methods in the first week revenue prediction
task and can achieve comparable performance on the gross revenue pre-
diction task with a state-of-the art baseline in gross revenue prediction
task. Our model is robust under various experimental settings.

Keywords: Copula regression · Movie revenue · Social media

1 Introduction

Predicting the revenues of up-coming movies is of clear interest to investors,
movie related producers and movie theaters. Traditional approaches exploit
structured metadata of a movie, such as its genre, MPAA rating, number of
screens, to predict its future market performance, which show that movie box-
office revenues are predictable.

However, this line of work suffers some limitations. On the one hand, they
assumed that features used in the predication model are independent. Even
though such restrictions make models easily scalable, they limit the expressive-
ness of models in some scenes. On the other hand, despite traditional models
are good at capturing the linear and non-linear relationships, they still can not
deal with arbitrary marginal distributions. Statistical analysis of historical movie
market data show that movie relevant features follow different distributions [8].
For example, movie revenues are pareto law distributed, while number of theaters
that a movie is shown follows a bimodal distribution.
c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 28–37, 2015.
DOI: 10.1007/978-981-10-0080-5 3
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To address these problems, we investigate a Gaussian Copula regression
model to learn dependency relationships among features to predict movie box-
office revenues. Given a movie, we automatically predict its first week and gross
revenue by using both movie metadata and user activities on social media as
features. The Copula we use in the paper is a family of distribution functions
which is commonly used in statistical and economical domain. Even though Cop-
ula was first introduced in 1959 [7], it is a rather new topic in natural language
processing and machine learning domain. It is capable of modeling multi-variate
distribution by decoupling the multi-variate distribution to corresponding mar-
ginal distributions and correlation matrix. To the best of our knowledge, we are
among the first to investigate Copula for the task of movie box-office revenue
prediction.

To evaluate the performance of our approach, we construct a movie dataset
with 188 movies. We compare our method with commonly used methods in
regression tasks, including standard squared-loss linear regression, support vec-
tor regression with both linear kernel and RBF kernel and Gaussian process
regression. The experimental results show that our approach outperforms the
baseline methods in first week revenue prediction by a wide margin and can
achieve comparable performance with state-of-the-art approaches in gross rev-
enue prediction.

Experimental results of feature combinations indicate that user activities on
social media are important indicators for predicating movie box-office perfor-
mance. The main contributions of this paper are as follows.

– We are among the first to investigate Gaussian Copula regression model for
movie box-office prediction task.

– We propose an approximate inference approach for Copula regression which
is scalable.

– Our approach significantly outperforms the baselines in first week revenue
prediction task.

In the rest of this paper, we summarize related work in Sect. 2. In Sect. 3,
we first give a brief introduction to the theory of Copula and then describe our
proposed model in detail. Experimental details are shown in Sect. 4. We discuss
our findings in Sect. 5 and conclude this paper in Sect. 6.

2 Related Work

Movie box-office revenue prediction has attracted increasing attention in the area
of natural language processing and machine learning. Traditional approaches
exploit metadata of movies to tackle this problem. Sharda et al. [9] were among
the first to study neural network model and movie metadata in the revenue
prediction task. Instead of predicting the exact value, they formulated it as a
classification problem by categorizing movie revenues into nice classes, ranging
from “flop” to “blockbuster”. In later work, Zhang et al. [12] applied back-
propagation neural network to the task with similar settings.
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Movie corresponding text is an alternative to movie metadata which requires
high-level natural language processing techniques. Mishne et al. [6] analyzed
bloggers’ sentiment towards a movie and found that positive sentiment was a
good predicator of movie success. Zhang et al. [13] applied sentiment analysis
techniques to movie relevant news and achieved a fine performance by using both
movie news and metadata. Joshi et al. [3] formulated the task as a text regression
task by employing a linear regression model. They extracted text features such
as n-grams and dependency relations from movie reviews.

User activities on social media have also been used in this task. Liu et al.
[4] incorporated various activity features in their model, including sentiment
polarity, number of relevant posts and user purchase intention. They achieved a
relatively high performance compared to previous work.

Mestyán et al. [5] took a different prospective, they traced the user activities
(create, edit, page view etc.) on the wikipedia page associated with a particular
movie. They found strong correlations between the activities and gross revenues.
By modeling these activities, they can predict the movie box-office revenue a
month before its initial release.

3 Copula Regression for Prediction

Traditional machine learning methods like HMM are based on assumption of
independent and identical distribution (i.i.d). They are only capable of model-
ing local dependency among random variables. Even though such restrictions
make models easily scalable, in some sense they restrict the expressiveness of
the models. Another disadvantage of these methods is that they often have to
make prior assumptions about the underlying marginal distributions, they lack
the ability to model margins with arbitrary distributions. However, our Copula
regression take another prospective. On the one hand, we are able to model the
dependency among variables explicitly by using a correlation matrix. On the
other hand, it is able to deal with arbitrary distributions. Even with these set-
tings, our model is still expressive. Since Copula is new to machine learning, we
give a brief introduction to it.

3.1 A Brief Introduction to Copula

Copula was first introduced by Sklar in 1959 [7]. In statistical literature, it is
well known as a family of distribution functions. The underlying mechanism of
Copula is to separate joint distribution to uniform marginal distributions and a
Copula function that connect them. Currently Copula families available include
Clayton, Gumbel, Frank and so on. The idea of Copula can be summarized by
Skalar Theorem [7].

Theorem 1 (Skalar’s Theorem). Suppose that there are n random variables
X1,X2, · · · ,Xn. Let F (X1,X2, · · · ,Xn) be their cumulative distribution func-
tion and F1(X1), F2(X2), · · · , Fn(Xn) be their corresponding marginal cumula-
tive distribution functions. Then, if the marginal distributions are continuous,
there exists a unique coupla C, such that



A Gaussian Copula Regression Model 31

F (x1, x2, · · · , xn) = C[F1(x1), F2(x2), · · · , Fn(xn)] (1)

Note that, F1(x1), · · · Fn(xn) ∈ [0, 1]. Specially, C is independent of the mar-
ginals when the marginal distributions are continuous [2]. C can be considered
as a function that maps [0, 1]n to [0, 1]. It is also true that with Copula function
and marginal distributions of variables, we can model their joint distribution.

Copula makes no prior assumption about the prior distributions of marginals
and it can deal with arbitrary marginal distributions. In this paper, we are using
GaussianCopula. The GaussianCopula is defined as Eq. 2.

CGaussian(x1, x2, · · · , xn) = ΦΣ(Φ−1(x1), Φ−1(x2), · · · , Φ−1(xn)). (2)

3.2 Kernel Density Estimation

Our training data is discrete and sparse (with only 188 samples), it overfits
easily. We first apply non-parametric kernel density estimation to avoid over-
fitting issues and transform the discrete distributions to continuous ones. The
kernel density estimation can be defined as Eq. 3:

f̂h(x) =
1
m

m∑

i=1

Kh(x, xi) (3)

Kh(·) is the kernel function. In this paper, we employ Gaussian kernel (defined in
Eq. 4) to smooth out the data. We use the default bandwidth in R package “ks”.

Kh(x, xi) = exp(−||x − xi||22
2σ2

) (4)

Now that we have the estimated density, we can derive the cumulative dis-
tribution function by Eq. 5

F̂ (x) =
∫ x

0

f̂h(x)dx. (5)

3.3 Copula Parameter Estimation

With marginal distributions, we can construct the joint distribution among the
stochastic variables by Copula function. In Eq. 6, F̂ (xi) are the smoothed covari-
ates and F̂ (y) is the smoothed response variable, in our paper, it is the movie
box-office revenue. ΦΣ is the standard multivariate Gaussian distribution with
zero means and Σ variance. Σ−1 is the inverse CDF of standard Gaussian. All
we need is to learn the Σ covariance matrix of the multi-variate Gaussian distri-
bution. A commonly used approach is to apply maximum likelihood estimation.
To make our model more robust, we follow Wang et al. [10] to calibrate the Σ.
We find that the performance has slightly improvement when Σ is calibrated.

F (x1, x2, · · · , xn, y) = ΦΣ(Φ−1(F̂1(x1)), Φ
−1(F̂2(x2)), · · · , Φ−1(F̂n(xn)), Φ−1(F̂y(y))).

(6)
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3.4 Inference

To infer response value F (y) from the multi-variate distribute, we have to calcu-
late the mean response E(Fy(y)|F1(x1), F2(x2) · · · Fn(xn);Σ). Wang et al. [10]
prove that it is intractable in the multi-variate cases to obtain the exact inference.
They propose to infer Fy(y) by sampling the Fy(y) to maximize the Gaussian
Copula density. We take a different approach. Inspired by the random Copula
function that generates data following a given Copula distribution, we use the
covariance matrix, eigenvector and eigenvalues to perform the exact inference.
Because Σ is symmetric and positive definite. It can be decomposed by Eq. 7, in
which D is the eigenvector and A is the eigenvalues.

Σ = Ddiag(A)D−1 (7)

R = (Ddiag(A
1
2 )DT )T (8)

R is used to generate a particular distribution, it can be obtained by Eq. 8.

F̂ (y) = V R−1
[1:n,1:n−1]R (9)

F̂ (y) is inferred by Eq. 9, in which V = (F̂1(x1), F̂2(x2) · F̂n(xn)). Note that
R[1:n,1:n−1] is not a n × n matrix, we can not obtain its inverse directly. Thus,
Moore–Penrose pseudo-inverse method is applied.

The idea of our algorithm can be summarized as follows.

1. Apply kernel density estimation to each of the features and revenues.
2. Obtain the marginal cumulative distribution and model the marginal distri-

butions by Copula.
3. Estimate the parameter of the Copula by maximum likelihood estimation.
4. Infer the response values.

4 Experiments

The dataset for experiment consists of 188 movies between 2012 and 2014. Movies
that have not arouse hot discussions on social media are excluded. All the exper-
imental results described in this section are achieved by 5-fold cross validations.

4.1 Feature Sets

Our feature sets include three features i.e. Number of screens, Purchase intention
rate and Post rate. Given a movie, we obtain Number of screens directly from
public available data source. Purchase intention rate and Post rate require movie
relevant microblogs in a particular time window, they are constructed following
Liu et al. [4]. The details of each feature are as follows.

Number of Screens: The number of screens scheduled for the movie country-wide.
The data is obtained from Wangpiao1.
1 Wangpiao: http://www.wangpiao.com.

http://www.wangpiao.com
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Post-rate: Number of mircoblogs posted during a particular time window, which
quantitatively measures the popularity of a particular movie on social media.
We set the time window size to a week before the movie’s official release.

Post − rate =
|Ntotal|

|time window size| (10)

Purchase Intention Rate: Number of movie relevant microblogs that have shown
intention to see the movie in a particular time window. Bag-of-words, emoticon
and length of microblog, url and mention features are used and SVM classifica-
tion is applied to judge whether a microblog shows such intention.

4.2 Baselines

We employ commonly used baselines in regression tasks, including squared-loss
linear regression, support vector regression (with linear kernel and RBF kernel)
and Gaussian process regression (with RBF kernel). They are good at captur-
ing the linearity and non-linearity of the features and prove to work well in
several regression tasks, including movie box-office revenue prediction task [4].
Our approach is implemented with the R package Coupla [11]. The baselines are
implemented with the Weka machine learning software(version 3.6) [1].

4.3 Evaluation Metrics

We employ coefficient of correlation (also known as R) and Relative Absolute
Error (RAE) as our evaluation metric. R measures the correlation between pre-
dicted value and gold standard value, where 1 is positive correlated and 0 non-
correlated. RAE (Relative absolute error) measures the prediction error, it is
defined as,

RAE =
∑n

i=1 |ŷi − yi|∑n
i=1 |yi − ȳ| (11)

where ŷi is the predicted value, yi is the exact value and ȳ is the average of the
extract values. They are both widely used as metrics in regression tasks.

4.4 Comparison to the Baselines

We compared our proposed Copula regression model to four baselines with
all features. The detailed experiment result is shown in Table 1. Our proposed
method outperforms the baselines in the first week revenue prediction task by
a wide margin. It aligns with the best baseline SVR (linear kernel) in the gross
revenue prediction task.
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Table 1. The performance of our approach comparing to baselines in first week and
gross revenue prediction

First Week Gross

R RAE R RAE

Linear Regression 0.868 0.456 0.787 0.555

SVR (linear kernel) 0.861 0.425 0.777 0.496

SVR (RBF kernel) 0.858 0.542 0.773 0.554

GP Regression 0.803 0.451 0.723 0.530

Our Method 0.874 0.367 0.772 0.489

4.5 Varing the Amount of Training Data

To evaluate the sensitivity of our approach to train data, we sample 25 %, 50 %,
75 % data from our training set and evaluate it on all five models. The evalua-
tion results are shown in Fig. 1. The left column shows the learning curves for
coefficient of correlation. From the result, we find that our model is sensitive
to training data size. Because we have to estimate the marginal distribution
through kernel density estimation. With more training data, we can learn better
distribution for the data. Our method quickly catches up when there is enough
training data. The right column shows the learning curve for relative absolute
error, we observed similar patterns.

4.6 Feature Combinations

We combine the features to validate whether they contribute to reduce the pre-
diction error. The result is shown in Fig. 2. In the first week revenue prediction
task, when we only use the metadata feature — number of screens, the RAE is
over 50 %. When we add either post rate or purchase intention rate feature, the
RAE drops dramatically. Purchase intention rate feature is slightly better than
post rate. The performance reaches the best when all features are combined. Our
experimental result is consistent with previous work that user activities on social
media are alternatives to movie metadata in the task.

5 Discussion

Our proposed approach achieved a satisfying result in both first week and gross
revenue prediction task. We are interested in why Copula works. The assumption
of independent and identical distribution (i.i.d) is a strong restriction, which
limits the expressiveness of models. However, our approach does not rely on
such assumptions. Because Copula can decouple multivariate joint distributions
while at the same time model the dependency among the random variables.
Therefore, we can model marginal distributions independently.
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Fig. 1. Performance of our approach and baselines under different training data size.
Left column: coefficient of correlation. Right column: Relative absolute error
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Fig. 2. Performance of our approach combining different features. NS : number of
screens; PR: post rate; PIR: Purchase intention rate;

Another advantage we see from Copula regression is that it can model depen-
dency of arbitrary distributions. The input of our model are the cumulative dis-
tributions of variables. Through methods like probability integral transformation,
any forms of continuous distributions can be transformed to uniform distribu-
tions. The kernel density estimation in our model not only smooth out the data
to avoid over-fitting issues, but also transform the data from discrete distribution
to continuous one.
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Comparing to first week revenue prediction, the gross revenue prediction is
a relatively difficult task. We notice at first linear models achieve better perfor-
mance than non-linear models. We are only using data several days before the
initial movie release. After the movie release, many other factors that affect the
prediction join in, making the task even more difficult.

6 Conclusion

In this paper, we propose a Gaussian Copula regression approach to model the
relationships among user activities and movie metadata. Unlike traditional meth-
ods, our model makes no assumption about the distribution of input variables
and is able to model joint distribution with arbitrary marginal distributions. On
the dataset of 188 movies, our approach outperforms state-of-the-art baselines
in first week revenue prediction task. We achieve consistent good performance
under various settings which indicates that our proposed approach is effective
and robust.
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Abstract. In microblogging services, users can generate hashtags to
categorize their tweets. However, a majority of microblogs do not con-
tain hashtags, which has intrigued active research on the problem of
automatic hashtag recommendation for microblogs. Previous work con-
ducted on this problem mostly does not take the user’s preference into
consideration. In this paper, we propose a novel personalized hashtag rec-
ommendation method for microblogs based on a probabilistic generative
model which exploits users’ perspectives on microblog posts for hashtag
generation. Our experiments on a real microblogs dataset show that the
proposed method outperforms state-of-the-art methods. We also show
some case studies that demonstrate the advantages of considering both
the content and user’s personal preferences for hashtag suggestion.

1 Introduction

Microblogging services overload us with information, bombarding us with thou-
sands of tweets, blog posts, and status updates every day. For example, Twitter,
one of the most popular microblogging tools, has grown rapidly, with an esti-
mated 200 million users generating 400 million tweets per day recently1. To cope
with the volume of information shared daily, hashtags keywords prefaced with
“#” in microblogging services have been introduced to help users categorize and
search for tweets. Past empirical research shows that hashtags can be useful in
many applications, including sentiment analysis [3,15], breaking event discov-
eries [2], query expansion [1], etc. In the spectrum of industry, Google started
supporting Google+ hashtags in search queries on Sep 25, 20132. Despite the
availability and the usefulness of this feature, only 12.84 % tweets are marked
with hashtags. Inclusion of hashtags in tweets is completely voluntary and user
dependent. Thus, how to automatically generate or recommend hashtags has
become an important research topic and drawn increased attention recently.

The task of hashtag recommendation is to automatically generate a short
list of relevant hashtags as suggestions for a given tweet. Since it was first intro-
duced by Mazzia and Juett [13], several methods have been proposed to tackle
this problem [5,6,12,14]. Indeed, these studies are successfully tackling many
1 https://blog.twitter.com/2013/celebrating-twitter7.
2 http://techcrunch.com/2013/09/25/google-starts-supporting-google-hashtags-in-

search-queries/.
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notable challenges (i.e., hashtag sparseness, content shortness because of the
140-character limit, the vocabulary gap between tweets and hashtags, and topic
diversity because of the open access in social media [18]) in hashtag recommen-
dation. Nevertheless, they do not take into account personal preferences when
recommending hashtags.

However, we believe that hashtag recommendation should be personalized.
Users often utilize very different hashtags for their tweets [16]. For example,
regarding “The quarterfinal match between Roger Federer and Jo-Wilfried
Tsonga in the French Open (a major tennis tournament held in Paris) 2013,”
tweets posted by users about this match may contain diverse tags for different
purposes, such as “#FrenchOpen13,” “#RolandGarros1/4” or “#tenni,”
which are used by those who just watched the game and posted a tweet about
it, or “#Roger, go,” “#Roger, Allez & Come on” or “#Hero, Federer”
which are used by Roger’s fans to represent their personal perspectives on this
topic. Therefore, we would like to consider users’ preferences in the choice of
hashtag suggestions for tweets.

In this paper, we propose a personal-topic-translation model (PTTM) explor-
ing users’ perspectives on tweets to recommend personalized hashtags for
microblogs. Our proposed method is a comprehensive generative model. We
introduce a user perspective latent variable to take users preferences into con-
sideration as well as exploiting topical perceptions about microblogs in hashtag
suggestion. We evaluate our model on a real-world dataset with posts that have
been assigned with hashtags. We find that compared with other models, hash-
tags recommended by our model are more accurate and less redundant within
the top-ranked results. We also use some examples to explain the advantages of
our model.

2 Related Works

Recently, increased efforts have been made to address the problem of hashtags
recommendation for a certain microblog post in microblogging platforms. Mazzia
and Juett [13] provide a preliminary suggestion system, using a Naive Bayes app-
roach, with much focus on pre-processing steps. Further, some methods exploit
to compute the similarity between tweets based different similarity metric, and
then to recommend hashtags from similar tweets. Zangerle et al. [16] investigate
three different approaches to recommend hashtags based on a TF-IDF repre-
sentation of the tweet. They rank the hashtags based on the overall popularity
of the tweet, the popularity within the most similar tweets, and the most sim-
ilar tweets. Li et al. use Euclidean distance as the similarity metric to suggest
hashtags from similar tweets [11]. Zangerle et al. [17] explore five text similarity
functions as the similarity measure for the computation of recommendations.

However, the suggested tags are sparse. Therefore, a few works have been
conducted to address this issue. They propose methods for general hashtag rec-
ommendation based on the underlying topics of the tweets. For example, Ding
et al. [6] propose a topic-specific translation model, which regards hashtags and
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tweets as parallel description of a resource, and then combine topic model and
word alignment model to recommend the hashtags. Our method is partly based
on their study. But the striking difference is that we model the hashtag gener-
ation with user factor. So that the hashtags would suit both user’s preferences
and the theme of tweet content. Godin et al. [8] present an approach relies on
Latent Dirichlet Allocation (LDA) to model the underlying topic assignment of
tweets for general hashtags recommendation. But this approach have an inherit
problem, that is the keyphrases extracted are too general to capture the tweet
themes well.

All previous approaches always return the same list of tags for the same
item regardless of user’s preference. This problem is noted by [10]. Therefore,
they propose a hashtag recommendation method based on collaborative filtering,
which combines hashtags of similar users and similar tweets. TF-IDF approach
is used to construct a feature vector for each tweet. Cosine similarity is used to
compare the feature vectors. Although their approach considers user’s preference,
it ignores many other issues, such as tag sparse problem, etc. Therefore, in this
paper, we propose a method attempting to address those challenges in hashtag
recommendation problem.

3 Method

3.1 Preliminaries

We first introduce the notation used in this paper and formally formulate our
problem. Let D to present an annotated corpus microblog posts, denoted as
d1, d2, . . . , dD. Each post di is generated by a user ui, where ui is an index
between 1 and U , and U is the total number of users. Each di consists of a
pair of content words and assigned hashtags (wi, ti), where wi and ti are an
index between 1 and D respectively. Each wi contains a bag of words, denoted
as {wi1, wi2, . . . , wiNi

}, where wiNi
is an index between 1 and W , and W is the

word vocabulary size. Ni is the number of words in wi. Each ti contains a bag of
hastags, denoted as {ti1, ti2, . . . , tiMi

}, where tiMi is an index between 1 and T ,
and T is the hashtag vocabulary size. Mi is the number of hashtags in ti. Given
an unlabeled data set, the task of personalized hashtag recommendation is to
discover a list of hashtags for each post with perceptive of both users’ preferences
and tweet themes.

3.2 Model Formulation

We first describe how we address the vocabulary gap between hashtags and
microblogs, and the topic diversity issue. Topical word trigger model proposed
by Liu et al. [12] and Ding et al. [6] have been shown to be effective for solving
these two issues, in which they assume that hashtags and tweets as parallel
description of a resource, and a document contains a mixture of topics, and each
word has a hidden topic label. From this perspective, hashtag suggestion can
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be regarded as a translation process from a given post content to tags under a
specific topic. While this assumption works well on long documents, for short
microblog posts, posts are noisy and a single post tends to be about a single topic.
Recently, there has been much progress in modeling topics for short texts [5],
which assumes a single topic assignment for an entire tweet and also assumes
a background word distribution φB that captures common words. Similar idea
has also been used in the works of Zhao et al. [18] and Diao et al. [4]. Based on
these works, we introduce a topic model which is pretty suitable for microblogs
in our method.

Fig. 1. The plate representation of the personal topical translation model.

As we discussed in Sect. 1, an important property of hashtag is that many
hashtags are about user’s personal perspectives on microblog posts rather than
the themes of posts only. Thus our focus is to consider the impact of both
microblog posts and user’s preference for suggesting hashtags. To this end, an
intuitive idea is that hashtags are either generated from posts or from user’s
perspectives. Therefore, we introduce a topic distribution θu for each user to
capture her perspectives.

The proposed model is designed based on the following assumptions. When
a user wants to write a tweet, she first generates the content, and then generates
the hashtags. When she starts to write the content, she first chooses a topic
based on the topic distribution θd. With the selected topic, words in the post
are generated from the word distribution for that topic or from the background
word distribution that captures white noise. During the generative process for
hashtags, she first decides whether to tag about the post theme or her personal
perspective. If she chooses the former, the hashtag is annotated according to the
post topic. Otherwise, she selects a perspective according to her own perspective
distribution θu to generate the hashtag. With the chosen generative source, hash-
tag t is either annotated according to the topic-dependent translation possibility
P (tdm|wd, zd,B), where P (tdm|wd, zd,B) =

∑Nd

n=1 p(tdm|wdn, zd,B) ·p(wdn|wd),
and B presents the topic-specific word alignment table between a word and a
hashtag which estimated by the combination of topic model and word alignment
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model, in which Bi,j,k = P (t = tj |w = wi, z = k) is the word alignment prob-
ability between the word wi and the hashtag tj for topic k, or drawn from the
tag distribution ψl of the perspective l. A variable x is introduced to decide
the source of each hashtag, and we use λ to denote the probability of choosing
to annotate according to the post theme rather than her personal perspective.
Formally, the generation process of tweets is summarized in Fig. 2. The plate
representation of the proposed model is depicted in Fig. 1.

3.3 Learning and Inference

We use collapsed Gibbs sampling [9] to obtain samples of the hidden variable
assignment and estimate the model parameters from these samples. Due to the
space limit, we leave out the derivation details and only show the derived Gibbs
sampling formulas as follows. The major notations used in the following equa-
tions are explained in Table 1.

First, for the d-th tweet, we know its publisher ud. The sampling probability
of being a topic word or a background word for each word vi = w in dth tweet
is sampled from:

p(ydi = s|vi = w, z−i, v−i, y−di, δ, β) ∝
Ms,−i+δ
M.,−i+2δ · M

wdi
h,−i+β

M
(.)
h,−i+Wβ

,
(1)

where h = B when s = 0 and h = zd when s = 1. M0,−i and M1,−i are
counters to record the numbers of words assigned to the background model and
any topic, respectively. Mwdi

B,−i is the times of wdi that assigned to background
words. Mwdi

zd,−i is the numbers of wdi that are assigned to topic zd. −i indicates
taking no account of the current position i.

Then we sample the tweet topic variable zd for d-th tweet using:

p(zd = k|wd, z−d, y, αd, β) ∝
Mk,−d+αd

M.,−d+Kαd · ∏Nd

i=0

M
wdi
k,−d+β

M
(.)
k +Wβ

,
(2)

where Mk,−d is the numbers of tweets that are assigned with topic k in the
corpus; Mwdi

k,−d is the number of occurrences of topic word wdi that is assigned
with topic k, here topic word refers to word whose latent variable y equal 1; −d
indicates taking no account of the current tweet wd.

We still have two latent variables which are tag topic (or tag perspective)
variable p and the generative source of each hashtag variable x. We can jointly
sample them based on the values of all other hidden variables. As we described
in our model when the tag source variable X = 1, topic for each tag is generated
from it’s tweet topic and that has been sampled in formulas (2). Therefore, we
just need to sample the user’s perspective variable for each tag qj = t when the
tag source variable X = 0:

p(xdj = 0, pdj = l|qj = t, t−j , p−j , γ, αu, η) ∝
nt,−j+γ

nt,−j+ñt+2γ · M l
u,−j+αu

M
(.)
u,−j+Lαu

· Mt
l,−j+η

M
(.)
l,−j+Tη

,
(3)
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Fig. 2. The generation process for all posts.

where nt,−j and ñt are the number of times that tag t is generated from per-
spectives (Xt = 0) and topics (Xt = 1), respectively; M l

u,−j is the number of
times that perspective l is adopted by user u; M t

l,−j is the number of times tag
t is generated from perspective l; −j indicates taking no account of the current
position j.

After enough sampling iterations to burn in the Markov chain, we can esti-
mate the eight parameters in our model: (1) the content-topic distribution θd,
(2) the topic-word distribution φ, (3) the background-word distribution, (4) the
binomial distribution π, (5) the topic-dependent word alignment table between a
word and a hashtag B, (6) the user-perspective distribution θu, (7) the
perspective-tag distribution ψ and (8) the binomial distribution λ for any single
sample using the following equations:

θ(d) =
Mk,−d + αd

M.,−d + Kαd
, φwk =

Mw
k + β

M
(.)
k + Wβ

φwb =
Mw

b + β

M
(.)
b + Wβ

, π =
M1,−i + δ

M.,−i + 2δ
(4)
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Bz,w,t =
Nz

t,w∑
z′ Nz′

t,w

, θ(u) =
M l

u,−j + αu

M
(.)
u,−j + Lαu

ψtl =
M t

l,−j + η

M
(.)
l,−j + Tη

, λt =
ñt,−j + γ

nt + ñt,−j + 2γ
,

where Nz
t,w is the number of occurrences that w is translated to t given topic t.

3.4 Personalized Hashtag Recommendation

In our model, we perform personalized hashtag recommendation as the follow-
ings. Given a tweet d with its content w = {wn}N

n=1 consisting of N words,
paired with its user u. We first perform Gibbs Sampling to iteratively estimate
the topic distribution of d (i.e., θ(d)) according to tweet content w. Afterwards,
we can rank the hashtags for this post by computing the scores:

p(tm |w, u) = p(λtm)
∑K

c=1

∑N

n=1
p(tm | cm, w,B) · p(cm | θ(d)w ) · p(wn |w)

+ [1 − p(λtm)]
∑L

l=1
p(tm | pl) · p(pl |u), (5)

where p(wn |w) is the weight of the word wn in post content w, which can be
estimated by TFIDF or IDF, we apply IDF to compute this score. According
to the ranking scores, we can suggest the top-ranked personalized hashtags for
this post-user either.

4 Experiments and Results

4.1 Datasets

The dataset used for experiment is from a microblogging dataset we collected
from Sina-Weibo3, a popular Twitter-like microblogging system in China. The
original dataset contains 20 million microblogs posted by 60, 000 users from
Sep. 2009 to May. 2013. For prepossessing, we used ICTCLAS20094 to seg-
ment these microblogs and remove non-standard words (i.e. punctuation marks,
urls, at-mentions, etc.) and stop words. Microblogs that do not contain hashtags
or containing less than 3 words are removed from the dataset. Since we want
to recommend personalized hashtags for microblogs, we filtered out users who
posted microblog with hashtags less than 10 times. The remaining dataset con-
tains 112, 084 microblogs posted by 6, 661 unique users and is used as our final
dataset for training and evaluation. Some detailed statistics is shown in Table 1.
We divided them into a training set of 101, 644 tweets posted by all users in
our dataset and a test set of 10, 440 tweets. The hashtags actually annotated by
users serve as the ground truth.
3 http://weibo.com/.
4 http://ictclas.org/Down OpenSrc.asp.

http://weibo.com/
http://ictclas.org/Down_OpenSrc.asp
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Table 1. Statistics of the dataset used in this paper

#Unique users 6,661

#Microblogs containing hashtags 124,707

#Vocabulary of words 10,7376

#Vocabulary of tags 33,777

#Average number of words in each microblog 27.23

#Average number of words in each hashtag 1.03

4.2 Evaluation Criteria and Experimental Setup

We use Precision (P), Recall (R), and F-value (F) to evaluate the performance
of hashtag recommendation methods. These metrics are computed as:

Precision =
#tags truly assigned

tags assigned by system
(6)

Recall =
#tags truly assigned

tags manually assigned
(7)

F =
2P · R

P + R
(8)

We ran our model with 500 iterations of Gibbs sampling. After trying a few
different numbers of topics and user perspectives while one of them is fixed, we
empirically set the number of topics to 10 and the number of perspectives to 80.
We use αd = 0.1, αu = 0.1, δ = 0.1, ψ = 50/L, and β = 50/K as Griffiths and
Steyvers [9] suggested. Parameter γ is set to 0.5. As two of our select baselines
are variations of topic model, both of them are carefully tuned on the training
data also.

4.3 Methods for Comparison

We compare our personal topic translation model (Fig. 1) with 4 baselines and
one variation of our model which are described as follows:

– Naive Bayes (NB): This is a representative classification-based method. [7].
We applied this method to model the posterior probability of each hashtag
given a tweet.

– TSTM model: This is a topical word alignment model proposed by Ding
et al. [6], which assumes one tweet have multiple topics.

– TTM model: TTM model is a topical translation model described by Ding
et al. [5]. We find it is kind of a variation model of TSTM model. To the best
of our knowledge, it is the state of art method for hashtags recommendation
for microblogs.

– CF method: This is a method based on collaborative filtering used by Kywe
et al. [10], which combines hashtags of similar users and similar tweets to
propose a more personalized set of tags.
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– PTTM 1: PTTM 1 is a variation of our model, in which we consider one
tweet have multiple topics and all the words in tweets are topic-related.

4.4 Experiment Results

Overall Performance. In this subsection, We compared our personal topic
translation model (Fig. 1) with those baselines mentioned above. In Fig. 3 we
show the precision-recall curves of NB, TSTM, TTM, CF, PTTM 1 and PTTM
on the dataset. Each point of a precision-recall curve represents suggesting dif-
ferent number of hashtags MK , respectively (Mk = {1, 2, 3, 5, 10}).

Figure 3 clearly shows that PTTM outperforms all the other baseline meth-
ods. This indicates the effectiveness of our approach. On one hand, PTTM out-
performs the state of art method TTM which implies that it is essential to
take user’s preference into consideration in the choice of suggesting hashtags
for microblogs. On the other hand, PTTM, TTM and PTTM 1 outperform the
CF method, it indicates that traditional collaborative filtering method is not
suitable for personalized hashtag recommendation problem because of the the
shortness of microblog and the diversity of microblogs topics as we concerned.
There is an interesting phenomena, when Mk is getting smaller, the advantages
of PTTM are more obvious compared to baselines. This implies that when a
system is asked to suggest less hashtags for microblog, it is becoming important
to take user’s preference into account (Table 2).

An additional observation is that TTM outperforms PTTM 1, which may
imply that compared to consider user’s preference, it is more important to assure
that the hashtag is related to the tweet topic. It may illustrate that even though
there exits a lot of hashtags are generated from user’s perspective, a larger
part of hashtags are generated from tweet themes. The last observation is that
PTTM outperform PTTM 1 significantly just as TTM outperforms TSTM dis-
criminately, it validates the observation that each microblog tends to cover only
one topic.

To further demonstrate the performance of PTTM and other baseline meth-
ods, in Table 3, we show the Precision, Recall and F-measure of those models
suggesting top-1 hashtag, because the number 1 is near the average number

Table 2. Comparison results of NB, TSTM, TTM, CF, PTTM 1 and PTTM, when
suggesting top-1 hashtag.

Method Precision Recall F-measure

NB 0.236 0.231 0.233

TSTM 0.309 0.304 0.306

TTM 0.416 0.411 0.413

CF 0.276 0.267 0.271

PTTM 1 0.341 0.336 0.338

PTTM 0.447 0.441 0.443
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Fig. 3. Precision-recall curves for hashtags recommendation.

of hashtags in dataset. We find that the F-measure of PTTM comes to 0.443,
outperforming the state of art method 7.26 % relatively. Since the hashtags are
very sparse, we owe the high performance of top 1 recommended hashtag to the
incorporation of topic model, as it can suggest hashtags based on the underlying
topics of the microblogs.

From Table 3 we observe that: (1) TTM can suggest hashtags that are closely
related to the topic, such as “FrenchOpen13” and “Tennis”. However, due to not
considering user’s preference, TTM recommends nearly the same set of hashtags
for different users. (2) Taking advantage of considering user’s preference into
account, PTTM can suggest representative and related hashtags and at the
same time guarantee to suite user’s taste, such as “Federer Allez”. We can see
that PTTM can attain a good accuracy, and more, achieves the goal aiming at
suggesting hashtags, which would suit both the content and user’s preference,
for microblogs.

Table 3. Examples of top-5 hashtags suggested by TTM, PTTM.

(User, Topic) Top-5 hashtags

(2786, Frech Open) PTTM: FrenchOpen13(*), Longines for FrenchOpen daily
guess, Federer(+), 1/4FrenchOpen(+), Roger vs Tsonga(+)

TTM: FrenchOpen13(*), Federer(+), Tennis(+), Longines for
FrenchOpen daily guess, 1/4FrenchOpen(+)

(4556, Frech Open) PTTM: Federer Allez(*), FrenchOpen13(+), Longines for
FrenchOpen daily guess, Tsonga(+), Roger vs Tsonga(+)

TTM: FrenchOpen13(+), Federer(+), Longines for
FrenchOpen daily guess, Tennis(+), Tsonga(+)

Parameter Influences. There are two crucial parameters in PTTM, the num-
ber of topics T and the number of perspectives L. We first fix the number of
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Table 4. The influence of topic number T of PTTM for hashtags suggestion when
Mk = 1 and when L = 80.

T Precision Recall F-measure

10 0.447 0.441 0.443

20 0.415 0.409 0.411

60 0.408 0.402 0.404

80 0.433 0.427 0.429

perspectives to a certain number, and then test the performance of the trained
model on the test data for different topic numbers. The smallest topic number
which leads to the highest accuracy is selected. After the topic is chosen, the per-
spective number is selected similarly. We demonstrate the performance of PTTM
for hashtag recommendation when parameters change in the Tables 4 and 5.

From Table 4, we can see that as the number of topics T varies from T =
10 to T = 80 when L is fixed to 80, the performance of hahstag suggestion
roughly decreases. This shows that the granularity of topics will influence the
recommendation performance. When T = 10, the performance achieves best,
which properly due to the fact that this topic number well covers the topics of
the microblogs in the microblogging websites where our corpus crawled from.
Hence we set T = 10 for our model.

As shown in Table 5, the topic number is fixed to 10, when the perspective
number is set with L = 20, L = 60 or L = 80, PTTM achieves the relatively best
performance. When L = 10, the performance is much poorer. This reveals that
compared to the tweet topics, user’s perspectives are more diversified. Therefore
we set L = 80 for our model.

Table 5. The influence of perspective number L of PTTM for hashtags suggestion
when Mk = 1 and when topic number K = 10.

L Precision Recall F-measure

10 0.419 0.413 0.415

20 0.443 0.437 0.439

60 0.445 0.438 0.440

80 0.447 0.441 0.443

5 Conclusions

In this paper, we studied the problem of recommending hashtags for microblogs.
Since most of existing work on this task does not take users’ preference into con-
sideration, we introduced a novel personal topic translation model which con-
siders the impact of both content and users’ preference on hashtag generation.
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We compared our model with a classification-based method, a topical transla-
tion method, the state-of-the-art models and a traditional collaborative filtering
method as well as one variations of our model on a real microblogging dataset.
Quantitative evaluations showed that our model could more accurately suggest
hashtags for tweet. We also used some case studies to illustrate the effectiveness
of the topic factor and the user factor of our model.
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Abstract. Sina microblog is a popular microblogging service in China,
which could provide perfect reference sources for flu detection due to its’
real-time characteristic and large number of active users posting about
their daily life continually. In this paper, we investigate the real-time flu
detection problem and propose a flu detection model with emotion fac-
tors(sentiment analysis) and sematic information (Em-Flu model). First,
we extract flu-related microblog posts automatically in real-time using
a trained SVM filter. For posts classification, we also adopt association
rule mining to extract strongly associated features as additional features
of posts to overcome the limitation of 140 words, including sentiment
analysis information which can help to classify the posts without explicit
flu-related features. Then Conditional Random Field model is revised
and applied to detect the transition time of flu that we can find out
which place is more likely for influenza outbreak and when is more likely
for influenza outbreak in one city or a province in China. Experimental
results on detecting flu situation during certain time in some locations
show the robustness and effectiveness of the proposed model.

Keywords: Influenza detection · Conditional random field · Transition
time detection · Social web mining · Public health

1 Introduction

Influenza is a highly contagious acute respiratory disease caused by influenza
virus. As the highly genetic variation, influenza can cause global epidemic, which
not only brought huge disasters to people’s life and health, but also have signif-
icant disruptions for country economy. There are about 10–15 % of population
who get influenza every year, which results in up to 50 million illnesses and
500,000 deaths in the world each year. Influenza is a worldwide public health
problem and there are no effective measures to control its epidemic at present.
The prevalence of influenza in China is one of the most notable problems.
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Nowadays influenza surveillance systems have been established via the Euro-
pean Influenza Surveillance Scheme (EISS) in Europe and the Centre for Disease
Control (CDC) in the US to collect data from clinical diagnoses. The research
of forecasting methods started relatively late in China via Chinese National
Influenza Center (CNIC) and all these systems have approximately two week’s
delay. The need for efficient sources of data for forecasting have increased due
to the Public health authorities’ need to forecast at the earliest time to ensure
effective treatment. Another popular surveillance system is Google’s flu trends
service [14] which is web-based click flu reporting system. Google’s flu trend
adopts keywords statistic and uses linear model to link the influenza-like illness
visits. Recent works have demonstrated that prediction of varieties of phenom-
ena can be made by using social media data. Based on the real-time data of
microblog, there has been some applications such as earthquake detection [1],
public health tracking [2,3] and also flu detection [5,8]. The measures of col-
lecting clinical diagnoses and web-based clicks on key word with linear model
are quite good but not fair enough. Some extra knowledge in post text such as
semantic information in post is neglected, which might also be an important indi-
cation for flu detection. Our research tries to use the big real-time social network
data as resources and design a discriminative machine learning model with emo-
tional factors and semantic information, which could improve the effectiveness
of finding the break point of influenza.

This work is distinguished by two key contributions. The first is the combina-
tion of supervised an unsupervised for extracting samples and training dataset.
The unsupervised sample extraction method help to rectify manual labeled fac-
tors and the supervised method take the advantage of preliminary stage with
human priori knowledge avoiding the random mistakes. The second contribution
is bring in CRF-label bias and Markov length bias to help find global optimum.

2 Em-Flu Model

Existing works on flu prediction pay more attention on how to fit real world CDC
or ILI data, but seldom consider the algorithm for breakout detection. Spatial
information is seldom considered because influenza is an acute infectious disease
and sematic or emotion factors in text are also out of considerations thus lots
of useful features would be ignored. In order to overcome this problem, in this
paper, we introduce a supervised discriminative approach called Em-flu model
for early stage flu detection.

Come down to influenza infection process, CDC mentions “Most healthy
adults may be able to infect other people beginning 1 day before symptoms
develop and up to 5 to 7 days after becoming sick. Children may pass the
virus for longer than 7 days. Symptoms start 1 to 4 days after the virus enters
the body.”1 Martinez [16] talked about a simple two-stage model in his work.
We modeled this process information in a four-phase switching model, which
describes the corresponding stages of flu, i.e. non-epidemic phase (NP), rising
1 http://www.cdc.gov/flu/about/disease/spread.htm.

http://www.cdc.gov/flu/about/disease/spread.htm
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Fig. 1. Four-phase switch pattern of flu

epidemic phase (RP), stationary epidemic phase (SP) and declining epidemic
phase (DP). Apparently we focus on the switch point from non-epidemic phase
(NP) to epidemic phase (EP). Generally speaking, the course of influenza may
last a week or two, for a single microblog user, it is supposed that his(or her)
microblog contents will record a series of flu state and emotional feelings when
user is sick or catching flu. When a person gets the flu, he will usually go through
four flu phrases: NE, RE, SE, DE; despite of some keywords, the underlying emo-
tion embedded in microblog test of these four flu phases would naturally change
from on phase to another. All these individuals’ data could be combined into
dataset organized by time. In Fig. 1 we describe the switch pattern of our assump-
tion. Normally one person is at the NP stage. Once infected flu the symptom
begin to start (RP) and at the same time or later time people around infected
person could be newly infected. Then a few days later the first infected person
come into (SP) that means the symptoms are almost out and keeps to the next
stage. After a week more or less the symptoms are declining (DP) then come to
the NP stage.

Our approach assumes microblog users as “sensors” and collective posts con-
taining flu keywords as early indicators. In some way, as real data from a mass
of real users are adopted for flu detection, This make our approach more like
a crowd sourcing way to get useful data. Further more, Conditional Random
Fields (CRFs) is revised and adopted for detecting the transition time of flu.
As the output of CRFs model is modeled on the whole input sequence, so that
the proposed algorithm can capture flu outbreaks more promptly and accurately
compared with markov or other baseline models. Based on the proposed algo-
rithm, a real-time flu detection and visualization system is also built. For early
stage flu detection, a probabilistic graphical approach is adopted and the key of
the flu detection task is to detect transition time of flu from non-epidemic (NP)
phase to epidemic phase (EP) and so on.

Conditional random fields [13] is a type of discriminative undirected proba-
bilistic graphical model. It is used to encode known relationships between obser-
vations and construct consistent interpretations. It is often used for labeling or
parsing of sequential data, such as natural language text or biological sequences
and in computer vision.

Basically, our model is based on a segmentation of the series of differences into
an epidemic and a non-epidemic phase using CRF model. Suppose we collected
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flu related microblog text data from N geographical location. For each location
i ∈ [1, N ], we segment the text into time series. Zi,t denotes the current flu phase
of location at time t. Zi,t = 0, 1, 2, 3 correspond to the four phases of flu: NE, RE,
SE and DE. Ei,t is one of the observant variables sequence E, which represent the
daily emotion distribution changes. We take this observation variable to denotes
the rising risk of flu related microblog at time t, joined with location i. We hope
this emotion changes will manifest better experimental result than only consider
flu-related posts number changes.

Let E−1, E1, E1 respectively denote the daily post numbers of positive, neural
and negative emotion posts at the place t time i. Then we evaluate the flu
emotion level by the following function:

Ei,t = log(E+1 − E−1)/(E−1 + E0 + E−1) (1)

ΔEi,t = (Ei,t − Ei,t−1)/Ei,t−1 (2)

We consider the emotion effect which describes the people’s emotion state
when they post flu related microblogs on each day within the week. We focus
on the characteristics for the dynamics of different flu phases. Let k = day(t)
denote the day within the week. For time t, the observations ΔEi,t are modeled
as a Gaussian distribution with mean Lk and variance δ2k. Based on Bayesian
perspective, we give a Gaussian prior for Lk and an Inverse-χ2 prior for δ2k
based on collected data. Wk denotes the mean of ΔEi,t with day(t) = k within
that time period and G2

k means the variance based on previous data.

ΔEi,t ∼ N(Lk, δ2k) (3)

Lk ∼ N(Wk, φ2
k) (4)

δ2k ∼ Inv − χ2(υk, G2
k) (5)

The underlying idea of Conditional Random Field switching models is to
associate each Ei,t with a random variable Zi,t that determines the conditional
distribution of Zi,t given the whole observe sequence E. In our case, each Zi,t is
an unobserved random variable that indicates which flu phase the i− th location
is now(at time t) in. Moreover, the unobserved sequence of Zi,t follows a four-
stage Markov chain with transition probabilities. For location i, N(i) denotes
the subset containing its geographical neighbors. We simplify the model by only
considering bordering states in N(i).

ΔNi,t = 1
n

∑
ΔEk,t−1(k ∈ N(i)) (6)

Then formula 6 means weight of the provinces around location i which pro-
vide the risk of influenza infections. ΔNi,t is also an observant variable, which
could be easily obtained from original corpus by statistic methods.

The spatial information of social network is modeled in a unified CRFs
Markov Network in Fig. 2, where the flu phase for location i at each time is
not only depending upon its previous phase, but also on its location neighbors.



Hybrid Model Based Influenza Detection with SA from SN 55

Fig. 2. Graphical Illustration for flu detection

In this work, for simplification, we only treat bordering states as neighbors. Since
the influence from non-bordering locations can also be transmitted through bor-
dering ones, we take the sum of the variable ΔNi,t and ΔEk,t−1 as the final
influence state in location i. such simplification make sense and experimental
results also demonstrate this point. For location i at time t, the probability that
Zi,t takes on value Z is illustrated to integrate the spatial information in a unified
framework:

P (Zi,t |ΔNi,t + ΔEi,t, λ) =∝ exp(
∑
j

λjuj(Zi−1, Zi,ΔNi,t + ΔEi,t, i)

+
∑
k

μkυk(Zi,ΔNi,t + ΔEi,t, i))
(7)

uj(Zi−1, Zi,ΔNi,t + ΔEi,t, i) denotes the transfer feature function of observant
tag sequences between −1 to 1. υk(Zi,ΔNi,t + ΔEi,t, i) denotes the condition
feature function of observant tag sequences at location i. These two functions
can be combined into a unified expression fj(Zi−1, Zi,ΔNi,t + ΔEi,t, i) which
could act as the feature function for CRFs model.

P (Zi,t|ΔNi,t + ΔEi,t, λ) = 1
M(ΔNi,t+ΔEi,t)

exp

[
n∑

i=1

∑
j

λjfj(Zi−1, Zi,ΔNi,t + ΔEi,t, i)

]
(8)

M(ΔNi,t + ΔEi,t) =
∑
j

exp

[
n∑

i=1

∑
j

λjfj(Zi−1, Zi,ΔNi,t + ΔEi,t, i)

]
(9)

We inference the parameters along standard evaluation method for example
sampling Lk and δ2k:

[Lk |− ] = [Lk] · ∏
Zi,t=0,2
day(t)=k

[
ΔEi,t|δ2k, Lk

] ∝ N

(
Mk

δ2
k

+
Mk

φ2
k

Nk

δ2
k
+

1k
φ2
k

, 1
Nk

δ2
k
+

1k
φ2
k

)

(10)

[
δ2k |−]

=
[
δ2k

] · ∏
Zi,t=0,2
day(t)=k

[
ΔEi,t|δ2k, Lk

] ∝ Inv-χ2
(
μk + Nk,

μ0δ2
k+Vk

μk+Nk

)

(11)
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where
Nk =

∑
i,t

I(Zi,t = 0, 2; day(t) = k) (12)

Wk =
∑

i,t
I(Zi,t = 0, 2; day(t) = k)ΔEi,t (13)

Vk =
∑

i,t
I(Zi,t = 0, 2; day(t) = k)(ΔEi,t − Lk)2. (14)

3 Data Preparation

We extend our earlier work on Sina microblog data acquisition method and devel-
oped a dedicated crawler to fetch data at regular time intervals [15]. We fetched
microblog records containing indicator words shown in Table 1 and collect about
4 million flu-related microblog starting from January 2013 to January 2014.
Location details can be obtained from the profile page. We select microblogs
whose location are in China and discard those ones with meaningless locations.

Table 1. Indicator seed words set for data collection

Not all microblog containing indicator keywords indicate that the user is
infected. Meanwhile the indicator words list may not be perfect, so the indicator
words list needs to expand from the data we have and the dataset needs to be
processed before be used for our task.

The words in Table 1 will be used as seed words to find the initial dataset
and then computing vector in the dataset to find other keyword which can be
the representations of seed words. We take Google word2vec model tools [12] for
these seeds keyword extension. After iterating and training in corpus of 20 million
words obtained and then clustering the keyword for the need of computing the
distance of different words we obtained with the most relevant 100 words.

Step1: Preprocess: word segmentation, remove the stop words, and combine
the text to a document as input for next step.

Step2: Word clustering: take word2vec to deal with input data. The para-
meters set are as follows: (-classed: 50), (-cbow: 0), (-negative: 0), (-hs: 1),
(-sample: l), (-window: 5), (-size: 100). The word cluster results in vectors:

ClusterResult = (< word1, C1 >< word2, C2 > ... < wordn, Cn >) (15)

Where n means the words sum total, Ci means the class which wordi belongs
to. After iterating and training in corpus of 20 million words obtained and then
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Table 2. Indicator seed words set for data collection

Fig. 3. CNIC influenza weekly data of the year 2013

clustering the keyword for the need of computing the distance of different words
we obtained with the most relevant 100 words in Table 2.

In this way, not only words list could be expanded and adapt the changes
of cyber word but also help recall more influenza related corpus which would
improve the degree of accuracy in our system. The necessity of filtering in real-
time task has been demonstrated in many existing works [1,6]. To filter out these
bias microblog content, we first prepared manually labeled training data, which
was comprised of 3000 microblog records containing key words. Three annotators
are responsible for assigning positive or negative label to every post in training
dataset and test dataset. One post is labeled as a positive only when it meets
the requirements.

In China, the influenza surveillance department is Chinese National Influenza
Center. Every week CNIC will release Chinese influenza weekly report. We collect
the reports data among the year of 2013 and analysis the official reports to clear
up the whole year influenza infection changes. In Fig. 3, we could see the influenza
weekly data of the year 2013.

We know that there is mass noise in the crowded microblog contents. We
built a classifier based on support vector machine which is a well-known super-
vised learning model with associated learning algorithms that analyze data and
recognize patterns, used for classification and regression analysis. Furthermore
we manual calibrate data according to the CNIC data that we collected because
the CNIC data relies on the true medical surveillance system. We use a valid tool
named libSVM with a linear kernel to handle this pre-filter mission. In terms of
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Table 3. Result of different combinations of features for filtering

Features Accuracy Precision Recall

A 84.21 % 82.31 % 89.40 %

B 85.10 % 84.92 % 87.00 %

A+B 87.40 % 88.75 % 89.64 %

A+B+C 84.20 % 87.56 % 89.64 %

A+B+D 76.59 % 88.43 % 87.33 %

A+B+C+D 72.05 % 73.37 % 88.17 %

Table 4. Results on BN, HMM and SVM

Models Accuracy Precision Recall

BN 80.12 % 83.23 % 87.22 %

HMM 83.85 % 87.29 % 80.94 %

SVM 87.40 % 88.75 % 89.64 %

SVM, the training data set D with points is defined as below:

D = {(xi, yi)|xi ∈ Rp, yi ∈ {+1,−1}}n
i=0 (16)

Where xi is a P-dimensional real vector and yi is the label of the point xi,
indicating to which class belongs. And the classification function of SVM is:

f(x) = sign(
∑

i

aiyix
T
i + b) (17)

We employ the following simple text-based features Feature A: Colloca-
tion features, representing words of query word within a window size of two.
Feature B: unigrams, denoting presence or absence of the terms from dataset.
Feature C: position of keywords. Feature D: microblog length count. Each of
these three annotators individually labeled a post x as negative (−1) or positive
(+1) influenza like post described as A, B, C and D. Each post was given the final
label by the following function, where the positive value of L indicates a positive
influenza post, while the negative value of L indicates a negative influenza post.
Where the value of f(x) indicates the point’s class, ai is Lagrange multiplier
and b is the intercept. Performances for different combinations of features are
illustrated at Table 3. We observe that A+B is much better than other features’
combination. So in our following experiments, microblog are selected according
to a classifier based on feather A+B. We also take BN and HMM model for
comparison with the SVM model which taken the best feature selection. The
results are shown in Table 4.

Based on the techniques mentioned above, we can filter the influenza-like
microblogs easily. For these flu-related microblog records, we generate another
microblog web crawler to deal with every record. For every record’s user, we use
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Table 5. The result of training and open test on phase detection

Phases P R F

NE 78.10 % 67.23 % 72.26 %

RE 81.54 % 71.34 % 76.10 %

SE 67.97 % 72.78 % 70.29 %

DE 75.23 % 70.22 % 72.64 %

this tool to backup user’s microblog content and cut records by a window of
time with one week before and after the flu-related microblog record which we
had captured. We collected 1000 user’s microblog content over all more than 30
thousand records as four phases switching identify experimental material later.

4 Experiments and Data Analysis

The main goal of our task is to help raise an alarm at those moments when
there is a high probability that the flu breaks out. In real time situations, for
each time, available data only comes from the previous days, and there is no
known information about what will happen in the following days or week. By
adding the data corpus day by day, we calculate the posterior probability for
transiting to epidemic states based on previous observed data. To achieve our
target, we design two train projects for two CRF model. One is to detect which
phase is the coming microblog content in and the other model is to predict
whether there is an outbreak of influenza.

First, we take the 30 thousand records we have collected through preprocess-
ing, such as word segmentation, filtering stop words. Then we manually label the
words list by the NE, RE, SE, DE and N. O denotes other situation and unknown
judgment. The judging criteria are not only obeying the Gaussian process which
is mentioned in Sect. 2, the emotion factors need to be considered as well. We
have a table of emotional words with emotion numerical value to help assist the
label process. Thus there are three rows in the data corpus: one is the original
text, second row is phase, the third is sentiment tag.

We use two thirds of the labeled records as training data sheet, the rest as
testing data. The open test result of first model and is shown in Table 5. From
the Table 5 we can find that the stage RE is easier to detect correctly because the
precision and F value are higher than other three phases. Thus when we have a
new microblog and we can test the microblog to find out whether it is influenza-
like post but also which phase it is in. If we find the rapid rising tendency of RE
phase posts we can say that the influenza pandemic will come soon.

From the data we tested, Fig. 4 shows the global distribution of DE, SE and
RE in the year of 2013. The left hand side figure corresponds to number of flu-
related microblog records overtime. Purple symbols denote the phase of RE, red
symbols denote the phase of SE and white symbols denote the phase of DE.
We can find that week 4, 10, 16 and 47 may be the breakpoint of influenza.
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Fig. 4. Predictions of the year 2013 (Color figure online)

Fig. 5. Searching Result on Baidu Index platform

Compared to the Fig. 3, week 3, 17 and 51 is the rising edge that suggests the
flu breakpoint.

Figure 5 shows the result of searching key words like influenza on Baidu Index
platform. Like the techniques of Google flu trend service, Baidu Index platform
uses Chinese search engine to collect user’s key words counting. The fluctuation
of Baidu index ranges greatly. It suggests week 2, 15 is the search flu-related
key words breakpoint and in week 32 to 52 the searching activity rising steadily.
As this is the overall flu trend situation, there is a lot of factors that influence
the results. We need more detailed process to find out the real breakpoint of
influenza because flu is a infectious disease that from point to surface and it has
obvious infection pattern.

The second model we try to design is to predict whether there is an outbreak
of influenza and what the chances are. We focus on the phase RE because if
we find the phase RE rises rapidly in location i or the neighbors’ RE value
maintained at a dangerous level, there is confidence that the flu is coming soon
on account of the highly infectious.

For comparison, we employ the following baseline in this paper: Average:
Uses the average frequency of microblog records containing keywords based on
previous years as the threshold. Two-Phase: A simple version of approach but



Hybrid Model Based Influenza Detection with SA from SN 61

Table 6. The examples of our model on week 40–52’s microblog data from different
provinces Province

• Peak time Average Two-phase Em-flu

Anhui Nov.25 Nov.15 Nov.10 Nov.08

Zhejiang Nov.06 Nov.01 Oct.17 Oct.10

Guangdong Oct.20 Nov.05 Oct.10 Oct.07

Fujian Nov.10 Oct.18 Oct.19 Sep.20

Jiangsu Oct.15 Nov.03 Nov.03 Sep.28

Shandong Nov.06 Oct.20 Oct.27 Oct.05

Liaoning Oct.22 Oct.25 Oct.07 Oct.09

Shanghai Nov.17 Nov.15 Oct.25 Sep.24

Jiangxi Nov.04 Oct.23 Nov.01 Sep.18

Henan Nov.18 Nov.19 Oct.27 Oct.07

using a simple two-phase in Markov network. In Table 6 we present the perfor-
mance from different baselines along with our algorithm based on 10 provinces
microblog data in China. Peak time denotes the moment when the frequency
containing keywords reaches the top. From Table 6, we can identify that for
most provinces our model would detect the breakout of influenza earlier than
other method. This validates our assumption that by considering neighboring
influence can achieve a better flu prediction performance.

5 Conclusion

In this paper, our interest has been to introduce a supervised CRF model based
on four phases, and microblog emotional factors are appended in the model to
help detect early stage flu epidemics on Sina Microblog. We test our model on
real time datasets for multiple applications and experiments results demonstrate
the effectiveness of our method. We now comment on possible extensions to
this study. The first possibility could be to explore whether the probability of
being in an epidemic phase could depend on the rate of the previous week.
Another potential extension of our model would include a multivariate or a
spatial component that could help us to explore any geographical disaggregation
of the rates. Futhermore, we will try to adopt some neural network model for
sequence labeling, which might perform better than CRF.
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Abstract. Because of the interest in discovering public moods and
opinions in both industrial and academic researches, sentiment analy-
sis of microblogs has become one of the major concerns in Web data
mining and natural language processing studies. Although a large part
of the microblog posts contain non-textual components such as images,
emoticons and location information, most existing works rely on textual
information only to generate sentiment analysis results. Different from
these efforts, we focus on the influence of other sources of information
in sentiment analysis, especially the images from social media, which
are commonly posted by users along with texts. Having noticed that
images reinforce sentiment expression along with text in microblog envi-
ronment, we propose a unified model to extract the features of text and
image together. Learning based approaches are then adopted to finish
sentiment analysis tasks such as subjectivity classification. Experimen-
tal results based on practical microblog data show that features extracted
from images help gain better sentiment analysis results.

Keywords: Microblog Sentiment Analysis · Subjectivity classification ·
Image Feature Extraction · Text Feature Extraction · Emoticon Space
Model

1 Introduction

Nowadays, social media has become popular because of convenience, agility and
wide-spreading. People tend to express their ideas through Microblog and Twit-
ter, which are regarded as two kinds of the most popular social media. Report
from CNNIC1 shows that there have been 249 million microblog users in China
at the end of 2014. Statistics also indicate that, Sina Weibo, the most popular

1 35th China Internet Development Statistics Report.
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microblog platform in China, own 167 million active users per month. Approxi-
mately 100 million microblog posts are generated every day. In a post, users can
express their ideas on specific topics, convey their feelings about social events
and forward opinions from other users.

Therefore, the content of a microblog post is worth mining and analyzing.
Research on microblog contents can assist in performance of predicting housing
price or stock market, acquiring publics evaluation for a company and even ana-
lyzing publics attitudes towards social events or government policies. As a main
research aspect, sentiment analysis is crucial in analyzing contents of microblog
posts and thus has become a hot research area these years.

In sentiment analysis, several important issues are studied. For example,
analyzing what kind of emotion is expressed in microblog, identifying whether a
post is subjective or objective (subjectivity classification), identifying whether a
post is positive or negative (polarity classification) and so on.

To solve these problems, Machine Learning methods are widely adopted in
sentiment analysis because they are proved effective in solving classification
issues especially for binary-classification. Previous researches [2,10] have stud-
ied the sentiment of text in microblog posts. However, the image in posts are
not widely studied. Existing works that are relevant to image processing mainly
focus on affective computing. They utilize color and texture as image features
for sentiment analysis.

Fig. 1. Main procedure

In this paper, we propose a method to perform sentiment classification. Pre-
vious researches have mostly focused on text analysis. However, in microblog
environment, images should not be ignored. The images uploaded by users also
express emotions along with the text in a microblog post. Therefore, we per-
form sentiment analysis with text and image features together. In experiment,
we have a microblog corpus that comes from Sina Weibo. Each data in corpus
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is a post. We extract text features by applying Emoticon Space Model (ESM)
and extract statistical image features like histogram. The label of each post is
annotated manually. By this means, we get a complete microblog dataset whose
each posts features are from text and image. For training model, we select SVM
to train classifiers. First, we train and acquire a simple classifier with text fea-
tures only. Then we train and acquire a complex classifier with text features and
image features. The experiment results show the performance of classifier with
image features is better than classifier without image features, which proves that
images also have influences on emotion expressing and polarity classification. In
microblog sentiment analysis, we should synthetically consider text and image
features to better recognize the sentiment. Figure 1 shows the main procedure
of our work.

2 Related Work

Both supervised and unsupervised learning methods have been used for microblog
sentiment analysis. However, compared with unsupervised learning, classifiers
trained by supervised learning method perform better in microblog environment.

Among supervised learning method, a state-of-the-art method has introduced
deep learning into sentiment analysis. [5] proposes an innovative model to capture
words association and build up sentiment transfer model to reinforce the capture
of text association. Compared with traditional method, the performance of his
method is at least the same as previous research. However, his work avoids
burdensome manually annotation to some extent.

Text analysis method has been widely studied. Apart from studying on pure
text, some researchers [2,10] have synthetically considered pure text and emoti-
cons contained in microblogs. In fact, emoticons include text emoticons like :)
and graphical emoticons like . They are both signals for expressing emotion. In
[10] ’s research, they build up Chinese microblog sentiment corpus by combining
sentiment words and graphical emoticons. They train Bayes classifier and make
progress by utilizing concepts of entropy. Their work has achieved high precision
and recall. However, they only consider the text and emoticons. The limitation
is that they havent done further research on images in microblogs.

Image analysis in microblogs is rarely studied. Some existing works on image
sentiment focus on affective computing. Colors and textures are studied as sen-
timent features. In [9], researchers extract low-level visual features of image to
construct visual feature space. In [11] ’s work, they synthetically consider both
text and image features in microblogs. In images’ study, they extract the color
and texture information. Saturation and brightness are also discussed in their
work. They propose a new neighborhood classifier and compare it with tradi-
tional classifier such as SVM and NaiveBayes. Results show their classifier get
better performance in classification task with text and image features.

In sentiment analysis, there are multimodal features besides text and image.
In [8] ’s research, visual, acoustic and linguistic features are used in sentiment
analysis. They focus on video reviews from website such as Youtube, Facebook
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and Amazon. They introduced a new multimodal dataset consisting of senti-
ment annotated utterances extracted from video reviews, where each utterance
is associated with a video, acoustic, and linguistic datastream. Our experiments
show that sentiment annotation of utterance-level visual datastreams can be
effectively performed, and that the use of multiple modalities can lead to error
rate reductions of up to 10.5% as compared to the use of one modality at a time.

And there are some researches focus on videos on Internet. In [6] ’s work, they
study the constant data flow in videos on websites. They addresses the task of
multimodal sentiment analysis, and conducts proof-of-concept experiments that
demonstrate that a joint model that integrates visual, audio, and textual features
can be effectively used to identify sentiment in Web videos.

Other related works on Twitter sentiment analysis [1,4] are also interesting.
Some researchers study opinions in Twitter [3,7]. In our research, considering
the real environment in Sina Weibo platform, we mainly discuss the text and
image contained in microblogs. Apart from baseline work that dealing with text
and emoticons, we also explore statistical method to analyze and extract image
information.

3 Text Feature Extraction

To deal with texts and better analyze the signals contained in emoticons, we
utilize ESM (Emoticon Space Model), a semi-supervised model firstly proposed
by Fei Jiang in [2]. In this model, we select a relatively large number of commonly
employed emoticons with and without clear emotional meanings to construct
an emoticon space, where each emoticon serves as one dimension. The core of
ESM is projection from text to emoticons space. Concretely, texts are projected
into the emoticon space according to the semantic similarity between words
and emoticons, which can be learned from a massive amount of unlabeled data.
Besides, an assumption is made that posts with similar sentiments have similar
coordinates in this space.

Our process of text feature extraction is based on ESM. First, both words
and emoticons have a distributed representation that provides an effective way
to learn the semantic similarity between words and emoticons. Concretely, the
cosine similarity is used as the measurement of similarity between the represen-
tation vectors, which can be formalized as

similarity(wi,ej) =
wi · ej
|wi| |ej | (1)

wi and ej are the representation vectors of word i and emoticon j. We use
this semantic similarity as the coordinate of the word wi in dimension j of
emoticon space. Thus, words are projected into emoticon space. By summing up
the coordinates of the words that contained in a particular post, the projection
from post to emoticon space is finished.

Then, the process of text feature extraction is done. Some supervised senti-
ment classification tasks can be performed by using the coordinates of the posts
as text features.
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4 Image Feature Extraction

As discussed in the paper, we not only consider the texts that contain emoti-
cons, but also focus on the images uploaded in microblog posts. Usually, images
are served as auxiliaries for texts. Therefore, based on the user action analysis,
images should be regarded as important signals for expressing and conveying
emotions. It is worthy to study how images convey emotions along with texts
and play an important role in sentiment analysis in microblog environment.

In this section, there are two steps. First, we will explain the process of
filtering images and image clipping. Second, we will introduce the method for
extracting image features.

4.1 Filtering and Clipping

Usually, images have intensive relation to texts and thus reinforce the emo-
tion expressed in texts. However, not every image is suitable for studying sen-
timent association with text. Advertisements and repeated posts are seen as
spam microblogs for conveying invalid information. They should be filtered out.
Considering images have different sizes, we clip the images to a specific size to
prepare for later feature extraction.

4.2 Extracting Features

As mentioned in this paper, colors and textures are studied as sentiment features
in existing works. Color histogram, a representation of the distribution of colors
in an image, might indicates the emotion in it. For instance, an image with warm
tone might represent positive sentiment. An image with cold tone might represent
negative sentiment. The color histogram are often used for three-dimensional
spaces like RGB and HSV.

To avoid complexity brought by high dimension, more advanced characteris-
tics of image will not be introduced in our work. In microblog environment, we
use naive method to acquire the color histograms of image built for RGB and
HSV color space, which is proved relevant to emotion expressing. For instance,
Fig. 2 shows an image with warm tone.

Fig. 2. An image with warm tone in microblog
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Fig. 3. RGB histograms of a warm-
tone image

Fig. 4. HSV histograms of a warm-tone
image

After clipping this image to 20 ∗ 20 size, we acquire the histogram of RGB
and HSV shown in Figs. 3 and 4.

As comparison, Fig. 5 shows an image with cold tone. The histogram of RGB
and HSV are shown in Figs. 6 and 7.

Fig. 5. An image with cold tone in microblog

From Figs. 2, 3, 4, 5, 6 and 7 we can see the difference between images with
warm and cold tones. The RGB and HSV histograms of image with cold tone
are relatively mean.

Apart from histograms, we also make statistics about the amount of 16 spe-
cific colors contained in the pixels of image. The frequency of each of the 16
colors is seen as feature. Therefore, we acquire basic features of image. As intro-
duced above, there are 371 values served as features, including 255 frequency
values from RGB space, 100 frequency values from HSV space and 16 frequency
values of specific colors appearance.
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Fig. 6. RGB histograms of a cold-tone
image

Fig. 7. HSV histograms of a cold-tone
image

5 Experiments

5.1 Experiment Setups

Our experiments are performed on a Chinese microblog dataset that is crawled
from Sina Weibo search engine using key words in food area. Each item in this
dataset is a microblog post which contains both a text description and an image.
After filtering out spam microblogs such as repeated posts and advertisements,
we select about 3000 candidate microblogs for later training. The sentiment
labels for microblogs are manually done by a crowdsource website. Each post is
classified based on the emotional tendency. Positive emotions are defined as class
1, negative emotions are defined as class −1 while other neutral emotions are
regarded as class 0. In annotation process, each post is labeled by two different
persons. It is only when a posts label is agreed by two persons that the post is
regarded to own a valid label. The statistic of training set is shown in Table 1.

Table 1. Proportion of each class

Positive Neutral Negative Total

Proportion 69 % 23 % 8 % 100 %

Since the amount of negative posts is relatively less compared with those of
neutral and positive posts, we leave out the negative posts and only do classifi-
cation task with positive posts and neutral posts (i.e. subjectivity classification).

5.2 Pre-experiment on Images

Before the formal experiment, we design a simple pre-experiment on images,
which will help to observe the image features’ influence from classification result.
We pick a part of candidate microblogs to form a sub-dataset whose size is 324.
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In pre-experiment, we only consider the images in microblogs. Each item of
this sub-dataset contains 371 image features that is introduced above, and a
sentiment label (0 or 1). We use Support Vector Machine (SVM) to train a
classifier and test it on correspond double-fold validation set.

The result is shown in Table 2. The accuracy of classifier is 0.642.

Table 2. Classification based on image features

Class Precision Recall F1-Score

0 0.69 0.58 0.63

1 0.60 0.71 0.65

Average/Total 0.65 0.64 0.64

We can see this classification performance is acceptable, which denotes
images’ features make sense in microblog sentiment classification. In normal
experiment, we will perform subjectivity classification utilizing both textual and
image features.

5.3 Subjectivity Sentiment Classification

For subjectivity classification, we first extract respective features of text and
image, and then we use Support Vector Machine (SVM) to train classifiers. To
extract text features, we select 100 most commonly used emoticons to construct
emoticons space and make projection to it. Then we acquire 100 features for
each text. For image features extraction, we get features directly from RGB and
HSV histograms. Also, frequency of 16 specific colors are included as features.
Thus, we acquire 371 features for each image.

Since negative posts are not considered, the original classification has actually
become a binary-classification task or subjectivity task. Because of unbalanced
proportion between neutral and positive posts, it may have influence on classifiers
performance and thus cause low accuracy. To avoid this situation, we have bal-
anced the training set and make the amounts of positive and neutral posts nearly
the same. Considering the reliability of sentiment label annotated by crowdsource
website, we only pick the most reliable part of candidate microblogs for training.
After balancing, the amounts of positive and neutral posts are both 162.

Our experiment has two parts. For the first part, we only consider 100 textual
features in microblog. Each microblog post in training set has 100 features and
a sentiment label. We apply SVM to train a classifier called simple classifier and
test it on correspond double-fold validation set. For the second part, besides the
100 textual features, we also incorporate 371 features of image in a microblog
post. In this situation, each microblog in training set has 471 features and a
sentiment label. We use SVM to train a classifier called complex classifier and
test it on correspond double-fold validation set. For evaluation, we also randomly
create a testing set, whose scale is 334, to verify the classification performance
of complex classifiers with image features and textual features together.
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5.4 Result Analysis

The experiment results are shown here. Table 3 indicates the first part, where
we perform classification only considering the text features in training set.

Table 3. Classification based on texual features only

Class Precision Recall F1-Score

0 0.55 0.55 0.55

1 0.50 0.49 0.50

Average/Total 0.52 0.52 0.52

Table 4 indicates the second part, where classification is performed based
on synthesis of text and image features. Table 5 indicates the evaluation on
testing set.

Table 4. Classification based on text and image features together

Class Precision Recall F1-Score

0 0.59 0.56 0.57

1 0.54 0.56 0.55

Average/Total 0.56 0.56 0.56

Table 5. Classification on testing set

Class Precision Recall F1-Score

0 0.61 0.54 0.57

1 0.58 0.64 0.61

Average/Total 0.59 0.59 0.59

In Table 3, the accuracy of classifier without image features is 0.525. While
in Table 4, the accuracy of classifier with image features has increased to 0.562.
Through accuracy comparison, the performance of complex classifiers is better.
We make the hypothesis that the discrimination of two parts is not obvious. After
significance test, the probability value of hypothesis is about 3.71∗10−3 (far lower
than 0.05), which proves improvement over baseline work shown in Table 3. The
best classifier is linear SVM with parameter C = 10. The results from training
set support our propose that in microblog environment, with the synthesis of
text and image, classifiers have better performance in sentiment subjectivity
classification task, than merely consider the text features. In testing set, the
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accuracy of complex classifier achieves at 0.591, which verifies and reinforces our
conclusion.

In Fig. 8, Receiver Operating Characteristic (ROC) is plotted to visualize the
performance of complex classifier on testing set. The X axis is false positive rate
(FPR), while the Y axis is true positive rate (TPR).

Fig. 8. ROC curve

From the figure, we can see this ROC curve is above the y = x, which
indicates the benign performance.

6 Conclusion

In this paper, we discuss the sentiment analysis in microblog environment. Sim-
ilar to previous research, we introduce machine learning method in sentiment
classification task, but we also focus on the images in microblog posts. Compared
with baseline works that mainly study textual features, our research incorporate
image features in sentiment analysis. We extract image features from color his-
tograms of RGB and HSV space. Also, frequency of specific colors are included
as features. In experiment, our dataset is collected from Sina Weibo on area of
food. We train two SVM classifiers for sentiment subjectivity classification task.
Simple classifier is trained based on textual features, and the complex classifier
is trained on image and text features together. Experiment results show that
the performance of classifier with image features is better than simple classifier
without image features on validation and testing set, which supports our pro-
posal about synthetical consideration of text and image features in microblog
sentiment analysis.

However, our research still need to be improved. In the future, we will try
more advanced methods to extract image features besides histograms and fre-
quency. Also, after image and textual features are mixed, we could perform PCA
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to acquire the most important and associated features to be used in training
process. Besides, the performance of classifier might be influenced by the scale
of dataset. Thus, we can adjust the dataset to find out how scale will influence
the precision, recall and f1-score of classifier. Our dataset is built in food area.
To prove our methods generality, we are trying to verify the benign performance
on other areas such as economic, education and so on.
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Abstract. Twitter First Story Detection (FSD) task refers to the detec-
tion of first tweet about the new event in tweet stream, which is a hard
but important task in twitter event detection. However, the number of
comparisons is too large in traditional online detection methods and there
is a lack of global information of each event during detection process. To
deal with the shortcomings above, we propose a novel FSD method based
on nugget, which can describe the event concisely. Our approach gener-
ates and updates dynamically a nugget for each detected event in the
process of detection. When a new tweet arrives, it is first compared with
the nugget of each event, to be clustered into the event when it hits the
nugget. Otherwise it is compared with individual tweets in the event.
Our method improves the detection accuracy and reduces the number
of comparisons. The experimental results on two public data sets show
that our system has reached the state-of-the-art. Besides, we prove the-
oretically that our method possesses advantages in efficiency.

1 Introduction

With the rapid development of social networks, Twitter has become one of the
most popular social network web sites with over 200 million active users, and 400
million tweets posted each day [1]. Some major events in Twitter could draw the
public attention immediately and become a hot-spot. For this reason, Twitter
has been used as a source of new event detection. Both public and private need
not only to master the occurrence of new events in time, and also want to acquire
the origin of the new events, namely, the first story.

First Story Detection (FSD) task in tweet stream is to identify the first
tweet talking about a particular event and it is considered the most difficult
task in TDT [5]. However a good FSD system would be crucial for government
agencies and large enterprises to detect and analyze new event. The existing
work basically used online clustering algorithm, which is called Single Pass, to
handle this task. When a new tweet arrives, Single Pass algorithm computes
the similarity between this tweet and all historical tweets, and clusters the new
tweet to the bucket1 with the most similar tweets. Much work has been done to
improve the effective and efficiency, such as Yang [7], Zhang [6] and Petrovic [8].
1 A bucket contains some tweets about the same event which is detected already.

c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 74–82, 2015.
DOI: 10.1007/978-981-10-0080-5 7
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However, to find the most similar tweet, traditional approaches needed to
compute the similarity between new arrived tweet with all historical tweets,
which did not considered the global information of detected events and needed
a large number of comparisons. To overcome these shortcomings, we propose a
Nugget-based first story detection method, which generates a quality nugget,
a simple and effective description constituted by event information and meta-
data, for each bucket during Single Pass detection process. When a new tweet
arrives, it is first compared with the nugget of each bucket. If it hits the nugget,
it will be clustered to this bucket. If not, it is compared as traditional meth-
ods do. Experimental results on two public datasets (one is the biggest as we
known) show that Nugget-based FSD method outperforms the state-of-the-art
system currently and significantly reduces the false alarm and the number of
comparisons during clustering process.

Our main contributions are: (i) we present a Nugget-based First Story Detec-
tion method in Twitter stream, which can improve the performance of detection
and reduce the number of comparison than traditional methods. (ii) We prac-
ticed in the two public data sets in our experiments, one of which contains 81,087
Tweets and 505 events. To our knowledge it is currently the largest public data
sets and it is also the first time used in Twitter FSD task.

2 Related Work

The problem of Topic Detection and Tracking (TDT) that ran as part of the Text
REtrieval Conference (TREC) has been widely studied in traditional media [9].
In recent years, however, topic and event detection in Twitter has attracted much
attention. Much research work focus on how to find emerging events, breaking
news, and general topics that attract the attention of a large number of Twitter
users.

Sankaranarayanan et al. [2] proposed a system, called TwitterStand, which
employed a online clustering algorithm based on weighted term vector according
to tf-idf and cosine similarity to form clusters of news. Becker et al. [10] used the
classical incremental clustering algorithm, which has been proposed for NED
in news documents, to identify of real-world event content and its associated
Twitter messages, which continuously clusters similar tweets and then classifies
the clusters content into real-world events or nonevents. In order to improve
efficiency, Petrovic et al. [8] adapted variant of the locality sensitive hashing
methods (LSH) [12], which limits the search to a small number of documents, to
detect new events that have never appeared in previous tweets. Then Petrovic
[13] used three sources of paraphrases and combine them with LSH to improve
the effect of first story detection in Twitter. The results showed that their method
can be very small Cmin value (0.679), which is state-of-the-art as we know, and
it is also the baseline we take.

The previous work which is similar to our work is summarization technol-
ogy. Nichols [14] proposed an algorithm that generates a journalistic summary
of an event using only status updates from Twitter as a source. Chakrabarti [15]
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formalized the problem of summarizing event-tweets and gave a solution based
on learning the underlying hidden state representation of the event via Hidden
Markov Models. Their model significantly outperforms some intuitive and com-
petitive baselines through extensive experiments on real-world data. Popescu
[16] adapted NLP techniques to automatically detect events involving known
entities from Twitter and understanding both the events as well as the audi-
ence reaction to them. Yang [17] proposed a dynamic pattern driven approach
to summarize data produced by Twitter feeds. The Nugget-based FSD method
is somewhat analogous to summarization technology, which will generate high
quality description namely “nugget” for each bucket during clustering process
to assist FSD task.

3 Nugget-Based First Story Detection

3.1 Task Definition

Twitter First Story Detection (FSD) systems use new twitter stream as input,
in which tweets are strictly time-ordered. Only previously received tweets are
available when dealing with current tweet. The output of FSD systems is a
decision for whether the current tweet is talking about a new event or not.

3.2 Nugget-Based FSD

The Nugget-based FSD algorithm we proposed is an improvement on the tra-
ditional Single Pass algorithm which can automatically generates a high-quality
and representative nugget for each bucket during clustering process. When a new
tweet arrives, it only needs to be compared to the nugget of each bucket, if it can
hit the nugget of some bucket, it will be clustered to the bucket and updates the
nugget. Otherwise, it will be compared to some of the tweets in each bucket to
decide which bucket to put in. If the similarity between the new tweet and every
bucket is sufficiently low, it will be judged as a first story of a new event. The
frame-work of summarization-based FSD algorithm is shown in Algorithm 1.

3.3 Nugget Generation and Update

As described above, the key point of nugget-based FSD algorithm is the genera-
tion and update of nugget, which determines the effect of the algorithm. Nugget
is composed by two parts: (i) Entity information extracted from knowledge base;
(ii) Metadata: hashtag and at (“@”) information, the hashtag included in tweets
is a good indicator to event and at (“@”) information will include related user
about some event. The following will describe in detail how they are generated.

Entity Information: Intuitively, extracting entity information of a tweet from
knowledge base can be very useful to describe what the tweets mainly talk
about. We adopt the approach proposed by Meji [18] to detect the entity of
a twitter from Wikipedia. The method uses an entity linking relationship to
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Algorithm 1. summarization-based FSD Algorithm
Input:

tweet stream C, threshold θ
Output:

every tweet labeled ”first story” or ”old story”
1: for each ti ∈ C do
2: generate summarization ti sum for ti
3: if the set of buckets B = φ then
4: create a new bucket B1

5: B1 = B1

⋃
ti

6: generate summarization B1 sum for B1

7: label ”first story” to ti
8: else
9: compare ti sum with each Bj sum (Bj sum is summarization of Bj ,Bj ∈ B)

10: if ti sum hit Bj sum then
11: Bj = Bj

⋃
ti

12: update Bj sum

13: label ”old story” to ti
14: else
15: Let maxS=maxj(sim(ti, Bj)), j=1,2,...,K
16: if maxS ≥ θ then
17: Bj = Bj

⋃
ti

18: update Bj sum

19: label ”old story” to ti
20: else
21: create a new bucket Bnew in B

22: Bnew = Bnew

⋃
ti

23: generate summarization Bnew sum for Bnew

24: label ”first story” to ti
25: end if
26: end if
27: end if
28: end for

gather Wikipedia entries that are semantically related to a tweet: the common-
ness probability is based on the intraWikipedia hyperlinks, which computes the
probability of a concept/entity c being the target of a link with anchor text q in
Wikipedia by:

commonness(c, q) =
|Lq,c|∑
c′ |Lq,c′ | (1)

where Lq,c denotes the set of all links with anchor text q and target c.
Tweets are then represented as the bag-of-entities derived from linking each

n-gram in the content of the tweet to the most probable Wikipedia entity. In
case of n-gram overlap, only the longest is considered.

Metadata: Metadata is an important indicator to event detection. Event-
oriented target tweets can be identified by a few words or metadata as mentioned
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by Spina [19]. This discovery inspires us to use metadata such as hashtag and
“@” as one part of our nugget to handle FSD task.For example, in our corpus,
the event “NBA between Bucks and Celtics” includes 2 tweets: one is “Ive never
seen the Celtics play this terribly #enoughsaid”, and anther is “Bucks are win-
ning #enoughsaid and that even my teammm”, we can easily put them to the
same bucket rather than compare it with every tweets in the bucket, they are
likely to discuss the same topic because have the same hashtag #enoughsaid.
At information includes the related user about some event, it is also helpful to
detect the tweets talk about the same event.

Nugget Update: With the incremental of the tweets in every bucket, the
number of nugget is increasing. If we don’t update the nuggets in real time and
choose the quality nugget in the bucket, there could be more noise and harmful to
the results. Therefore we introduce KL distance to pick the most representative
nugget. KL divergence is defined as follows [20]:

KL(P ||Q) =
∑

x

p(x)log
p(x)
q(x)

(2)

The more a term occurs within the event, and the less it occurs in other event,
the higher the weights it should be assigned.

4 Experiments

4.1 Dataset and Evaluation

Datasets: We carry out our experiment on two datasets. One is the same as [13],
which we call data1, including 2363 tweets and 27 events labeled. There are 3034
tweets and 27 events in the original dataset, but about 22 % was lost when we
crawl it from twitter API. In order to avoid occasionality, we use another dataset
[1], data2, including 81087 tweets and 505 events, which is, to our knowledge,
the largest public dataset available for FSD task in Twitter.

Evaluation: Unless stated otherwise, we use the official evaluation metrics and
parameters from TDT2: miss probability, Pmiss and false alarm, PFA. Cdet is
computed as [8].

Cdet = Cmiss ∗ Pmiss ∗ Ptarget + CFA ∗ PFA ∗ Pnon−target (3)

where Cmiss and CFA are costs of miss and false alarm, Ptarget and Pnon−target

are the prior target and non-target probabilities. Cmin is the minimal value of
Cdet over all threshold values.

2 ftp://jaguar.ncsl.nist.gov/current docs/TDT3eval/TDT3fsd.pl.
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4.2 Results and Analysis

We compare our approach with paraphrased-based method [13], to our knowl-
edge which is the state-of-the-art both in effect and efficiency results for FSD
task. This system uses LSH to reduce the time consuming and uses paraphrases
to alleviate the high degree of lexical variation in documents that talk about the
same event.

Experiment 1 Comparison with State-of-the-Art: Table 1 shows the
results of Cmin on data1. we use ‘concept+hashtag+@’ information to gen-
erate nuggets. We can see that our Nugget-based FSD method significantly
reduce Cmin by 39.6 %. Table 2 shows the detail performance of our nugget-based
method on Pmiss, PFA and Cdet. The Cdet of our Nugget-based FSD method is
lower than 0.679 over all threshold. Besides, the value of PFA is always within a
small range whatever the threshold is. Because old story can be easily confirmed
via nugget and similarity comparing is avoided.

Table 1. Cmin of two systems

System Cmin

LSH-baseline 0.679

Nugget-FSD 0.410

Table 2. Detail of performance

threshold Pmiss PFA Cdet

0.10 0.518 0.005 0.566

0.15 0.481 0.004 0.514

0.20 0.444 0.006 0.495

0.25 0.333 0.009 0.414

0.30 0.333 0.012 0.441

0.35 0.333 0.013 0.450

Experiment 2 Effect of Different Signals: In this set of experiments, we
test how the different signals in nugget effect the detection performance. Figure 1
shows the result of 4 different combination of 3 kind of signals. “entity” means
using Entity information extracted from Wikipedia only; “entity+@” means
using wikipedia entity and twitter at informaton; “entity + hashag” means using
wikipedia entity and hashtag information. As can be seen from the figure:

First, the curve of ‘entity+hashtag’ is under ‘entity’, which means hashtag
play a positive role.

Second, the Pmiss result of ‘entity’ is only better than ‘entity+@’, and ‘entity+
hashtag’ is better than ‘entity+hashtag+@’, which means the information ‘@’ in
tweet leads to a negative effect. The result is different from our original expecta-
tion, many of them refer to official Twitter accounts like ‘Reuters’, ‘ABC News’,
or ‘BBC News’, etc. If a first story mentions such a named user, it will become
a miss case.

Lastly, all 4 methods have a lower bound of Pmiss at 0.25 and upper bound of
PFA at 0.025, which is different from traditional FSD’s result which both Pmiss

and PFA fall in between 0 and 1.
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Fig. 1. Effect of different signals

Experiment 3 Validated in the Largest Public Data Sets: We run our
method on data2, the largest public data with labeled information. We run it on
3000 tweets with 24 events, 10000 tweets with 64 events and 81087 tweets with
505 events respectively. Detailed performance is showed in Table 3 which shows
our approach on data2 achieve the comparable effect with on data1. We can also
see from Table 3 that Pmiss becomes higher and PFA becomes lower with more
testing data i.e. new first stories. Obviously, as the number of nugget increases,
the probability of a tweet hitting a certain nugget also increases. Therefore, a
new first story will be more likely to be missed and an old story will be more
likely to be detected.

4.3 Time Analysis

In this section, we theoretically analyze the time complexity of LSH-FSD method
and our Nugget-FSD method. It is worth mentioning that the LSH method [8]
is the state-of-the-art in efficiency.

The time complexity predicting a story is new or old by LSH method can be
computed as:

Thash = Pcall · N · tone (4)

Pcall is the probability of two story x and y colliding using [8]. N is the number of
historical data in database. tone = c is the time of computing two tweets’ similarity.

The time complexity of our method consists of three parts. (i) the time of
comparing nugget; (ii) comparing historical stories if it fails to hit the bucket’s
nugget; (iii) time of updating nugget.

Tp s = Tnugget + (1 − Pnugget) · Thash + Tupdate (5)

Tnugget = O(tone), Tupdate = len · O(1) (6)

Pnugget = Pnon−target < 1, 1 − Pnugget = Ptarget = o(1) (7)

We can use LSH method to hash every buckets nugget, and the time of
Tnugget can be calculated as tone approximately. Pnugget means the probability
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Table 3. Performance of Nugget-FSD in data2

�����������threshold
nums of tweets

3 000(24) 10 000(64) 81 087(505)

Pmiss PFA Pmiss PFA Pmiss PFA

0.10 0.625 0.009 0.640 0.006 0.680 0.004

0.14 0.425 0.010 0.563 0.007 0.602 0.006

0.18 0.30 0.013 0.469 0.009 0.521 0.007

0.22 0.25 0.021 0.422 0.013 0.473 0.009

0.26 0.075 0.025 0.312 0.018 0.388 0.012

0.30 0.100 0.037 0.219 0.028 0.295 0.017

0.34 0.075 0.053 0.187 0.041 0.210 0.025

0.38 0.075 0.058 0.172 0.045 0.202 0.031

of one tweets nugget hitting one of the buckets nugget. Ideally, all old tweet can
hit a certain nugget. The third part is shown in Eq. 3.1. len is the length of one
tweet, and len is usually short. So we have:

TP S = Tsummarization + Ptarget · Thash + Tupdate

= O(tone) + Ptarget · Thash + l · O(1)
= o(Thash) + O(c) (8)

From the above analysis we can see that our Nugget-based FSD method
shows lower time complexity than LSH-based method. It can be more significant
when used in a large amount of data or small Ptarget case.

5 Conclusion

In this paper we propose a novel Twitter first story detection method based
on nugget. Our approach generates and updates nugget dynamically for each
detected bucket in the process of event detection. When a new tweet arrives, it is
compared with the nugget of each bucket, rather than compared with individual
tweets in the bucket. The experimental results on two public data sets show that
our system has reached the state-of-the-art. Besides, we prove theoretically that
our method possesses advantages in efficiency. In the future, we will focus on
how to generate high quality nugget and optimize the strategy of updating the
nugget.
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Abstract. Automatic summarizations have gained increasing attentions
as they not only improve reading experiences but also facilitate manage-
ment of collective knowledge on the social web. The social web is featured
by social interactions. Ignoring this type of information limits the abil-
ity of traditional summarization techniques to generate more intelligent
and comprehensive summaries. In this paper we present a mixture model
based on Dirichlet Process, which exploits information contained in tags
and other social behaviors. The model assigns each sentence one explicit
“topic”. The assignment follows a Chinese Restaurant Process, where an
infinite number of topics are organized by a tag or group. The model
has straight-forward applications to diverse social summarization tasks.
It is a natural fit for flexible data structures and incremental compu-
tations. We present applications to tag-driven summarization, compara-
tive summarization and update summarization. We evaluate our model
through both quantitative and qualitative experiments on various real
world data sets.

Keywords: Automatic summarizations · Social web · Dirichlet process
mixture model

1 Introduction

We are in the age of social web, an ecosystem where everyone contributes to the
collective knowledge. The collective knowledge comes from both user-published
contents (i.e. posts, tweets, and blogs), and user interactions (i.e. tagging, reply-
ing and commenting). Such contents and interactions can be observed in com-
munities with various purposes, including news, QA and so on. Within each
community, the textual contents and interactions are appealing data sources to
mine the insights. However, mining the social web data is difficult, due to its
extremely high volume. Automatic summarization is usually necessary.

Text summarization is not a new problem. There are fruitful summarization
systems that generate summaries by exacting and combining several key sentences.
The key sentences are often determined by a global ranking mechanism that com-
putes the capacity of each sentence to embrace similar sentences [4,7,15]. Although
global ranking by textual similarities has been validated extensively on pure texts,
in the domain of social web, its ability is limited as it completely ignores the “social
aspect” of social web.
c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 83–94, 2015.
DOI: 10.1007/978-981-10-0080-5 8



84 X. Guan et al.

The social aspect plays an important role in utilizing the social web. On
one hand, social interactions provide valuable information. User generated con-
tents are in general brief and informal, which makes the inference of “topics”
inaccurate and unreliable. Replies, comments and the main body of posts com-
plement each other to form a group of related contents. Tags operate in a more
obvious way to group contents created by different users. This grouping infor-
mation is helpful in inferring the “topics”. On the other hand, the social nature
poses challenges, in the sense that people need more intelligent and comprehen-
sive summarizations. In the past, traditional summarization systems work on
a single document or a collection of documents. Nowadays, summarization are
demanded in diverse scenarios. We next show a few possible examples.

Tag-Driven Summarization. People use two types of tags to annotate con-
tents, tags that are recommended by the system, or terms that they have coined
by themselves. In both cases, the meanings of tags are unclear and broad, espe-
cially for invented tags that never exist before. Therefore, it is beneficial to offer
a tag-driven summarization, which covers possible “topics” that explain the tag,
based on tagged contents. It is of utmost importance when a new term emerges
and becomes popular. Tag-driven summarization is not a trivial task. In most
cases, multiple tags are associated with one piece of contents. In order to pro-
duce a precise summary, the delicate relationships that which part of contents is
related to which topic under which tag, need to be uncovered. A similar appli-
cation is group summarization, when a group of people is involved. A group
can be regarded as a tag, and corresponds to a set of standpoints.

Comparative Summarization. A further implementation is comparative sum-
marization for two entities (i.e. document, tag, group of people). Comparative
summarization draws the most informative skeleton out of redundant contents,
including the common and distinguishing parts of the two entities. Comparative
summarization is only possible when entity-specific topics are identified.

Update Summarization. A social web site is in a consistently changing state.
There are new users joined, new contents created, and new topic and groups
formed in every minute. The dynamic nature of social web requires an online
fashion of the update summarization system. The essentials of update summa-
rization are two-fold. (1) A solution that incrementally builds a model according
to the new data, without the whole corpus. (2) A framework that catches new
“topics” on the fly, while keeping track of the old “topics”.

Previous summarization methods do not apply well to social web data, as
they lack explicit modeling of “topics” with respect to social interactions. One
alternative is to turn to topic modeling approaches with supervision of tags. Most
researches in literature adopt a LDA [2] type of probabilistic models to generate
a fixed number of topics [1,6,8]. This assumption is not reasonable for a social
web site where there could be a countless number of “topics”. For example,
in an online debate forum, participants can either support an existing point of
view, or express novel opinions. Restricting the model to a predefined level of
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abstraction (i.e. fixed number of topics) seems to be improper. Furthermore,
they are incapable of generating update summaries in an incremental manner.

There is a recent trend in adopting Dirichlet Process in topic modeling [3,14].
The clustering property of the Dirichlet process serves as a nonparametric prior
for the number of topics. We follow this path with the following improvements.

(1) We assume that for a text segment concise enough, only one topic is expressed.
Social texts are usually short and sparse. By assigning a topic label to a text
segment instead of a word, we make full use of the information within a
reasonable window of the target word, thus outcome the problem of sparsity
and high dimensions. This assumption also makes it more natural to select
sentences from a topic.

(2) We consider a hierarchical model, where the posting/replying/commenting
behavior of a tag/group is a Chinese Restaurant Process (CRP). The adop-
tion of CRP is advantageous in three ways. (1) CRP can automatically esti-
mate the number of topics. It is more flexible as it “lets the data speak”.
(2) CRP demonstrates a phenomenon of “rich get richer”, which is a vivid
simulation of how topic evolves in real social networks. (3) CRP enables a
straight-forward inference of new topics, which can be conducted in update
summarization.

(3) We incorporate a background topic to purify tags/groups. The background
topic is worthy of inclusion because it filters non-informative words. It can
also be viewed as a common topic in comparative summarization.

We show three direct applications of this model, including tag-driven sum-
marization, comparative summarization and update summarization. We verify
the model’s competency in various real world data sets. We find that our model
can achieve significantly better performances, compared with state-of-the-art
approaches.

The rest of the paper is organized as follows. Section 2 introduces related
works on multi-document summarization and topic models. Section 3 overviews
the model framework and derives a Gibbs Sampling algorithm to learn topic
assignments. Section 4 analyzes experimental results and examples on different
real data sets. Section 5 presents our conclusion.

2 Related Work

Multi-document summarization is a well-studied area. The goal of multi-
document summarization is to convey the main and most important meaning
of several documents. Previous works on multi-document summarization fall
into two categories, extractive methods and abstractive methods. The former
class selects and combines representative sentences to form the summary. Most
common selection criteria include Lexrank [4], structural centroid in a sentence
graph; or DSDR [7], degree of approximation to reconstruct other sentences; or
other types of information quality in a cluster [13]. The latter class, which fills
phrases in a predefined template is less adopted.



86 X. Guan et al.

Although extractive methods are so far the most successful paradigm in
multi-document summarization, existing extractive methods are not perfect for
social web data. The main reason is that they do not employ social interactions.
Missing the information contained in social interactions, existing methods apply
global ranking to the corpus as a whole, leading to a vague summary whose
coverage over the tag space (and other social entities) can not be measured.
Moreover, they do not have an explicit definition of “topic”, thus are more sen-
sitive to observed data, and can not adjust to future data.

Topic models are probabilistic graphical models for text clustering. LDA [2] is
an exemplification of topic models. In LDA and its many variants, the number of
clusters is fixed a priori. This may raise questions when credible prior knowledge
is not available. To address these problems, nonparametric models are presented,
most of which are based on Dirichlet Process (DP). For example, HDP [14] and
HLDA [3] DP based model that learn hierarchical topic structures. Instead of
allowing the parameters to “grow” as more data is observed, some researchers
walk in an opposite direction. GSDMM [16] trims the number of clusters by first
setting it to a maximal number of data points, then letting it shrink to converge.
Apparently, a significant disadvantage of GSDMM is its incapability to increase
the size of the model when new data arrives.

Though topic models are mainly used in text clustering, supervision can be
incorporated, such as LabeledLDA [11]. LDA-type models have achieved satisfy-
ing performances on summarization tasks [1,6]. However, most of them assign a
topic variable to each word, which makes the selection of sentences complicated
and indirect.

3 Model

3.1 Chinese Restaurant Process Model

We first introduce the preliminaries. In most social networking sites, we observe
similar structures. When a user publishes a piece of contents, other users might
comment on it, or reply to it. The social interactions triggered by a single piece of
contents lead to a collection of contents, including the original posts, replies, com-
ments, responses to comments and so on. This collection of contents is denoted
as a “document” d. A “document” is usually labeled by multiple tags, which
we refer to as b ∈ B. For instance, tweets are labelled by hashtags, questions
in Quora are labelled by topics. Note that tags are shared among all units in a
“document”. The unit text segment in the “document” is regarded as u, which
can be a sentence in the original post, a title, or a short comment. A topic
with indicator a is a probability distribution βa over words w. The topics are
organized by tags. Each tag is associated with a set a(b) of infinite topics.

We assume that in each unit text segment, one and only one topic is expressed.
Let’s consider the simplified case where each user joining in a discussion only
writes one sentence. (The case where users write long posts is by no means dif-
ferent.) Intuitively, in each sentence, the user chooses to elaborate on one topic
that corresponds to one tag. As an ordinary person, the user is gregarious, which
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Fig. 1. Graphic representation of the Chinese Restaurant Process Model

means that he is more likely to choose a popular topic among all existing ones.
He is less likely, not entirely impossibly to stand out and declare a new stand-
point. Once the topic is determined, the user chooses words from the vocabulary
related to his topic. From time to time, the user needs some non-informative sen-
tences as conjunctives. These words are usually related to what is talked about
in general in the outer space (i.e. in the whole forum), but not specifically related
to the given topic. These intuitions are modeled in our CRP model.

The generative process for CRP, as illustrated in Fig. 1, is listed below.

– For each topic a = 1 ∼ ∞
• Draw a vocabulary βa ∼ Dirichlet(η1)

– Draw a vocabulary for background topic β0 ∼ Dirichlet(η0)

For each document d

– Draw a switch distribution θ ∼ Dir(α). θ is a vector, whose dimension is the
number of tags θ ∈ R|B|.

– For each unit text segment u
• Draw a switch h ∼ Mul(θ). h indicates which tag is chosen, 0 ≤ h ≤ |B|.
• Draw a topic a|h, b, γ. If h = 0, the topic is a background topic a = 0.

Otherwise, the topic is drawn from a Chinese Restaurant Process from the
topic sets a(bh) associated with the h-th tag bh. The Chinese Restaurant
Process au ∼ CRP (γh) states that, the probability of drawing from an old
topic z is proportional to the population of topic nz

n+γh
, while the probability

of generating a new topic z′ is proportional to the scaling parameter γh

n+γh
.

* For each word i = 1 · · · N
· If hi = 0, draw a word wi ∼ Mult(β0)
· Else if hi! = 0, draw a word wi ∼ Mult(βau

).

3.2 Algorithm

In the Gibbs Sampling framework, We need to estimate the joint probability of
the states of hidden variables, including the topic au and the switch hu for each
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unit text segment u, given the states of all other variables. Parameters β, g, θ
are marginalized. For computational convenience, we suppose the sets of topic
indicators {a(b)} for all tags b are disjoint, a(i)

⋂
a(j) = ∅,∀i �= j. Suppose in

the previous iteration, the maximal indicator of topic is K, we have:

p(hu = s, au = z|h−u ,w,a−u , b) (1)

∝
{
p(hu = s|h−u)p(au = z|hu = s,a−u , b)p(wu |au = z,w−u), s �= 0, 0 < z ≤ K + 1

p(hu = 0|h−u)p(wu |hu = 0,w−u), s = 0, z = 0

We omit the hyper-parameters α, γ, η for the limited space. The first term is
the posterior probability of the switch is p(hu = s|h−u, α) = αs+�[hd,−u=s]

Σ
|B|
s=0αs+|Ud,−u| ,

where |Ud,−u| is the number of segments in document d excluding the cur-
rent one, �[hd,−u = s] is the number of times a segment other than u links
to the switch s. The second term is the Chinese Restaurant Process. For sim-
plification, we let fz = p(wu|hu = s, au = z,w−u, η), 0 < z ≤ K to denote
the probability of generating the current word vector given topic assignment
z. fz can be computed by directly expanding the Dirichlet probability [16]

fz = Πw∈U Π
�[wu=w]−1
i=0 (ηw

z +�[a−u=z,w−u=w]+i)

Π
|u|−1
j=0 (Σwηw

z +�[w−u=z]+j)
, in which �[a−u = z, w−u = w] is

the number of times word w is assigned to topic z in segments other than the
current one u, �[w−u = z] is the number of times a word in other segments
assigned to the current topic, �[wu = w] is the number of times word w appears
in the current segment, |u| is the length of the current segment. We use the prior
distribution to estimate the probability of generating the observed contents for
a new topic.

fK+1 =
Πw∈UΠ

�[wu=w]−1
i=0 (ηw

z + i)

Π
|u|−1
j=0 (Σwηw

z + j)
.

The Gibbs Sampling algorithm is summarized at Algorithm1. In practice, we
do not initialize au, hu,∀u ∈ U randomly. On the contrary, we randomly sort the
text segments, and initialize their states according to Eq. 1, where the observed
words w−u are the ones previously initialized. In each probability computation,
we need the products of all words in the same segment. To avoid overflow, we
compute the logarithm of probability for each word, and rolls the range of the
natural exponential function of the aggregated log-probability in roulette wheel
selection. After burn in, we compute the desired parameters β as:

βi
a =

�[w = i, a = a] + η1
Σj{�[w = j, a = a] + η1} (2)

βi
0 =

�[w = i, a = 0] + η0
Σj{�[w = j, a = 0] + η0} . (3)

3.3 Application

We finally introduce three straight-forward applications of the CRP model,
namely tag-driven summarization, comparative summarization and update sum-
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Input: wu , ∀u ∈ U, b
Output: au, hu, ∀u ∈ U

1 while not converged do
2 for u ∈ U do
3 Update all counters by excluding the current segment;
4 Delete z where �[a = z] = 0;
5 Rearrange all topics to be a succession of topic indicators;
6 K ← max z;
7 for 0 ≤ z ≤ K do

8 fz =
Πw∈U Π

�[wu=w]−1
i=0 (ηw

z +�[a−u=z,w−u=w]+i)

Π
|u|−1
j=0 (Σwηw

z +�[w−u=z]+j)
;

9 end

10 fK+1 =
Πw∈U Π

�[wu=w]−1
i=0 (ηw

z +i)

Π
|u|−1
j=0 (Σwηw

z +j)
;

11 for 0 < s < |B|, 0 < z ≤ K + 1 do

12 p(hu = s, au = z) =
�[a−u=z]

�[b−u=bd,s]+γ

αs+�[hd,−u=s]

Σ
|B|
s=0αs+|Ud,−u|

fz;

13 end
14 Sample p(hu, au) ;
15 Update all counters by including the current segment;

16 end

17 end

Algorithm 1. Gibbs Sampling for CRP

marization. For a given tag b, the tag-driven summarization is generated as
follows. In Algorithm 1, we gather the set of the topics a(b) related to b, and
sentences that are assigned with a ∈ a(b). For each tag-specific topic a ∈ a(b),
we select one representative sentence, which is the top sentence by a ranking
formula, to build a candidate set U(b). We will further analyze the performance
of different rankings in the experiment section. Then we rank each sentence in
the candidate set u ∈ U(b) by the popularity of the topic, which is the number
of sentences assigned with it. We combine the top sentences until the maximal
length of summary is obtained.

The comparative summarization is implemented a little differently. Consider
the problem of producing comparative summarization for two tags i and j, we
first obtain documents that are only labelled by i as the tag-specific corpus D(i),
and similarly documents that are only labelled by j as the tag-specific corpus
D(j). We merge the two corpus as D. We then run Algorithm1 on D, with one
background topic, and two tags |B| = 2. It is easy to see that, the background
topic is the common topic that both tags i, j have, the specific aspects of tag i
are the topics linking to a(i), the specific aspects of tag j are the topics linking
to a(j). As in tag-driven summarization, the assignments by Algorithm1 are
used to generate comparative summary. We choose and combine representative
sentences from the background topics as the “commons” in the comparative
summary, key sentences from the tag-specific topics as the “differences”.
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In the setting of update summary, we are facing the problem of updating the
model for a modified corpus D′ = Dnew +Dold, given that we have already learnt
the model for the old corpus Dold. The key point is to avoid re-computation for
the whole corpus, while keeping the ability to detect emerging topics. CRP is
built with a mechanism to learn new topics. We conduct Algorithm1 directly on
the new corpus Dnew. Note that for old words, all the counters in the old corpus
are added to counters in the new corpus. For example, the topic-word counter
�[w−u = w, a−u = z] in the new corpus, is equal to �[wu′ = w, au′ = z, u′ ∈
Dold]+ �Dnew

[w−u = w, a−u = z]. If a word has never appeared in any of the old
documents, we do not change its counters.

4 Experiment

In the experiments, we evaluate the performance of the proposed CRP model. We
use four real world data sets. The DUC2007 data set (DUC) and the Reuters
21578 data set (Reuter) are collections of news reports. The Zhihu data set
is a crawl from a large Chinese QA community (zhihu.com). Starting from a
portal page (http://www.zhihu.com/topic/19760570) containing all discussions
related to questions in the form of “how do people think about xxx”, we crawl
all the questions, answers, comments to answers and replies to comments. The
Healthcare data set consists of short responses obtained in a telephone survey
for Obama’s healthcare plan [9]. All the four data sets are tagged. In the DUC
and Reuter data sets, the tags are the topic labels assigned with each report. In
Zhihu data set, the tags are associated with each question. We assume answers
for the question share the tags. In the Healthcare data set, there are two tags,
“support” and “against”. More details of the data sets are illustrated in Table 1.

Table 1. Statistics of Data sets

Metric DUC Reuter Zhihu Healthcare

#documents 1240 1872 94783 942

#tags 50 117 1503 2

#tag per doc 1.01 2.57 3.90 1

#docs per tag 24.8 41.07 246.02 471

In pre-processing, we do not remove stop-words. Porter stemmer is adopted
in indexing. But the stemmed terms are recovered in the summary. We use
snowNLP1 for Chinese word segmentation. We use a manually built set of marks,
including question marks and commas for sentence segmentation.

4.1 Tag-Driven Summarization

We conduct extensive experiments to study the performance of CRP model
in tag-driven summarizations. We use the DUC, Reuters and Zhihu data sets.
1 https://github.com/isnowfy/snownlp.

http://zhihu.com
http://www.zhihu.com/topic/19760570
https://github.com/isnowfy/snownlp
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Most documents in Reuters and Zhihu data sets are multi-tagged. Only a few
documents in DUC data set are multi-tagged. As we are stimulating a scenario of
multi-tagged documents, we generate the corpus as follows. Step 1: for a random
tag, we select 4 other tags that co-occurred with the given one. Step 2: we gather
documents that are tagged by at least two, at most 5 tags generated by step 1.
This process may result in a smaller corpus, especially for the DUC data set.
We use the gold-standard summary for the DUC data set as the ground truth.
We manually generate summaries for Reuter and Zhihu data set. The evaluation
metric is ROUGE. We repeat the corpus construction and experiments on each
data set for 10 times, and report the average ROUGE result.

As CRP is in its essence a nonparametric probabilistic model, we only com-
pare it with nonparametric models, including (1) GSDMM [16]: a LDA-type
model that shrinks the number of topics; (2) LP: a linear programming imple-
mentation of the dominant set summarization method [12]; (3) Xmeans: An
expansion of K-means for automatically determining the optimal number of clus-
ters [10]; (4) AP [5]: a self-adjusted clustering approach by affinity propagation.

We utilize the following three ranking mechanisms to select sentences. (1) Max:
order the sentences by its length, and choose the one with maximal length;
(2) LexRank [4]: graphical ranking by structural centrality; (3) DSDR [7]: sum-
marization by matrix reconstruction.

(a) Rouge on DUC (b) Rouge on Reuter

(c) Rouge on Zhihu (d) Number of topics

Fig. 2. Performance of tag-driven summarization on three data sets

We have the following observations from Fig. 2. (1) Performances of the CRP
models are good and stable. CRP-DSDR achieves the best result in terms of all
ROUGE metrics on both DUC and Zhihu data sets. Performance of CRP-DSDR
is the second best on the Reuters data set, and it is comparable to that of the best
method, in which case, Xmeans-LexRank. (2) For the three ranking strategies,
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DSDR is the best for CRP model, on almost every evaluation metric and data
sets. But a simple strategy as ordering by length, can also produce acceptable
results. (3) As we take a further exploration of the clustering generated by each
method, we find that CRP is capable to generate an appropriate number of
topics, while apparently LP and Xmeans yield too many topics that need to be
cut off, and GSDMM creates too few topics.

4.2 Comparative Summarization

We next study the performance of CRP model in comparative summarizations.
We use the Healthcare and Reuters sets. Since we haven’t find a summarization
system to deal with comparative tag summarizations, our main focus here is to
study how the rankings affect the summarization performance. The evaluation
metric is ROUGE. As shown in Fig. 3(a) and (b), DSDR performs best when
combined with our CRP model. This observation is in agreement with results of
tag-driven summarizations.

(a) Reuter (b) Healthcare

Fig. 3. Rouge performance of comparative summarization on two data sets

4.3 Update Summarization

We illustrate an example summary we obtained for the answers of a Zhihu
query2. There are 372 answers in the query. We divide the answer sets into
two parts in chronical order, the first part consists of 272 segments, the remain-
ing part consists of 100 segments published after the fist part. The left column
of Fig. 4(a) is the summary in the old data. The right column is the update
summary for the new data (the combination of the two parts). We can see that
our incremental algorithm successfully updates the summary by recognizing the
new topics (topic 34,35). Our algorithm also catches the topic drift. As more
people hold the standpoint 13, we replace the old summary with a more rigor-
ous and polite sentence. We further study the changes of popularity of topics.
Figure 4(b) demonstrates the size of topics of the 15 most popular topics, in the
old and new corpus. As we’ve seen in Fig. 4(a), the 4 most popular topics are
covered in our memory. The topic with significant reshapes, such as topic 13,
indicates that the summary for this topic might need a refresh. Again, in our
2 http://www.zhihu.com/question/26472875.

http://www.zhihu.com/question/26472875
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Bad mouthing is a sign of inferiority. They 
smear and doubt everyone who is superior than 

themselves.

1

It means nothing until they apply their 
knowledge. Success = 40% good luck+ 40% 

talent + 20% hard work,

8

Nothing to judge. 

13

Bad mouthing is a sign of inferiority. They 
smear and doubt everyone who is superior than 

themselves.

1

It means nothing until they apply their 
knowledge. Success = 40% good luck+ 40% 

talent + 20% hard work,

8

We should have a more neutral point of view on 
grinds.

13

34

Let me be honest, anyone thinking that GPA 
does not reflect the real ability comes from a 

lousy university.

35

It s not about talent, It s about hard working.

(a) Example Summary (b) Topic Size

Fig. 4. A case study of the update summary drawn from the Zhihu answers on
query “What’s your opinion about the grinds in Tsinghua University? Why do people
smear/praise them?”

summary in Fig. 4(a), the change is captured. Another interesting discovery is
about the background topic. Background topic is the second largest topic. Nor-
mally, it will hurt the performance of a summarization system, as it contains a
large amount of contents. However, as our CRP model detects the background
topic, noisy information is filtered. We also realize the pattern of “popular topic
gets more popular”, which verifies our assumption in using a Chinese Restaurant
Process.

5 Conclusion

In this paper, we present a nonparametric model, based on Dirichlet Process.
The model assumes that for each unit text segment, one and only one topic is
expressed, which is either a background topic, or a topic drawn from one of the
tags that labels the document. The model is capable to detect new topics. We
present three straight-forward applications of the model, in tag-driven summa-
rization, comparative summarization and update summarization. We conduct
experiments on real world data sets, and present satisfying experimental results.
In the future, we will extend the model to opinion mining, and other promising
fields.
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Abstract. In order to utilize effectively explicit user relationship and
implicit topic relations for the detection of micro-blog user interest com-
munities, a micro-blog user interest community detection approach is
proposed. First, we analyze the follow relationship between the users to
construct the user follow-ship network. Second, we construct the user
interest feature vectors based on the concept of feature mapping to build
a user-tag based interest relationship network. Third, we propose to build
a guided user interest topic model and construct a topic-based interest
relationship network. Finally, we integrate the above-mentioned three
kinds of relationship network to construct a micro-blog user interest
relationship network. Meanwhile, we propose a micro-blog user interest
community detection algorithm based on the contribution of the neigh-
boring nodes. The experiment result turns out that good effect has been
achieved through our approach.

Keywords: Feature mapping · Implicit topic · A guided topic model ·
Contribution of the neighboring nodes

1 Introduction

Regarding the web community detection, scholars have made numerous researches
in recent years. Sun and Lin 2013 proposed a probabilistic generative model to
detect latent topical communities among users through the capture of user tag-
ging behavior and interest. W. Fan and K. H. Yeung 2014 discussed how profile
information could be used to improve community detection in online social net-
works. Ruan et al. 2013 proposed an approach of combining content with link
information in graph structures to detect communities. Li and Pang 2014 pro-
posed a vertices similarity probability (VSP) model to find community structure
without the priori knowledge of the type of complex network structure. Wu and
c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 95–106, 2015.
DOI: 10.1007/978-981-10-0080-5 9



96 Y. Qin et al.

Zou 2014 proposed an incremental community detection method for social tag-
ging systems based on locality-sensitive hashing. Xin et al. 2015 proposed a
clustering algorithm for community detection based on the link-field-topic (LFT)
model to solve the issue of presetting the number of communities. Good effects
have been achieved through all of the above-mentioned approaches. This paper
construct a micro-blog user interest relationship network and propose a micro-
blog user interest community detection method.

2 Explicit User Relationship

2.1 Construct the User Follow Relationship Network

Through the analysis of follow relationship between the micro-blog users, three
types of follow relationship are defined with the details shown in Table 1:

Table 1. Follow relationship between the micro-blog users

Follow relationship
definition

Description Relationship
strength(Se)

Follow each other A follows B and B follows A 1

Unidirectional A follows B or B follows A 0.7

Strangers They do not follow each other 0.3

In the table, the relationship strength corresponding to each type of follow
relationship declines in turn and the strength depends on a series of tests. The
user follow relationship network is indicated in Fig. 1:

User 2

User 3User 1

User 4

User 5

User 7

User 6

follow each other unidirectional

unidirectional
follow each other

unidirectional

unidirectional

unidirectional

unidirectional

Fig. 1. Micro-blog user follow relationship network

2.2 Construct the User Tag-Based Interest Relationship Network

Feature Selection. We remove all of the personalized tags attached with spe-
cial symbols or containing English words to obtain such a tag set containing all of
the user tags that meet the requirements. Then the frequency of the occurrence
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of all tags will be calculated, which will also be ranked in descending order to
choose those tags ranking in the top as the feature dimension of the user interest
feature vectors by setting a threshold.

Feature Mapping-Based Representation of User Feature Vectors. In
the process of feature mapping, we utilize the ICTCLAS word segmentation
system to segment the words on the long tags so that such tags can be represented
by a word set to calculate the average semantic similarity. Assume that the
number of the tags for every user is represented by X and the frequency of the
occurrence of a tag is represented by x, then ful, the initial characteristic value
of every tag can be expressed by the computational formula (1):

ful =
x

X
(1)

Use Sl(lu, ld) to represent the semantic similarity between the user tag and the
tag of the feature dimension, where lu represents the user tag and ld refers to the
tag of the feature dimension. The computational formula can be indicated as (2):

Sl(lu, ld) =

m∑
i=1

n∑
j=1

Sim(wui, wdj)

m × n
(2)

By computing successively the semantic similarity between all of the tags
for a user and the tags of the feature dimension, we choose such a user tag
that is most similar to the tag of the feature dimension and then multiplies
the characteristic value of this tag by the maximum similarity to obtain the
computation result. The computational formula for the characteristic value of
every feature dimension is indicated as (3) in a feature mapping process:

T (ld) = ful((lu)a) · max{Sl((lu)a, ld)}, (a = 1, 2, 3, . . . ,X). (3)

The User Tag-Based Interest Relationship Network. The cosine simi-
larity calculation method can be used to compute the feature vector similarity
between the users to represent the strength of interest relationship. We con-
struct a user tag-based interest relationship network, which is indicated in Fig. 2
with the thickness of the edge representing the degree of the interest similarity
between the users.

3 Implicit Topic Relations

3.1 Construct the Topic-Based Interest Relationship Network

Guided LDA-Based Micro-Blog User Interest Modeling. We propose a
guided LDA model to extract user interest topic. The Bayesian network diagram
of this model is shown in Fig. 3:
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User 2

User 3User 1

User 4

User 5

User 7

User 6

travel

travel,movie,
technology

technology,
music

technology
delicacy, 

constellation

music

reading
game,
coffee

delicacy,fashion,
constellation ,travel

Fig. 2. The user tag-based interest relationship network

Where α, αc, αrt and αre are respectively the hyper-parameters of θd, θc,
θrt and θre that represent separately the topic distribution of the original micro-
blog, the commented micro-blog, the reposted micro-blog and the commented
micro-blog that has been replied to. γ is the parameter for the extraction of
χ distribution, while χ is the influence distribution of the relevant micro-blog
sampled according to the Dirichlet distribution of Parameter γ that is created
for all of the relevant commented micro-blogs. r is the influential micro-blog
extracted from the χ distribution. The type of the micro-blog will be determined
according to the data source and the data form when a piece of micro-blog is
generated:

Fig. 3. The Bayesian network diagram

(1) If the micro-blog is original without any comment, then set the value of π
to be 0, at this point, it’s necessary to obtain θd, which is the relationship
between this micro-blog and the various topics through the sampling from
the Dirichlet distribution of Parameter α.

(2) If it’s a user commented micro-blog, then set the value of π to be 1, at this
point, it’s necessary to obtain θc, which is the relationship between the micro-
blog that has been commented on this micro-blog and the various topics from
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the Dirichlet distribution of Parameter αc through sampling, and assign the
value of θc to θd, which is the relationship between the micro-blog d and the
various topics.

(3) If it’s a reposted micro-blog, then set the value of π to be 2, at this point,
it’s necessary to obtain θrt, which is the relationship between the micro-blog
that has been commented on this micro-blog and the various topics from the
Dirichlet distribution of Parameter αrt through sampling, and assign the
value of θrt to θd, which is the relationship between the micro-blog d and
the various topics.

(4) If it’s a reply to the other user’s comments on a micro-blog, then set the
value of π to be 3. In this case, the weight of influence from the comment
that is replied to and the original micro-blog that has been commented
on the topic distribution of this reply is different. When μ, the influencing
parameter is introduced to represent the influencing weight of the commented
micro-blog that is replied to, the influencing weight of the original micro-blog
that has been commented is then 1 − μ. At this point, conduct integrated
computation on both of the topic distribution of the commented micro-blog
that is replied to and the original micro-blog that has been commented to
obtain a mixed topic distribution, whose value will be assigned to θd, which
is the relationship between the micro-blog d and the various topics.

As above, the computation formula for the topic distribution of the mentioned
micr -blog types is shown in (4):

p (θ|α, μ) =

⎧
⎪⎪⎨

⎪⎪⎩

θd π = 0, α = α
θc π = 1, α = αc

θrt π = 2, α = αrt

μθre + (1 − μ) θc π = 3, α = {αre, αc}
(4)

For any of the original micro-blog that has been commented by the other
users, since the other users’ comments will influence to some extent the topic
distribution of this micro-blog, we shall include this original micro-blog and its
comments in a data set Sd, and then add a χd distribution that is obtained
through the sampling of the Dirichlet distribution of Parameter γ to this data
set. For every word contained in the micro-blog text, first extract an influential
micro-blog r, which is included in the data set Sd constituted by the original
micro-blog and its comments, from the χd distribution. Then obtain θγ which
is the relationship between this influential micro-blog and the various topics
through the sampling of the Dirichlet distribution of Parameter γd to extract
the topic z based on such a relationship. After that, extract a word from ϕ to fill
out the corresponding space on the micro-blog. In this model, the computation
formula for the probability distribution of θ is shown in (5):

P (θ|α, μ, γd) = xP (θ|α, μ) + (1 − x)P (θγ |γd) (5)

Where x is the Boolean value, which is set to 1 when it’s a reposted micro-
blog, a comment, an original micro-blog without any comment from the other
users or a reply to the comment. Otherwise x should be set to 0, representing
that this micro-blog is original.
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Model Deduction and the Extraction of User Interest Topic. The joint
probability distribution of micro-blog, words and topic can be expressed formally
by Formula (6):

P (r, z, w|ϕ, θ, χ) =
∏

d∈D

Δ(Mr
d + γd)

Δ(γd)
·

∏

d∈D

Δ(Nz
d + α)

Δ(α)
·
∏

z∈T

Δ(Nw
z + β)

Δ(β)
(6)

Decompose Formula (6) and iterate the Gibbs sampling according to
Formula (7):

P (zi = z′, ri = r′|z−i, r−i, w) =
P (z, r, w)

P (z−i, r−i, w−i)
· 1
P (wi|z−i, r−i, w−i)

(7)

The obtained posterior distribution formula can be indicated by Formula (8):

P (zi = z′, ri = r′|z−i, r−i, w) ∝ P (z, r, w)
P (z−i, r−i, w−i)

=
N−i

r′z′ + α

N−i
r′ + Tα

· M−i
dr′ + γd(r′)

∑
r∈Sd

(M−i
dr′ + γd(r))

· N−i
z′wi

+ β

N−i
z′ + V β

(8)

Since the sampling of words and topics meets the requirement of multinomial
distribution, the results of θd, θrt, θc, θre, ϕz and χ can be expressed separately
by Formulas (9), (10), (11), (12), (13) and (14) as indicated below:

θd =
Ndz + α

Nd + Tα
(9)

θc =
Ncz + αc

Nc + Tαc
(10)

θrt =
Nrtz + αrt

Nrt + Tαrt
(11)

θre =
Nrez + αre

Nre + Tαre
(12)

ϕz =
Nzw + β

Nz + V β
(13)

χd (r) =
Mdr + γd (r)∑

r∈sd
(Mdr + γd (r))

(14)

For every user, the probability distribution of the user under each topic can
be obtained to get the user-topic feature vectors when the probabilities under
each topic have been summed up and the result has been divided by the number
of the user’s micro-blogs. Also for every topic, the user-topic probability can be
calculated through Formula (15):

Pu(zi) =

N∑
i=1

P (zi)

N
. (15)
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The Topic-Based Interest Relationship Network. Through the guided
LDA-based method to extract the topic of user interests, the interest similar-
ity between the users can be computed. We construct a micro-blog topic-based
interest relationship network that is shown in Fig. 4 with the thickness of the
edge representing the degree of the interest similarity between the users.

User 2

User 3User 1

User 4

User 5

User 7

User 6

the great wall

the fast and the furious,
the great wall

iphone 6,
rock

iphone 6

hot pot,
aquarius

hot pot,
aquarius

rock

novel
mocha

Fig. 4. The topic-based interest relationship network

4 Approaches to Detect Micro-Blog User Interest
Communities Through the Integration of Explicit User
Relationship and Implicit Topic Relations

4.1 Network Convergence

Use Se, whose value is defined in Table 1 to represent the strength of interest
relationship in the user follow-ship network. The total strength of the interest
relationship between the users can be defined formally through Formula (16) as
below:

St = Se(λhLShL + λhMShM ) (16)

Where λhL is the influential parameter for the strength of interest relation-
ship based on user tag, while λhM is the influential parameter for the strength
of interest relationship based on micro-blog topic. Through the analysis of the
micro-blog tag and the content, we set separately the values of both parameters
to be λhL = 0.3 and λhM = 0.7 to calculate St, the total strength of inter-
est relationship between the users. Meanwhile by setting a threshold value, we
delete the edges with the total strength of interest relationship lower than the
threshold to construct finally a user interest relationship network.

4.2 Approaches to Detect Micro-Blog User Interest Communities

Node Contribution. Node contribution represents the degree of the contribu-
tion made by the nodes to the community. The greater the node contribution is,
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the more necessary the nodes will be covered in the community. The node con-
tribution can be represented formally by Formula (17):

fA
G = fG+{A} − fG−{A} (17)

Where fG+{A} is the fitness of Community G when Node A is subordinate
to Community G, while fG−{A} is the fitness of Community G when Node A
is not covered in Community G. When fA

G > 0, it means that Node A makes a
contribution to Community G, whereas it doesn’t.

In order to make the algorithm comply with the characteristics of the micro-
blog user interest relationship network, we make a proper revision on fG (Lan-
cichinetti et al. 2009), which is the fitness of Community G. The revised fG can
be represented formally by Formula (18):

fG =
m ∗ kG

d in + n ∗ kG
s in

(m ∗ kG
d in + n ∗ kG

s in + m ∗ kG
d out + n ∗ kG

out in + t ∗ kG
in out)α

(18)

We set the value of Parameter α to be 1. The parameters of m, n and t are the
contribution coefficients introduced for the different subordinative tendencies of
the community, where m represents the contribution coefficient of the nodes that
are directed to each other, n refers to the contribution coefficient of the nodes
that direct to the nodes within the community and t represents the contribution
coefficient of the nodes that are within the community but direct to the nodes
of the other communities. In order to normalize the contribution coefficients, we
define the contribution coefficient vector as {βi

1, β
i
2, β

i
3..., β

i
k}, where βi

k is the
degree of contribution made by Node i, when it’s subordinate to Community G.
It conforms to the requirement that the sum of the coefficients for the contribu-
tions made by any node in Community G to Community G is equal to 1. And
it can be represented formally by Formula (19):

n∑

k=1

βi
k = 1, 0 ≤ β ≤1 (19)

Where i is an arbitrary node in the network and n is the number of the
contribution coefficients.

Community Overlapping Degree. Community overlapping degree repre-
sents the overlapping degree between the communities. The greater the commu-
nity overlapping degree is, the larger the overlapping area between the commu-
nities will be. The community overlapping degree can be expressed formally by
Formula (20):

overlap(Gi, Gj) =
|Gi ∩ Gj |

|min(Gi, Gj)| (20)

where min(Gi, Gj) represents the number of the nodes in Community Gi or
Community Gj , whichever has the minimum nodes.
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The Algorithm Process.

(1) Calculate P , which is the value of all nodes in the network and then store
successively the nodes, which are ranked in descending order according to
the value of P into Queue Q.

(2) De-queue the nodes at the top from Queue Q and take the front node N as
the initial community G.

(3) Calculate fA
G , which is the node contribution made by all of the neighboring

nodes in Community G. If the maximum value of the node contribution
made by any of the neighboring node is max(fA

G ) > 0, then include this
node with the greatest contribution into Community G and remove it from
Queue Q. Repeat this process and if max(fA

G ) < 0, which means that the
node contribution of every neighboring node is less than 0, it indicates that
Community G is saturated and all of the members in Community G have
been detected. Then skip to Step (4) to detect other communities in the
network.

(4) If Queue Q is not empty, then skip to Step (2). However if Queue Q is empty,
it means that all of the communities in the network have been detected. At
this point, skip ahead to Step (5).

(5) Compute the overlapping degree of all detected communities in pairs and
merge those communities whose overlapping degree is higher than the thresh-
old value.

5 Experiments

5.1 Experimental Data Set

We select manually totally 1000 celebrity users who have exerted great influence
on Sina micro-blog in addition to the crawling of their micro-blog information,
including their follower list, the user’s custom tag, the tag of their followees, and
the posts published by the user on the micro-blog. The basic information about
the crawled experimental data set is shown in Table 2.

Table 2. Sina micro-blog data set

The number of users The number of user tags The number of micro-blog

1000 8947 50000

5.2 Evaluation Index for Community Division

Sales-Pardo et al. 2007 proposed EQ, the expanded modularity function and
defined it formally by Formula (21):

EQ =
1

2m

∑
ij

1
oioj

(Aij − kikj

2m
)δ(cicj) (21)
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5.3 Experimental Settings and Result Analysis

Experiment 1: Contrast Experiment on the Interest Community Divi-
sion Modularity Based on Different Algorithms

We choose to conduct contrast experiment through CPM (Clique Percolation
Method) (Palla et al. 2005), CORPA label propagation algorithm (Raghavan et
al. 2007) and our approach, where the parameters in Formula (18) are set to be
m = 0.5, n = t = 0.25 and α = 1 in the experimental process. The community
detection results are shown in Fig. 5:

Fig. 5. Contrast experiment on the interest community division modularity based on
different algorithms

Figure 5 indicates that our approach is slightly superior to the CPM and
CORPA label propagation algorithm from the perspective of community divi-
sion modularity. Such an experiment result can be explained easily in theory: the
CPM has to detect constantly the maximum sub-graph consisting of k-Cliques
that are connected mutually in the network during the community division.
Therefore this algorithm must be defined strictly. The CORPA label propaga-
tion algorithm will determine which community the nodes are subordinate to
according to the number of the tags brought by the neighborhood set. It doesn’t
consider such a situation that different neighboring nodes might give a different
contribution to the community division, which also means that the connection
between the members in the community is much closer than the connection
between the communities.

Experiment 2: Influence of Explicit User Relationship and Implicit
Topic Relations on the Division of Interest Communities

In order to verify the influence of the explicit user relationship and implicit
topic relations on the division of interest communities, we’ve designed the con-
trast experiment. The results of the contrast experiment in three phases are
shown in Fig. 6:

The experiment result shows that better effect will be achieved in the division
of micro-blog user interest communities when both of the explicit user relation-
ship and implicit topic relations are taken into account.
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Fig. 6. Influence of explicit user relationship and implicit topic relations on the division
of interest communities

6 Conclusions

This paper analyzes the mutual follow relationship between the users in a micro-
blogging environment, and constructs a user tag-based user interest model
according to the concept of feature mapping. Also by taking the user behavior
as the supervisory information, we build a guided LDA based topic extraction
model to extract the micro-blog topics so as to construct a micro-blog user inter-
est relationship network finally. Regarding the community detection algorithm,
we propose a micro-blog user interest community detection algorithm based on
the contribution of the neighboring nodes by combining the concept of local
information with the characteristics of the micro-blog user interest relationship
network. The experiment result proves the effectiveness of our approach in the
task about the detection of the micro-blog user interest communities.
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Abstract. Network structure has become increasingly popular in big-
data representation over the last few years. As a result, network based
analysis techniques are applied to networks containing millions of nodes.
Link prediction helps people to uncover the missing or unknown links
between nodes in networks, which is an essential task in network
analysis.

Random walk based methods have shown outstanding performance
in such task. However, the primary bottleneck for such methods is adapt-
ing to networks with different structure and dynamics, and scaling to the
network magnitude. Inspired by Random Walk with Restart (RWR), a
promising approach for link prediction, this paper proposes a set of path
based features and a supervised learning technique, called Supervised
Random Walk with Restart (SRWR) to identify missing links. We show
that by using these features, a classifier can successfully order the poten-
tial links by their closeness to the query node. A new type of heteroge-
neous network, called Generalized Bi-relation Netowrk (GBN), is defined
in this paper, upon which the novel structural features are introduced.
Finally experiments are performed on a disease-chemical-gene interaction
network, whose result shows SRWR significantly outperforms standard
RWR algorithm in terms of the Area Under ROC Curve (AUC) gained
and better than or equal to the best algorithms in the field of gene
prioritization.

1 Introduction

Link prediction is an important task for analysing social networks which also
has applications in other domains like, information retrieval, bioinformatics and
e-commerce. Such links between individuals may be missing due to imperfect
acquirement processes (e.g. friends in real-world do not form a virtual connection
c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 107–118, 2015.
DOI: 10.1007/978-981-10-0080-5 10
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in online social networks [15].), or unknown due to current knowledge (e.g. the
interaction between certain diseases and virulence genes [2]). Link prediction
helps people to uncover the missing or unknown links between nodes in networks,
while it is also very practical in information recommendation used by real world
application like online social networks.

Basically link prediction problem is usually regarded as the generalization of
the problem of proximity measurement. In these settings, the data is compiled
into a weighted graph representation with nodes representing objects, and edges
representing associations between nodes. Then problem is transformed into the
computation of node ordering of interested objects by some measure of proximity
for a given query node.

One common approach for solving the Link Prediction problem is using super-
vised learning algorithms, with careful selection of relevant features [10]. Such
features are usually derived from network topology like node degrees, common
neighbours, shortest paths et al. These features proposed in the literature are
to some extent effective in proximity measuring. However, they are far from
sufficient when adaptability and scalability are considered.

Another promising method for proximity measurement is based on random
walks on graphs, for instance personalized PageRank [3] or Random Walk with
Restart [18,20]. These are usually regarded as unsupervised learning approaches.
Traditional random walk based similarity measurement only runs a standard
iteration procedure or matrix calculation, which regards networks as homoge-
neous, which usually contradicts intuition because many real world networks
are heterogeneous. For example, when one wants to find candidate papers pub-
lished in certain year y to cite it is more effective to find the papers that are
frequently cited in y than all the papers published in y. The intuition can be
mapped to path constraint when running the citation-publication year network
[13]. Such fact makes traditional random walk based methods hardly can achieve
satisfactory performance scalably.

This paper makes contributions to the questions as follows. Firstly, a specific
heterogeneous network call Generalized Bi-Relational Network (GBN for short),
which distinguishes the links into two categories, namely similarity links and
association links, is formalized. Then a series of structural features, which stems
from the Random Walk with Restart (RWR) method, are defined and fitted into
a supervised learning framework. GBN is capable of representing many kinds of
heterogeneous network in real world application (like disease-gene networks and
author-citation networks). For the Supervised Random Walk with Restart (called
SRWR) framework, the feature design is mainly discussed. At last, experiments
are conducted upon a gene-disease association network. Different combinations
of the features are run and compared on their Area Under ROC Curve (AUC)
gained. The experiment results reveal that our method outperforms traditional
RWR algorithm.

In the remainder of this paper, we first review the related work in depth. Then
the detailed formalization and description of our framework and data set are
described next. Subsequently we focus on the experiment design, result display
and analysis. At last the paper is concluded.
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2 Related Work

The algorithms solving link prediction problem can be roughly categorized into
two classes: unsupervised and supervised learning based, both of which are based
on the computation of node proximity1. Several measurements of node proximity
have proposed in the literature. Just name a few, there are Common-Neighbours
(CN), Cosine Similarity (CS) [19], Jaccard Coefficient (JC) [11], Katz Measure
(KM) [12], Shortest Path (SP), Friends Measurement [8], etc. More thorough
survey and comparison of these measurements can be found in several review
papers [5,10,16].

For the first category, random walk has been a very famous spectrum of
unsupervised learning algorithms for its simplicity and elegance in measuring
proximity of networks. Among so many of its descendants, personal PageR-
ank should be the most famous one [17]. Another variants - Random Walk
with Restart (RWR) has also attracted great attention of researchers in the
last decades [18,20]. Though RWR performs well in many real world problems,
its unsupervisedness nature makes it hardly always adaptive well to various
domains.

The second category has been attracting intensive research in recent years.
Supervised learning based link prediction algorithms was first introduced by
Liben-Nowell and Kleinberg in 2003 [15], who studied the usefulness of graph
topological features by testing them on bibliographic data sets. Hasan et al.
extended their work in 2006 [9] by identifying a list of easily-computable fea-
tures (pacifically, for the coauthorship domain.) and compared different models
(namely decision tree, kNN, multilayer perception, SVM, RBF network) on the
features and data set. More recently, W.J. Cukierski et al. incorporated 94 dis-
tinct graph features in their random Forests classifier and achieved impressive
results in predicting links on Flickr dataset [6]. Lars and Jure also proposed a
supervised random walk algorithm for link prediction and recommendation espe-
cially for social networks [1]. In their algorithm, they focused on learning weights
for the edges in social network, on the basis of rich attribute information of the
nodes (e.g. users of Facebook), then transferred the problem of classification
to optimization. Though it performs well on user recommendation in Facebook
network, Lars and Jure’s method requires rich information of user node features
like age, gender and hometown, and edge features like interaction activity. And
what’s worse is that their method is computation intensive to learn all of the
weights in the matrix, which makes their methods harder to be practical.

Random walk based algorithms for link prediction is also improved by more
careful feature selections and supervised learning. Along this thought Ni Lao
and Cohen proposed Path-Constrained Random Walks (PCRW) framework. By
the investigation of a paper-publication network, they found that only subset
of paths between nodes are relevant [13]. Other related work are those studying
link prediction in heterogeneous networks. Traditional random walk based algo-
rithms are proposed for homogeneous networks (that do not make distinction

1 Also named “similarity”, “closeness” or other similar words in literature, they will
be used interchangable in following text.
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Fig. 1. Bi-relation Network in [21] Fig. 2. Generalized Bi-relation Net-
work

on the different types of nodes and links). In 2009 Jing Xia proposed a kind of
heterogeneous network: bi-relation network and shows its application in the mod-
eling or co-author network. When fed into the RWR algorithm framework, their
IAD-based RWR achieves higher efficiency compared to the traditional power
method based RWR [21]. The heterogeneousness has to be taken into account
to achieve better link prediction effectiveness in some real life domains [23].

3 Supervised Random Walk with Restart

3.1 Generalized Bi-Relational Network

In traditional RWR framework, the proximity scores of candidate nodes to a
query node is calculated according to the formula [20]:

qi = cW̃qi + (1 − c)ei (1)

Equation (1) formulates the calculation of proximity scores of candidate nodes
with respect to a given query node i. Generally RWR runs on general networks
that make no difference to all of the nodes or edges. Such general network is called
Single-Relational Networks (SRN) in this paper. An SRN is formally defined to
be a network N = (V,E,W ) where V is the set of nodes, E for the edges and
W is the function that assigns each edge with a real valued weight. For the
clarification of our method, we formally define a new network model, which is
called Generalized Bi-relational Network (GBN), as follows.

Definition 1 (Generalized Bi-relational Network). A Generalized
Bi-relation Network (GBN) is a network < Vq ∪ Vc, Eq ∪ Ec ∪ Ei,W >,
where: Vq and Vc are respectively the set of query nodes and candidate nodes,
and Eq, Ec and Ei are the set of edges within Vq, within Vc and inter-connect
Vq and Vc; W has the same definition as in GBN. Particularly, edges in Eq and
Ec are called similarity edges and association edges, respectively.
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Similar network structure is also defined in the literature. In [21], the author
proposes a type of bi-relational network, where the relations are defined to be
two disjoint sets and similarity relations only happen between different node set.
GBN allows similarity relations within any node set (illustrated in Fig. 2). It is
obvious that the definition of GBN in this paper is more general than the one in
Fig. 1. Indeed, the BRN proposed in [21] can easily be represented by our model,
but not vice versa.
Given a GBN < Vq ∪ Vc, Eq ∪ Ec ∪ Ei,W >, a transition matrix is defined to
be:

WN×N =
[

Mq Mqc

Mcq Mc

]
, where N = |Vq| + |Vc| and

Mq(i,j) = W (< i, j >) s.t. < i, j >∈ Eq,
Mc(i,j) = W (< i, j >) s.t. < i, j >∈ Ec,
Mqc(i,j) = W (< i, j >) s.t. < i, j >∈ Ei,
Mcq = MT

qc.

3.2 Our Method

Traditionally, RWR is solved using iteration [18], or matrix computation [20].
Matrix computation solution of RWR consists in matrix inversion and multipli-
cation, which is not practical for large network at all. Though researchers have
found alternative solutions under matrix computation for RWR [20], they usu-
ally rely on heave-load pre-computation based on matrix refraction. However,
it is still a time-consuming task to do the matrix refraction (SVD, LU, etc.)
when the network is overly large. It is even more impossible when the network
keeps changing dynamically, or/and the pre-computation needed is excessively
too much. Just think about the scenario when using RWR pre-computation for
user recommendation in a social network the server has to do a matrix refrac-
tion for every user node! Once the network is changed, the computation has to
be invoked from scratch. Iterative RWR algorithm is still a practical choice for
many applications.

To improve the efficiency of traditional RWR, supervised learning gives a
practical route.

qi = cW̃qi + (1 − c)ei

= lim
n→∞(cnW̃nqi +

n∑

i=0

(1 − c)ciW̃ iei )

= lim
n→∞(

n∑

i=0

(1 − c)ciW̃ iei )

= (1 − c)
∞∑

i=0

ciW̃ iei (2)

From simple inference one can find that the RWR algorithm is mathematical
limit of a linearly combination of some terms (see Eq. 2), which gives us inspi-
ration that for W̃ is should be important features that have impact on the final
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proximity scores. Indeed, W̃ i[u, v] semantically represents the probability that
the particle reaches node v from node u along the paths having length of i.

Problem 1. Given a GBN 〈Vq ∪Vc, Eq ∪Ec∪Ei,W 〉 and a node s ∈ Vq, we aim to
compute a function score(s, v) for every v ∈ Vc that assigns a score value to each
candidate node. Additionally, we assume that a training set D = {〈x i , yi〉|i =
1, 2, · · · , n} exists, where x i = 〈W̃ 2[u, v], W̃ 3[u, v], · · · , W̃N+1[u, v]〉, u ∈ Vq and
v ∈ Vc, and yi ∈ {0, 1}.

Note: In the above problem formulation, we use 〈W̃ 2[u, v], W̃ 3[u, v], · · · ,
W̃N+1[u, v]〉 as the features under the presumption that there is no known direct
path between node u and v so that u has to go through a path at least of length
of 2 to reach v. The assumption is practical when people wants to find causal
genes for totally new diseases or chemicals for novel target genes.

The Optimization Problem. Under the same GBN network, the training data
set D contains the information that the query node will have an association to
candidate nodes with yi = 1 or not with yi = 0. So, we aim to set the parameters
w for the respective features and finally it will assign scores to order the nodes.

Thus, like the primal optimization problem definition of Support Vector
Machine (SVM) we define the optimization problem to find the optimal set
of parameters (mainly w) of the features 〈W̃ 2[u, v], W̃ 3[u, v], · · · , W̃N+1[u, v]〉
as follows.

L(w , b, α) = min
w ,b,α

1
2

‖ w ‖2 −
n∑

i=1

αi(yi(wT Φ(x i ) + b) − 1) (3)

In Eq. 3 Φ(xi) is the kernel function. Then, the optimization problem is defined
to be:

θ(w) = max
αi≥0

L(w , b, α) (4)

Like traditional SVM algorithm, Eq. 4 is solved by first being transformed into
its dual representation. Thus the optimization problem can be solved by general
SVM package like [4].

3.3 More Alternative Features

As mentioned above, Eq. 3 presents a series of features to use, which consist of
the probability on the paths of given length:

FP features = {W̃ 2, W̃ 3, · · · , W̃N+1} (5)

where W̃ is normalized transition matrix. In this paper we call it Full Path (FP)
features. Figure 3 illustrates all of the paths (with passing edges in bold lines)
of length 3 between the vertices u1 and v1 (i.e. the paths u1 → u3 → u2 ��� v1,
u1 → u4 ��� v2 ��� v1, u1 ��� v4 → v2 → v1, u1 ��� v4 ��� u2 ��� v1).
When calculating the transition probability from u1 to v1 through 3 hops, FP
features sums up the values of all of the possibilities.
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Fig. 3. Full Path (FP) feature Fig. 4. Full Path for Heterogeneous
Network (FPH) feature

Full Path for Heterogeneous Network Features. Take the heterogeneous-
ness of network under consideration, the transition of particles from a node to
its adjacent nodes may take different effects according to the edge type. This
is accounted by the introduction of a decay factor λ. Indeed, FPH features are
basically full path features but different from FP features in that the transition

matrix W is decomposed into four parts: W =
[

Wq Wqc

Wcq Wc

]
and the parameter

λ serves as decay factor to distinguish whether the random walker jumps via
association or similarity links.

FPH features = {W̃ 2, W̃ 3, · · · , W̃N+1}, where W̃ =
[

Mq Mqc

Mcq Mc

]
, and

Mq(i,j) =
{

Wq(i,j)/
∑

j Wq(i,j) if
∑

j Wqc(i,j) = 0
(1 − λ)Wq(i,j)/

∑
j Wq(i,j) otherwise

Mc(i,j) =
{

Wc(i,j)/
∑

j Wc(i,j) if
∑

j Wqc(j,i) = 0
(1 − λ)Wc(i,j)/

∑
j Wc(i,j) otherwise

Mqc(i,j) =
{

λWqc(i,j)/
∑

j Wqc(i,j) if
∑

j Wqc(i,j) �= 0
0 otherwise

Mcq(i,j) =
{

λWcq(i,j)/
∑

j Wcq(i,j) if
∑

j Wcq(i,j) �= 0
0 otherwise

The same features are used in the literature [14], where the algorithm RWRH
is proposed for gene prioritization in PPI networks. RWRH takes FPH features
as the preprocessing of the transition matrix and feeds it to a standard RWR
solver. Figure 4 illustrates FPH feature value of the node u1. Compared to FP
feature value of the same node in Fig. 3, the amount of paths stays the same but
with smaller weights on the related edges after the multiplication of parameter
λ = 0.9.
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Fig. 5. Balanced Path (BP) feature Fig. 6. Similarity-Association Bridge
(SAB) feature

Balanced Path Features. Balanced Path (BP) features are first used in the
Bi-Random Walk (BiRW) algorithm proposed in the paper [22]. To compute BP
features, the GBN is decomposed into three parts: two similarity subnetworks
and similarity-association subnetwork, which are represented by the transition
matrix Wq, Wc and Wqc respectively. Then, BP feature set is defined to be:

BP features ={WqWqcWc,W
2
q WqcW

2
c , · · · ,WN

q WqcW
N
c } (6)

Intuitively, BP features only include those paths with equal number of query
and candidate nodes. In Fig. 5, one can find that there is only one BP path of
length 3 between u1 and v1 (u1 → u4 ��� v2 ��� v1).

Similarity-Association Bridge Features. Similarity-Association Bridge
(SAB) features can be seen as the generalization of FP and BP features. SAB
considers any combinations of the number of the query nodes and candidate
nodes on both sides of association edge (like a bridge between the two types of
nodes). Formally, SAB features are defined to be:

SAB features ={WqWqcWc,W
2
q WqcWc, · · · ,W i

qWqcW
j
c , · · · ,WN

q WqcW
N
c }

(7)

As an illustration Fig. 6 depicts all of the possible paths of length 3 from u1

to v1 under SAB feature definition: u1 ��� v4 → v2 → v1, u1 → u3 → u2 ��� v1
and u1 → u4 ��� v2 ��� v1.

4 Experiment

4.1 Data Set

Werun our experiment on curated chemicalCgene interaction,—chemicalCdisease
association, and geneCdisease association network that were retrieved from the
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Fig. 7. Chemical-Disease-Gene network topology

Comparative Toxicogenomics Database (CTD) [7]. The topology of the network
is illustrated in Fig. 7. In such a network people may be interested in such questions
as “which genes are potentially associated with a given disease”. There are 3,522
chemicals, 2,845 diseases and 12051 genes in the network. Though semantically
the network includes three types of nodes, we transform it into a GBN, by taking
chemicals and diseases as the query nodes. For the fairness consideration, during
this step some of the nodes are removed, singleton nodes (like the node “c” and “g”
labeled with a red cross in Fig. 7). The result on these nodes would only randomly
generated and makes no sense.

4.2 Experiment Setting and Result

Our experiment runs a 5-fold cross validation on the given GBN. Each fold of
validation consists in 20 % of the diseases which is taken to be test set, another
80 % of the diseases are chosen for the construction of training set. For all of
the training disease, randomly select a set of pairs of diseases and genes that
label whether there is a link between them. In the experiment we compared
standard RWR, two state-of-the-art gene prioritization algorithms RWRH [14]
and BiRW [22] with SRWR. In the running of RWRH, the parameter λ is set to
be 0.9 which is recommended in [14] AUC value in our experiment. For BiRW,
we set l = r = 4 which is also recommended in [22]. The same parameters are
used in the computation of FPH and BP features. For SRWR, we tested the
model of logistics and RBF. The result is displayed in Table 1. From the result
one can easily find that SRWR outperforms standard RWR with any model and
features, which shows the better scalability of SRWR to specific data set. The
best combination of SRWR slightly gets better performance than BiRW (0.886
vs. 0.870), and achieves equal AUC values as RWRH.

For the features proposed in this paper, FPH features achieve the highest
AUC, which shows its superiority towards others. The phenomenon coincides
with RWRH in gene prioritization domain. RWRH shows high competitiveness
compared to other popular algorithms [14]. The four types of features can be
roughly ordered as FPH > FP ≈ BP > SAB according to the AUC values they
get. For the models selected, RBF for SVM is largely superior to logistics model,
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which tells the fact that non-linear model is more appropriate than linear model
of the chosen (even the full path) features.

Table 1. Experimental result

Algorithm AUC

RWR [20] 0.806

BiRW [22] 0.870

RWRH [14] 0.886

SRWR Logistics RBF

FP 0.864 0.876

FPH 0.886 0.885

BP 0.868 0.872

SAB 0.840 0.847

5 Conclusions

This paper focuses on the link prediction problem in social networks via the
proposed Supervised Random Walk with Restart (SRWR). Though RWR has
been intensively studied and applied to lots of real world domains, no research
on its supervised version has been done before. Compared to traditional RWR
algorithm, SRWR takes advantage of the exploitation of structural information
encoded in the underlying problem, which makes it more adaptable and scalable
than RWR. Inspired by the definition of RWR, the authors propose four path
based features from the heterogeneous network named Generalized Bi-relational
Network (GBN). GBN is a kind of heterogeneous network consists in two types of
relations, namely Similarity and Association. Similarity relations only resides
in the same type of nodes while association relations define the relations between
different type of nodes. The nodes are classified into two category: query and
candidate nodes. The link prediction problem is further defined to be the pred-
ication of links between query nodes and candidate nodes. GBN is appropriate
for the modeling of most of link prediction tasks. The experiment is conducted
on a chemical-disease-gene interaction network data set under the measurement
of AUC gained, with 8 combinations of features and models. The result shows
the superiority of SRWR to standard RWR. The best combination of SRWR
achieves higher AUC value than BiRW - a state-of-the-art gene prioritization
algorithm, and equal performance to RWRH - another cutting-edge gene prior-
itization algorithm in the literature.
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Abstract. New network words could benefit many NLP tasks such as
Chinese word segmentation and sentiment analysis. However, automatic
new network words extraction is a challenging task because new network
words usually have no fixed language pattern, and even appear with the
new meanings of existing words. To tackle these problems, this paper pro-
poses a novel approach of FCL to extract new network words. It not only
considers domain specificity, but also combines with multiple statistical
language knowledge. First, we perform a filtering algorithm to obtain a
list of candidate new words. Then, we employ the statistical language
knowledge to extract the top ranked new network words. Experimen-
tal results show that our proposed approach is able to extract a large
number of new network words and notably outperforms the state-of-the-
art methods. Moreover, we also demonstrate our approach increases the
accuracy of word segmentation by 10 % on corpus containing new words.

Keywords: New network words extraction · Word segmentation ·
Domain specificity · Statistical language knowledge

1 Introduction

Unlike English and other western languages, Chinese texts have no space between
words. Therefore, word segmentation is a very important basic precursor in Chi-
nese natural language processing (NLP). However, Chinese word segmentation
does not perform well on informal texts, e.g., Weibo or BBS, which is mainly
caused by widely distributed new words [1]. Among the new words, new network
words are the most common ones.

In Web 2.0 based social media, new network words are emerging every-
day. Homophonic words, typos and abbreviations are common phenomena in
user-generated content. Some widely used homophonic words and abbreviations
evolve into new meanings on social websites, and even the existing word may
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Table 1. Examples of new network words

have different new explanation. For example, the Chinese new word “ (girl-
friend)” is the abbreviation of “ (girlfriend)”. Some examples of new net-
work words are shown in Table 1.

New words extraction is indispensable to many NLP tasks such as Chinese
word segmentation [2] and sentiment analysis [3]. However, automatic new words
extraction is a challenging task. The reasons are as follows: (1) new words often
have no fixed language pattern, appearing in a new form; (2) many new words
appear with the new meanings and usages of existing words; (3) it is very difficult
to identify low-frequency new words.

Existing methods for new words extraction have made significant progress.
However, these methods are suffering from poor flexibility and portability [4–6],
or they can not capture special features of new words [7–9]. To address these
shortcomings, we consider domain specificity and combine with multiple statis-
tical language knowledge to extract new words. Our main ideas are as follows:
(1) It is intuitive that new network words rarely appear in the News corpus.
Therefore, we extract n-grams from social website corpus and perform a filter-
ing algorithm through the News corpus to obtain a list of candidate new words.
(2) The statistical language knowledge can be used to quantify the possibility
of a candidate new word being a new network word. So we introduce a ranking
method for new network words extraction, considering word features like word
frequency feature, word internal feature and neighborhood feature. Experimen-
tal results show that our method can effectively extract a large number of new
network words. The main contributions of this paper are summarized as follows:

– We propose a novel approach on the task of new network words extraction.
The approach is fully unsupervised which avoids the time-consuming labeling
procedure. Furthermore, It requires no linguistic resources.

– We demonstrate the effectiveness of statistical language knowledge, such as
string frequency, string cohesion and string liberalization, in the task of new
network words extraction. No manually defined rule is needed to filter unde-
sirable words.

– Experiments show that our proposed method increases the accuracy of word
segmentation by 10 % on corpus containing new words.

The remainder of the paper is structured as follows: Sect. 2 summarizes the
related work. In Sect. 3, we describe our method in detail. Then, the experimental
results and discussions are presented in Sect. 4. Finally, we conclude our work
and suggest future work.
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2 Related Work

Extensive work has been done on new words extraction, which can be categorized
as rule-based methods, statistical methods and hybrid methods. Our work falls
into the statistical category.

In the rule-based methods, Isozaki generated and refined rules by decision
tree learning [4]. By applying the refined rules, They got named entity candi-
dates. Then non-overlapping candidates were selected by a kind of longest match
method. Chen and Ma employed statistical and morphological rules to extract
Chinese new words [5]. Meng et al. used parsing information to extract new
words and the rules were built on the sentences [6]. For the rule-based methods,
defining rules is difficult and the rules are often domain-specific which result in
poor flexibility and portability.

In the statistical methods, Peng et al. considered word segmentation and new
words extraction as a unified process [7]. They employed Conditional Random
Fields (CRF) [10] to perform word segmentation. In [8], all potential unknown
words were classified into single-character and affix model based on structures of
unknown words. Then some filtration methods based on statistical information
were performed. He and Zhu proposed a bootstrap method to extract new words
[9]. Mutual information and Entropy were used. In [11,12], they treated new
words detection as a binary classification problem. Xu et al. used the model
of CRF [13]. In the Statistical methods, new words detection can be measured
by Pointwise Mutual Information (PMI) [14], Independent Word Probability
(IWP), Word Formation Power (WFP), Enhanced Mutual Information (EMI)
[15] and multi-word expression distance (MED) [16]. The statistical methods
suffer from the problem of low-frequency words and usually could not capture
special features of new words well. Our work consider domain specificity and
combine with multiple statistical language knowledge, which can overcome their
disadvantages.

Hybrid methods are the combination of the rule-based methods and statis-
tical methods. Huang et al. designed statistical measures to quantify the utility
of lexical patterns and the extracted patterns could be further used in finding
new words [3]. The shortcoming of this method is only extracting adjective new
words. In [17], they proposed to use statistical information to provide the inter-
nal criteria, simultaneously employing rule-based methods to capture external
criteria.

3 Our Approach

3.1 The Overview of Our Approach

For Chinese new network words extraction, our idea is inspired by the differ-
ences between social website corpus and News corpus. We collect user-generated
contents from social website, e.g., Baidu Tieba, which is a good data source for
extracting new network words. After the preprocessing, we firstly extract bi-
grams, tri-grams, four-grams and five-grams from social website corpus. Then,
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a filtering algorithm based on domain specificity is performed to obtain a list
of candidate new words. Finally, we introduce a ranking method for new net-
work words extraction, based on statistical language knowledge like string fre-
quency, string cohesion and string liberalization. In the following subsec-
tion, we present the above steps in detail.

3.2 A Filtering Algorithm Through the News Corpus

Firstly we extract bi-grams, tri-grams, four-grams and five-grams from social
website corpus. After filtering the n-grams containing stop words, there are many
normal words and garbage strings, such as “ (school)”, “ (heels)”
and “ 1”, which are noise words for our new network words extraction. It
is intuitive that new network words rarely appear in the News corpus, but the
normal words and garbage strings are common phenomenon in the n-grams of
News corpus. Therefore, we introduce a filtering algorithm through the News
corpus, which is given in Algorithm 1.

Algorithm 1. A filtering algorithm through the News corpus
1 Input: The News corpus N , all the n-grams(n ∈ {2, 3, 4, 5}) extracted from

social website corpus as set TG
2 Output: A list of candidate new words CW
3 Extract n-grams(n ∈ {2, 3, 4, 5}) from N as set NG
4 CW = Φ
5 foreach n-gram named g in set TG do
6 if g ∈ NG then
7 TG = TG − g

8 else
9 CW = CW + g

10 return CW

In Algorithm 1 firstly, the given News corpus is split into sentences according
to the punctuation marks. Then, we extract n-grams from the News corpus as
set NG. If our n-gram extracted from social website corpus occurs in NG, the
gram will be neglected. Otherwise, it will be added into the candidate new words
list. Finally, we get a list of candidate new words.

3.3 Measuring Word Features

After the filtering algorithm through the News corpus, there are many noise can-
didate new words, such as “ (see footnote 1)”, “ (see footnote 1)”
and “ (see footnote 1)”. Therefore, we should consider the special features
of words. Our approach takes use of three kinds of statistical language knowledge
to measure word features.
1 It is a garbage string and has no meaning.
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String Frequency. It is intuitive that a string can be potential word if it has
high frequency. For example, the frequency of “ (a tall, rich and handsome
man)” is generally high than the frequency of “ (see footnote 2)”. When
S = s1s2 . . . sn expresses a string, string frequency F is the number of S occuring
in the corpus.

String Cohesion. String cohesion is the correlation of different components
in S = s1s2 . . . sn, which indicates word internal feature. If a string can be
a potential word, it must have strong cohesion. For example, “ (new
modal particle)” is a better potential word than “ 2” due to the strong
cohesion. Enhanced mutual information [15] is a useful criterion to evaluate
string cohesion, which is defined as the ratio of its probability of being a multi-
character to its probability of not being a multi-character:

C(S) = log2
F (S)

n∏
i=1

(F (si) − F (S))
(1)

where F (S) and F (si) respectively denote the string frequency of S and si. The
key idea of string cohesion is to measure a string’s dependency of internal feature.
The larger the value is, the more possible the expression will be a potential
new word. Table 2 gives some examples of high string cohesion and low string
cohesion.

Table 2. Examples of high string cohesion and low string cohesion

String Liberalization. String liberalization indicates neighborhood feature of
a string. If a string can be a potential word, it will be more commonly used
with diversified neighborhood. That is to say, the word has high liberalization
and can be used in many different linguistic scenarios. For example, “
(good news, and want to tell others)” is a better potential word than “
(see footnote 2)” due to the high string liberalization. This can be measured by
information entropy, which is usually used to indicate the degree of uncertainty
or randomness. If all the left characters of S are set Cl ={c1, c2, . . . , cl} and all

2 It is a garbage string and has no meaning.
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the right characters of S are set Cr={c1, c2, . . . , cr}, the left entropy and right
entropy of S are as follows:

Ll(S) = −
l∑

i=1

F (ciS)
F (ClS)

× log
F (ciS)
F (ClS)

(2)

Lr(S) = −
r∑

i=1

F (Sci)
F (SCr)

× log
F (Sci)
F (SCr)

(3)

where F (ciS) and F (Sci) respectively denote the string frequency of ciS and
Sci. F (ClS) is the sum of F (ciS) (ci ∈ Cl). It is the same with F (SCr). The key
idea of string liberalization is to measure a string’s diversity of neighborhood
features. If the left or right neighbor of a string is contributed by a few fixed
characters, the entropy will be low and the string liberalization is also very low.
Table 3 gives some examples of left entropy and right entropy.

Table 3. Examples of left entropy and right entropy

3.4 A Ranking Method for New Network Words Extraction

Considering the aforementioned features in Sect. 3.3, we combine string fre-
quency, string cohesion and string liberalization together for new network words
extraction. Thus, the possibility of new words can be formulated as follows:

FCL(w) = αF̂ (w) + βĈ(w) + γ log
L̂l(w) + L̂r(w)

|L̂l(w) − L̂r(w)|σ (4)

where α + β + γ = 1. F̂ (w) and Ĉ(w) are the normalized forms of string fre-
quency and string cohesion respectively. L̂l(w) and L̂r(w) are the normalized
forms of left entropy and right entropy. α, β, γ ∈ [0, 1] determines which type of
features dominates new network words extraction. α = 0 means the possibility
of candidate new words is estimated by only considering string cohesion and
string liberalization, ignoring the contribution of string frequency. Otherwise,
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when α = 1, the possibility of candidate new words is estimated by only consid-
ering string frequency. β, γ have the similar roles with α. σ is used to adjust the
impact of the difference by left entropy and right entropy. In our experiments,
the best performance is obtained when α = 0.3, β = 0.4, γ = 0.3, σ = 0.1.

After computing the FCL values of the candidate new words, we obtain a
ranked list of all the words. In order to finish the new network words extraction,
we set a threshold K. The top K new words will be considered to be the new
network words. We denote our proposed method as FCL.

4 Experiments and Discussions

In this section, to evaluate our method, we conduct the following experiments:
(1) we compare our method to several baselines; (2) we compare the impact of
different features on new network words extraction; (3) we perform parameter
tuning with extensive experiments; (4) we demonstrate how new network words
benefit word segmentation.

4.1 Experiment Setup

Datasets: To evaluate our method, we used three datasets. (1) Baidu Tieba is a
good social website data source for extracting new network words. Therefore, we
crawled 3,524,584 Tieba posts3 to evaluate our proposed method. These posts
range from January to December of 2014. (2) The News corpus is provided by
the NIST Open Machine Translation evaluation (OpenMT 2015) [18,19], which
contains 9,517,292 sentences of xinhuanet4. (3) We crawled 1,0237,813 Weibo
posts5, applied in the word segmentation task. The Weibo posts were segmented
into single words using a Chinese word segmentation tool named ICTCLAS [20].

The extracted new network words were manually annotated, where three
annotators were involved. Two annotators were requested to judge whether the
extracted word was a new network word. When conflicts occurred, the third
annotator made final judgement. The annotation led to 1193 new network words.

Evaluation Metrics: We select precision (P), recall (R), f-measure (F) as
metrics:

P =
number of correct extraction

total number of extraction

R =
number of correct extraction

total number of new network words

F = (2 ∗ P ∗ R)/(P + R)

3 http://tieba.baidu.com/.
4 http://www.xinhuanet.com/.
5 http://weibo.com/.

http://tieba.baidu.com/
http://www.xinhuanet.com/
http://weibo.com/
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4.2 Our Method vs. Different Baselines

To prove the effectiveness of the proposed FCL method, we select some meth-
ods for comparison as follows: New Word Detection(NWD) method [3], Mutual
Information(MI) method used in [9] and Pointwise Mutual Information(PMI)
method [14]. For the MI and PMI methods, we add string frequency and string
liberalization into them and set the same parameters for the fairness of compar-
ison. Figure 1 presents experimental results.

Fig. 1. Precisions and recalls of NWD, MI, PMI and FCL. X-axis is the top words
threshold K, and Y-axis is precision or recall

Observing from Fig. 1, we can see that our method outperforms other meth-
ods both in precision and recall. It proves the effectiveness of the proposed
method. For the NWD method, the performance is extremely dreadful, which is
mainly because this method only extracts adjective words, ignoring other parts
of speech. Besides, the segmentation tool can not perform well on the informal
texts. Our method has much better performance than PMI and MI methods.
We believe the reason is that EMI can measure a string’s dependency of internal
feature better than PMI and MI. We also notice that when K grows bigger, the
precision decreases while the recall increases. That is because the bigger value
of K can generate a wilder coverage, but bring in more noisy words. Clearly,
when K = 2000, Our method could cover 98 % of the whole new network words
set. Thus, it demonstrates our method is quite powerful in generating a large
number of new network words.

4.3 Evaluation of Different Statistical Language Knowledge

In this subsection, we discuss which combination of word features is more effec-
tive for new network words extraction. For comparison, we design six baselines,
noted as F, C, L, F+C, F+L and C+L. F only employs string frequency. C
only employs string cohesion. L only employs string liberalization. F+C consid-
ers both string frequency and string cohesion. F+L and C+L have the similar
way with F+C. Moreover, F+C+L is our method which considers all word fea-
tures, referring to Eq. (4) with α = 0.3, β = 0.4, γ = 0.3 and σ = 0.1. Table 4
presents experimental results when the top words threshold K varies.
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Table 4. Results of different combinations of word features

Methods K = 100 K = 300 K = 500 K = 1000 K = 1500 K = 2000

P R F P R F P R F P R F P R F P R F

F 0.15 0.01 0.02 0.18 0.05 0.07 0.19 0.08 0.11 0.17 0.14 0.16 0.16 0.20 0.18 0.15 0.26 0.19

C 0.10 0.01 0.02 0.09 0.02 0.04 0.10 0.04 0.06 0.08 0.07 0.07 0.08 0.10 0.09 0.08 0.13 0.10

L 0.44 0.04 0.07 0.37 0.09 0.15 0.38 0.16 0.23 0.36 0.30 0.33 0.34 0.42 0.37 0.30 0.49 0.37

F+C 0.25 0.02 0.04 0.18 0.04 0.07 0.18 0.08 0.11 0.18 0.15 0.16 0.16 0.20 0.18 0.16 0.28 0.21

F+L 0.56 0.05 0.09 0.53 0.13 0.21 0.49 0.21 0.29 0.45 0.38 0.41 0.40 0.50 0.44 0.38 0.63 0.47

C+L 0.70 0.06 0.11 0.59 0.15 0.24 0.57 0.24 0.33 0.50 0.42 0.45 0.45 0.56 0.50 0.41 0.68 0.51

F+C+L 0.77 0.06 0.12 0.71 0.18 0.28 0.69 0.29 0.41 0.62 0.52 0.57 0.59 0.74 0.66 0.59 0.98 0.73

From results, we observe that F+C, F+L and C+L perform better than F and
C. F+L and C+L perform better than L. These results indicate every word fea-
ture is necessary for new network words extraction. Moreover, F+C+L notably
outperforms other baselines in all different K. It demonstrates combination of
all different word features is effective.

4.4 Parameter Tuning

In this subsection, we discuss the variation of extraction performance when
changing α, β, γ and σ in Eq. (4). Mean Reciprocal Rank (MRR) is an effective
metric to test the extraction performance. Therefore, we select a list of annotated

new words with size of n, named DIC. MRR is computed by MRR = 1
n

n∑
i=1

1
pi

,

where pi is the ranking position of every new word in DIC. Experimental results
are shown in Table 5 and Fig. 2.

Table 5 presents the MRR-values of new network extraction with varying
α, β, γ and fixing σ = 0.1. Due to the space limitation, we only show twelve
groups of parameter settings. we observe the best performance is obtained when
α = 0.3, β = 0.4, γ = 0.3. It indicates that string frequency, string cohesion
and string liberalization are all useful for new network words extraction. The
performance benefits from their combination. Figure 2 present the MRR-values
with varying σ from 0 to 1 and fixing α = 0.3, β = 0.4, γ = 0.3. We notice
the performance increases when σ is set from 0 to 0.1. When σ gets bigger,
performance, however, decreases. The best performance is achieved when σ = 0.1.

4.5 Application of New Network Words to Word Segmentation

In this subsection, we demonstrate whether new network words would benefit
word segmentation. For this purpose, we randomly sampled 500 Weibo posts
that contain at least one of our annotated new network words. We compare
four different kinds of lexicons for word segmentation. One of the lexicons is the
default lexicon (DL) in ICTCLAS [20]. Moreover, we add three resources into
the default lexicon: the top 1000 words produced by our approach (denoted by
T1000), all correct new words produced by our approach (denoted by CNW,
including 1172 new words) and all annotated new words (denoted by ANW,
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Table 5. The MRR-values with varying parameter α, β, γ

α β γ MRR α β γ MRR

0.8 0.1 0.1 0.0050 0.1 0.1 0.8 0.0109

0.5 0.3 0.2 0.0119 0.2 0.3 0.5 0.0195

0.2 0.5 0.3 0.0198 0.3 0.5 0.2 0.0152

0.1 0.8 0.1 0.0026 0.3 0.3 0.4 0.0205

0.3 0.5 0.2 0.0152 0.3 0.4 0.3 0.0218

0.5 0.2 0.3 0.0178 0.4 0.3 0.3 0.0211

Fig. 2. The MRR-values with varying parameter σ

including 1193 new words), respectively. Thus, the four different kinds of lexi-
cons are DL, DL+T1000, DL+CNW and DL+ANW. We use segmentation
accuracy to evaluate the effect of four lexicons to word segmentation. Table 6
presents experimental results.

Table 6. The accuracy of word segmentation with four lexicons

Lexicon Accuracy Lexicon Accuracy

DL 77.89 % DL+CNW 89.17 %

DL+T1000 87.54 % DL+ANW 89.60 %

We can see from Table 6 that all three lexicons which contain new words
improve the performance remarkably. The lexicon DL+T1000 is generated by
our method, which increases the performance of word segmentation by 10 %.
The lexicon DL+CNW outperforms DL+T1000, which is mainly because T1000
may contain words that are not new words. We also observe that DL+ANW
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outperforms DL+CNW. The reason is that the number of annotated new words
is bigger than the number of correct new words produced by our approach.

5 Conclusion and Future Work

In this paper, We propose a novel approach on the task of new network words
extraction. The approach is fully unsupervised and purely data-driven. We per-
form a filtering algorithm based on domain specificity and employ the statistical
language knowledge considering word frequency feature, word internal feature
and neighborhood feature to extract new network words. No manually defined
rule is needed to filter undesirable words. Compared to different baselines, experi-
mental results prove the effectiveness of our approach. What’s more, experiments
also demonstrate new network words benefit word segmentation obviously.

The proposed method can not only extract new network words, but also
extract domain new words like the domain words of computer science. In the
future, we intend to combine our method with some known methods to extract
domain new words. We are also considering how to excavate more useful features
to improve the performance of new network words extraction.
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Abstract. Question target classification is one of the essential research topics in
question answering. Accurate identification and classification of question targets
can help understand questions for retrieving relevant passages and assist answer
extraction and ranking for improving answer retrieval accuracy and user satis‐
faction with return answers. This paper presents a systematic analysis on question
target classification taxonomy. We investigate existing definitions of the classi‐
fication and propose a concise definition. We then compare the existing classifi‐
cation taxonomies. The relevancies of the taxonomies are analyzed, inspiring us
to propose a new taxonomy classification strategy. We finally summarize the
characteristics and tendency of the current research of question target classifica‐
tion taxonomy. The systematic comparison is expected to provide consistent and
meaningful guidance in the research of question target understanding in question
answering.

Keywords: Question target classification · QA · Taxonomy · Answer type

1 Introduction

The essential of a Question Answering (QA) system is the analysis and understanding
of question, as well as answer extraction and ranking to obtain concise answers rather
than a long list of documents [1, 2]. Therefore, correct identification of answer types is
an important step since it is the key to understand users’ question intention to extract
needed answers. Targeting this purpose, Question Target Classification (QTC) is to
represent the semantic classes of answers according to question target (also as answer
type) so as to facilitate answer extraction [3].

Laokularat [3] summarized the significance of QTC in QA system as 3 points:
(1) reduce the volume of candidate answers; (2) help review different question types and
design corresponding solutions; (3) filter out irrelevant answers. Moreover, the correct
identification of question target has been proved to be one of the most essential factors for
the success of a QA system [4–7]. As addressed by Srihariet et al. [8], the answer type is
important in QA process as the key to find correct answers to users’ questions is correctly
locating question target to identify the expected answer type. According to statistic by
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Moldovan et al. [7], 36.4 % of QA failures are caused by incorrect question analysis,
while 28.2 % of failures are related to answer type identification. Therefore, the research
of QTC is a vital task in QA.

Though there is existing research on QTC, the task still has a number of difficulties
for resolving: (1) QTC relies heavily on syntactic analysis, semantic analysis, and named
entity recognition, etc. However, these methods are sensitive to languages and hard to
be generalized [9]; (2) the contradiction of the number of classes and the classification
accuracy. As addressed by Tran et al. [10], the increase of fine-grained classes can
provide more semantic representations of question targets but increase the classification
error rate as well; (3) word sense disambiguation problem existing in target classifica‐
tion; (4) the inconsistency of question target annotations caused by human under‐
standing; (5) the incorrect extraction of target words caused by natural language
processing methods or tools [12], e.g., syntactic tree generation.

There are comparisons among classification methods but lacks of deep analysis of
classification taxonomy. This paper conducts a systematic investigation and comparison
of the QTC taxonomies, aiming for providing evidences and suggestions for appropriate
taxonomy design or application in QA system. We firstly investigate the definitions of
QTC, clarifying the meaning of QTC. Afterwards, a new and concise definition is given.
Through the analysis of existing QTC taxonomies, we summarize them into four kinds:
(1) taxonomies based on question interrogative type, (2) taxonomies based on the ques‐
tion description style, (3) taxonomies based on the sematic interpretation of question
target, and (4) taxonomies for restricted domain. We then compare the taxonomies and
conclude founding characterizes. Particularly, we collect more than 30 QTC taxonomies
and quantify them according to the category sharing. Finally, we develop a dynamic
network to visualize the correlation among the taxonomies. All the data and the visual‐
ization are publicly available on our website to facilitate researchers on the research of
QTC.

2 The Definition of Question Target Classification

There is no consistent definition of Question Target Classification (QTC), though the
research of question answering exists for more than two decades. In order to clarify its
definition, we investigated existing representative definitions, as shown in Table 1.

From the existing definitions of QTC, we summarize that the underline meanings
are similar though the ways of problem defining are different. Through our analysis, the
definitions share the following points: (1) The categories of QT are predefined as
taxonomy; (2) The categories of QT are a list of answer types or semantic categories of
answers; (3) the task is to classify questions into related categories. Based on these
common points, particularly, the difference between QTC and question topical classi‐
fication, we propose a concise definition of QTC as follows:

Definition: Question target classification is to assign questions into a list of predefined
question target (answer type) categories.
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Table 1. Representative definitions of question target classification

Research Definitions

Li & Roth [13] Question classification is a task that, given a question, maps it to one
of the predefined k classes, which indicates a semantic constraint
on the sought-after answer

Sundblad [4] Question classification can loosely be defined as: given a question
(represented by a set of features), assign the question to a single
category or a set of categories (answer types)

Cai et al. [11] Question classification (or question categorization) is studied for this
purpose by classifying user queried questions into predefined
target categories

Loni [2] The task of a question classifier is to assign one or more class labels,
depending. On classification strategy, to a given question written
in natural language

Laokulrat [3] The goal of question classification is to map a question into a cate‐
gory that represents the type of information that is expected to be
present in the final answer

Niu [14] Question classification is to find out a category that is most similar
to a given question from all predefined categories

Wen [15] Question classification is mainly to divide a given question into
corresponding semantic category according to its answer type

At the same time, we review formalized definition expression of QTC. Sundblad [4]
defined question classification as the task of assigning a boolean value to each
pair < qj, ci > , where Q is the domain of questions and C = {c1, c2,…, c|C|} is a
set of predefined categories. Assigning < qj, ci > to T or F indicates that qj belongs or
NOT belongs to the category ci, respectively. The task is to make the unknown target
function Φˆ: Q × C → {T, F} approximate the ideal target function Φ: Q × C → {T, F},
such that Φˆ and Φ coincide as much as possible. Niu [14] defined that question classi‐
fication is to find out a category that is most similar to a question among all predefined
categories. It can be formulized through a mapping function: G: X → {C1,C2,…,Cn},
where X is the domain of questions and {C1,C2,…,Cn} refers to predefined categories.
For a question x ∈ X, G maps x to a category Ci. From the definitions, the key is to
establish a mapping relationship between questions and answers, to classify the ques‐
tions into a pre-defined question target categories. Therefore, they have the same
meaning with our definition above.

Question classification by target (as QTC) and by topic (question topical classifica‐
tion) are similar on classification application but are significant different in classification
purpose. The former is used to classify questions according to the answer types, but the
latter is to classify question in accordance with the question’s related topics [11, 12, 16].
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Although research on question topics may help question target identification, question
target plays a more important role in determining the answer type. For example, as for two
questions “Where do most tourists visit in Cyprus?” and “What is worth seeing in Cyprus?”
[12], they have different topics: “tourists, visit, Cyprus” and “worth seeing, Cyprus”.
However, their answer types are the same as “Location/Sites” according to QTC, namely
tourism location of specific spots. The answer type is more helpful to filter out irrelative
candidate answers, e.g., about the population of Cyprus.

3 Question Target Classification Taxonomy

QTC is a vital part of a QA system. A typical architecture of a QA system in the Text
REtrieval Conference (TREC, http://trec.nist.gov/) can be found in [16]. In general, a
QA system consists of three components [17]: question analysis, document retrieval,
and answer extraction. We describe the first and the last components as they are relevant
to the QTC task. The question analysis includes question preprocessing, question clas‐
sification, and question extension. This component firstly parses a given question and
analyzes its semantics then classifies the question into a matched answer type category.
The answer extraction returns a list of candidate answers. Filtering irrelevant answers
and keeping expected answers are an essential step to improve QA accuracy. The
filtering is usually based on the identification of the question target category from a pre-
defined answer type taxonomy therefore the QTC taxonomy has an important influence
on answer extraction quality [9].

Due to lacking standards to classify QTC taxonomies, some researchers classified
existing taxonomies into three kinds [1]: answer type-based taxonomies [13, 46, 47],
semantic interpretation-based taxonomies [44, 48, 49], and hybrid information-based
taxonomies [47, 50, 51]. However, this kind of classification strategy has difficulty in
distinguishing hybrid information and the other two kinds. Moreover, it is incapable of
covering taxonomies that are defined by question manners and domains.

We have investigated nearly 40 QTC taxonomies from 1999 to 2015. Based on
contrastive analysis (will be described in Sect. 4) on these taxonomies, we empirically
propose a taxonomy classification strategy as follows: (1) taxonomies based on question
interrogative type, (2) taxonomies based on the question description style, (3) taxono‐
mies based on the sematic interpretation of question target, and (4) taxonomies for
restricted domain. The four kinds cover the existing taxonomies, highlighting distinct
features of the taxonomies and providing a clear distinguish guideline among them to
facilitate the contrastive analysis of QTC taxonomies.

(1) Taxonomies based on interrogative type. This kind of taxonomies is based on
common question interrogative type. For example, Oard et al. [52] proposed a list
of interrogative types as “5 W + 3H” and Mudgal et al. [20] proposed a “6 W + 1H”,
which contains 7 coarse-grained categories including “Who”, “Where”, “What”,
“When”, “Which”, “Why”, and “How” as well as 27 fine-grained categories
including “Person”, “Organization”, etc.

(2) Taxonomies based on question description style. This kind of taxonomies is
based on the manner or style of question asking. For example, Graesser &
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Person [18, 19] proposed a QTC taxonomy including 18 categories such as
“Verification”, “Disjunctive”, “Quantification”, etc. Usually, it only contains
single layer categories (coarse-grained categories).

(3) Taxonomies based on the sematic interpretation of question target. This kind of
taxonomies is based on the sematic interpretation of question target (or expected
answer type). The semantic interpretation can be in multiple layers, e.g., both Zhang
& Lee [21] and Li & Roth [13] designed taxonomy in two layers.

(4) Taxonomies for restricted domain. This kind of taxonomies is based on a specific
domain. For example, Su et al. [22] proposed a taxonomy for the tourism domain
including 4 coarse-grained categories (e.g., “Scenic spot”) and 18 fine-grained
categories (e.g., “place position”).

According to statistics from the QA Track of TREC, the kind (3) is being widely
used one among the four kinds of taxonomies. This is probably due to the relative rich
semantic interpretation of answer types and relative formal relation for semantic-based
computing. We only list a taxonomy by Li & Roth [13] in Table 2 as example for kind
(3) due to space limitation.

Table 2. The QTC taxonomy by Li & Roth [13] as example in our taxonomy classification

Coarse-grained Fine-grained

Abbrev Abbreviation, Expression abbreviated

Entity Animal, Body, Color, Creative, Currency, Disease and
medicine, Event, Food, Instrument, Language, Letter, Other,
Plant, Product, Religion, Sport, Substance, Symbol, Tech‐
nique, Term, Vehicle, Word

Description Definition, Description, Manner, Reason

Human Group, Individual, Title, Description

Location City, Country, Mountain, Other, State

Numeric Code, Count, Date, Distance, Money, Order, Other, Period,
Speed, Temperature, Size, Weight

4 Comparison and Analysis

The classification of the existing taxonomies into four kinds enables us to horizontally
compare taxonomy differences as well as compare accuracy differences. Through our
deep analysis of the 38 QTC taxonomies in the last 16 years, we found a list of charac‐
teristics and summarized them as follows:

(1) Language embodied. We identified that QTC taxonomies vary from languages.
From the comparison between English and Chinese classification taxonomies, all
the investigated Chinese taxonomies removed the English coarse-grained category
“Abbreviation”. This is due to the fact that the abbreviations in English are usually
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presented as short strings in capital letters, while there is no such linguistic phenom‐
enon in Chinese language. Also, most Chinese classification taxonomies add
“Time” category as an independent coarse-grained category. This is because that
the expressions of time in English are basically fixed numbers or words, e.g.,
Thursday. Therefore, the “Time” category is organized as fine-grained category
within “Numeric”. However, in Chinese, the expressions of time are not limited to
year, month, hour or minute, and the like. They can be more complex Chinese
characters (such as “���”). Due to the language characteristics, regardless of
the popularity of some English classification taxonomies, e.g., developed by Li et
al. [13], the revision of classification taxonomy according to language characteris‐
tics is needed on the application to other languages.

(2) Open domain vs restricted domain. Some scholars have focused on the custom‐
ization of classification taxonomy in restricted domains, establishing appropriate
classification taxonomies to improve the accuracy of QTC through the analysis of
domain characteristics. However, according to QTC performance comparison of
the existing taxonomies, taxonomies for restricted domain have not demonstrated
obvious accuracy advantage. Furthermore, due to the category modification for
restricted domain, some problems such as poorer universality and narrower adapt‐
ability of the taxonomies may occur. Particularly, additional domain identification
step is of need in question analysis so as to confirm whether a question belongs to
the domain, otherwise the accuracy of answer extraction may be potentially affected
and decreased.
By comparing the open domain and restricted domain, we found that some
commonly used categories are also included in restricted domain, e.g., “number”,
“time”, and “location”. However, with more and more researchers focusing on
restricted domain research, the using of taxonomy tends to be specialization. For
example, in the medical domain, Robert et al. [45] proposed a new classification
taxonomy in 2015, with 14 main categories defined, i.e., “Anatomy”, “Cause”,
“Complication”, “Diagnosis”, “Information”, “Management”, “Manifestation”,
“Other Effect”, “Person Org”, “Prognosis”, “Susceptibility”, “Other”, “Not
Disease”, and “Research”, targeting toward disease questions. Such study demon‐
strates the refinement development trend of classification taxonomy in restricted
domain.

(3) Semantic hierarchy of answer vs concept hierarchy of ontology. Classification
taxonomy based on the semantic hierarchy of answer is manifested as the hierarchy
of coarse-grained and fine-grained categories with semantic relations. For example,
there is “IS_A” relation, e.g., hyponymy between “Animal” and “Entity”. From the
perspective, the semantic hierarchy is similar to the concept relationship representa‐
tions within ontology, top-level ontology in particular, e.g., The Suggested Upper
Merged Ontology (SUMO)1. Some studies also regard the classification hierarchy of
answer directly as a domain knowledge classification taxonomy, e.g., Li et al. [23]
stated that classification categorizes the questions with same focus into domain
concept of objects taking question mark as focus in domain ontology. Therefore,they

1 http://www.adampease.org/OP/.
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believed that question classification is a process of mapping question focuses to a
domain ontology. However, the semantic hierarchy of answer is not truly equal to
concept relationship of ontology. For example, the commonly used categories
“distance” and “size” have the hyponymy “Attribute” in WordNet2 rather than
“Numeric” in QTC taxonomies. Besides, some words in questions are represented in
the form of numeric, e.g., “1.5 km”, and there exists semantic relationship, but not
direct concept hyponymy. If applying concept hierarchy of ontology like WordNet,
diversity in terms of different hierarchies will be occurred, thus making it difficult to
correctly identify the type of answer. Therefore, QTC should also take into account
both the expression characteristic of answers and semantic hierarchy of answers.

(4) The performance comparison of classification taxonomies. From the application
perspective of classification taxonomies in Chinese and English language, the
taxonomies based on the semantic hierarchy of answer types are more widely used
in published academic articles. Particularly, most of QA answer systems partici‐
pated in TREC adopt this type of classification, demonstrating its wide acceptance
in mainstream research. We therefore focus on the systematic investigation of the
semantic hierarchy of QTC with 27 classification taxonomies investigated. Among
them, 55.6 % of taxonomies apply single-layer semantic hierarchy (coarse-grained
categories only), and 44.4 % apply double-layers hierarchy (coarse-grained and
fine-grained categories). We sort out the evaluation results of QA systems based
on the QTC taxonomies in TREC by referencing to relevant literature [24]. The
performance comparison in terms of MRR is summarized as Table 3.
During the comparison, we find that double-layer taxonomies increase the difficulty
of QTC classification and thus reduce classification accuracy slightly. Furthermore,
the number of categories in the same layer also affects the accuracy. Generally
speaking, the more the categories in need of mapping, the lower the classification
accuracy obtained. In contrast, more semantic layers and categories can enhance
the explicitness of QT, potentially providing better answer filtration to achieve
higher QA accuracy. However, according to the evaluation results from TREC, the
accuracy of some QA systems based on double-layer taxonomies exceed single-
layer based systems because of different classification methods, e.g., Cymfony [41]
system based on 18(22+) categories achieved best MMR as 0.66 in TREC 8.
Considering the better semantic representation of double-layer taxonomies in the
advantage of answer extraction, we rank the classification taxonomies with double-
layer hierarchy according to MMR performance. The following four QTC taxon‐
omies achieve highest scores: Cymfony (18/22+), ISI (7/140+), SMU (16/30+)
and UIUC (6/50). Particularly, there are more coarse-grained categories in
Cymfony and SMU, and the fine-grained categories in ISI are extremely rich. UIUC
taxonomy contains more formally-defined semantic relations as hierarchy so that
it can be mapped to ontology more conveniently, enhancing its extensibility.
Furthermore, there is rare study on three-layer hierarchy due to the computation
complex and accuracy decrease to some extent.

2 http://wordnet.princeton.edu/.
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Table 3. The performance comparsion of QA systems using different QTC taxonomies

QA systems Coarse-
grained

Fine-grained MRR

50-byte limit 250-byte limit

UAlicante [32] 2 9 0.23(TREC9) 0.36(TREC9)

AT&T [27] 8 N/A 0.36(TREC8) 0.55(TREC8)

CL Research [25] 6 N/A N/A 0.28(TREC8)

Cymfony [41] 18 22+ 0.66(TREC8) N/A

UFudan [30] 11 N/A 0.20(TREC9) 0.34(TREC9)

IBM(Ittycheriah) [37] 6 31 0.29(TREC9) 0.46(TREC9)

ISI [39] 7 140+ 0.32(TREC8) N/A

KAIST [26] 6 N/A 0.21(TREC9) 0.33(TREC9)

Korea [42] 25 46 0.37(unknown) N/A

QALC [35] 5 17 0.18(TREC9) 0.41(TREC9)

UIowa [25] 4 N/A 0.02(TREC8) 0.06(TREC8)

Qanda [34] 5 10+ 0.281(TREC8) 0.43(TREC8)

LASSO [53] 15 N/A 0.56(TREC8) 0.65(TREC8)

0.58(TREC9) 0.76(TREC9)

UMontreal [31] 13 N/A 0.18(TREC8) 0.37(TREC9)

UWaterloo [33] 5 8+ 0.32(TREC9) 0.46(TREC9)

NMSU [44] 27 N/A 0.22(TREC8) 0.27(TREC8)

NTT [36] 5 28 0.26(TREC8) 0.37(TREC8)

0.23(TREC9) 0.39(TREC9)

NUS [38] 7 54 0.22(TREC8) N/A

0.27(TREC9)

UMaryland [51] 6 N/A 0.30(TREC8) N/A

QuASM [52] 7 N/A 0.19(TREC8) 0.34(TREC8)

0.34(TREC9)

NSIR [55] 20 N/A 0.2(TREC8) N/A

IBM(Prager) [54] 17 N/A 0.32(TREC9) 0.42(TREC9)

USheffield [28] 8+ N/A 0.08(TREC8) 0.11(TREC8)

QUALIFIER [40] 16 30+ 0.8(TREC11) N/A

Sun Microsystems [43] 7 N/A N/A 0.34(TREC9)

UIUC [21] 6 50 0.18(unknown) N/A

Xerox [29] 10 N/A 0.32(TREC8) 0.45(TREC8)

0.23(TREC9) 0.35(TREC9)
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(5) The correlation between classification taxonomies. We investigate 28 taxono‐
mies with semantic hierarchy for open domain QA systems in total, including
UIowa, AT&T, IBM(Ittycheriah), ISI, UIUC, and NUS. For each taxonomy, we
respectively list out its coarse and fine-grained categories and then preprocess the
categories by similar category combination, e.g., the categories “Numeric” and
“number” are merged as “Numeric/Number”. Afterwards, the categories are regis‐
tered for analyzing the usage of every category among taxonomies. Figure 1 shows
the sharing proportion of categories across all taxonomies. The most five sharable
categories are “Location” (77 %), “Numeric/Number” (63 %), “Time” (63 %),
“Person” (60 %), and “Organization” (57 %). All the taxonomies and the statistical
result can be downloaded from our website3.
In addition, to analyze the correlation between different QTC taxonomies, we apply
Social Network Analysis [56] technique to automatically generate dynamic connec‐
tion of the QTC taxonomies. As shown in Fig. 2, the larger (orange) points stand
for the taxonomies while the smaller (blue) points represent specific categories.
From the result, the larger points (taxonomies) sharing more smaller points (cate‐
gories) tend to gather together. The larger points close to network center present
that the taxonomies share more categories with other taxonomies, while the smaller
points close to center denote that the categories are shared by more taxonomies,
indicating the better universality. The dynamic network is available on our
website4, where each point can be dragged by mouse to view all the categories
associated with current taxonomy or to view all the taxonomies sharing current
category.

Fig. 1. The sharing proportion of categories across all QTC taxonomies

3 http://www.zhukun.org/haoty/resources.asp?id=QTC_taxonomies.
4 http://www.zhukun.org/haoty/resources.asp?id=QTC_taxonomies_network.
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Fig. 2. The visualization of QTC taxonomies utilizing social network analysis technique (Color
figure online)

5 Summary

Question target classification is able to facilitate question understanding thus is helpful
for improving answer extraction quality, thus is one of essential parts of question
answering research. Since there is no consistent definition and lack of deep analysis of
question target classification taxonomy, this paper conducted a systematic analysis and
comparison of the QTC taxonomies. We creatively found five characteristics of the
differences of these taxonomies. Particularly, we compared the accuracies of different
taxonomies on standard dataset. The sharing analysis also presented the strong connec‐
tions among those taxonomies, which is helpful for designing and implementing QTC
taxonomies for a new question answering system.
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Abstract. In recent years, the classifiers based on convolutional neural
network (CNN) and word embedding achieved good performances in sen-
timent classification tasks. However, the CNN-based model simply uses
a fully connected layer for classification and it cannot perform a non-
linear classification efficiently compared to the support vector machine
(SVM) classifier. Target to this problem, in this paper, we combine CNN
and SVM for sentiment classification. Firstly, continuous bag of word
(CBOW) model is applied to construct word embedding. CNN is then
utilized to learn feature vector representation corresponding to each sen-
tence. The learned vector representations are fed to a SVM classifier
as features for sentiment classification. Evaluations on the NLPCC2014
Sentiment Classification with Deep Learning Technology Task datasets
(in short, NLPCC-SCDL) show that our model outperforms the top sys-
tem in the NLPCC 2014 evaluation, on both English and Chinese sides.

Keywords: Sentiment analysis · Convolutional neural network ·
Support vector machine

1 Introduction

With the rapid development of E-commerce, more and more people purchase items
and share their reviews online. These increasing reviews are valuable to new cus-
tomer for making purchase decision and to the manufactory for improving their
products. Thus, the sentiment analysis techniques, which identifies the subjec-
tive comments from product review texts and determines their polarities, attracts
much research interests in recent years. The majority of sentiment analysis may
be divided into subjectivity classification [14] and sentiment polarity classification
[16,23]. More specifically, sentiment polarity classification contains binary classi-
fication (positive and negative) [16] and multivariate classification [15,23].

Generally speaking, existing works on sentiment classification may be camped
into two major approaches, namely sentiment knowledge based approach [17] and
machine learning based approach [16]. The former approach mainly utilizes the
sentiment lexicon, rules and pattern matching for sentiment analysis [19,20].
c© Springer Science+Business Media Singapore 2015
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Attributes to the increasing popularity of network informal language and flex-
ible use of regular words in online product reviews, this approach has shown
their limitations. The machine learning based approaches attracted increasing
attentions in recent years. This approach normally uses words, Bi-grams, sen-
timent words, part-of-speech and information gain as features to represent the
training samples. The machine learning based algorithms, such as support vector
machines (SVMs), Naive Bayes (NB) and Maximum Entropy (ME), are applied
to the feature vectors corresponding to the labeled dataset for training the clas-
sifier. Thus, feature engineering, a method learning features from texts, plays
an important role. In recent years, the classifier based on convolutional neural
network (CNN) and word embedding achieved good performances in sentiment
classification. Unlike the bag of words representation, word embedding is dis-
tributed representation based on a neural probabilistic language model, which
is expected to alleviate data sparseness because they are low dimensional, dense
and continuous. However, the CNN-based model simply uses a fully connected
layer for classification and it cannot perform a non-linear classification efficiently.

In this study, we present a CNN-SVM combined model for sentiment clas-
sification. In this model, continuous bog of word (CBOW) model is employed
to construct word embedding. The CNN model is then applied to learn feature
vector representations for the labeled training data. The learned feature vec-
tors are fed to train the SVM classifier. Such a combined model is expected to
combine the advantages of CNN model on feature learning and SVM model on
efficient non-linear classification. Evaluations on NLPCC2014 Sentiment Classi-
fication with Deep Learning Technology Task datasets (NLPCC-SCDL) which
is a sentiment labeled product review dataset, show that our combined model
outperforms the CNN model and the top submitted system in the NLPCC 2014
evaluation, on both Chinese and English side. Our model achieves the highest
known performance on this dataset, based on our knowledge, which shows the
effectiveness of our CNN-SVM combined sentiment classification model.

The rest of this paper is organized as follows. Section 2 briefly reviews the
related work. Section 3 presents the design and implementation of our CNN-SVM
combined model for sentiment analysis. Section 4 gives the evaluation results and
discussions. Finally, Sect. 5 gives the conclusions.

2 Related Work

2.1 Sentiment Analysis

Sentiment knowledge based approach uses universal [10] and domain specific [21]
sentiment word lexicon, or sentiment rules and patterns to discriminate senti-
ment polarity. Kim et al. [10] used WordNet and HowNet as sentiment knowl-
edge to classify sentiment polarity. Tong [21] constructed a domain specific senti-
ment lexicon for movie reviews by manually choosing sentiment phrases. Besides,
D. Tang et al. [19] proposed to build a large-scale sentiment lexicon from Twit-
ter by following a representation learning approach and cast sentiment lexicon
learning as a phrase-level sentiment classification. Strfano Baccianella et al. [1]
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constructed SentiWordNet by enriching WordNet with sentiment information
for sentiment classification. As for Chinese sentiment lexicons, Minlie Huang
et al. [6] proposed a method for detecting new sentiment words by exploring the
frequent sentiment word patterns.

Machine learning based approach employs the machine learning models to
learn features of texts and use discriminate methods to classify sentiment polar-
ity. Pang et al. [16] proposed to classify movie reviews into positive/negative
by using three different classifier including Naive Bayes, Maximum Entropy
and SVM. They tested different feature combinations including unigrams, uni-
grams+bigrams and unigrams+POS (part-of-speech) tags. SVM can be used for
both binary and multiple category classification [7]. Yang and Liu [24] compared
SVM with linear Least-squares, Neural Network, Naive Bayes and k-nearest
neighbors for sentiment classification. They found that SVM achieved an equal
performance like other classifiers in their experiments.

2.2 Deep Neural Networks

Deep neural networks models have achieved remarkable results in computer
vision [12] and speech recognition [5] area. In natural language processing area,
many researchers used deep neural networks to learn word embedding [13] and
perform composition over the learned word embeddings for classification [4].
Bengio et al. proposed a feed-forward neural network with a linear projection
layer and a non-linear hidden layer to construct a neural language model [2].
The Collobert and Weston (C&W) model [3] is another neural language model
based on the syntactic context of words. It substitutes the center word of a sen-
tence by a random word to generate a corrupted sentence as a negative sample.
Mikolov et al. [13] proposed a neural language model to learn word distribution
representations including words semantics.

CNN model, which is initially invented for computer vision, has shown effec-
tive to natural language processing applications such as semantic parsing [25],
search query retrieval [18], sentence modeling [8] and other traditional natural
language processing tasks [4]. Kalchbrenner et al. [9] proposed a dynamic con-
volutional neural network (DCNN) model to handle the input sentences with
varying length and induced a feature graph over the sentence. Such model is
capable of explicitly capturing short and long-range relations. Kim [11] presented
two simple CNN models with little hyper-parameter tuning for sentence-level
classification.

3 Our Approach

In this study, we present a CNN-SVM combined model for sentiment analysis.
The system framework is shown in Fig. 1. Firstly, CBOW model is applied to
learn word embedding from a large collection of raw text. Secondly, a CNN model
is applied to construct distributed sentence representations for input labeled
data. Finally, the distributed sentence feature representations are used as the
features for SVM classifier training by learning the probability distribution over
labels.
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Fig. 1. Framework of CNN-SVM combined model.

3.1 Word Embedding Construction

Word embedding, wherein words are projected to a lower dimensional vector
space via a hidden layer, are essentially feature learners that encodes semantic
features of words in their dimensions. Mikolov et al. [13] introduced CBOW
model to learn vector representations which captures syntactic and semantic
word relationships from unlabeled text. The main idea is to predict a word by
using its surrounding words in a context. Each word is mapped to a unique
vector which is represented by a column in a matrix. The position of the word
in the vocabulary is the index of the word in the matrix. The input layer of
this model is the embeddings of surrounding words while the hidden layer is the
concatenation of the word embedding which is used as features for predicting
the target word in a sentence. Formally, given a sequence of words which are
belong to a sentence in training data w1, w2, . . . , wn, the target of this model is
to maximize the average log probability:

1
n

n−k∑

t=k

log p(wt|wt−k, . . . , wt+k) (1)

When the training converges, the words with similar semantic meanings are
likewise close in the lower dimensional vector space.
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3.2 CNN-Based Sentence Distributed Feature Representation

CNN is a kind of artificial neural network. Its weight shares network structures.
It makes CNN more similar to biological neural network, and reduces the com-
plexity of network model as well as the number of weight.

Fig. 2. A one-dimensional CNN with 2 filter widths.

As shown in Fig. 2, The one-dimensional CNN proposed by [11]1 is used for
constructing distributed sentence feature representations. It includes four layers,
namely input layer, convolutional layer, pooling layer, and fully connected layer.
Let wi ∈ R

d be the d-dimensional word embedding which is the i-th word in the
sentence. A sentence s of length n (padded when the sentence length is under
n) is represented as

s = [vz1 , · · · , vzm−1 , vw1 , · · · , vwn
, vz1 , · · · , vzm−1 ] (2)

The vector obtained by concatenation is regarded as the input of the CNN
model. A convolution operation involves a filter w ∈ R

hk, which is applied to a
window of h words to produce a new feature. The new feature is generated as
follows:

ci = f(w · si:i+h−1 + b) (3)

where w and b are parameters of CNN. f is a non-linear function. si:i+m−1 refers
to the i-th to (i + m − 1)-th column of s. All of the possible windows of words
in the sentence are applied to produce a feature map in the convolutional layer.

After convolution operation, a max-over-time pooling operation is applied
to the feature map. The pooling operation takes the maximum value ĉ in the
feature map c and takes it as the feature corresponding to the particular filter.
This operation constitutes the pooling layer and gets an m-dimension feature
vector where m is the number of filters. The CNN model uses multiple filters
with varying window sizes. These features are then transmitted to the last layer,
namely fully connected layer, whose output is the probability distribution over
labels.
1 https://github.com/yoonkim/CNN sentence.

https://github.com/yoonkim/CNN_sentence
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The pre-trained word embeddings are fine-tuned via back propagation in
the training processing of CNN model. Fine-tuning allows them to learn more
meaningful representations of words. If the words do not appear in the pre-
trained word embedding, they are initialized randomly. The vectors in the fully
connected layer of CNN are regarded as the distributed sentence feature rep-
resentations, and then these sentence representations are regarded as feature
vectors in a SVM classifier.

3.3 CNN-based SVMs Classifier

SVM is a kind of supervised machine learning model for classification and regres-
sion analysis. Given a set of training examples, each marked for belonging to one
of two categories, the SVM training algorithm builds a model that assigns new
examples into one category or the other. Thus, SVM is a non-probabilistic binary
linear classifier.

The CNN model for sentence classification, which is proposed by Kim [11],
used a fully connected softmax layer as the classification layer. However, this
classification layer is too simple to sentiment classification task. Fortunately, the
output values of CNN pooling layer can be regarded as feature vectors for the
input sentence. They may used as the input of other classifiers.

In this paper, we propose a CNN-based SVM classifier which treats CNN
as the automatic feature learner and SVM as the sentiment classifier. The out-
puts of CNN, the distributed feature representations for the input sentences, are
regarded as features in SVM. The SVM classifier is trained by using sentiment
labeled sentences. When this model is applied to sentiment classification, the
input sentences are transferred to distributed feature representations and then
fed to SVM classifier for classification. Such a combined model is expected to
combine the advantages of CNN and SVM.

4 Evaluation and Discussion

4.1 Experiment Settings

The dataset of NLPCC2014 Sentiment Classification with Deep Learning Tech-
nology Task (NLPCC-SCDL) is adopted to evaluate the proposed combined
sentiment classification model. The NLPCC-SCDL task is designed to evaluate
the sentiment analysis models based on deep learning. This dataset includes
Chinese and English product reviews (Chinese side and English side for short,
respectively) from multiple domains including book, DVDs and electronics. The
statistics of NLPCC-SCDL are given is Table 1.

As for the evaluation metric, the ones adopted in NLPCC-SCDL evaluation
are used here for fair evaluation and comparison. The metric is based on precision
(P ), recall (R), and F1 measure.

Let TP be the number of correctly classified positive samples, FP be the
number of the falsely classified negative samples, TN be the number of the cor-
rectly classified negative samples, and FN be the number of the falsely classified
positive samples. The metrics are defined as follows:
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Table 1. The statistics of NLPCC-SCDL dataset

Training set Test set

Positive Negative Positive Negative

English dataset 5000 5000 1250 1250

Chinese dataset 5000 5000 1250 1250

Ppos =
TP

TP + FP
Pneg =

TN

TN + FN

Rpos =
TP

TP + FN
Rneg =

TN

TN + FP
(4)

F1pos =
2 × Ppos × Rpos

Ppos + Rpos
F1neg =

2 × Pneg × Rneg

Pneg + Rneg

where the pos subscript refer to positive class and neg subscript refer to negative
class.

Furthermore, we use classification accuracy (Acc) in the training process
because single metric in the training process is helpful to parameter optimization
in our proposed model.

Acc =
TP + TN

TP + FP + TN + FN
(5)

For pre-trained word embeddings, in the Chinese experiment, we trained the
CBOW model by 50 million unlabeled Chinese sentences and finally obtained
399,059 word embeddings. In the English experiment, we use the publicly avail-
able vectors trained on 100 billion words from Google News by the CBOW model.
All of the word embeddings have dimensionality of 300.

The CNN model proposed by Kim [11] is used. Meanwhile, we use SVM
classifier with radial basis function in this experiment.

Four systems/algorithms are used as comparison systems. The first model is
based on sentiment knowledge features, labeled as Senti. The second model, TF ,
refer to the model using word frequency features. The third one is a CNN-based
model proposed by Kim which uses a fully connected layer as a classifier. The last
one, labeled as NLPCC − SCDLbest, refers to the system which achieves the
best performance in the NLPCC-SCDL evaluation [22]. For fair comparison, the
adopted labeled dataset and evaluation metric are the same as in NLPCC-SCDL
evaluation.

4.2 Experimental Results and Analysis

Training Stage. In the training process, the parameter optimization for CNN
and SVM are conducted through closed testing on training data with 5-fold cross
validation. Accuracy, Acc, is adopted in the training stage as the metric because
the single metric is helpful to speed the parameter optimization. In CNN model,
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Table 2. The parameter optimization results of CNN on training dataset with 5-fold
cross validation (Chinese Side)

Filter
Hidden unit

50 100 150 200

[1, 2, 3] 0.758 0.772 0.769 0.768
[2, 3, 4] 0.757 0.764 0.760 0.772
[3, 4, 5] 0.776 0.772 0.777 0.776
[4, 5, 6] 0.761 0.778 0.767 0.764
[5, 6, 7] 0.748 0.768 0.770 0.768
[6, 7, 8] 0.765 0.766 0.772 0.774

Table 3. The parameter optimization results of CNN on training dataset with 5-fold
cross validation (English Side)

Filter
Hidden unit

50 100 150 200

[1, 2, 3] 0.855 0.860 0.863 0.857
[2, 3, 4] 0.860 0.861 0.867 0.865
[3, 4, 5] 0.861 0.865 0.859 0.862
[4, 5, 6] 0.857 0.858 0.860 0.859
[5, 6, 7] 0.864 0.861 0.868 0.859
[6, 7, 8] 0.856 0.858 0.859 0.865

we adjust the parameter Filter and Hidden unit which Filter is the window
sizes of filter and Hidden unit is the number of each window size filter. The
product of Filter and Hidden unit is the size of feature vector which is the
output of CNN pooling layer. The parameter optimization results of CNN are
shown in Tables 2 and 3 on Chinese side and English side, respectively.

Table 2 shows that the classification accuracy on the Chinese dataset achieves
the highest value of 0.778 when Filter is set to [4, 5, 6] and Hidden unit is set
to 100. The highest accuracy value of 0.868 on the English dataset is achieved
when Filter is set to [5, 6, 7] and Hidden unit is set to 150. Since the size of
Filter and Hidden unit determine the time complexity of CNN model, these two
parameters are selected within the appropriate range. Hence, in testing process,
we let the parameter Filter be [4, 5, 6], Hidden unit be 100 and Filter be [5,
6, 7], Hidden unit be 150 of CNN for Chinese and English side, respectively.

In the process of parameters adjustment for SVM, the grid searching range of
each parameter is: σ =

[
10−3, 10−2, . . . , 102, 103

]
and C =

[
10−3, 10−2, . . . , 102,

103
]
. We tried 49 combinations on Chinese and English training dataset. The

highest accuracy is achieved when C is 0.1 and Gamma is 0.01 for Chinese
dataset, C is 0.01 and Gamma is 0.1 for English dataset, respectively.

Table 4 gives the closed testing results by our proposed model and the four
comparison models.

It is observed that our proposed model achieves the highest classification
accuracy on both Chinese side and English side. The 0.009 and 0.025 accuracy
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Table 4. Classification accuracy by different models on training datasets

Dataset Senti TF NLPCC2014 CNN-based Our model

Best Model

Chinese 0.663 0.700 0.714 0.769 0.778

English 0.756 0.814 0.792 0.843 0.868

Table 5. Performance on NLPCC-SCDL testing dataset

Dataset Model Positive Negative

P R F1 P R F1

Chinese dataset NLPCC2014 best 0.758 0.789 0.773 0.780 0.748 0.764

CNN-based model 0.759 0.796 0.777 0.781 0.749 0.764

Our model 0.766 0.806 0.785 0.795 0.754 0.774

English dataset NLPCC2014 best 0.856 0.866 0.861 0.864 0.855 0.860

CNN-based model 0.871 0.860 0.865 0.860 0.873 0.866

Our model 0.890 0.886 0.888 0.886 0.891 0.889

improvement on Chinese and English from the CNN-based model using fully
connected layer are obtained, respectively. This shows the contribution of CNN
and SVM combined model. Meanwhile, the achieved accuracy is obviously higher
than the ones achieved by the NLPCC − SCDLbest, Senti and TF . It is also
observed that the achieved accuracies on English side are higher than Chinese
side by all of the five tested systems. These results indicate that the sentiment
analysis of Chinese is more complex and difficult.

Testing Process. In the testing stage, we use the optimized parameters of CNN
and SVM. The final adopted parameters in testing stage are: Filter is [4, 5, 6],
Hidden unit is 100, C is 0.1 and Gamma is 0.01 for Chinese side and Filter is [5,
6, 7], Hidden unit is 150, C is 0.01 and Gamma is 0.1 for English side. For the
comparison CNN-based model, the same parameters are utilized. The achieved
performances on Chinese and English dataset by different models are listed in
Table 5. Noted that, the public evaluation metrics adopted in NLPCC-SCDL are
utilized here.

It is observed that our proposed CNN and SVM combined model outperforms
the CNN-based model and the NLPCC-SCDL best system. Compared to the
CNN-based model, the F1 values on positive and negative categories by our
model are increased for 0.8 % and 1.0 %, 2.3 % and 2.3 % on Chinese and English
datasets, respectively. This result clearly shows that contribution of our CNN-
SVM combined model by appending a SVM classifier.

Compared to the NLPCC-SCDL best system, our combined model obtains
obvious improvement. The increments of F1 values on positive and negative
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are 1.2 % and 1.0 % for Chinese dataset, 2.7 % and 2.9 % for English dataset,
respectively. The achieved performances are the highest one on NLPCC-SCDL
dataset, based on our knowledge. These results show the effectiveness of our
proposed model for sentiment analysis.

5 Conclusion

In this paper, we propose a CNN-SVM combined model for sentiment classifica-
tion. This model treats CNN as a feature learner which automatically learns the
feature representations for the input sentences. It is shown helpful to improve the
feature representation and feature learning. Moreover, the combined model takes
the advantages of SVM classifier on classification efficiency in order to improve
the classification capability of CNN. The experiment results on the NLPCC2014
Sentiment Classification with Deep Learning Technology Task dataset show that
our proposed combined model outperforms CNN model and the best system
in the NLPCC 2014 evaluation, which shows the effectiveness of our proposed
CNN-SVM combined model for sentiment classification.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (No. 61370165, 61203378), National 863 Program of China 2015
AA015405, Natural Science Foundation of Guangdong Province S2013010014475,
Shenzhen Development and Reform Commission Grant No.[2014]1507, and Shenzhen
Peacock Plan Research Grant KQCX20140521144507925

References

1. Baccianella, S., Esuli, A., Sebastiani, F.: Sentiwordnet 3.0: an enhanced lexical
resource for sentiment analysis and opinion mining. In: Proceedings of the Inter-
national Conference on Language Resources and Evaluation, LREC 2010, 17–23
May 2010, Valletta, Malta (2010)

2. Bengio, Y., Ducharme, R., Vincent, P.: A neural probabilistic language model. J.
Mach. Learn. Res. 3, 1137–1155 (2003)

3. Collobert, R., Weston, J.: A unified architecture for natural language processing:
deep neural networks with multitask learning. In: Proceedings of the 25th Inter-
national Conference on Machine Learning (ICML), pp. 160–167. ACM (2008)

4. Collobert, R., Weston, J., Bottou, L., Karlen, M., Kavukcuoglu, K., Kuksa, P.:
Natural language processing (almost) from scratch. J. Mach. Learn. Res. 12, 2493–
2537 (2011)

5. Graves, A., Mohamed, A.-R., Hinton, G.: Speech recognition with deep recur-
rent neural networks. In: Proceedings of the IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), pp. 6645–6649. IEEE (2013)

6. Huang, M., Ye, B., Wang, Y., Chen, H., Cheng, J., Zhu, X.: New word detection for
sentiment analysis. In: Proceedings of the 52nd Annual Meeting of the Association
for Computational Linguistics (ACL), pp. 531–541. Association for Computational
Linguistics, Baltimore,Maryland, June 2014



154 Y. Cao et al.

7. Joachims, T.: Text categorization with support vector machines: learning with
many relevant features. In: Nédellec, C., Rouveirol, C. (eds.) ECML 1998. LNCS,
vol. 1398. Springer, Heidelberg (1998)

8. Kalchbrenner, N., Grefenstette, E., Blunsom, P.: A convolutional neural network
for modelling sentences. In: Proceedings of the 52nd Annual Meeting of the Associ-
ation for Computational Linguistics, ACL 2014, 22–27 June 2014, Baltimore, MD,
USA, vol. 1, pp. 655–665 (2014). Long Papers

9. Kalchbrenner, N., Grefenstette, E., Blunsom, P.: A convolutional neural network
for modelling sentences. In: Proceedings of the 52nd Annual Meeting of the Asso-
ciation for Computational Linguistics (ACL), pp. 655–665. Association for Com-
putational Linguistics, Baltimore, June 2014

10. Kim, S.M., Hovy, E.: Automatic detection of opinion bearing words and sen-
tences. In: Proceedings of the International Joint Conference on Natural Language
Processing (IJCNLP), pp. 61–66 (2005)

11. Kim, Y.: Convolutional neural networks for sentence classification. In: Proceedings
of the 2014 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pp. 1746–1751, October 2014

12. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep con-
volutional neural networks. In: Advances in Neural Information Processing Systems
25: 26th Annual Conference on Neural Information Processing Systems 2012. Pro-
ceedings of a meeting held 3–6 December 2012, Lake Tahoe, Nevada, USA, pp.
1106–1114 (2012)

13. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed repre-
sentations of words and phrases and their compositionality. In: Advances in Neural
Information Processing Systems 26: 27th Annual Conference on Neural Informa-
tion Processing Systems 2013. Proceedings of a meeting held 5–8 December 2013,
Lake Tahoe, Nevada, USA, pp. 3111–3119 (2013)

14. Pang, B., Lee, L.: A sentimental education: sentiment analysis using subjectiv-
ity summarization based on minimum cuts. In: Proceedings of the 42nd Annual
Meeting of the Association for Computational Linguistics (ACL), 21–26 July 2004,
Barcelona, Spain, pp. 271–278 (2004)

15. Pang, B., Lee, L.: Seeing stars: exploiting class relationships for sentiment catego-
rization with respect to rating scales. In: Proceedings of the 43rd Annual Meeting
on Association for Computational Linguistics (ACL), pp. 115–124. Association for
Computational Linguistics (2005)

16. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up?: sentiment classification using
machine learning techniques. In: Proceedings of the ACL-02 Conference on Empir-
ical Methods in Natural Language Processing, vol. 10, pp. 79–86 (2002)

17. Salvetti, F., Lewis, S., Reichenbach, C.: Automatic opinion polarity classification
of movie. Colorado Res. Linguist. 17, 2 (2004)

18. Shen, Y., He, X., Gao, J., Deng, L., Mesnil, G.: Learning semantic representa-
tions using convolutional neural networks for web search. In: Proceedings of the
Companion Publication of the 23rd International Conference on World Wide Web
Companion, pp. 373–374. International World Wide Web Conferences Steering
Committee (2014)

19. Tang, D., Wei, F., Qin, B., Zhou, M., Liu, T.: Building large-scale twitter-specific
sentiment lexicon: a representation learning approach. In: Proceedings of the 25th
International Conference on Computational Linguistics (COLING), pp. 172–182
(2014)



Combining Convolutional Neural Network and Support Vector Machine 155
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Abstract. With the popularity of multi-modal data on Web, cross
media retrieval has become a hot research topic. Existing cross modal
hash methods assume that there is a latent space shared by multi-modal
features, and embed the heterogeneous data into a joint abstraction space
by linear projections. However, these approaches are sensitive to the noise
of data, and unable to make use of unlabelled data and multi-modal data
with missing values in the real-world applications. To address these chal-
lenges, in this paper, we propose a novel Multi-modal Deep Learning
based Hashing (MDLH) algorithm. In particular, MDLH adopts deep
neural network to encode heterogeneous features into a compact com-
mon representation and learn the hash functions based on the common
representation. The parameters of the whole model are fine-tuned in
supervised training stage. Experiments on two standard datasets show
that our method achieves more effective results than other methods in
cross modal retrieval.

1 Introduction

As the popularity of social media in the Web 2.0, the amount of multi-modal data
increases dramatically in recent years. For example, photos are usually associ-
ated with captions and tags, videos contain visual and audio signals, and tweets
often consist of text, images and videos. At the same time, when users acquire
and search through the Internet, they also want to get a comprehensive result
consisting of multiple media types. The traditional information retrieval system
only uses text as query input, so most information systems provide the image and
video retrieval based on text queries. With the rapid development of the mobile
equipment such as telephone and flat computer, users may perform queries using
image, audio and videos other than text. There is an emerging need to retrieve
and search similar or relevant data entities from multiple modals. To make the
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system possible for handling large amount of multimedia data, hashing based
methods have attracted increasing attentions due to the advantages in reduc-
ing both the computational cost and storage. A lot of work extended uni-modal
hashing into multi-modal setting [23]. Cross modal hashing maps data of differ-
ent modalities into the hamming space, in which the distance of similar objects
to be small. In the hamming space, all data are represented as hash codes and
can be searched quickly even for the databases with millions of data. Most previ-
ous cross modal hashing methods follow the assumption that multi-modal data
used for training are available in all the multiple modals and contain the same
‘semantic object’. So these works can not make use of unlabeled data or multi-
modal data with missing values. In realistic applications, the data in the Internet
is typically very noisy and may have missing modals. For example, the image
and text of a tweet may contain different semantics at all. Furthermore, given a
system supporting cross modal retrieval including text, image and audio, if the
data generated by users only contain text and image, they cannot be used for
modeling relationship among the three modals. Most previous works represent
multi-modal data through clustering [25], dictionary learning [22], which build
the corresponding maps pair-wise. When a new modal is added to the system,
the relationship of the new modal with each existing modal has to be learned
again. To address these problems, in this paper we propose a Multi-modal Deep
Learning based Hashing (MDLH) algorithm, which learn the common feature
space of different modalities using deep neural network. The multi-modal deep
learning can learn compact and robust ‘semantic’ representation of multi-modal
data, which is able to handle the noise and the missing modals of the data. The
experiments on two realistic datasets show that the proposed method can realize
cross modal hashing effectively. The rest of the paper is organized as follows: In
Sect. 2, we review the related work. Section 3 elaborates the method proposed in
this paper. In Sect. 4, we demonstrate the use of our approach for cross modal
retrieval and the experimental results. Finally, we conclude the work in Sect. 5.

2 Related Work

The work involves with cross modal hashing and multi-modal deep learning,
which will be reviewed in the following subsections.

2.1 Cross Modal Hashing

Hashing index can be categories into uni-modal hashing, multi-modal hashing,
and cross modal hashing. In the work about uni-modal hashing, the most well
known methods are local sensitive hashing [5] and spectral hashing [20]. Multi-
modal hashing compares the multi-modal features of data, and returns the search
results of each modal. For example, when retrieving an image according to multi-
modal (color, SIFT, BOW) descriptors, the multi-modal hashing projects each
feature into the hamming space and combines the multiple results together. Cross
modal hashing focuses on analyzing the relationship between modalities and
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provides cross modal query. For example, given the color feature of an image as
the input, the system returns the results according to SIFT descriptor. Here the
modal means feature or media type. So cross modal means cross feature or cross
media. The existing uni-modal data hashing includes two steps: First, project the
original data into low-dimensional space. Then, quantize the new representation
into hash codes. Under the unsupervised situation, many embedding methods
have been proposed, such as random projection [5], spectral decomposition [20].
Similarly, multi-modal data hashing includes two steps with more restrictions.
Bronstein [3] proposed the first cross modal hashing model CMSSH. Given two
modals, CMSSH learned two groups of hash functions that made the similar
data (in different modals) have smaller distance in the hamming space while
dissimilar data (in different modals) have larger distance in the hamming space.
CMSSH kept the relationship between data in different modals but ignored the
similarity in same modal. Kumar [10] extended the spectral hashing into multi-
modal setting and proposed CVH, which minimized the distance of similar data
both in the same modal and the different modals. MLBE [23] used probability
generative model to represent the data, and the latent factors learned were used
as the hash codes. There is no independent restrict of hash codes so the hash
codes may have high redundancy. Yu [22] adopted dictionary learning to rep-
resent data in different modals, and learned the hash function based on sparse
codes. The dictionaries of different modals were connected through the coupled
dictionary space. IMVH [8] kept both intra similarity and inter similarity of the
data. Song et al. [17] proposed Inter-Media Hashing which used a set of corre-
sponding image and text as the inter media to learn the relations of multiple
modals.

2.2 Multi-modal Deep Learning

Deep learning builds a layer network structure to simulate the human brain,
and learn representations for data from bottom to up. Each layer of the net-
work corresponds to a representation. Recently, deep learning is widely used
in many applications and achieves impressive results, including speech recogni-
tion [6], face recognition, image classification [9] and object recognition etc. The
representative deep learning including Deep Belief Networks [1], Auto Encoder,
Stacked Denoising Autoencoder, Deep Boltzmann Machine and Deep Energy
Model. Ngiam [12] used DBM to learn the cross modal representation of video
and audio data, and rebuilt the data of missed modality. Srivastava [18] proposed
a Deep Belief Network to learn representation of the multi-modal data. Sohn [16]
proposed an improved multi-modal deep learning model. These works focus on
solving the data rebuilding problem when part of the modality is missing. Our
work focuses on learning the relations between different modals and proposing a
semantic and common representation of multi-modal data. The work most sim-
ilar to ours is Wu [21], in which the deep learning is used to learn the optimal
combination of different modalities. Different from their work, we focus on learn-
ing a common representation of multi-modal data using deep neural network.
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3 The Multi-modal Deep Learning Based Hashing
Algorithm Methodology

In this section, we present the MDLH algorithm in detail. Figure 1 is the frame-
work of our method. First, the multi-modal features of multi-modal data are
extracted as inputs. Then, we use multi-modal deep learning method to learn
the common representation for them. Finally, the hash function of each modality
is used to map the data into the hamming space. In the following, the notations
and problem formulation are introduced first. Then, we give the model of the
multi-modal deep learning, followed by hashing function learning.

Fig. 1. Framework of the multi-modal deep learning hashing

3.1 Notations and Problem Definition

Given a set of multi-modal data O = O1, ..., Op, ..., OM (p = 1...M) consist of N
data from M modalities, where Op is the dataset in the p-th modal and opi is the
i-th datum in Op. We use Xp to represent the features of the p-th modal, and
Dp is the dimension of the feature space. Denoted the shared representation of
multi-modal data is S, the projections are defined as:

fp : Xp → Sp (1)

then, the data are mapped into hamming space using a linear projection:

gp : Sp → Hp (2)

The main idea of learning the hash functions goes as follows. Data of each individ-
ual modal are firstly converted into the representations for single modal, denoted
as Bp, which preserves the intra similarity. Data of all modals represented by Bp

are then mapped into a common space Sp where the inter-similarity is preserved
to generate hash functions. Finally, values of hash functions are binarized into
hamming space. Given a set of multi-modal data O and the training dataset
T = (xmi

i , x
mj

j )k, k = 1, ...,K, where xmi
i εOmi , x

mj

j εOmj are the features of omi
i

and o
mj

i separately. Lij = 1 if two data xj and xj belong to the same category
otherwise Lij = −1. The distance of the two data in the shared representation
is defined as:

d(xmi
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j ) = ‖smi
i − s

mj

j ‖2
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We formulate the problem to the following optimal problem with the object
function:

min
f

K∑

k=1

Lijd(xmi
i , x

mj

j ). (4)

3.2 Multi-modal Deep Learning

In this section, we describe the multi-modal feature learning model for the task of
shared representation learning, where the inputs are the features of each modal.
The multi-modal deep learning consists of two components: (1) feature learn-
ing for each single modal; (2) shared feature learning for multi-modal features.
Figure 2 is the deep neural network structure for the multi-modal deep learning.
The whole model is learned in three steps: First, the unlabeled data U of each
modal is used to pre-training the deep learning network using SDA (seeing 3.2.1).
Then, the multi-modal data O is represented using the SDA of each modal and
the outputs are inputted into RMB to learn the relationship between multiple
modals. Finally, the training data T is used to update the parameters of the
model.

Fig. 2. Multi-modal deep learning model

Feature Learning for Single Modal. The SDA (Stacked Denoising Autoen-
coder [19]) is adopted to pre-training the network, which adds noises into training
data based on autoencoder. Figure 3 is the process of a SDA. First, we construct
the noisy version of x through a stochastic mapping. Then the noisy version x′

is mapped through AE to a hidden representation y = ϕ(x′), where y is used
to reconstruct a clean version of x by z = ψ(y). Several DAs are stacked to
build a layer structure, where the output of the bottom layer is the input to
the higher layer. Once the encoding function is learned, encoding function is not
needed anymore. We use a non-linear one-layer neural network as the unit of
SDA, where the encode function is:

y = ϕ(x) = sigmoid(Qx + r) (5)

and decoding function is:

z = ψ(y) = sigmoid(Q′y + t) (6)
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Fig. 3. Denoising Autoencoder

Multi-modal Feature Learning. After learned the representation of each
modality, we use RBM (Restricted Boltz-mann Machine [15]) to model the rela-
tions between different modals and learn the shared representation of them.
A Restricted Boltzmann Machine is an undirected graphical modal with sto-
chastic visible unit v and stochastic hidden unit h. Each visible unit connects to
each hidden unit, but no connections within hidden variables or visible variables.
The structure of the model is shown in Fig. 4. The model defines the following
energy function E:

E(v, h; θ) = −aT v − bTh − vTWh (7)

where θ = {a, b,W} are the model parameters. The joint distribution over the
visible and hidden units is defined by:

p(v, h; θ) =
1

Z(θ)
exp(−E(v, h; θ)) (8)

where Z(θ) is a constant for normalization. The j-th hidden node is set to 1
with probability:

p(hj |v) = sigmoid(
1
σ2

(bj + WT
j v)) (9)

We minimize the loss function between reconstructed data using the model and
original data, and learn the parameter following [7]. After obtaining the shared
representation s by the multi-modal deep learning model, we can compute the
derivation of the objection function with respect to smi

i and s
mj

j as follows:

∂J

∂smi
i

= 2
K∑

k=1

Lij(smi
i − s

mj

j ) (10)

∂J

∂s
mj

j

= 2
K∑

k=1

Lij(s
mj

j − smi
i ) (11)

Then, we used online gradient descent [26] to update the parameter of the last
layer by:

W ← W − η
J

W
(12)

b ← b − η
J

b
(13)

where the derivative are computed as follows:
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Fig. 4. Restricted Boltzmann Machine
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Finally, we adopt back propagation [14] to update the parameter in the other
layers of the network.

3.3 Hashing Function Learning

Let us denote the shared representation for a data is s, the linear transformation
to hash code is:

g(s) = sign(PT s) (16)

where P is the projection matrix, s is the shared representation of data. Denote
S = [S1, ..., SM ] as the representation for all dataset. Since our representation
S is sparse, we follow the method in [22] to learn the projection matrix P by:

P =
√

MNΛ− 1
2 V Σ− 1

2 (17)

Algorithm 1. Multi-modal deep learning based cross modal hashing
Input:multi-modal data O,training data U, T
Output:projection fp,projection gp

1. for m = 1 : M
2. pretrainning the SDA for modality m
3. end
4. pretrainning the RBM
5. do
6. for k = 1 : K
7. (xi, xj) ← T
8. update the parameter W, b
9. update the parameter in the lower layer using back propagation

10. end
11. Untile object function convergence
12. Compute P using equation(17)
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where M and N are the number of modal and the multi-modal data, V and
Σ are the c largest eigenvalue and corresponding eigenvector of the matrix
Λ− 1

2 SSTΛ− 1
2 with Λ = diag(S). Algorithm 1 summarizes the multi-modal deep

learning based cross modal hashing. Given a new data, the hash code is gener-
ated by two steps: First, extract the feature of the data and use the multi-modal
deep learning to represent the data. Then, use the linear project function g to
compute the hash code of the data.

4 Experiments

We evaluate our method on two real-world datasets for cross modal similarity
search and analyse the results. In detail, the datasets consist of text and images,
and we use text as query to search similar images and image as query to search
similar texts. First, we introduce the dataset and the setting of the experiments.
Then we will show the results and compare the results with other methods.

4.1 Data Sets and Settings

Two datasets are used in our experiment: Wikipedia-Picture of the Day and
NUS-WIDE. All of them include two modals (pictures and text). Wikipedia [13]
includes 2866 multimedia documents collected from Wikipedia website, in which
each document includes one picture and at least 70 words. The dataset provides
the topic probability of each text on 10 categories (computed using LDA [2]).
Existing experiments used the topic probability as text features, which is too
sparse to be a suitable input to deep learning. So we extract the vector space
modal of each text as the feature. The feature of images use SIFT descriptor
[11] based on bag-of-visual word model, which quantizes the descriptors into
1,000 dimensional vectors. The NUS-WIDE dataset is a real-world image dataset
collected by Lab for Media Search in National University of Singapore [4]. It
includes 81 categories and 269,648 images. Each image corresponds to multiple
tags, and each image-text pair is annotated by at least one category. The image
is represented by 1000-dimensional bag-of-visual word of SIFT descriptors. And
the text corresponding to the image is represented by a 1000-dimensional vector
of tags.

4.2 Evaluation Metric

We use mean Average Precision [23] as the evaluation metric for effectiveness
in our experiment. The evaluation metric has been widely used in literatures
[23,24]. The mAP evaluates the performance of similarity search, which the
larger value indicates better performance and the similar results have high ranks.
Given a query and R retrieved instances, the average precision is defined as:

AP =
1
L

R∑

r=1

P (r)δ(r) (18)
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where L is the number of relevance instances in the result. P (r) is the accuracy of
top r instances. δ(r) is indicator function, which equals to 1 if the r-th instance
is relevant to the query or 0 otherwise. The mAP is the mean of all the AP s
and we set R = 100 in our experiments.

4.3 Compared Methods

We compared our method with other four cross modal hash methods. They
are CMSSH, CVH, LSSH and IMVH. CMSSH [3] constructed two groups of
linear hash function to keep similarity relationship between different modalities.
CVH [10] extended uni-modality spectral hashing to multi-modal, and kept the
similarity relationship between different modal and in the same modal. LSSH [24]
adopted matrix factorization and sparse coding to map text and image into the
latent factor space separately. IMVH [8] kept the interior and exterior similarity,
and added the distinctive into data belongs to different categories. CMSSH and
CVH generate different hash codes for different modals, but they make sure that
the hash codes in the same modal have the same length.

4.4 Results

Results on Wiki Dataset. We select 90 % of the dataset as training data, 5 %
as unlabeled data and the rest as the query set for MDLH. Other methods use the
95 % of the dataset (training data and unlabeled data for MDLH) as training
data and the rest as the query set. The mAP of our method and compared
methods on Wiki dataset are shown as Table 1. We can observe that MDLH
outperforms most of the methods on two cross modal similarity search tasks. The
results of existing work reported better performance on task ‘Text query Image’
than task ‘Image query Text’, because they used topics rather than words as the
text feature so the text queries are represented as the 10 topic, which simplify the
research problem. Furthermore, we report the Top-N precision curve of results
on Wiki dataset in Fig. 5, which reflects the change of precision with respect to
the number of retrieved instances.

Results on NUSE-WIDE Dataset. Some categories in NUSE-WIDE are
scarce, so we select 8 categories that contain more instances than the other cate-
gories. We select 90 % of the dataset as the training data, 5 % as unlabeled data,
and 5 % as the query data for MDLH. The mAP of all the methods on NUW-
WIDE dataset is shown in Table 2. The performance of all methods increased to
some degree on NUS-WIDE dataset.

Results on Noised Dataset. To evaluate the robustness to noise of each
method, we add noises into Wiki and NUS-WIDE datasets separately, and com-
pare the performance on the noise dataset. For Wiki and NUS-WIDE dataset, we
select a category randomly as the source of noise separately. Some pictures and
words from them are selected randomly as noise adding to the rest of the data.
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Table 1. The mAP of different methods on Wiki dataset

Task Method Hash code length

16 32 64

Image query Text CMSSH 0.3183 0.3275 0.2750

CVH 0.3140 0.3345 0.2760

LSSH 0.3730 0.3940 0.3887

IMVH 0.3812 0.3921 0.3879

MDLH 0.3919 0.3940 0.4030

Text query Image CMSSH 0.3321 0.3173 0.3147

CVH 0.3005 0.3322 0.3107

LSSH 0.3552 0.3559 0.3545

IMVH 0.3642 0.3624 0.3644

MDLH 0.3840 0.3729 0.3604

Table 2. The mAP of different methods on NUS-WIDE dataset

Task Method Hash code length

16 32 64

Image query Text CMSSH 0.4405 0.4389 0.3934

CVH 0.3756 0.3729 0.3619

LSSH 0.4517 0.4437 0.4460

IMVH 0.4520 0.4489 0.4446

MDLH 0.4526 0.4537 0.4555

Text query Image CMSSH 0.4113 0.3984 0.3722

CVH 0.3805 0.3629 0.3899

LSSH 0.4271 0.4178 0.4143

IMVH 0.4189 0.4250 0.4130

MDLH 0.4496 0.4478 0.4485

Fig. 5. Top-N precision of different methods on Wiki dataset



166 W. Qu et al.

Fig. 6. The mAP of different methods with and without noise

In Wiki dataset, we select 2 % of the text and one picture as noise each time. In
NUS-WIDE dataset, we select one tag as the noise. Figure 6 is the performance
before and after adding noises. It shows that our method is robust to noise than
other methods.

5 Conclusion

In this paper, we proposed a multi-modal deep learning based cross modal hash
learning method. The multi-modal deep learning is used to model the relation-
ship between multiple heterogeneous data and learn a shared representation of
the multi-modal data, which is robust to noise and easy to extend to multiple
modals. The experiments on two realistic dataset show that our method rep-
resenting the multi-modal features effectively. In future, we will focus on the
multi-modal deep learning for media types such as audio, video.
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Abstract. Retweeting often leads to fast and wide information
propagation in microblogs. There has been research concerning predict-
ing users’ retweeting behavior. However, it lacks of in-depth investiga-
tions on key features that contribute to the prediction accuracy. In this
paper, we systematically examined four types of features: followee (the
user who posted tweets) features, follower features, tweet features and
interaction features in terms of their contribution to retweeting predic-
tion accuracy. We collected Sina Weibo data and ranked the features
extracted from original data on importance by using an information gain
method. There were twelve features showing significant association with
the retweeting predictive accuracy through lots of experiments. Experi-
mental results showed that using these twelve features, we could train a
novel predictive model and achieved the predict accuracy up to 98 %.

Keywords: Retweet · Social network · Tweet · Information propagation

1 Introduction

Due to the data richness and public availability of various microblogging system,
researchers have been using such systems to investigate how and why certain
information triggers people’s attention and relaying this information [1]. Sina
Weibo is a microblogging service that provides its users with an information
sharing platform, and retweeting is widely accepted as an information propaga-
tion form [2]. Researchers have been interested in using retweeting related data
to study how information propagates in social networks.

Petrovic et al. [3] predicted if a tweet would be retweeted using a machine
learning approach based on the passive-aggressive algorithm and Li et al. [4] pro-
posed a novel approach to predict the retweet count of a tweet, not predicting if
a tweet would be retweeted by a given follower. Lee et al. [5] addressed how to
actively identify and engage the right strangers at the right time on social media
to help effectively propagate intended information within a desired time frame,
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but they didn’t study retweeting behavior in depth. The properties of retweets,
relating these to the friend-follower graph and to message propagation speeds,
was preliminary studied [6]. Suh et al. [7] just examined 9 feature including
url, hashtag, mention, follower, followee, days, status, favorite, retweet, build-
ing a predictive retweet model. A novel model was constructed to capture the
three major properties of information diffusion: speed, scale, and range in the
study carried out by Yang et al. [8], and they just predicted information diffu-
sion roughly and didn’t care who retweet it. Ota et al. [9] discovered Twitter
users who retweeted many tweets by overlapping propagation paths of retweets.
The influence of users in Twitter was analyzed, using three different measures
including indegree, retweets, and mentions [10,11]. Bao et al. [12] found that the
popularity of content was well reflected by the structural diversity of the early
adopters, and they mostly considered tweet contents.

In this paper, we are interested in investigating such questions as: Given an
original tweet from some one, how to predict who will retweet it among his/her
followers? What are the features that contribute significantly to such a predic-
tion? As discussed above, the novelty in this study is that this work is focused
on not only tweet contents but also user behaviors. Besides, a comprehensive
features in follower-followee relations are considered.

The rest of the paper is organized as follows: in Sect. 2, we describe the
four types of features: followee features, follower features, tweet features and
interaction features. In Sect. 3, we describe data set and data preprocessing, and
present our experiments and analyse results. In Sect. 4, we present the conclusion
of our research and future works.

2 Features

We divide the related features into four distinct categories: followee features,
follower features, tweet features, and interaction features. The followee features
refer to the properties related to the authors of original tweets. The follower
features describe the properties of followers. The tweet features include various
statistics about the tweet contents. The interaction features reflect interactive
properties between followees and followers. The detailed components of each
category are introduced in the following sections.

2.1 Followee and Follower Features

Both the followee and follower features indicate user properties. They share
common properties. We use the following features for user features: number of
followers, number of friends, number of statuses, number of favorites, number
of bi-followers, url, verification, language, length of name, length of description,
days, province, city, gender and user influence.

Next, we explain some features except that the features easy to understand.
The number of statuses is the number of the tweets posted. Bi-followers indicates
that the user A follows the user B and the user B also follows the user A.
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Verification is used by SinaWeibo mostly to confirm the authenticity of celebrity
accounts. Sina Weibo has three languages setting: simplified Chinese, traditional
Chinese and English. The length of name/description is the count of characters
contained. Days indicate the length of registration time. Province and city show
where the user locates. In general, we regard a person who has a number of
followers and a few friends as influential, so we define user influence:

UI =
countOfFollowers

countOfFriends + 1
. (1)

2.2 Tweet Features

We use the following features for tweet contents: number of hashtags, number of
URLs, number of pictures, number of @ and length of the tweet. The length of
the tweet indicates the count of actual words in the tweet.

2.3 Interaction Features

There is a type of retweeting involved in conversations. When a follower com-
ments on a tweet, she/he can use retweeting with a comment. Close friends often
have more interactions than normal acquaintances do. We hence take relations
between followers and followees into consideration for reflecting such a property
in this study. Firstly, if two users (follower-followee pair) share more friends,
they are likely to form more conversations. Second, if a followee also follows
some his/her followers, intuitively such relations are stronger than one-sided fol-
lowings, then it is more likely that retweets happen among them. Since we can
extract user locations from weibo log, it is possible to define the distance between
followees and their followers. Being geographically close implies that there are
activities that two users can both attend, which in turn promotes interactions.
Therefore, in this study, distance is considered as a feature in the predication
task. If they don’t live in the same province, we define the distance to be far; If
they live in the same province, but in different cities, we define the distance to
be medium; If they live in the same city, we define the distance to be near. As we
know weibo users’ genders, we use this information to add to follower/followee
relations with one of the following gender properties: ‘mm’ (a followee’s gender
is male and his/her one follower’s is also male), ‘mf’, ‘fm’ and ‘ff’. As described
above, we know some user features whose value are numeric, so the ratio of the
two numbers forms a new feature such as the ratio of the count of their followers.

3 Experiments

We compare different performance of five popular classifiers: BayesNet, IBk
(KNN), Logistic (Logistic Regression), RandomForest and J48 (C4.5). We use
WEKA [13] implementation of these algorithms and train these classifiers to pre-
dict the probability of a person to retweet and classify a follower as a retweeter
or non-retweeter.
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3.1 Data Set

Our data which collected from Sina Weibo contain the following information.
For a user, we can get his/her name (screen name), location, description, gender,
registration date, number of followers and friends and so on. For a tweet, we can
get the author of the tweet, time when the user posted the tweet, the content
of the tweet, and whether there are pictures contained in the tweet. If the tweet
contains a retweet, we can get same information as above. If the tweet doesn’t
contain a retweet, it is original. Here the tweets we experiment are all original.

3.2 Preprocessing

For preprocessing, we first extract the retweets from our data. Second, using the
information attached to these retweets, we identify the followee of each tweet. For
each such followee, we also identify the followers who retweeted the message, and
who did not. Finally we calculate the values of the corresponding features, and we
get 621,261 retweet samples and 615,823 non-retweet samples after preprocessing
such as duplicate removal and normalization (values are normalized into the
range [0,1]). The ratio of the positive and negative samples is roughly 1:1, which
we deliberately to do in order to handle class balance because of having enough
data. We randomly split the sample set into training set (containing 80 % data)
and testing set (containing 20 % data).

3.3 Predictive Models with All Features

Predicting is a binary classification task. Each sample is assigned a label 0 (will
not be retweeted) or 1 (will be retweeted). We use three metrics to assess pre-
diction accuracy: precision, recall and F-Measure (F1 score).

We use 51 features in total, including 15 followee features, 5 tweet features, 15
follower features and 16 interaction features. Through the calculation of eigen-
values, we get a 52 dimensional feature vector from each sample, and each com-
ponent represents the corresponding eigenvalue and the last component is a label
(0 or 1).

Table 1. The performance of classifiers with 51 features on negative & positive samples

Classifier Precision(N) Recall(N) F1(N) Precision(P) Recall(P) F1(P)

BayesNet 0.871 0.956 0.912 0.952 0.86 0.904

IBk 0.946 0.973 0.96 0.973 0.945 0.959

LR 0.781 0.828 0.804 0.818 0.77 0.793

RandomForest 0.967 0.986 0.976 0.986 0.967 0.976

J48 0.976 0.995 0.986 0.995 0.976 0.986

Table 1 shows different performance of five classifiers on the task of predicting
who will retweet or not. These classifiers use all the features introduced above.
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We find that the performance of BayesNet, IBk and Logistic on negative samples
are better slightly than their performance on positive samples. The performance
of RandomForest and J48 on negative samples are as the same as their perfor-
mance on positive samples. It is worth noting that using J48 gives us the best
performance.

3.4 Features Rank

Information gain [14] measures the number of bits of information obtained for
category prediction by knowing the presence or absence of a term in a document.
The information gain of term t and category ci is defined to be:

IG(t, ci) =
∑

c∈{ci,c̄i}

∑

t′∈{t,t̄}
P (t′, c) · log

P (t′, c)
P (t′) · P (c)

(2)

Using the above formula, we get the information gain value of each feature
and rank these features in Table 2. By comparing followee features and follower
features, we find that the top six features in this table are all followee features
and followee features generally rank higher than follower features, which reveals
the discrimination of followee features is stronger than follower features for pre-
dicting retweeting. The highest one in follower features is the seventh feature.
The countOfStatuses-ratio, a interaction feature indicating the ratio of two num-
bers of tweets the followee and his/her follower posted, gets a high score. The
count of words in a tweet is also a good feature for predicting retweeting.

3.5 Predictive Models Combining Top 12 Features

Based on the rank of characteristic importance in Table 2, we take the top 1
feature, the top 2 features, ..., the top 51 features in turn to train the model J48
and test F-Measure, and we use the results to draw Fig. 1.

When selecting the top several features, the experimental results should be
poor theoretically. But why the test results show very good in Fig. 1? Because
of selecting less features, duplicate sample data get more and we need to remove
duplicate sample data further. But negative and positive samples data are seri-
ously unbalanced this moment. Then we train and test the model J48 with these
data, and the model will predict all the testing set as only one class, which mak-
ing the results good but making little sense. When selecting the top 8 features,
we get 78,551 negative samples and 348,905 positive samples. When selecting the
top 9 features, we get 189,503 negative samples and 386,174 positive samples.
The number of positive samples is probably double than that of negative samples,
and its test result may be considered but not high. Along with the increasing of
features selected, we find that its F-Measure is the highest combining the top 12
features and the results change little after that.

Therefore, we select the top 12 features containing 8 followee features, 2
follower features, 1 tweet feature and 1 interaction feature, and their information
gain values are all above 0.2. We use the above five models to train and test
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Table 2. The rank of 51 features

Rank Value Feature Feature type

1 0.67632224834 countOfFollowers Followee

2 0.67272397255 UI Followee

3 0.66938223867 countOfStatuses Followee

4 0.56668758481 countOfFriends Followee

5 0.56553721581 days Followee

6 0.5146334176 countOfBi-followers Followee

7 0.3574061351 countOfStatuses* Follower

8 0.29301535422 countOfStatuses-ratio Interaction

9 0.29101604674 days* Follower

10 0.27644664725 countOfFavourites Followee

11 0.27014883961 lengthOfDescription Followee

12 0.23186336321 lengthOfWeibo Tweet

13 0.19083291706 countOfUrl Tweet

14 0.17600458998 countOfFollowers* Follower

15 0.1430282011 countOfFriends* Follower

16 0.12931032668 lengthOfName Followee

17 0.10582461682 countOfFollowers-ratio Interaction

18 0.10351842687 days-ratio Interaction

19 0.1024747354 followers-friends-ratio Interaction

20 0.08748018856 countOfBi-followers-ratio Interaction

21 0.08693831043 lengthOfName-ratio Interaction

22 0.07943772309 countOfHashtag Tweet

23 0.07413644717 countOfAt Tweet

24 0.06750722606 countOfBi-followers* Follower

25 0.06688156827 countOfFriends-ratio Interaction

26 0.06068202909 lengthOfDescription-ratio Interaction

27 0.04789192071 province Followee

28 0.04786854032 UI* Follower

29 0.0455341243 countOfFavourites* Follower

30 0.04465197059 distance Interaction

31 0.04429440811 verified-both Interaction

32 0.03972143287 verified Followee

33 0.03570689635 lengthOfDescription* Follower

34 0.03479733741 lang-both Interaction

35 0.03434400742 lang Followee

36 0.03296798905 city Followee

37 0.02548126363 countOfFavourites-ratio Interaction

38 0.02525829954 countOfShareRel Interaction

39 0.02163512059 url-both Interaction

40 0.02121072136 url Followee

41 0.02047033515 is-bi-follower Interaction

42 0.01593060344 gender-both Interaction

43 0.01171595753 gender* Follower

44 0.00556299078 verified* Follower

45 0.00304261666 countOfPic Tweet

46 0.00252591821 province* Follower

47 0.00239673417 lengthOfName* Follower

48 0.00093883209 city* Follower

49 0.00010915641 lang* Follower

50 0.00001041463 url* Follower

51 0.0000000028 gender Followee
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Fig. 1. The performance of the model J48 along with the increase of features one by
one. Here vertical axis represents the F1 scores and horizontal axis represents the count
of features from 1 to 51.

as well. Because we only use these 12 features, the sample set need to further
process. We get 599,958 positive samples and 573,638 negative samples after
removing duplicate data. Table 3 shows that J48 is still the best one of all and
its result is better sightly than before, which may resulting from data reduction.
So we draw the conclusion: J48 is the best predictive model with the top 12
features.

Table 3. The performance of classifiers with 12 features on negative & positive samples

Classifier Precision(N) Recall(N) F1(N) Precision(P) Recall(P) F1(P)

BayesNet 0.866 0.982 0.92 0.98 0.854 0.913

IBk 0.975 0.986 0.981 0.986 0.976 0.981

LR 0.791 0.772 0.782 0.786 0.804 0.795

RandomForest 0.977 0.995 0.986 0.995 0.977 0.986

J48 0.978 0.999 0.988 0.999 0.978 0.988

4 Conclusions

Retweeting is a key mechanism for information progagation in microblogs. To
understand what features playing a key role in retweeting prediction, we inves-
tigated a total number of 51 features that have potential relationship with the
retweetability. By comparing five classifiers with 51 features, we identified the
best model. We also got 12 most important features by means of information
gain method and the best classifier’s experiments. For a given tweet of a given
user, we could use our predictive model to predict who will retweet or not among
his/her followers with up to 98 % accuracy.
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Nevertheless, there are other aspects worth investigating in this work. First,
because the contribution of each feature to the classification is different, we may
consider to assign weights to different features. Second, we may further study
tweets content, for example, what is the theme of a tweet, and their followers
prefer to forward which type of tweets.
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Abstract. A task of primary importance for social network users is
to differentiate whom and what to trust among large information. The
trustworthiness of the users is often tantamount to the reliability of the
information they provide. In this paper we focus on automatic methods
for assessing the credibility of a given pair of users. Specifically, we estab-
lish a model to classify them as credible or not credible, based on features
extracted from them. We test our model on three real world dataset Epin-
ions, Slashdot and Wikipedia, the results indicate that although we only
knew tiny information about a user, we can infer their relationship with
higher accuracy compare to other researchers.

Keywords: Social networks · Trust · Em algorithm · User features

1 Introduction

With the rapid development of social networks, there are more and more people
use internet to create content and share information. For example, More than
1 billion unique users visit YouTube each month and about 72 hours of video
are uploaded to YouTube every minute. As so much user content created, it is
necessary for users to discover, evaluate, and select sources of information that
are worth their attention from a vast pool of potential choices. Trust, which
provides information about from whom we should accept information, and with
whom we should share information, can help a user to make decisions, sort and
filter information.

Fortunately, the emergence of social networks has allowed users to indicate
whom they trust and distrust, creating links between users in the network. For
instance, In the Epinions platform users can flag another user as “trustworthy”
or “untrustworthy”. However, a given user likely knows only a small fraction of
the people with whom he/she will interact in a large network, thus the user has
no knowledge of how trustworthy most people are. To handle this, methods are
needed for inferring trust between users who do not know one another directly.

There are a number of existing algorithms for inferring trust in social networks
[1–4], roughly divided into two groups: unsupervised methods [1,3] and supervised
methods [2,4].Unsupervisedmethods such as trust propagation [1] andpath- prob-
ability [3] can infer trust relations for two indirectly connected users. However, the
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power law distribution indicates that the available trust relations may not make
great effect to assure the success of these methods [4,5]. While supervised method
predict uses relationship by extracting features from available sources. Because
of the lack of available information, the question of finding suitable features
becomes difficult. In [2], they use features based on theories of social balance
combine with user degree features, their results show that the signs of links
between users can be predicted with high accuracy. We go a step further than
existing works by exploring more efficient and effective user features, especially
our model can predict negative relationship between users with a higher accuracy
which is found more harder to improve when use real and unbalanced data.

In additionally, many computational approaches use the vast sociological and
psychological literature on human behavior as their foundations. Recent studies
have analyzed the structural balance- and status-based models in the social
media data [2], and some researches also considered social theories of homophily
effect for trust prediction [6]. In this paper we focus on the homophily theory
which is one of the most important theories that attempt to explain why people
establish trust relations with each other [7]. As the homophily effect suggests
that similar users have a higher likelihood to establish trust relations, we use
trust score which is computed by using trust score-rank algorithm to indicate
users similarity globally. The trust score-rank algorithm adapts Geo-locating
trust algorithm [8] in order to deal with the problem of correctly estimating
the trustworthiness of the users, globally computes a ranking of the users which
represents users trustworthiness in a social network.

We contribute to this area a new algorithm which regarding both users’ global
and local features for effectively predicting trust and distrust in social networks.
We evaluate the performance of our algorithm on three real-world datasets, and
the experimental results show accuracy and universality of the algorithm. The
remainder of this paper is organized as follows: In Sect. 2, we review related
works. Next, Sect. 3 introduces the dataset used in the experiments. We intro-
duce our models as well as the estimation algorithm in Sect. 4. We present the
experimental results in Sect. 5. Finally, conclusions and future work are discussed
in Sect. 6.

2 Related Work

People form links, both positive and negative, to indicate friendship or hostility,
support or disapproval in a social network. For a given link in a network, there are
positive and negative edges according to whether the edge expresses a positive
or negative attitude from the link generator to link recipient. Works dealing with
the signed networks are [2,3,9,10]. In [10], they analyze the different between
users negative and positive interaction, and which characteristics have effect on
the networks with positive and negative implication, whereas in [2,3,11], authors
studied the problem of classifying the edge sign in a social networks.

In a signed or unsigned network, user has his/her own trustworthiness in
a global view. How to define a reasonable measurement to distinguish different
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user trustworthiness, as well as how to handle the negative trust score in a signed
network and last but not least how to maintain users true trustworthiness against
some adversarial or spam users. Recently, many PageRank and HITS variants,
such as reputation-based ranking [8] and PolarityRank [8] algorithms, have been
proposed to deal with negative edge problem. Furthermore, some algorithms also
compute both prestige and bias of nodes in trust network [12]. To the best of
our knowledge, none of them is used as a node characteristic as we do to predict
trust relationship between users.

3 Data Description

In this section, we briefly introduce the data of our experiment. Following [2]
we used three large online social network datasets to test our methods. All the
networks where each link is labeled as positive (trust) and negative (distrust)
are provided by the Sanford Large Network Datasets Collection1.

Epinions is a product website where users can write reviews. Users may
author reviews, rate the reviews of other authors, and they are connected with
trust or distrust based on the ratings and reviews. The network has 119,217
nodes and 841,200 edges, of which 85 % are positive. About 80,000 uses received
at least one link edge, while over 49,000 users have both created and received a
link from another user.

Slashdot is a technology news site with news updated every day. Users
can comment the news as well as can rate each other as friend or foe. In this
signed network as Epininons, friendship means that a user likes another user’s
comments, while a foe relation means the opposite way. We treat those as positive
and negative trust ratings. The dataset contains over 82,144 users and 549,202
links of which 77.4 % are positive. Among them over 70,000 users received one
trust or distrust edges and there are about 32,000 users with at least one in- and
out- link.

Wikipedia provides a multitude of opportunities for large-scale online knowl-
edge collaboration is the largest and most popular general reference work on the
Internet. It has a set of elected moderators who help maintain it by monitoring
the site for controversy and quality. The network we study corresponds to the
election of Wikipedia users for promoting a user whether to admit the modera-
tor. A signed link in this network indicates a positive or a negative vote by one
user on the election of another user. There are 7,118 nodes and 107,080 edges
of which 78.7 % are positive in this network and about 2,700 nodes received at
least one edge and over 1,300 users created and received non-zero links.

4 Predicting User-Relation

For a given directed network G < V,E >, in which V is a set of nodes and E is a
set of directed edges, with an edge sign either positive or negative, we use s(u, v)
indicates the sign of edge e(u, v) from u to v. If the sign of e(u, v) is positive then
s(u, v) = 1, while if the sign of e(u, v) is negative then s(u, v) = −1, otherwise
s(u, v) = 0.
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4.1 Node Features

Node-Degree Feature. Each user in a directed network has its own features,
in which some of them are easily to be accumulated. We extracted two groups
of users’ local features based on their degree as follows to predict the sign of
s(u, v) between u and v. The features of first group as G1 which is like Leskovec
[2] include pout (positive out-degree of a node), nout (negative out-degree of a
node) and tout (total out-degree of a node) of node u, and pin (positive in-degree
of a node), nin (negative in-degree of a node) and tin (total in-degree of a node)
of v, together with CMu,v which denote the number of neighbors that u and v
have in common in a undirected sense. The second group features as G2 consist
of noto and niti of u and v as: noto = nout/tout and niti = nin/tin. These
two features present the negative features of a node which make sign predicting
more accuracy when predict the negative relation between users.

Node-Topology Feature. As [2], we consider each triangle involving the edge
e(u, v), consisting of a node w with two edges one of them is either from u or to
u and the other edge is also either from v or to v. Since the edge sign has two
different values either positive or negative, so there will be 2*2*2*2=16 possible
triangle type composed by three nodes with the edge in either direction and of
either sign between u and w and also with the edge between w and v. Compare
to balance theory and status theory, each of the trial type provides different
evidence about the sign of edge of u and v, some tending a negative sign and
some tending a positive sign. So we use 16 features as G3 based on node topology
to form a 16-dimensional vector to describe the trial.

Node-Global Feature. Based on the social theory of homophily, we know that
users with higher similarity have a higher likelihood to trust each other. We use
confidence score to indicate users credibility globally which is calculated by the
algorithm as shown in Table 1.

scoren = In +
n∏

i=0

Dmax−iscoremax (0 < D < 1) (1)

D denotes a decreasing parameter, which is related to pin of current node and
the distance between current node and the node with highest pin. Then, we use
G1 features and users’ confidence score to compute the similarity between users
and we use EM algorithm [13] to cluster uses into different groups, for example,
user u belongs to cg(u).

4.2 Method

Since the triad features are relevant only when u and v have neighbors in com-
mon, it is natural to expect that they will be most effective for edges of greater
embeddedness (CMu,v). We therefore consider the performance restricted to
subsets of edges for different levels of minimum embeddedness. Based on mini-
mum value of CMu,v, each dataset has three conditions: embed0, embed10 and
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Table 1. Algorithm of computing users’ confidence score

Algorithm: Computing users’ confidence score

Input: A directed network and initial confidence score In

Output: Nodes’ confidence score value

Step1: Select the nodes with highest pin and assign In as their initial
confidence score

Step2: From the nodes with highest score, use breadth-first search
algorithm (the direction of search algorithm is from positive) and
Eq. 1 to calculate confidence score of other nodes, and for a node
v if the new scorev is unequal to the old scorev, check the total
score of v’ neighbors and update scorev

Step3: Check if each node has been searched, if so go to step 4; otherwise
select nodes with highest pin and assign a new In as their
confidence score, then go to step 2

Step4: Output score of each node

embed25. We use a logistic regression classifier to combine users’ local and global
features with users’ group into an edge sign prediction. Logistic regression learns
a model of the form

P (s|x) =
1

1 + e−(b+
∑n

i=1 bixi)
(2)

where x is a vector of features (x1, . . . , xn) and b0, . . . , bn are the parameters
we estimated based on the training data. The specific experimental steps are as
follows: First, we utilized EM cluster algorithm using G1 and users’ confidence
score features to cluster users into different groups. Second, we used 12 feature
classes for our machine-learning approach to this problem. For a unknown rela-
tion from user u to v, Table 2 shows the details of each feature vector used to
predict the sign between them.

5 Experimental Results

We used leave-one-out cross-validation to predict the sign of edges. Moreover,
accuracy and the area under the ROC curve (AUC) were used as evaluation met-
rics. The classification accuracy is shown in Fig. 1, where results are described for
the three datasets, for the 12 classes features separately, and for different levels
of minimum CMu,v. Several observations stand out. First, the best accuracy of
classification was by using G11 which combines both local and global features
of users. Compared to the result of G7, which is the best of [2] for embed25, the
accuracy increases 1.28% (Epinions), 1.76% (Slashdot) and 2.34% separately.
In addition, Table 3 shows the accuracy of G11 and G7 (Baseline) for embed25.
This suggests that edge signs can be meaningfully in terms of both local and
global properties, and these are without complex information such as gender or
status of users. Second,the G0 feature performs well than the G1 and G3 features.
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Table 2. Features of different feature vectors

Name Including features

G0 cg(u), cg(v)

G1 CMu,v, poutu, pinu, toutu, pinv, ninv, tinv

G2 notou, notov, niniu, niniv

G3 16 different conditions from u to v through w

G4 G1+G2

G5 G0+G1

G6 G0+G1+G2

G7 G1+G3

G8 G2+G3

G9 G0+G1+G3

G10 G1+G2+G3

G11 G0+G1+G2+G3

This indicates that the cluster of users can play an essential part in predicting
users’ relation. Finally, it is also noteworthy with G2 the accuracy increases sig-
nificantly when compare the results of G8 and G10 with G9 and G11. This shows
noto and niti are useful for edges prediction, especially negative sign prediction.

Fig. 1. Accuracy of predicting trust between users by using different feature vectors
(a,b,c corresponds to Epinions, Slashdot, and Wikipedia respectively).

In all experiments we reported the average accuracy and estimated logistic
regression coefficients over 10-fold cross validation. If not stated, we limit our
results with minimum embed25. When evaluating using AUC rather accuracy,
the various forms of logistic regression have AUC of approximately 97 % on the
three datesets. To estimate the impact of cluster number on edge prediction, we
analyze the accuracy of G5 when use different cluster number, as illustrated on
Fig. 2. We can note that the accuracy gradually increases with the increase of
cluster number. However, after reaching a certain value it presents downtrend.
This may be due to the increasing number of cluster which will lead to unobvious
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Table 3. Accuracy of predicting trust and distrust on three datasets

Accuracy Epinions Slashdot Wikipedia

Trust accuracy of G11 98.27 % 94.87 % 94.93 %

Distrust accuracy of G11 62.68 % 55.53 % 50.53 %

Total accuracy of G11 93.04% 85.97% 85.35%

Total accuracy of G7 91.36 % 83.88 % 81.28 %

differentiation between users. We roughly choose twenty as the clustering number
of all datasets.

Fig. 2. The relationship between clustering number and trust prediction accuracy

6 Conclusion

Internet allows users to provide and share information during the interaction
with each other, however, they lack the clues that they have in the real world
to determine whom they should trust. By casting this as a problem of sign
prediction, this paper proposed a machine learning method to predict the trust
and distrust relationship between users, only based on users’ features. We have
shown that similar users have a higher likelihood to establish trust relations.
According to these feature and other local prosperities of users, we can predict
user relation automatically with high accuracy. We also test the robust of our
model, it suggests the accuracy of prediction doesn’t depend on the training
dataset.

There are a number of further implementation can be done in future. For
example, this work can be used to filter junk message from distrust users, and to
ensure safety of internet, and to recommend things to people liked by they trust.
For future work, we plan to extend the experiments to undirected network, to
balance network (eg. with equal number of positive and negative edges), and to
explore more effective features.
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Abstract. Community detection is a fundamental task in discovering complex
network. Maximal cliques are found to play significant roles in communities. This
paper proposes an efficient algorithm OMC for detecting communities based on
maximal cliques. Subordinate maximal cliques are removed and remaining
cliques are regarded as initial communities. Then small communities are merged
into larger ones according to a fitness function. The proposed algorithm is able
to uncover both overlapping and hierarchical communities in high speed. Exper‐
imental results on various real-word networks have proven that the method
performed well in detecting communities.

Keywords: Community detection · Maximal cliques · Overlapping ·
Hierarchical · Fitness function

1 Introduction

Real-word systems are often formed in terms of complex networks or graphs. Examples
are biological networks, co-authorship network, protein interaction graphs, social
network [1, 2]. Nodes in networks represent entities and links represent relations
between entities. Community is found universal existing in complex network. A
community might correspond to a certain functional unit in a protein network or a group
of students study together in social network. However, there is not a uniform definition
of community. Intuitively, community is the structure in complex network that has
density links within but less connections to other communities.

A great deal of methods or algorithms have been proposed to detect communities in
recent years, making it a hot interdisciplinary problem. Traditional algorithms provide
a partition of network without overlapping. However, the overlapping information is
later found significant in community detection. A node can play various roles in
networks and belongs to several communities. For example in social network, a node
represents a teacher might be head teacher in a class and also a member of faculty staffs.
Palla proposed the first method CPM in which could detect overlapping communities.
After Palla’s work, maximal cliques have been widespread concern in community
discovery.

Significant roles that cliques play in communities have been pointed out in
details in this paper. Density parts of complex network tend to form larger cliques.
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Basic structures of many communities are composed of maximal cliques. Subordi‐
nate cliques are proposed to remove disturbed maximal cliques. The paper proposes
an algorithm based on Optimization over Maximal Cliques (OMC), which could
detect overlapping community and also give hierarchical structure of communities.
The algorithm applies the object function of fitness and evaluation function of
extended modularity. Most methods based on optimization usually demand high time
complexity. The algorithm in this paper keeps a good shape of community while
greatly reducing time complexity. Experimental results indicated that the proposed
algorithm OMC performed well in both the small-scale and large-scale data sets in
real world.

2 Related Works

Community detection algorithms can be classified into node-based and link-based algo‐
rithms when terms to aspect of community member. Link-based algorithms are not focus
in this paper. The majority of community detection algorithms are node-based. Node-
based algorithms include overlapping and non-overlapping algorithms according to
whether they allow overlapping nodes or not. The first traditional no-overlapping algo‐
rithms is GN. According to natural property of overlapping in cliques, Palla [2] presented
first overlapping community detection algorithm CPM. However CPM will result in
many small scattered cliques or very large cliques. GCE [3] applied part cliques as seeds
and expanded them according to the fitness function to get community structure. This
method had been proven performed well in high-density network. EAGLE [4] defined
the similarity of communities and combined a pair of communities at each step. Coupling
strength was applied by MOHCC [5] to assess the tightness of two communities. EAGLE
and MOHCC produced a dendrogram and cut through it when evaluation function got
maximum value. ACC [6] employed local function of clustering efficient to merge two
neighboring complete sub-graphs. Lancichinetti [7] came up with first algorithm LFM
which could detect overlapping and hierarchical communities. Recently, Coscia [8]
proposed a local-first approach to uncover hierarchical and overlapping communities,
with a limited time complexity, which can be used on large-scale networks.

3 Motivation

The skeleton of a community are constituted by several maximal cliques. Some maximal
cliques might contain core members of communities. However, a simple method to
extract maximal cliques is not enough to get good community structure, and a suitable
method is required to combine cliques together, otherwise fragmented or too large
communities will be obtained like CPM algorithm. The fitness function used in the paper
leads density-linked cliques to merge with higher priority. It can produce communities
with less links outside but with more links inside. Merging two cliques at one step led
to high time complexity. Local fitness function is applied to improve the efficiency of
merging. Evaluation function is also required to judge when algorithm produces best
division, otherwise all maximal cliques will be merged together.
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3.1 Maximal Cliques

Clique, or complete graph, is an important structure in complex network. Nodes in
density part of community tend to connect each other so as to form complete graphs
K-clique means a clique with k nodes. Maximal clique is the clique that is not sub-graph
of another clique. One of the famous algorithms to find out maximal cliques in a graph
was proposed by Bron [9]. Some scholars modified and improved the algorithm after
Bron. It should be noticed that nodes in some cliques already exist in other lager cliques.
Those cliques can affect the effect of merging and mislead the algorithm to combine two
density communities together, making it unable to reflect good community structure.
The cliques are called ‘subordinate cliques’ in this paper. The subordinate cliques will
be considered after main community structures are extracted, for they may contain
overlapping information. To save filtering time, only cliques with k <= 4 will be
removed. If the difference of in-degree and out-degree of a node is less than 1, the node
is regarded as overlapping nodes between two communities. Especially, 2-cliques are
abandoned by some algorithms. However, we hold the view that some of them contain
the same node link two communities and might be overlapping nodes. Some points of
2-cliques only connect with very less members. For example some nodes are just
members of a community, but would not like to interact with others. But they should
not be ignored since the points might be the target points and should be kept. For
example, teacher may find out students not active to other students.

3.2 Extended Modularity

Modularity was proposed by Newman [10] and was used to evaluating performance of
community detection algorithm at first. Later it was used as a way to detect communities.
Modularity is measured by following function:

(1)

Modularity is proposed before overlapping community algorithm. Suppose there are
two k-cliques A and B and they share k-1 nodes. Modularity before merging is

 and after merging is . Wherein s and t are

nodes not connected in the new graph. It can be seen clearly that the total modularity is
cut off. EQ is measured as following, wherein Oi is the number of communities a node
belongs to.

(2)
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3.3 Merge

When maximal cliques are extracted, there will be too many scattered small groups. The
cliques are regarded as initial communities should be expanded or merged together to
constitute larger communities. A clique will combine with another one when local fitness
is most increased. There are various fitness functions. The following fitness function is
proven efficient in this paper,  is set to 1 in our algorithm. Only local values are required
to calculate the variation of fitness using the following function. The following fitness
function tends to produce communities with less edge outside.

(3)

3.4 Algorithm Description

The algorithm OMC is described in the following. It stops when EQ gets max in this
paper. Readers can also choose other termination conditions. For example, the number
of community reaches a certain value or tightness between the two communities less
than a threshold value. So the algorithm can be modified to satisfy different needs. The
basic steps of our algorithm are as following:

• Initially, all maximal cliques in a network are extracted, each are given a unique id.
• Remove out subordinate cliques. Reminders are regarded as the initial communities.
• For each community, changes of local fitness are calculated if it combines with its

neighboring communities.
• Choose the max value to improve fitness function and merge communities. Make

sure the value is positive or large than a threshold (here we set the threshold to 0.0).
EQ is calculated at the same time.

• Continue the algorithm until there are no communities could be merged, which a
dendrogram is obtained.

• The dendrogram are cut through to get best division when total EQ at maximum
value.

• Overlapping nodes are calculated.

Time complexity is analyzed. Extracting maximal cliques in a network is an N-P
hard problem. It is hard to assess its time complexity precisely. However, it seldom takes
long time in a real-word network during to their sparsity. Even for email network with
1133 nodes, the processing time is less than a second. Filtering process demands O(n)
operations. Suppose there are m maximal cliques, which is usually several times of n.
Each round a community needs k operations to calculate local changes of fitness and to
be merged with neighbors. So time in a round is up to O(km). Time will sharp down
greatly after several turns. The algorithm will stop for several turns t even for a large
network. Without considering extraction of cliques, the total time complexity will be
O(km). Compared with EAGLE and MOHCC our algorithm is much time-saving.
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4 Experiments and Results

4.1 Bottlenose Dolphins Network

Some bottlenose dolphins in New Zealand were living together at fist. Later because of
unknown reasons, these dolphins are divided into two groups group, one large and one
small. The network contains 62 nodes and 159 edges network. Results of the algorithm
OMC are as follows. EQ value reaches max value of 0.238 in the second round. At this
time the network is divided into two communities, one large and one small, which are
consistent with real network (Fig. 1).
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Fig. 1. Results on the bottlenose dolphins network. The left part shows communities, and the
right part shows changes of EQ

4.2 Karate Club Network

Zachary’s Karate Club Network is also one of widely used benchmarks for community
detection. It contains 78 edges and 34 nodes. Disagreement of the coach and director
led to network divided into two communities with center of coach and director respec‐
tively. Results are shown in Fig. 2. In the division, members tagged 3 and 10 are over‐
lapping nodes and they are close to both communities, in line with the original findings
of Zachary.

Results extracted by some other famous algorithm are shown in Fig. 3.
It can be seen that there are no overlapping nodes between communities in results

of GN. And computational complexity of the GN algorithm is very high, making it
unable to apply in large-scale networks. Some of communities extracted by CPM are
not shown in the figure. The community showed in the Fig. 3 covers most nodes in the
network, resulting in weakened sense of community division. GCE algorithm roughly
divided the network into two communities but ignoring some nodes. Compared with
these algorithms, our algorithm OMC can divide the club into two closely connected
communities. Results of OMC here are similar to those of EAGLE and MOHCC.

Besides, hierarchical communities can be uncovered in karate club. In the first round
of OMC, clique constitute a small community in the club, members ‘1’, ‘11’, ‘17’, ‘5’,
‘6’, ‘7’ constitute a small community in the club, members ‘1’, ‘14’, ‘2’, ‘3’, ‘4’, ‘8’
form another one. At the same time, the two small communities are connected by
member ‘1’ and they can form a larger community in the second round, which reveals
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phenomenon of hierarchy in community. Whether in bottleneck dolphin network or
karate club, maximal cliques play important roles in communities. In karate club, cliques
tagged 14 and 15 maintain the basic framework of a community, while cliques tagged
2 and clique 3 forms framework of another one. In dolphins network, cliques [‘19’, ‘25’,
‘30’, ‘46’, ‘52’] and [‘15’, ‘17’, ‘34’, ‘38’] contain most core members of the large
community, and another clique [‘10’, ‘14’, ‘18’, ‘58’, ‘7’] includes kernel members of
the small community.

4.3 Email Network

The Email Network [11] contains Email interchanges between members of the
Univerisity Rovira i Virgili. There are 1133 nodes and 10902 edges in the network.
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Fig. 2. Results on the karate club network.

Fig. 3. Results extracted by some other algorithms on the karate club network. (a) CPM (b) GN
(c) GCE (d) EAGLE
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The data set is compiled by members of Alex Arenas’ group. The results are shown
in the following Fig. 4.

450
75

Fig. 4. Results on the Email Network (Color figure online).

The above results are obtained when OMC just runs for five rounds. Email Network
is divided into eight big communities when EQ reaches the maximum value. Further
dividing a community that contains 160 nodes, five smaller communities will be
extracted. Structure of the sub-community with 27 nodes is shown in the figure. The
yellow node represents overlapping node between communities that colored red and
blue separately. It indicates that the algorithm OMC performs well in detecting
community structures. Hierarchical information of communities can help us find compo‐
sition relationships between communities. Overlapping information is helpful in
analyzing which nodes act as contact people or middlemen between two or more
communities. Both of them can be captured by proposed algorithm OMC.

5 Conclusion

Maximal cliques are highlighted to pay significance role in community detection in this
paper. A novel algorithm OMC for community detection is proposed in this paper based
on maximal cliques. In this algorithm, maximal cliques are first extracted as the initial
communities. OMC can detect the high-density part in complex networks in lower
complexity compared with other method based on maximal cliques. Communities
extracted by OMC preserve complete information of original complex network and
reveal the density linked structure exist in complex network. The algorithm not only
uncovers the overlapping information, but also shows hierarchical structures in
communities. The algorithm was proven high efficient and useful in different data sets.
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Abstract. In the expert ranking process, we put forward an expert ranking
method based on list with associated features, in order to use effectively expert
relationship and the relative relationship of the expert list. First, construct a corre‐
lation model of query and expert by evidence documents, expert display and
implicit relationships and expert metadata. Then sort experts by the ListNet algo‐
rithm based on the list. Finally perform an experiment under the expert list, and
the MAP value is 0.3506. The result shows that this method can effectively
improve the accuracy of expert sorting, and expert relationship and the relative
relationship of the expert list play an important role in the expert ranking.

Keywords: Expert ranking · Expert evidence document · Expert networks ·
Expert metadata · Expert-ListNet

1 Introduction

Expert retrieval is a hot area of the current vertical information retrieval. It has important
application in every industry. The expert ranking model is the core of expert retrieval, and
the merits of expert ranking determine the accuracy of expert retrieval. A lot of work has
been carried out on the expert ranking both at home and abroad. Including, the ranking
method based on expert file, for example, Macdonald et al. proposed using the frequency
of name in the data set, the personal web page and the email to generate the description of
the expert [1]; Merging method based on related documentation set, for instance, Fu et al.
proposed a new method of document restructuring to collect and merger related informa‐
tion from different media formats, and generate a document for each expert [2]; Sort
method based on document set. It is considered that the document is a bridge in expert

Supported by the China National Nature Science Foundation (No. 61175068, 61472168,
61163004), and The Key Project of Yunnan Nature Science Foundation (No. 2013FA130).

© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 192–199, 2015.
DOI: 10.1007/978-981-10-0080-5_18



retrieval. Such as Balog et al. first sorted the document set according to the query subject,
then found out the candidate list of experts through analysing the document collection of
high relevance [3]. The expert probability model is presented by Fang, and it sorts the
candidate experts based on the co-occurrence probability of themes and candidates in the
supporting documents [4]. The above methods are based on the sort of data points.
Actually, the sort of prediction experts is not based on a single expert, but the set of
experts in the experts retrieval. The expert ranking method based on expert list has not
been studied.

Most of the algorithms have little consideration of the relationship among the experts.
Li et al. proposed expert ranking based on PageRank algorithm in enterprise micro blog
[5]. For another example, Chen et al. used co-occurrence relationship among experts to
establish expert relationship network, then adjust the scores of experts in accordance
with the co-occurrence of experts networks [6]. This method has been integrated into
the relationship among experts, and has achieved better results. It just considered simply
the relationship among the experts, actually, the relationship among the experts is quite
complex. For example, in the expert evidence document, expert display and implicit
relational network and expert metadata, there are many relationship. These relationships
have an important effect on the ranking of experts. So this paper studies how to make
use of the related features to sort the experts, and discusses the expert ranking method
based on list with associated features.

2 The Expert Ranking Method Based on List with Associated
Features

2.1 The Correlation Model Based on Evidence Document

The relevance of query and expert can be reflected by the calculation of the relevance
between query and document , the correlation between experts and docu‐
ments , the prior probability  of document , The model is as follows:

The prior probability  is used as constant. Calculating the correlation between
query and document  uses BM25 algorithm with better effect in text
retrieval. The correlation score of document d and query q is as follows:

(1)

Because experts are characterized by the evidence documentation, the correlation
between expert and document can be calculated document similarity by constructing the
vector space model. In the vector space model, the content of document expressed by
features. The similarity between the two texts can be represented by the cosine of the angle
of the two text vector. Given document di and dj, the similarity is defined as follows:
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(2)

2.2 The Correlation Model Based on Expert Relationship Network

There are a variety of relationships among experts. Such as show relationships which
contain partnership, mail relationship and so on, and implicit subject relationships which
contain same domain relationship, research direction relation. These expert’s relation‐
ships have the greater impact on the sort. So it can effectively use expert networks which
has been constructed to calculate the correlation between expert and query. Then adjusts
the sort results, and constructs the related model of query and expert based on expert
relation net. It is as follows:

m is the number of topics. NETi represents the expert theme network which theme is i.
 indicates the connection strength of the network itself, and does not affect the

ranking of the expert model, and can be recorded as a constant.
Calculating the correlation  between query q and subject relation

network is equivalent to find the relation of query q and keyword w. It can be calculated
by HowNet [7]. For query terms q and subject terms w, If q there are n senses: , ,
……, , w there are m senses: , ,……, , We provision the relationship between
q and w which is the maximum similarity of the concepts. That is to say:

(3)

The correlation  between expert e and subject relation network can
be get by the calculation of the co-occurrence relations between expert and subject
words [8].

2.3 The Correlation Model Based on Expert Metadata

Expert metadata is structured attribute data and has a lot of accurate description of expert.
Therefore, the retrieval ranking can be carried out by using the correlation of the query,
expert and these structural data. So we extracted the basic metadata of experts to
construct expert metadata repository in the process of constructing expert resource. Its
ranking model is as follows:
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 is the relevance of and property A, P(A) is the prior probability of property
A used as a constant.

The expert metadata repository includes four kinds metadata which are the name,
unit, research direction and positional titles of expert, each type of metadata as a one-
dimensional feature. Then define five levels which are particularly strong correlation,
strong correlation, correlation, weak correlation and irrelevance to represent the corre‐
lation between query and expert metadata. The corresponding probability values are 1,
0.75, 0.5, 0.25 and 0. It follows that the correlation between query and the metadata has
been transformed into a classification problem. First, we constructed the feature vector
of the query in the training sample according to four types of metadata feature and
marked one of five levels. Then, five kinds of classifiers are generated by the support
vector machine SVM. The correlation between expert and expert metadata can be calcu‐
lated by simple and effective linear weighted normalization method.

2.4 The Expert-ListNet Algorithm

On the basis of the above three models,use exponential to smooth the sorting discrimi‐
nant model. It is as follows:

(4)

Calculate the correlation between query and a single expert by the formula (4), and
sort the experts according to the relevant degree. But this approach ignores the correla‐
tion between the expert list. Therefore, we use the way to sort expert based on recalling
the expert list by the introduction of permutation probability [9]. That is, for a sample
group of experts , the score of each expert in E was given by the
discriminant model of expert, and it is , then forms . π
is defined as the arrangement of the expert list.  is the probability of occurrence of
π by S. The calculation formula of  is as follows:

(5)

Φ is a linear function, .  is ranking function, .
Given a query  is j-th expert in the specialist collections related to the query. Then

feature vector is , and scoring list is . By
formulas (4) and (5) the order probability is:

(6)

For query , using cross entropy to calculate the minimum loss function is as
follows:
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 is the correlation between query and the experts which is artificial marking. The
gradient of minimum loss function with parameters  is as follows:

(7)

(8)

Minimizes the loss function  in the gradient descent algorithm using
formula (7) and (8), then gets the best model parameters  and . Finally, using ranking
model trained sorts the experts. Algorithm 1 introduces the Expert-ListNet algorithm.
This method calculates the uniform loss for all the experts under a given query, instead
of creating a separate loss for each expert. Constructed expert retrieval ranking model,
which integrates the related features of the correlation model based on evidence docu‐
ment, the correlation model based on expert relationship network, the correlation model
based on expert metadata, ranks experts in the list. And it improves the performance of
expert retrieval.

Algorithm 1. Learning Algorithm of Expert-ListNet 
Input:training data {(x(1), y(1)), (x(2), y(2)), ..., (x(m), y(m))} 
Parameter: number of iterations T and learning rate τ
Initialize parameter βα ,

for t = 1 to T do 
for i = 1 to m do 

Input 
(i)x  of query 

(i)q  to  model and compute score list 
(i)

,(f )z α β with cur-

rent βα ,

Compute gradient αΔ  and βΔ  using Eq. (7) and (8) 

Update =α α τ α− × Δ , =β β τ β− × Δ
end for 
end for 

Output parameter βα ,

3 The Experiment and Result Analysis

3.1 The Experimental Data Preparation

Since there is no open authority corpus resources in the expert retrieval, we collect
10,130 evidence documentations of experts by artificial collection. Documentations
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which include experts homepage, experts blog page, baidu encyclopedia, wikipedia
pages and non-expert page, construct the document collection of the candidate and the
query of expert retrieve [10]. We divide the data set into 5 parts, respectively as S1, S2,
S3, S4 and S5, then process 5-fold cross validation. We select three parts of data set as
the training set, one parts of data set as the validation set, one parts of data set as the test
set in each fold, as shown in Table 1. In addition, the expert relationship network and
expert metadata repository have been used in the experiment.

Table 1. Data segmentation of 5-fold cross validation

Folds Training set Validation set Test set

Fold1 {S1, S2, S3} S4 S5

Fold2 {S2, S3, S4} S5 S1

Fold3 {S3, S4, S5} S1 S2

Fold4 {S4, S5, S1} S2 S3

Fold5 {S5, S1, S2} S3 S4

3.2 The Influence of Different Correlation Characteristics to Expert Sort

In order to study the influence of the correlation characteristics in expert evidence docu‐
ments, expert display and implicit relationships network and expert metadata, four
groups of comparative experiments are set up, and they are as follows:

A: The correlation model based on evidence document;
B: The correlation model based on expert relationship network;
C: The correlation model based on expert metadata;
D: The model of expert ranking based on listwise with associated features;

The evaluation indexes are MAP, P@5, NDCG@5. In the case of the same data set,
experimental results are shown in Fig. 1.

Fig. 1. Experimental results

That can be seen in Fig. 1. The value MAP and NDCG@5 of B is higher than A by
nearly 2 percentage points. It illustrates that the correlation model based on expert rela‐
tionship network has great influence on the ranking of experts. The three evaluation
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indexes of D were significantly higher than those of A, B, C. It illustrates that three kinds
of correlation relationship have contributed to improve the experts ranking, and Expert-
ListNet algorithm can be a good fusion of these three kinds of correlation, and effectively
improves the ranking of experts.

3.3 The Experimental Comparison of Different Methods of Expert Ranking
Methods

In order to test the effect of the model of expert ranking based on list with associated
features, it is compared with three kinds of sorting methods which are the ranking method
of document model, the ranking method of co-occurrence social network model and the
expert ranking method based on listwise.

The evaluation indexes are MRR, MAP, P@5, P@10, NDCG@5 in the experiment.
In the same data set, the experimental results are shown in Table 2.

Table 2. Experimental results of different ranking methods

The document
model

The co-occur‐
rence social
network model

The expert
ranking method
based on list‐
wise

The method of
expert ranking
based on listwise
with associated
features

MRR 0.6274 0.6554 0.6722 0.7151

MAP 0.2589 0.2617 0.3150 0.3506

P@5 0.4135 0.4200 0.4156 0.4512

P@10 0.3852 0.4013 0.3968 0.4211

NDCG@5 0.4821 0.5145 0.5110 0.5369

As can be seen from the above table, the MAP value of the social network model is
improved by nearly 3 percentage points compared with the document model. It illustrates
that the introduction of the correlation characteristics of expert can improve expert
ranking performance. The MAP value of the expert ranking method based on listwise
is significantly higher than the ranking method of document model, which shows that
the expert ranking method based on listwise is superior to the ranking method of docu‐
ment model. Because the expert ranking method based on listwise breaks the limitation
of the correlation of absolute individual experts and the neglect of the relative relation‐
ship of the whole expert list. Compared with the other three kinds of sorting method,
the method of expert ranking listwise based on list with associated features is the best,
and the evaluation indexes were improved. The validity and superiority of this method
are proved.
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4 Conclusion

In view of the traditional expert’s ranking methods less consider the correlation rela‐
tionship of experts and the relative relationship among expert list, the method of expert
ranking based on listwise with associated features is proposed. Experimental results
show that this method improves the accuracy of the expert ranking.
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Abstract. Contradiction detection is a task to detect the contradic-
tory relation between two texts. In the social media, the phenomenon of
contradictory descriptions of the same event is common and harmful. It
is urgent to detect contradictory texts. Previous methods on detecting
contradiction are mostly deriving features from shallow semantic repre-
sentations like predicate-argument structures. They meet a problem of
the low coverage of contradiction. We propose a joint method to extract
more contradiction pairs. We utilize dependency parsing tree to gener-
ate tripes (dp-triple) which represent semantic information of the text.
The dp-triple extraction method extract more contradiction pairs than
present shallow semantic extraction methods like open IE or SRL. Due
to the coverage limitation of triples, we also derive features from the con-
text of the matching words between texts as backup. We demonstrate
the joint method is effective in detecting contradiction. In predicting
stage, we use a unsupervised method to detect contradiction relation
and achieve a better performance than the state of the art method.

1 Introduction

Contradiction is also called conflicting data which cannot be true at the same
time [6]. Contradiction detection (called CD for short) is a foundational task of
text understanding [3]. The technology of detecting contradiction can be used
in some other natural language processing tasks like claim-consistency detection
which is to find the inconsistent claims or data of the politicians or scientific
paper. As the rumors are rampant in the social network, a contradiction detection
system is useful to identify the rumors which are contradictory with the fact.

Previous researchers take the task as a classification problem. They derive fea-
tures from certain semantic representations and mostly use a supervised machine
learning method. There is a challenge in the task which is finding a good seman-
tic extraction method to extract semantic information from sentences and help
to detect contradiction. SRL or relation extraction methods are some shallow
semantic representation methods which extract triples to represent the text.
However, these methods miss some important information. For instances, some
appositive parses exist “isA” relation, and some complements also can combine
with predicates prior to the complement to form a triple, etc.
c© Springer Science+Business Media Singapore 2015
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Fig. 1. The architecture of the contradiction detection system.

We present a joint method to solve the problem in a rule-based framework
as in Fig. 1. Through the analysis of the corpus, we proposed a dependency
parsing based method to extract triples which we called dp-triple extraction.
By computing the similarity of the triples between pair of texts, we obtain
likely-contradictory pair which maybe contain contradiction. If there is no likely-
contradictory pair, we collect the context of matching words by a window. We
believe the contradiction maybe exist around the matching words in the pair of
texts. Finally, the semantic relation is judged based on the features.

2 Joint Method for Dp-Triple Extraction

2.1 Dp-Triple Extraction Method

Some researches are adopting triples to represent information from sentences,
such as Semantic Role Labeling (SRL) and relation extraction. In CD task,
some approaches also use these tools or techniques to generate triples. We make a
comparison among the SRL method 1, open IE method Reverb2 and our method
on extracted triples in Table 1. SRL runs based on dependency parsing, which
aims to label the arguments of each predicate in the sentence. While there are
many non-predicate triples in the sentence. In Table 1, the triple (James Clark,
acquaintance, Jones’ family) in the first text can hardly be found because of
non-predicate and apposition which is implicit.

Relation extraction is to find various predefined semantic relations between
pairs of entities. Most extraction approaches can be roughly classified into two
categories: knowledge-based approaches and statistical approaches. Knowledge-
based approaches rely on the relation indicators from knowledgebase to extract
relation triples, that leads to a low coverage. Statistical approaches such as
ReVerb use certain templates to screen out triples. The arguments of the pred-
icate are extracting not by parsing, but by principle of proximity, which will
make a number of errors. In the Table 1, ReVerb mistakenly extract the triple
(the mail-box, belonged, James Clark) from the first text, however, the right

1 We use “Semantic Role Labeler” from UIUC http://cogcomp.cs.illinois.edu/demo/
srl/?id=14.

2 ReVerb is available online on http://reverb.cs.washington.edu/.

http://cogcomp.cs.illinois.edu/demo/srl/?id=14
http://cogcomp.cs.illinois.edu/demo/srl/?id=14
http://reverb.cs.washington.edu/
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Table 1. The comparison of three triple extraction methods. The triples are extracted
from the sentence “The car which crashed against the mail-box belonged to James
Clark, 68, an acquaintance of James Jones’ family”. The sentence is contradicting
with sentence “Clark is a relative of Jones’s” because of the different relation indica-
tors “acquaintance” and “relative”.

Method Triples

SRL (The car, crash against, the mail-box)

(The car, belonged, James Clark)

Reverb (The car, crash against, the mail-box)

(The mail-box, belonged, James Clark)

Dp-triple (The car, crash against, the mail-box)

(The car, belonged, James Clark)

(James Clark, be, 68)

(James Clark, be, an acquaintance of James Jones’ family)

(James Clark, acquaintance, Jones’ family)

triple of predicate “belong” is (The car, belonged, James Clark) which argument
“the car” is at a long distance from the predicate “belong”.

According to the above-mentioned weakness, we proposed a approach to
extract the triples based on the dependency parsing. Based on the analysis of
the sentence, we categorize triples into two types “Relation of entities or NPs”
and “Status of entities or NPs”.

Relation of Entities or NPs. Some information content are in the shape of
relations of entities or NPs existing in the sentence. The relation indicators with
entities or NPs have multiple grammatical relationships in sentences. We list
these grammatical relationships and rules of collection to extract the triples.

Predicate-Type: In this type, the relation indicators act as a predicate in the
sentence. As we know, in dependency parsing,the dependencies are all binary
relations: a grammatical relation holds between a governor (also known as a
regent or a head) and a dependent. Around this predicate, there are the followed
combinations of grammatical relationships that can be extracted triples: subject
and object; subject and preposition; passive subject and preposition.

Possessive-Type: There are two forms in the possessive-type phenomenon, which
can simply be described as “s”-form and “of”-form. The “s”-form use “s” to
describe the possessive relation of people, while the “of”-form use “of” to describe
the possessive relation of thing.

Appositive-Type: In the grammatical relationship appositive, the entities (or
NPs) exist “be” (become) relation with each other. The relation is implicit which
the relation indicator is absent, however, we can recognize the phenomenon by
dependency parsing and completion the relation in the triple.
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Status of Entities or NPs. Some information content describe the status of
entities or NPs in the sentence. The words represent status can abstractly classify
in the followed two types based on the grammatical relationships.

Complement-Type: Some status words act complement as a grammatical item.
The combination of grammatical relationships subject and complement which
both containing this status word can be extracted triples.

Passive-Auxiliary-Type: Some passive sentences express the status of entities. A
passive auxiliary of a clause is a non-main verb of the clause which contains the
passive information. The combination of passive subject and passive auxiliary
will be extracted triples.

Scope of the Negative Word. Negation is an important problem in the CD
task. The texts which express negation meanings, in general, contain negative
words (like not) or opposite words (like refuse) to express a opposite meaning
of the subsequent predicate or clause, like the following example “Bill refuse to
accept the award” and “Bill doesn’t drive a car”

To resolve the negation problem, we will face two subproblems which are neg-
ative words (and opposite words) detection and the scope of the negative words
recognition. The negative and opposite words detection is a research problem,
while we summarize a word list including common words of this kind and have a
good coverage on the development set. Recognize the scope is also an important
problem which helps to detect the negative triples. The negative word and its
following information in the scope can form different syntactic structures. We
classify them into two types.

Clause-Type: In this type, the negative words are verbs or preposition with neg-
ative or opposite meaning for the following negative scope. The negative scope
in this case is the clause followed the negative words. Based on the dependency
parsing, we can extract the negative triples from the corresponding syntactic
structures. In the first case of clause-type, that negative words are verbs, the
negative scope servers as complement in the sentence. In the second case of
clause-type, that the preposition “without” guide a clause, the syntactic struc-
ture prepositional clause can help to extract negative triples which with the tag
“prepc without” in Stanford Parser.

Predicate-Type: When the negative word is an adverb which acts on the adjacent
predicate, we can seize the predicate by dependency parsing. In the Stanford
Parser, some negative words with its predicate can be tagged as “neg” structure
and others will be detected from the structure “advmod”.

The note about the predicate-type is that we do not deal with the last case
of predicate-type in the Table 2, which is corresponding to the negative words
nouns (nobody, nothing, none, etc.). These negative words are with negative
scopes, and act as components in the triples. That will bring more problems in
the follow-up steps, triple alignment and contradiction decision. More detailed
studies will be done in our next work.
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Table 2. Negative words with corresponding scopes.

Type POS Words Syntactic structure of the
scope

Clause-type verb forget, deny, refuse, reject ccomp/xcomp

preposition without prepc without

adjective no, unable, incorrect ccomp/xcomp

Predicate-type adverb not, never, hardly neg/advmod

noun nobody, nothing, none

2.2 Triple Alignment

After dp-triple extraction, multiple triples have been extracted from each text.
The alignment of the triples between pair of texts is needed. We treat the
alignment of triples as relevance ranking problem. Through analysis of con-
tradiction corpus, we find that the contradictory phenomena exist in pair of
triples with similar words. We use t stand for the triple which form is like
< argument1, relation, argument2 >. If TT = {tT1 , tT2 , ..., tTi , .., tTm} and TH =
{tH1 , tH2 , ..., tHj , .., tHn } stand for the triple sets of two texts (name as T and H),
our aim is to find the most similar triple pair. The objective function is defined
as following.

F (TT , TH) = max(tTi ∈TT ,tHj ∈TH)Sim(tTi , tHj ) (1)

The similarity between triples can be computed as Eq. 2 with the condi-
tion that any two elements in the total three elements must be more than
α separately. Namely, it is the summation of sim(argumentT1 , argumentH1 ),
sim(arargumentgT2 , argumentH2 ) and sim(relationT , relationH). Here, we set
an empirical threshold value α as 0.5.

Sim(tTi , tHj ) =
∑

p∈tTi ,q∈tHj

sim(p, q) (2)

The similarity between two elements in the pair of triples is computing as
Eq. 3.

sim(p, q) =
Number of mapping words between p and q

Number of words in p
(3)

Based on similarity computing, the triple pairs from two text will be ranked.
Then, each triple from the first text will have a most relevant triple from the
second text and vice versa. Finally, we use Eq. 1 to get the most similar triple
pair to derive features in the next stage.

2.3 Context of Matching Word Collection

Some pairs of texts share different syntactic structures, so that they do not share
a similar triple. We collect the context of the matching words as a backup to
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derive features. Actually, we think the mismatches contain contradictory phe-
nomena most likely around the matching words in a text. We use a sliding
window to obtain the mismatch words around matching words. The window size
is 2 in the experiment.

3 Features for Contradiction Detection

In this section, we define seven features to capture contradictory phenomena.
They can be concluded to three types.

Inconsistent. The inconsistent of entities in the pair of triples can lead to
contradiction. We use Standford CoreNLP to recognize entities from text. Three
types of entities are important in the task which are number, person and location.
These three kind of entity mismatches can indicate contradiction.

Antonymy. Antonyms are a good cue for contradiction. We find antonyms by
using WordNet.

Negation. If one text in the pair contain negation words before aligned content,
it almost surely be a contradiction. Negation words are also good indicator of
contradiction. In our method, the condition that the feature is set to 1 is negation
word occurs before aligned triples or in the context of matching words.

In the classifying stage, we classify the relation of the pair of texts by the
rule. If any feature in the feature set is 1, the label of the sample is set to
contradiction.

4 Experiment and Analysis

4.1 Data Sets

On account of the lack of benchmark data sets in social media, we use three data
sets which are public benchmark data sets from Recognition Text Entailment
(RTE) task [1,7,8]. In the original data sets in RTE task, there are three classes
which are three semantic relations, contradiction, entailment and unknown
(viewed as uncorrelated). We merge the last two classes of data into one, then
we get the data sets as showed in Table 3. The distribution of data in two classes
is unbalanced. The proportion of contradiction data in the whole data is from
10 % to 15 % (Table 4).

Table 3. Statistics of the three RTE test data sets.

Data set Contradiction Non-contradiction Total

RTE-3 Test 72 728 800

RTE-4 Test 150 850 1,000

RTE-5 Test 90 510 600
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Table 4. Experiment results on RTE-3 pilot, RTE-4 test and RTE-5 test data sets of
contradiction detection.

Model RTE-3 Pilot RTE-4 Test RTE-5 Test

P R F1 P R F1 P R F1

De Marneffes
method

22.95 19.44 21.04 – – – – – –

BLUE system – – – 41.67 10.00 16.13 42.86 6.67 11.54

Average result 10.72 11.69 11.18 25.26 13.47 13.63 26.40 13.70 14.79

Two-stage
method

14.00 19.44 16.27 23.00 22.67 22.82 21.14 28.89 24.40

Joint method
(our system)

18.55 31.94 23.47 24.30 23.33 23.81 27.13 38.89 31.96

4.2 Results and Analysis

Baseline methods:

(1) DeMarneffe′s method: De Marneffe et al. [6] first merge RTE three-way
data sets to do the contradiction detection researching. They adopt depen-
dency graphs produced by the Stanford parser as a semantic representation.
The system do an alignment between graphs and extract features based on
mismatches between texts. They apply logistic regression to do the two-way
classification.

(2) BLUE system: The BLUE system results are from Boeing’s team [2] which
run the system on RTE-4 and RTE-5. They use the logical inference approach
which adopts logic-based representations of the texts.

(3) Average result: The average result is from the submitted systems for three-
way task at three data sets.

(4) Two − stage method: The two-stage method is the work of Pham
et al. [12]. They use SRL tool and ReVerb to extract predicate-argument
triples as shallow semantic representation to represent the text. The system
also is a rule-based system.

Figure shows the results of the contradiction detection experiment. Our
method outperform the baseline methods at all three data sets. The De Marn-
effes method is a supervised method and is strong at the RTE-3 test set. As an
unsupervised method, the two-stage method do not beat the former, but we out-
perform the supervised method at the F1 value. We also have good performance
at the RTE-4 and RTE-5 test sets. Comparing with the De Marneffes method,
we obtain a lower precision and a higher recall value. It shows our method can
find more contradiction phenomena.

5 Related Work

Contradiction is a kind of semantic relation to pairs of texts. Condoravdi et al. first
argue the importance of handling contradiction in text understanding, however,
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they use a strict logical definition of contradiction phenomena and have no empir-
ical results. Harabagiu et al. focus on the contradiction only caused by negation
or formed by paraphrase [9]. Ritter et al. reflect the prevalence of seeming contra-
dictions and the paucity of genuine contradictions in their corpus. For example,
“Mozart was born in Salzburg” does not contradict “Mozart was born in Aus-
tria” due to meronyms [13]. Hashimoto et al. present a kind of sematic orienta-
tion, namely excitatory or inhibitory, like the words “cause” and “ruin”. They
argue excitation is useful for extracting antonyms [10]. As a kind of relation in
entailment recognition problem, contradiction has been studied continually in the
Recognizing Textual Entailment Challenges (RTE) [1,4,5,8,11]. The approaches
participating in the evaluation mostly concentrate on feature engineering.

6 Conclusion

In this paper, we present a joint method to extract contradictory triples for detect
contradiction detection. Current approaches almost are based on the shallow
semantic representation methods which meet the low coverage limitation. We
address the issue by exploiting a system to extract contradiction triples based
on the dependency parsing tree. More contradictory phenomena can be found
by our system than shallow semantic extraction methods like ReVerb or SRL
tools. On account of the existence of non-alignment of triples, we also adopt the
context of the matching words as backup to derive contradiction features. We
apply an unsupervised method to predict the label of data. Experimental results
show that our system outperforms the state of the art methods.
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Abstract. Machine translation for social communication is necessary in
daily life. However, spoken language translation faces many challenges
especially in the translation of zero pronouns which is absent in the
source language but appear in the target language. Dropping of pro-
nouns severely affects the machine translation from pronoun dropped
language such as Chinese to other languages. This phenomenon occurs
more frequently in the conversational spoken language. In order to solve
this problem, we insert the position of missing pronouns into the source
side, then we use the word alignment method to filter the pronouns in
order to pick up the pronouns which are really helpful for the machine
translation. We achieve improvement on the translation of chat, message
and telephone conversational corpus.

Keywords: Pronouns recovery · Word alignment · Conversational
spoken language · Machine translation

1 Introduction

Conversational spoken language machine translation is very important in social
media area. However, people often intend to omit a lot of compositions which
can be inferred from the conversation but hard to be understand by the machine.
This phenomenon brings more challenges to the translation. In this paper, we
focus on the pronoun drops phenomenon. Pronoun drops happens frequently in
conversational languages especially in Chinese. Because Chinese is a kind of pro-
drop language whose pronouns are frequently or regularly dropped when they
are pragmatically inferable [1]. We found that pro-drop phenomenon occurs once
in every two sentences on average of Chinese SMS/Chat corpus. Furthermore,
pronouns are difficult to be recovered on the target side when translating pro-
noun drop language into languages such as English where pronouns are regularly
retained. Since it’s hard to generate pronouns from nothing.

In addition, pronoun recovery in conversational spoken language machine
translation faces more challenges than written languages. As it gives less infor-
mation than written corpus such as news. We do the statistical analysis on the
c© Springer Science+Business Media Singapore 2015
X. Zhang et al. (Eds.): SMP 2015, CCIS 568, pp. 209–216, 2015.
DOI: 10.1007/978-981-10-0080-5 20



210 Y. Hu et al.

XinHua corpus and the People daily news in the year 2000, the averages of words
per sentence are 55.9 and 51.5 respectively. However, the Broad Operational Lan-
guage Translation (BOLT)1 corpus including chat and telephone message con-
versations has about 8 words per sentence which often need more information to
be added for the translation. Moreover, the syntactic structures in conversational
corpus are weaker than those in written corpus, which makes it more difficult
to make use of the syntactic information to recover the missing pronouns [2]. In
a word, pronoun recovery for spoken language machine translation faces a big
challenge.

As we all know, in phrase-based translation, the phrase-based system has the
ability to learn pronouns as a part of larger phrases. If the learned phrases include
pronouns on the target side that are dropped from source side, the system could
insert pronouns even when they are missing from the source side [1]. However,
it inserts pronouns probabilisticly. There are still a lot of translation cases that
lost their pronouns, such as the second and third sentences in Table 1.

Table 1. An example of conversation translation. The first column shows the source
side of the conversation with many dropped pronouns. Square tags in the source side
shows the missing pronouns. The second column shows the reference side. And the
baseline translation is the statistical machine translation system of Moses [3]

There are several different strategies focused on the pronoun recovery. Pro-
noun resolution is one way to get the exactly right pronouns in the language
using context information [4,5]. However, in Cuillou’s work [5] they didn’t study
the pronoun drop phenomenon and both of the work didn’t concern the spo-
ken machine translation. Recovering the zero pronouns Directly in the machine
translation brings more noises.

Another helpful approach is explicitly inserting missing words. This helps to
make up the gap of structure between the different languages. [1,6,7] employed
preprocessing techniques to add some empty categories which contained pro-
nouns position tags into the source text, and achieved improvement on written
language machine translation.
1 This corpus comes from the DARPA Broad Operational Language Translation

(BOLT) Program which includes message, chat,and telephone conversation paral-
lel data sets The website is https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/
files/bolt 1.pdf.

https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/files/bolt_1.pdf
https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/files/bolt_1.pdf
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However, we find that inserting empty categories into source text directly
doesn’t work well for the conversational language translation between the non-
pronoun-drop language and the pronoun-drop languages. This is because that
empty categories are only involved in the source side to label the missing part
such as pronouns while the target side may not need any pronouns to be involved.
This phenomenon is quite common in imperative sentences and exclamatory
sentences which doesn’t need pronoun to be added on the target side.

In this paper, we propose a new way to improve conversational language
machine translation via pronoun recovery. We take the pronouns recovery prob-
lem as an sequence tagging problem. Words are tagged to indicate whether there
needs an pronoun. Moreover, in order to get better pronoun recovery which
is more suitable for the conversation machine translation, we utilize the word
alignment method to filter the pronoun tags and choose the useful ones to help
improve the performance of the translation.

The rest of this paper is organized as follows. Firstly, we describe a kind of
traditional method to get the pronoun position. Secondly, we introduce a new
method to get more helpful pronoun tags based on parallel corpus. Finally, we
involve the new pronoun tags into the hierarchy based translation model, which
shows improvement on the conversational spoken language corpus.

2 Pronouns Recovery

Regarding pronouns recovery as sequence labeling problem is a good way to tag
the zero pronoun position. However, this method has shortcomings as well. For
example, it sometimes brings unwanted translation. In this section, we firstly tag
pronouns based on Conditional random fields method. And then we introduce a
new way to solve the shortcomings.

2.1 Pronoun Tagging Based on Conditional Random Fields

The missing pronouns belong to the empty categories which are kinds of ele-
ment in a parse tree that does not have a corresponding surface word. Chinese
Tree Bank (CTB) [8] has different kinds of empty categories, but we only focus
on the “*pro*” tagged sentences which show the position of missing pronouns.
Moreover we treat all the pronouns as one category, in this way we avoid the
data sparse problem. We extract the appropriate sentences from CTB. Then we
build a simple conditional random fields [9] model on CTB corpus to recover
pronouns. The part-of-speech and lexical features are employed to train the pro-
nouns tagging model. Then we use the trained model on the BOLT corpus to tag
the missing pronouns. Finally, the tagged corpus are utilized to train translation
models. We finally recover serval pronouns in the target side as the bold shows
in the third column of the Table 2.

However, the improvement of translation doesn’t seem significant. Sometimes
even got some decline than the non pronoun tagged translation. We analyze
the translation result, and found that some “*pro*” could be translated into
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Table 2. An example of pronoun tagged conversation translation. The first column
shows the source side of conversation with the tagged pronouns. *pro* in the source
side shows the position of the missing pronouns. The second column shows the reference
side. And the pronoun tagged translation is the general translation of pronoun tagging
sentences

the pronouns, but a majority of “*pro*” could not. Therefore, there are many
pronoun tagged words that bring some unnecessary noise translations, and this
may lead the decline.

2.2 Pronouns Recovery with Filtering

In order to recover pronouns in the target side without reducing the perfor-
mance of the machine translation, we introduce a filter to pick up the position
of pronouns which can truly help the translation.

Firstly, we use the pronoun tagged conversational data to make the word
alignment [10]. We assume that the tags which are aligned to the pronouns of
target side such as “you”, “I”, “he”, etc., are intended to be the true pronoun
tags that will be useful for translation. Under this assumption, we retain the
pronoun tags which are aligned to pronouns and filter out the others. Then we
use these filtered data as our new training set for pronouns recovery which helps
us find more appropriate tags for the translation. And we get improvements in
translation.

In order to verify the assumption, we compute the lexical translation table on
the internet chat (CHT) corpus from BOLT. Table 3 shows the results of lexical
translation table on the CHT corpus with pronoun tagged and CHT corpus
with pronoun filtered respectively. The probabilities of pronouns increase. On
the contrary, the other words’ probabilities decrease.

Table 3. Part of lexical translation table

Word P (word| ∗ pro∗) CHT P (word| ∗ pro∗) filtered CHT

right 0.154 0.004 ↓
you 0.114 0.191 ↑
it 0.162 0.287 ↑
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3 Experiments

3.1 Experimental Setup

We used three genres of conversational spoken language corpus on BOLT. They
are conversational telephone speech (CTS), message conversation (SMS) and
internet chat (CHT) respectively. The details of these corpus are listed in Table 4.
For each genre of corpus, the test set and the development set consist of about
5000 sentences, respectively.

All the Chinese data was segmented by the Language Technology Platform
(LTP) tools [11]. The baseline system was trained using the BOLT corpus with-
out pronoun tagged. Our experiment used the Hiero [12] system embedded in the
Moses [3]. The training data of the language model is the English side of paral-
lel training corpus. And we trained a 7-gram language model with the modified
Kneser-Ney smoothing [13]. The same number of GIZA++ [14] iterations was used
for all the experiments. Minimum error training [15] was conducted on every sys-
tem. For each system, the BLEU score [16] was calculated on the test set.

3.2 Result and Discussion

The BLEU scores of different tagging methods for source side data and different
corpus are shown in Table 5. All the results in Table 5 marked with “*” are
statistically significant with p<0.05 based on 1000 iterations of paired bootstrap
resampling [17]. As we can see that the traditional method involving pronouns
directly in the statistic machine translation system receives a slight decline.
However, when using the pronouns filtering method, significant improvements
achieve on either of chat, message, telephone conversation corpus.

Table 4. Details of the training corpus

Train corpus Words Sentences

CTS 989,512 94,685

SMS 29,011 3,648

CHT 833,230 120,920

Table 5. The results of different systems on different corpus. Baseline is the general
hierarchy based statistical machine translation system. Baseline+tag is short for the
pronoun tagging system and Baseline+fTag is short for the system with filtered tagging
pronouns

System CHT SMS CTS

Baseline 14.72 9.24 21.17

Baseline+tag 14.70 8.56 20.09

Baseline+fTag 14.93∗ 9.39∗ 21.22∗



214 Y. Hu et al.

Table 6 shows four examples of translations on the test sets. The table includes
the translation results from the system trained without pronoun filtered, and the
system trained with pronoun filtered. It shows that some pronoun tags hurt the
translations with involving addition translated words or pronouns that are not
necessary in the target side.

Table 6. Three examples of translations on the test sets

4 Conclusions and Future Work

Dropping of pronouns brings challenge to the machine translation. Our experiment
shows that the traditional method which inserts empty categories directly doesn’t
work well in this area. In this paper, we investigate a new way to pick up more
appropriate pronouns to ensure reasonable pronoun recovery in the target side.

Using the new way to get the positions has several advantages. On the one
hand, we put our focus on the true pronoun dropped positions which actually
helps to go across the structure gaps so that the tagged positions can be aligned
to pronouns on larger probability. On the other hand, this method gets rid of
some redundant words which may lead to more unrelated words involved in
the translation results. In this paper, we improved the conversational spoken
language translation via pronouns tagging.

In the future work, we will consider integrating the pronoun tags into the
decode process, so that it can benefits from interacting with other compositions.
We will also consider involving pronouns inference process into the machine
translation system. No matter how hard it is, it’s worth getting the correct
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missing pronouns which contribute greatly to the conversational spoken language
machine translation.
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Abstract. Real Time Bidding (RTB) is an emerging business model of
online computational advertising with the rise of Internet and big data.
It can help advertisers achieve the precision marketing through evolving
the traditional business logic from buying ad-impressions to directly buy-
ing the matched target audiences. As an important part of RTB markets,
Demand Side Platforms (DSPs) play a critical role in matching adver-
tisers with their target audiences via market segmentation, and their
segmentation strategies (especially the choice of granularity) have key
influences in improving the efficiency of RTB markets. This paper stud-
ied DSPs’ strategies for market segmentation, and established a selection
model of the granularity for segmenting RTB markets. We proposed to
validate our model using a computational experiment approach, and the
experimental results show that the market segmentation granularity has
the potential of improving both the total revenue of all the advertisers
and the expected revenue for each advertiser.

Keywords: Real time bidding · Demand side platforms · Market
segmentation granularity · Computational experiments · Precision
marketing

1 Introduction

With the rapid development of Internet and big data, Real Time Bidding (RTB)
has been widely-recognized as the most popular business model of online adver-
tising markets, and an inevitable trend of the sale model for online digital media.
RTB can help advertisers to reach their target audiences via real-time, auction-
based matching and pricing, and thus display their advertisements to the right
person at the right time with lower costs. As such, RTB has the potential of
improving the market efficiency as well as advertisers’ revenue.

As a central part in the RTB ecosystems, Demand Side Platforms (DSPs)
stand on the demand side of this market, serving as an agency making decisions
on behalf of their advertisers. Typically, designing efficient bidding algorithms
c© Springer Science+Business Media Singapore 2015
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and effective market segmentation strategies are key decisions for DSPs. In liter-
ature, designing bidding algorithms attracted much more interests of researchers.
For instance, Ghosh et al. [2] proposed an offline bidding algorithm for DSPs that
is suitable for both the full information and the partially observable information
settings. Other offline algorithms have been proved to be able to optimize adver-
tisers’ bids based on the historical average winning bid prices [6], the predicted
winning rates and prices [3], as well as the click-through-rates [5]. Chen et al. [1]
designed an online bidding algorithm that can support fine-grained impression
valuation and adjust value-based bids dynamically.

As for DSPs’ market segmentation strategy, related research is still nonexis-
tent. Via analyzing cookie-based online big data, DSPs can in theory infinitely
precisely segment advertisers’ target audiences into large numbers of niche mar-
kets. In RTB practice, the granularity used by DSPs is a key parameter that
can partly determine both the competition degree among advertisers and their
valuations of ad impressions. On one hand, fine-grained market segmentation
can improve the precision of advertiser-audience matching and also advertisers’
values per ad impression. This helps increase the average price of RTB ads. On
the other hand, however, with the increasing segmentation granularity, the num-
ber of advertisers in each niche market, and also the competition among them,
will be reduced. This will decrease the RTB ad price. Obviously, there exists
a dilemma for DSPs in choosing the granularity in pursuit of better ad prices
and revenue. Therefore, it is extremely urgent to study the market segmentation
problems, and provide a feasible market segmentation strategy for DSPs, so as
to maximize the marketing effect of advertisers in RTB markets.

In this paper, we aim to preliminarily study the market segmentation problem
for DSPs, and define it as an issue of seeking for the best market segmentation
granularity within the given alternative granularities. Considering the market
complexity, we utilize a computational experiment approach to validate the effec-
tiveness of our proposed model. Experimental results show that the increasing of
the market segmentation granularity can greatly improve the total revenue of all
the advertisers on the DSP, and thus the marketing effect of RTB advertising.

The rest of the paper is arranged as follows: In Sect. 2, we first introduce
our problem briefly, and then establish a model for the choice of market seg-
mentation granularity. In Sect. 3, we propose to use a computational experiment
approach to solve our proposed model, and design numerical experiments to val-
idate our model. Section 4 discusses the managerial insights of our findings for
DSPs. Section 5 concludes our efforts.

2 The Model

2.1 Problem Statement

In RTB markets, DSPs typically label the target audiences (or users) with various
kinds of tags, resulting in a hierarchical structure shown in Fig. 1. For example,
user 1 may represents the people who love sports, then user 2(1) and user 2(2) can
represent the men who love sports and the women who love sports, respectively.
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Obviously, the granularity of market segmentation increases from the top level to
the bottom level, and correspondingly the number of users in each niche market
decreases, resulting in better matching and targeting for advertisers.

For DSPs, each level corresponds to a market segmentation strategy, and
these strategies may lead to different marketing effect for advertisers. Thus, a
DSP has to choose the best market segmentation strategy, so as to maximize
the marketing effect for all advertisers.

Fig. 1. The user structure in the DSP

2.2 The Model

We consider the case when there is only one DSP in the market, i.e., the winning
advertiser will obtain the ad impression. Suppose there are M market segmenta-
tion granularities, denoted as L = {1, 2, · · · ,M}, and correspondingly, the DSP
has M market segmentation strategies. Denote the advertisers on the DSP as
U = {1, 2, · · · , N}, and their budgets as B = {B1, B2, · · · , BN}. For a certain
time period, there are S ad impression requests, denoted as Q = {1, 2, · · · , S},
and for each request j ∈ Q, the reserve price is ρj .

For each market granularity l ∈ L, the matching probability between the
advertiser i ∈ U and the ad impression request j ∈ Q is σl(i, j) ∈ [0, 1]. The
matching probability is a measurement for the matching degree of the ad impres-
sion (and also the audience) with the advertiser. σl(i, j) = 0 and σl(i, j) = 1
represent a complete mismatch and a perfect match, respectively. For any given
α ∈ [0, 1], the advertiser bids for the ad impression only if σl(i, j) ≥ α and the
remaining budget is sufficient.

Denote the value function of the advertiser i ∈ U for ad impression j under
a market granularity l as vi(l, j). According to the equilibrium properties of
Vickrey auction mechanism, we can assume that the bid for advertiser i for ad
impression j is also vi(l, j). The remaining budget for advertiser i after buying
ad impression j is bl,i(j) = bl,i(j − 1) − cl,i(j − 1) for j = 1, 2, · · · , S, where
bl,i(0) = Bi, and cl,i(j − 1) represents the cost of advertiser i for ad impression
j − 1 under a market granularity l. We set cl,i(j − 1) = 0 if advertiser i does not
win in the auction.

Under each market granularity l, the set of advertisers bidding for ad impres-
sion request j can be computed as follows

Uα(l, j) = {i|i ∈ U, σl(i, j) ≥ α, bl,i(j) ≥ vi(l, j)}, (1)

and the advertisers with the highest bid and the second highest bids can be
computed by
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i0(l, j) = argmax
i∈Uα(l,j)

vi(l, j), i
′
(l, j) = argmax

i∈Uα(l,j)/i0(l,j)

vi(l, j). (2)

According to the RTB auction mechanism, the advertiser with the highest bid
wins the auction, and he or she needs to pay only the second highest bid. Thus,
the advertiser i0(l, j) wins the auction, and the cost is cl,i0(j) = max{vi′ (l,j), ρj}.

Assume the revenue of the advertiser from an ad impression is equal to the
advertiser’s value for the impression, then the winning advertiser i0 can obtain
vi0(l, j) revenue from ad impression j. Denote the revenue of all advertisers on
the DSP from ad impression j under the market granularity l is r(l, j), then we
have r(l, j) = vi0(l, j).

Thus, under market granularity l, the total revenue of the advertisers on the
DSP from all the ad impression requests is g(l) =

∑
j∈Q r(l, j).

The DSP aims to choose the best market granularity from L to maximize
the total revenue of all the advertisers, i.e.,

max
l∈L

g(l). (3)

Solving the above model, we can obtain the optimal market granularity l∗,
and the corresponding optimal revenue is g(l∗).

3 The Experiments

Due to the essential complexity of online RTB markets, it is difficult or even
impossible to validate our proposed model and strategies with online field exper-
iments. Fortunately, computational experiments [4] can serve as an alternative
way. In this section, we will design the experimental environment with the com-
putational experiment approach, to validate our model.

3.1 The Computational Experiments Scenario

Suppose there is only one DSP, and the number of ad impression requests during
a certain time period on the DSP is S = 1000000. The hierarchical structure
of the users corresponding to these impressions is shown in Fig. 2, with three
layers. The proportion of these users are a1 : a2 : b1 : b2 = 1 : 1 : 1 : 1, and these
users are uniformly distributed in the time period. The reserve price of these ad
impression requests is ρ = 2.00.

According to the three-layer-structure of the users in Fig. 2, the DSP has
three feasible market segment strategies, each corresponding to a layer. The
three strategies are defined as follows:

(1) Strategy-I: no market segmentation, corresponding to the top layer;
(2) Strategy-II: segmenting the market into two niche markets, corresponding

to the middle layer;
(3) Strategy-III: segmenting the market into four niche markets, corresponding

to the bottom layer;
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Table 1. The targeting audience for the 8 advertisers under different segment strategies

Advertiser Targeting population Total budget

Strategy-I Strategy-II Strategy-III

A All a a1 1500

B All b b1 1300

C All a a2 1000

D All b b2 800

E All a a1 700

F All b b1 600

G All a a2 500

H All b b2 200

To evaluate the three strategies, we construct an experiment with 1 DSP and
8 advertisers. Their targeting audiences under each strategy are given in Table 1.
For each strategy, their CPMs for the impressions are fixed.

In RTB practice, advertisers’ values of ad impressions typically increase with
the accuracy of matching, and so we assume that the CPMs of the advertisers
under the three strategies are uniformly distributed in [2.20, 8.00], [4.00, 15.00]
and [7.00, 20.00], respectively. Moreover, for each strategy, we assume CPM(A) >
CPM(B) > · · · > CPM(H) for these advertisers’ CPMs. This assumption is rea-
sonable since generally the advertiser with a higher CPM under one segmentation
strategy also has a higher CPM under others.

3.2 The Experimental Results

In order to obtain general conclusions as for the influence of the segmentation
strategy on advertisers’ revenues, we conduct 2000 independent experiments,
and in each experiment, the process for finding the optimal market segmentation
granularity is given in Fig. 3.

With the above solving process, the total revenue and the average total rev-
enue for the advertisers on the DSP, and the average revenue for each advertiser
in these 2000 experiments are shown in Fig. 4.

From Fig. 4, we can obtain the following conclusions:

(1) For all the 2000 experiments, the total revenue increases with the market
segmentation granularity.

(2) The average total revenue for the three strategies are 6098.659, 9150.510 and
12777.387, respectively. It is obvious that Strategy-III outperforms Strategy-
I and Strategy-II (about 101.51 % and 39.64 %), and Strategy-II outperforms
Strategy-I about 50.04 %, in terms of the average total revenue.

(3) For each advertisers, the average revenue increases with the market segmen-
tation granularity.
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Fig. 2. The three-layer-structure of the
users in the DSP

Fig. 3. The process for finding the opti-
mal strategy
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Fig. 4. The total revenue on the DSP, the average total revenue on the DSP, and the
average revenue for each advertiser in 2000 experiments

Furthermore, Fig. 5 gives the revenues for the 8 advertisers in the 2000 exper-
iments, and it is obvious that there are 6 cases for the relations of the revenues
among the three strategies, as shown in Fig. 6.

In order to make a better comparison of the revenues among the three strate-
gies, we give the percentage of each case for every advertiser in the 2000 exper-
iments, as shown in Fig. 7. From the results, we can see that case-1 occurs with
proportions of 58.15 %, 62.55 %, 61.05 %, 64.55 %, 77.45 %, 84.6 %, 73.4 % and
94.8 % for advertiser A–H in all experiments, respectively, which illustrates that
Strategy-III outperforms the other two strategies in most situations.

3.3 Analysis of the Experimental Results

From the above experimental results, we can obtain the following findings:

(1) With the increasing of market segmentation granularity, both the total rev-
enue and the average total revenue of all the advertisers on the DSP, as
well as the average revenues of each advertiser, can be improved greatly,
which illustrates that the increasing of market segmentation granularity in
a certain extent can improve the advertising effect.

(2) From the comparisons of the percentage for the 6 cases, we can see that the
revenues of each advertiser increase with the increasing of market segmen-
tation granularity in most cases. Thus, increasing of market segmentation
granularity is good for all advertisers in the average sense.
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Fig. 5. Comparisons of the revenues for the 8 advertisers under the three strategies in
the 2000 experiments
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4 Managerial Insights

Our paper can offer critical managerial insights for DSPs in RTB markets.
On one hand, there are typically lots of advertisers on the DSP, and how to

measure the advertising effect considering all the advertisers is a difficult task
for the DSP. This work indicates that simply taking the total revenues of all
the advertisers as the optimization objective is appropriate, effective and easy
to realize for the DSP.

On the other hand, this work provides a feasible approach to validate the
central role of market segmentation strategy on the targeting accuracy and mar-
keting effect for the advertisers in RTB markets. Moreover, given all the optional
market segment granularities, this work offers an effective method for DSPs to
choose the optimal market segmentation granularity. An easier and practical
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way for DSPs is to increase the market segmentation granularity as possible,
under the condition that there are remaining enough target audience for these
advertisers after market segmentation.

5 Conclusions and Future Work

Market segmentation is an important strategic problem for DSPs, and also an
important guarantee for the effectiveness and efficiency of the emerging RTB
advertising paradigm. In this paper, we established the model for the choice of
the market segmentation granularity. This model can be used to help DSPs to
determine the optimal market segmentation granularity. We proposed to use the
computational experiment approach to evaluate our model, and experimental
results show that the increasing of market segmentation degree in a certain
extent can not only improve the advertising effect for DSPs, but also is good for
all the advertisers.

This work is the first attempt to discuss the RTB market segmentation prob-
lem. In our future work, we are planning to extend this research from the follow-
ing aspects: (a) Analyzing the strategic behavior and the resulting equilibrium
of the principal-agent games between the advertisers and the DSP; (b) Studying
the optimal granularity for market segmentation with target audiences labeled
in a high-dimensional feature space.
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Abstract. The difference of hedge cue distributions in various domains makes
the domain-specific detectors difficult to extend to other domains. To make full
use of out-of-domain data to adapt to a new domain and minimize annotation
costs, we propose a novel cross-domain hedge detection approach called
FIMultiSource, which combines instance-based and feature-based transfer
learning approaches to make full use of multiple sources. Experiments carried
on BioScope, WikiWeasel, and FactBank corpora show that our approach works
well for cross-domain uncertainty recognition and always improves the detec-
tion performance compared to other state-of-the-art instance-based and
feature-based transfer learning approaches.

Keywords: Hedge detection � Cross-domain � Transfer learning

1 Introduction

Hedge detection has attracted more and more interest in natural language processing
(NLP) community. The CoNLL-2010 Shared Task [1] addresses the detection of
uncertainty in two domains (biological publications and Wikipedia articles). Hedging is
widely used in various domains from science to humanities [2]. To date, several
corpora annotated for uncertainty are publicly available in different domains, such
as BioScope [3] from biomedical domain, FactBank [4] from newswire domain,
WikiWeasel [1] from encyclopedia domain, etc. The uncertainty cue vocabulary and
the distribution of certain and uncertain senses of cues vary in different domains [2].

The currently existing approaches focus on learning the domain-specific detectors in
each publicly available corpus. Such approaches works well in the domains in which the
training data are sufficient. Though the several publicly available corpora cover different
aspect of uncertainty, the domain dependency of hedge detection makes the model
trained on existing corpora does not perform well in other domains. It is impractical to
annotate training data for each of the application domains. Szarvas et al. [2] show that
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distant domain data can contribute to the recognition of uncertainty cues, which
efficiently reduces the annotation costs for a new domain. However, the target training
data Szarvas et al. [2] need are 1,000 * 2,000 labeled sentences, which are also too
expensive.

This paper addresses the problem of detecting hedge in the case that the training
data in the target domain are rarely scarce, for example, 200 instances. We propose a
robust cross-domain hedge detection method, which combines feature-based transfer
learning (or feature-transfer) and instance-based transfer learning (or instance-transfer)
approaches to transfer hedge detection knowledge from multiple sources. The proposed
method first trains a feature-transfer classifier and an instance-transfer classifier by
using each source data individually in combination with the target data. The final
ensemble classifier is given by a sum of the individual classifiers’ predictions to
overcome the weakness of a single transfer approach from a single source. The
experiments show that our method outperforms the state-of-the-art transfer learning
approaches in hedge detection, especially for a very small insufficient training set.

2 Related Work

The early hedge detection systems use handcrafted cue lexicons for cue recognition [5].
However, not all occurrences of the cues indicate uncertainty. With the development of
publicly available corpora, the hedge detection task is treated as a sequential labeling
[6, 7] or a token classification problem [8]. The former predicts for all tokens whether a
token is inside a cue or outside a cue. The latter matches cue candidates based on a cue
lexicon, and then classifies whether they denote uncertainty. All of these studies focus
on in-domain cue detection, which assume that the training data are sufficient to get an
acceptable model in the application domain. However, there are only several available
corpora constructed for special domains, and the set of cues used and frequency of their
certain and uncertain usages are domain dependent.

In the case that the training and working data follow a different data distribution,
transfer learning could improve the performancewithoutmuch expensive data-annotation
effort. The existing transfer learning approaches can be divided into two cases:
feature-transfer learning, and instance-transfer learning approaches. Feature-transfer
learning [9, 10] tries to discovery latent common features shared by the source and target
domains. Daumé III [9] proposes a Frustratingly Easy Domain Adaptation approach
(Hereafter, FruDA for short), which augments the feature space of both the source and
target data and uses the result as the input to a standard learning algorithm.

Instance-transfer learning [11–13] attempts to select the important source instances
which are reused in the target domain by reweighting. TrAdaBoost [11] focuses on
using a large set of labeled source data and a small set of labeled target data to
automatically adjust the weights of training instances by Boosting. However, the
limited labeled target data cannot represent the whole target domain sufficiently. Active
learning algorithms are usually used to choose the target instances for representing the
target distribution [12]. On the other hand, TPTSVM [13] uses semi-supervised
learning to improve the generalization performance.
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Transfer learning relying on one source could lead to negative transfer. Yao and
Doretto [14] propose the MutiSourceTrAdaBoost algorithm to import knowledge from
multiple sources to decrease the risk of negative transfer. Eaton and desJardins [15]
propose a TransferBoost algorithm, which increases the weight of sources that show
positive transfer to the target. Dredze et al. [16] adapt multiple source domain classi-
fiers to a new target domain. However, they train domain-specific classifiers individ-
ually in each source domain without exploiting a small target training data set.

To take advantages of both feature-transfer learning and instance-transfer learning
approaches and import knowledge from multiple sources, this paper proposes a method
to integrate the two approaches for cross-domain hedge detection with multiple sources
(FIMultiSource). The proposed method first trains a feature-transfer classifier and an
instance-transfer classifier by using each source domain data set and a small number of
target domain data set. Finally, the classifiers trained in different approaches with
different sources are combined to take advantage of their various strengths.

3 Cross-Domain Hedge Detection

3.1 Hedge Cue Detection

Hedge information almost presents by lexical cues. However, the words in lexicon do
not always present uncertainty but according to the context. This paper formulates the
cue detection problem as a classification problem of candidate cues in lexicon. How to
classify the candidate cues by using the limited labeled data in target domain to
leverage multiple sources is the main task we want to solve in this paper. Several basic
features, which are provided by GENIA Tagger, are used in our system.

(1) Current token features: TokenðiÞ ði ¼ 0Þ
(2) Stem features: StemðiÞ ði ¼ �1; 0; þ 1Þ
(3) POS features: POSðiÞ ði ¼ �1; 0; þ 1Þ
(4) Chunk features: ChunkðiÞ ði ¼ �1; 0; þ 1Þ
(5) Co-occurrence features: CoðiÞ ði ¼ �1; 0; þ 1Þ.

Other candidate cues that occur in the same sentence. Where Coð�1Þ is the first
candidate cue to the left, Coðþ 1Þ is the first candidate cue to the right.

3.2 Transfer Learning with Multiple Sources

Given three kinds of data sets, a very small target training setDl ¼ fðxli; yliÞ i ¼ 1; . . .; nj g,
yli ¼ f�1; þ 1g, the target domain unlabeled setDu ¼ fðxuj Þ j ¼ 1; . . .;mj g, and multiple
source domain labeled sets Ds1; . . .;Dst; . . .;Dsq, whereDst ¼ fðxstk ; ystk Þ k ¼ 1; . . .; stj jj g,
ystk ¼ f�1; þ 1g. n,m and jstj are the sizes ofDl,Du andDst. Assume thatDl andDu are in
the same domain with same distribution, but Dl is not sufficient to training a model to
classify the Du. Our transfer learning algorithm tries to use Dst and Du to help the
insufficient training set Dl to train a better classifier FðxjÞ that minimizes the prediction
error on the target unlabeled set Du.
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We combine instance-transfer and feature-transfer learning approaches to make full
use of multiple sources. A formal description of FIMultiSource is given in Algorithm 1.
For each source data Dst, FIMultiSource trains a feature-transfer classifier on Dst [ Dl

and an instance-transfer classifier on Dst [ Dl [ Du(or Dst [ Dl). The final ensemble
classifier is given by a sum of the individual classifiers’ predictions to overcome the
weakness of a single transfer approach from a single source.

For feature-transfer, FruDA [9] is adopted for our FIMultiSource method. FruDA
[9] projects the source data and target data X ¼ RF to an augmented space ~X ¼ R3F by
the mappings Us and Ut respectively:

UsðxÞ ¼ \x; x; 0[ ; UtðxÞ ¼ \x; 0; x[ ð1Þ

where, 0 ¼ \0; . . .; 0[ 2 RF is the zero vector, F is the dimension of the initial
input. Augment reduces difference between a source and a target domain by mapping
the source data and target data into a common space. However, the scarce training data
in the target domain is insufficient for represent the feature distribution of target
domain.

For instance-transfer, TrAdaboost [11] and TPTSVM [13] are used for our
FIMultiSource method respectively. Comparing with TrAdaboost, TPTSVM queries
the most confident target domain unlabeled data Du into training data, which helps to
overcome the over-fitting of TrAdaBoost.

4 Experiments

4.1 Performance Based on Transfer Learning with One Source

We evaluate our method on three corpora: BioScope [3] from biomedical domain,
WikiWeasel [1] from encyclopedia domain, and FactBank [4] from newswire domain.
The BioScope corpus contains clinical texts as well as biomedical texts from full paper
and scientific abstracts. Only scientific abstract is used as biomedical data in our
experiments. The number of cues in biomedical, encyclopedia and news domains is
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2694, 3265 and 720 respectively. The number of candidate cues in the three domains is
10272, 17009 and 2758 respectively. The training data in the target domain used in the
experiments are only 200 instances.

We first evaluate our feature-transfer and instance-transfer learning combination
approach in hedge detection by using only one source domain. Our transfer learning
combination method is compared with the following basic methods:

Sou: This method applies the SVM with only the current source training set Dst.

Tar: This method applies the SVM with only the target training set Dl.

Sou + Tar: This method applies the SVM with both the source and target training
sets Dst[Dl.

Fru: This method applies the feature-transfer learning approach FruDA with both
the source and target training sets Dst[Dl.

TrA: This method applies the instance-transfer learning approach TrAdaBoost with
both the source and target training sets Dst[Dl.

TPT: This method applies the instance-transfer learning approach TPTSVM with
the three data sets: the source training set, the target training set and the target unlabeled
set Dst[Dl[Du.

Note that the former three basic methods are the traditional learning methods, while
the later three basic methods are the transfer learning methods. To illustrate the effects
of our transfer learning combination method, the two instance-transfer approaches
(TrA and TPT) are combined with the feature-transfer approach respectively:

Fru + TrA: This method combines the outputs of the basic methods Fru and TrA.

Fru + TPT: This method combines the outputs of the basic methods Fru and TPT.

We generate six groups of experiments using all three data sets. Iteration time N of
both TrAdaBoost and TPTSVM is 100. All the results below are the average of 10
repeats by random. The performance for hedge detection is evaluated by the official
tool of the CoNLL-2010 shared task. The evaluation for hedge detection is carried out
on the cue-level. The cue-level scores are based on the exact match of cue phrases.

The comparison of cue-level F-scores is shown in Table 1. Seen from the table, the
proposed feature-transfer and instance-transfer combination approach outperforms the

Table 1. Comparison of Cue-level F-scores with One Source (abc = scientific abstract in
biomedical domain; enc = encyclopedia)

Domain Method
Target Source Sou Tar Sou + Tar Fru TrA TPT Fru + TrA Fru + TPT

news abs 51.13 36.83 55.57 63.96 64.17 65.53 65.47 66.10
news enc 67.18 36.83 67.29 68.52 66.24 66.67 68.67 68.92
abs news 71.93 72.17 84.70 81.37 83.50 84.25 83.51 84.22
abs enc 79.40 72.17 80.76 82.27 82.42 82.68 83.90 83.80
enc abs 61.29 28.99 62.27 66.25 70.31 70.84 70.67 71.19
enc news 70.99 28.99 72.08 69.16 72.23 73.23 72.81 73.97
Average 66.99 46.00 70.45 71.92 73.14 73.87 74.17 74.70
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basic methods generally. Among the six basic methods, the three transfer learning
methods (Fru, TrA, and TPT) are obviously better than the three traditional learning
methods (Sou, Tar, and Sou + Tar). Since the training data are not sufficient (200
instances), the performance of Tar is very poor. The average cue-level F-score is only
46.00 %. Sou + Tar could improve Tar with the help of the source data. For the
transfer learning methods, TPT always improves the F-scores of TrA by using the
target unlabeled data to help transfer learning. Overall, Fru + TPT gives the best
cue-level F-score 74.70 % through the novel combination of feature-transfer and
instance-transfer learning as well as the utilization of the target unlabeled data.

4.2 Performance Based on Transfer Learning with Multiple Sources

We then perform the experiments with multiple sources. Three groups of experiments
are generated using the same three data sets. Our FIMultiSource method is compared
with the following basic methods employing multiple sources:

MSou: This method applies the SVM with the union of multiple source training
sets Ds1[. . .[Dsq.

MSou + Tar: This method applies the SVM with the union of multiple source
training sets and the target training set Ds1[. . .[Dsq[Dl.

MFru: This method extends FruDA to multiple source domains with the multiple
source training sets and the target training set Ds1[. . .[Dsq[Dl. For K¼qþ 1 domains
totally, FruDA is simply extended to multiple sources by expanding the feature space to
RðKþ 1ÞF , where “+1” corresponds to the “general domain” [9].

MTPT: This method extends TPTSVM to multiple source domains with the union
of multiple source training sets, the target training set and the target unlabeled set
Ds1[. . .[Dsq[Dl[Du. Zhou et al. [13] introduces a source factor eðet�esÞ to increase or
decrease the source weight based on whether the union of the source and target domain
data shows positive or negative transfer to the target domain. et is the prediction error of
the classifier trained with the target sets. es is the prediction error of the classifier trained
with both the target and source sets. We simply extend TPTSVM to multiple sources
by using the source factor eðet�estÞ to adjust the weight of source domain set Dst.

ComFru: This method combines the prediction value of each Fru, which is learned
by transferring knowledge from each source to the same target.

ComTPT: This method combines the prediction value of each TPT, which is
learned by transferring knowledge from each source to the same target.

The comparison of cue-level F-scores is shown in Table 2. From the table we can
see that the proposed FIMultiSource method outperforms all six basic methods over
all groups. Among the six basic methods, MSou and MSou + Tar perform poorly
because they simply employ traditional learning with the union of training data. The
average cue-level F-score of MFru is 69.59 %, while that of MTPT is 72.38 %.
ComFru and ComTPT which combine the results of individual classifier could per-
form better than MFru and MTPT. The average cue-level F-scores of MFru and
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MTPT are even lower than that of Fru and TPT (see Table 1). MFru and MTPT
adapt multiple sources to a new target domain in the transfer learning process. How-
ever, they do not get the results as good as expected. This is perhaps because trans-
ferring hedge detection knowledge from multiple sources to the target domain in one
task is quite difficult. Our FIMultiSource achieves the cue-level F-score of 75.93 %,
which is 1.23 % higher than that of Fru + TPT. The improvements benefit from
multiple sources.

Szarvas et al. [2] uses the same three corpora (Bioscope, WikiWeasel, and Fact-
Bank). The target training set they need consists of 1,000 * 2,000 sentences. The
model trained by these sentences has already achieved the average F-score of 73.5 %.
Szarvas et al. [2] adapt FruDA [9] to transfer hedge detection knowledge from one
source to the target domain, and the average F-score reaches 77.8 %. We also employ
FruDA in our experiments, and achieve the average F-score of 71.92 %. However, the
target training data we need is rarely scarce (200 instances). By using our FIMulti-
Source method, the average F-score is improved to 75.93 %, which outperforms FruDA
significantly.

5 Conclusion

In this paper, we proposed a novel approach FIMultiSource for cross-domain hedge
detection with multiple sources. The proposed approach first learns cross-domain
classifiers from each source to the target domain based on the feature-transfer and
instance-transfer learning approach respectively. The final ensemble classifier is given
by a sum of the individual classifiers’ predictions to overcome the weakness of a single
transfer approach from a single source. Experiments show that our FIMultiSource
achieves the cue-level F-score of 75.93 %, which significantly outperforms previous
state-of-the-art transfer learning approaches. Both feature-transfer and instance-transfer
play an important role in cross-domain hedge detection. How to balance their function
to optimize the combination of feature-transfer and instance-transfer for cross-domain
hedge detection will be studied in our future work.

Acknowledgements. This research is supported by National Natural Science Foundation of
China (Grant No. 61272375).

Table 2. Comparison of Cue-level F-scores with Multiple Sources

Domain Method
Target Source MSou MSou + Tar MFru MTPT EnsFru EnsTPT FIMultiSource

news abs, enc 55.00 57.16 62.18 64.35 68.27 67.71 69.23
abs enc, news 78.94 80.14 81.48 82.09 82.93 84.75 84.96
enc abs, news 61.16 61.78 65.10 70.71 69.14 73.54 73.61
Average 65.03 66.36 69.59 72.38 73.45 75.33 75.93
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Abstract. With the rapid development of e-commerce, the recommendation
system is becoming increasingly important. The collaborative filtering algorithm
is one of the most successful algorithms in recommendation system. However,
users’ preference and application scenarios play a significant role in determining
the effect of these algorithms. Therefore, we propose a method to fusion item-
based and user-based collaborative filtering algorithms into a hybrid one, we also
consider time as a property and design a method to evaluate the rank of items.
Last, the Movielens and real-world data-set are used to evaluate the recall and
efficient of the algorithm in this paper.

Keywords: Collaborative filtering · Recommendation systems · Ensemble
method · Time-awareness

1 Introduction

With the rapid development of digital music, personalized music recommendation has
gradually attracted the attention of researchers, and many remarkable research achieve‐
ments were produced. Many popular online digital music radios, such as Pandora,
Last.fm, Song Taste and Douban, have already adopted different kinds of recommen‐
dation techniques. However, the accuracy and the coverage ratio of their recommenda‐
tion correspondences are not satisfactory, and be lack of personalization.

In the field of personalized recommendation, many approaches are single recom‐
mendation based. For instance, Pandora takes advantage of expert-based recommenda‐
tion; Song Taste adopts the content-based one. Lee S. [1] applies the random-walk
method to recommend music by utilizing the graph mode composed by user and music.
However, other content-based recommendation algorithms are more use of audio anal‐
ysis technology to recommend [2–5]; as for additional researches, the hybrid model is
adopted, such as Yoshii K established a hybrid recommendation model which combined
with content-based and collaborative filtering algorithms, while Tso-Sutter combined
the two kinds of collaborative filtering algorithm with label features. About these algo‐
rithms mentioned above, collaborative filtering is widely adopted because of its simple
ideas and stable performance. The collaborative filtering techniques can be classified
into two categories: model-based and memory-based, which basic idea is to predict the
behavior of a person who has similar preferences or habits.
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After analyzing the traditional collaborative filtering algorithm and the existing
problems, this paper proposed a recommendation system framework which combined
two different collaborative filtering algorithms. And make use of time and weight penalty
strategy to resolve popular items problem in practical applications. Experimental results
indicate that the new proposed method for the top-N recommending issue can obtain
more accurate and better performance than single collaborative filtering algorithm or
other hybrid algorithms.

2 Related Work

In this paper, U × I→R represent the user-item scoring matrix, where U indicates the
user set, and I as the item set. Besides, r(u, i) represents the score value of the user u to
the item i in the score matrix R, where r ∈ R, u ∈ U, i ∈ I.

Different from content-based recommendation algorithm, the similarity between
items is not calculated by item features, but by analyzing the score of these similar items
which are interested to users [6]. The content-based collaborative filtering algorithm has
been widely used in industry, and the most famous one is the item-to-item technique
which proposed by Amazon [7]. Another one is user-based approach which applied by
Grouplens [8]. In practice, data are so sparse that many recommendation techniques
focus on solving the issue of data sparsely. Yan et al. [9] propose a method using two
weighted scoring techniques to fill the scoring matrix, and utilize the score matrix to
recommend. This method solves the problem of matrix sparseness in some extent. Wang
et al. [10] utilized the technique of k-means to gather different items together to represent
a specified type of interest. A user may have a variety of hobbies, and it can be handled
in a different interest area, according to the actual demand when recommending, they
also introduce a weight coefficient of items to reduce the influence of similarity when
two users preferred common popular items. For the issue of data sparseness may influ‐
ence the recommendation, the similarity transfer algorithm is proposed by Xie [11].
According to a specified threshold, this algorithm is used to find the misaligned similarity
value, and then replace it with transfer similarity value. The extent of transfer is defined
by the degree of interaction, which is expressed as the amount of common items between
user  and . Thus, the original similarity is adopted when the user’s interaction degree
is smaller than threshold.

3 Fuse the Collaborative Filtering Algorithm

3.1 Algorithm Overview

The fusion of two kinds of collaborative filtering algorithm is the continuation and
development for the traditional collaborative filtering approach. The approach that based
on the item can apply to more users. As long as the user has an item evaluation, the
similar unevaluated items can be recommended to user. Besides, the Item-CF have a
strong ability to explore the long tail item, which can not only fully reflect the users’
personalized demands, but also can provide a convincing explanation. In contrast,
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although User-CF has no credible explanation provided for recommended result and nor
in the absence of user behavior to recommend, it can works well when the items amount
far greater than users and it also have a strong real-time advantage. By combining these
two algorithms, the results of the recommendation can be combined in a linear way,
which can reduce the disadvantages to an extent of single approach in different appli‐
cations. The strategy mentioned above not only can make a credible explanation for
recommendation results, but also can obtain the stronger robustness for data processing,
which can be adopted to different size of user sets and items and can balance the single
algorithm’s disadvantages in timeliness and diversity.

3.2 Algorithm Design

The fusion framework for collaborative filtering is based on the idea of memory-based,
which is mainly divided into two phases, the first phase is preparing data, computing
user-item matrix and calculating the similar user set and similar item set by combining
the user evaluating score. Moreover, the second phase is to generate the top-N recom‐
mendation by using the scoring matrix and similar sets, and then improving and fusing
the recommended results.

Fig. 1. User-item scoring matrix

As shown in Fig. 1, we first construct a scoring matrix for original user-item data.
Then, for any user ui, we use the following formula to calculate the Pearson correlation
coefficient of similarity:

(1)

Where,  are the common items evaluated by user  and , Ru,i represents the
evaluation made by user  to item ,  is the average evaluation score of items evaluated
by user , finally the similarity between user  and  is calculated. In Item-CF, the
calculation of items’ similarity according to the similarity of users who evaluated items,
so it ignores a single Item grading. Because we focus on Top-N recommendations, so
we used the similarity of Loglikelihood [12] in Mahout [13]:
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(2)

Where Entropy is used to calculate the Shannon Entropy, Cii is the number of users
who have evaluated on item i and i’, Ci ‘ is the number of users who have only evaluated
on item i’, and Ci is defined similarly, C’ is representative of the number of users who
have not evaluated on item i or i’. The similarity of Loglikelihood distribution in [0,1].
The user’s Top-N recommendation list can be generated after computing the nearest
neighbor of users and items. In User-Based algorithm, the recommended level of user
u on item i can be calculated by counting the item’s frequency of occurrence on the
similar users and users’ similarity.

(3)

sim(u,v) is the similarity of users u and v, Nu is the set of k neighbors who have most
similarity to user u, which k is determined by the size of dataset, and Ov,i indicates that
user v evaluated item i, but user u does not evaluate it.

In Item-CF algorithm, the weight of item i in recommendation list is calculated by
all users who evaluated item i, Ni is the set of k neighbors who have most similarity to
item i, which k is determined by the size of dataset, the formula is defined as follows:

(4)

After calculated weight using the two formulas above, we can get two recommen‐
dation lists for user . Because of the User-CF and Item-CF need normalized score,
because each algorithm has different ways of scoring. The new formula of fusion way
is as follows:

(5)

3.3 Weight Penalty on the Importance of Time and Item

“Harry Potter” problem has often appeared in collaborative filtering algorithms, the most
popular items have a higher rating by users regularly, so the personalized recommendation
system cannot be established. For this purpose, we use time information to attenuate popu‐
larity in the similarity calculation. And when the Top-N recommendation list is gener‐
ating, we also use a punishment mechanism to reduce the influence of popularity of items.
The track of user’s action is affected by their personal interests and their neighbors, and time
is also an important factor. The user’s interests are changed with time. For example, the
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programmers just like the introduction of programming technology books when they are
rookies, but they will be interested in more in-depth and professional books as time goes
by. Therefore, if we want to accurately predict the user’s current interests, we must
consider the influence of time on user’s interests.

Without considering the effects of time on user’s interest, the evaluation  is the
user’s preference of each item and it can be obtained from dataset. So we use an eval‐
uation timestamp  when user u evaluated item i, under the condition of the current
timestamp , the evaluation based on time is formulated as follow:

(6)

In different times, people’s interests are affected by many factors, leading to the
importance of items changed. Thus, we focused on the weight penalty for popular items,
in order to reduce the impact of “Harry Potter” problem. First of all we must statistic
the number  of users, then for each item, the set of users  who are interested to items
is needed. For each item , the importance in the current time  can be indicated as:

(7)

Thus, the more people concern about it, the less weight in the personalized recom‐
mended list. And more unpopular the items, the higher weight in the calculation. When
the final recommendation list is generated combining with the importance of the items,
we need to correct the Eq. (7) for added importance weight of item :

(8)

4 The Experiment

4.1 The Experimental Data

In order to verifying the validity of the proposed method, we adopted Movielens-100 K
of “Grouplens” (http://grouplens.org/datasets/movielens/) for a wide range of experi‐
ments. “Movielens” data set contains 1,682 movies, 943 users and 100,000 ratings. Since
we need to use the time information, so first of all we need to sort each user ratings
according to timestamp, then split the data follow the rule of 90 %/10 %, where 90 % as
the training set and 10 % as the test set. Data of test set is used to calculate the recall
rate, coverage, etc. Each user in test set has 10 items; and the recommendation system
recommended 10 items for each user.

In addition, we use the “Imusic” user behavior data of Guangzhou telecom to verify
the results on music recommendation. “Imusic” includes 917388 users and 114302
songs, users historical behavior in 4 weeks is extracted. We treated weekly data as a
separate set, and picked up last 10 use records as a test set.
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4.2 Results

Movielens Data Experiment. As shown in Fig. 2, the first experiment shows the recall
changed under different θ values. The highest rate of recall is 22.86 % when  is 0.8.

Fig. 2. The influence of different parameters on the results

Experiment 2, which result depicted in Fig. 3, revealed the different recall rate when we
selected different neighbors of the collaborative filtering fusion algorithm. The highest
rate of recall is 23.20 %, when the number of neighbors is 40.

Fig. 3. The influence of different neighbors for recall rate

The third experiment shows the recall rate of different algorithms; it contains the
User-CF algorithm, the Item-CF algorithm, the fusion algorithms with or without weight
penalty and time factor, and the TST algorithm which we introduced in Sect. 2.
According to the result of Fig. 4, we can see that the fusion algorithm with time and
weight optimization has the highest recall rate of the Top-N recommend problem.

Fig. 4. Different recall rate of algorithm
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Imusic Data Experiment. The experiment based on real users’ behaviors of “Imusic”
focus on three aspects: the hits rate, the recall rate and the coverage rate. We tested three
algorithms, the Item-CF, the optimized and unoptimized version of the fusion collabo‐
rative filtering algorithm. The result can be seen from the Fig. 5, that the fusion algorithm
can predict 90 % users’ interests. That means there is at least one song in the recom‐
mended list which is listened in the test set. On the other hand, simply use the Item-CF
algorithm the hits rate is only 53 %. As shown in Figs. 6 and 7, the results of recall rate
and song coverage rate also showed that the advantage of fusion algorithm. Besides, the
optimized algorithm using time and weight penalty is better than the unoptimized one.

Fig. 5. Hits rate comparison of different algorithms

Fig. 6. Recall rate comparison of different algorithms

Fig. 7. Coverage rate comparison of different algorithms
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5 Conclusion

This paper proposed a personalized recommendation algorithm which integrated two
collaborative filtering algorithms. And after we optimized the algorithm with the impor‐
tance of items and time factor, it can be more accurate for users to recommend items
consistent with their interests. The experiment shown that the optimized algorithm using
time and weight penalty has a better correspondence than other algorithms, and there is
a satisfactory result on Top-N recommendation.
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