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A Method for Reconstructing Surface
Spectral Reflectance in Spectral
Reproduction Workflow

Ping Yang, Sensen Huang, Wangjian Qiu, Qianyun Ma, Qiang Wang
and Hong Song

Abstract In spectral color reproduction workflow, it is of key importance to
reconstruct the spectral reflectance of a surface using digital cameras under given
luminance and observation conditions. A new approach for solving the problem
which is based on neural network and basis vectors is proposed. Compared with
other traditional methods, neural network expands the space of unknown function
from linear functions to more general nonlinear functions, which gives more
accurate estimation of the coefficients and better reflectance reconstruction. Results
show that the reflectance of standard Munsell color patch (Matte) can be recon-
structed. Compared with linear approximation method, reconstruction of standard
Munsell color patch (Matte) using this approach reduces the reconstruction error.
Therefore, we conclude that this approach has advantages of higher accuracy, fast
implementation, and adaptation, thus can be used in arts reproduction and museum
art collection, etc.
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5.1 Introduction

Spectral reflectance is the most complete and accurate approach for color
description. It is independent of illumination and observation. Therefore, accurate
color replication and object recognition can be achieved based on spectral images,
which may find applications in agriculture inspection, museum art collection,
medical plastic surgery, and electronic business [1, 2]. But most existing multi-
spectral imaging systems are very complicated in their hardware, having conflicts in
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their accuracy, structure, and sampling speed. All these impose difficulty for their
application in practice [3, 4]. Nowadays, color image acquisition mainly depends
on broadband multi-primary color equipments, such as digital camera, scanner, and
Web camera. [5, 6]. Thus, how to reconstruct the spectral images based on limited
number of multi-channel images is the topic of this paper.

The contribution of our work is that a spectral reflectance reconstruction method
has been proposed based on the response from a 4-channel digital color camera. By
combining PCA and ANN, the accuracy is improved without introducing extra
hardware complex. The paper is organized as follows. Section 5.2 introduces the
reconstruction theory and the model. Section 5.3 describes the experimental
setup. Section 5.4 explains the experiments and results in detail. Section 5.5 con-
cludes the work.

5.2 Reconstruction Theory

The spectrum range studied in this paper is from 380 to 780 nm, and the reflectance
is going to be a 401 dimension vector if the interval is 1 nm. If the interval is 10 nm,
still the number of dimension is 41. Though the reflectance dimension is too large,
it can be decomposed as a linear combination of the basis vectors by

r �
XJ

j¼1

aj � uj ¼ U1 �~a ð5:1Þ

where aj 2 R; j ¼ 1; 2. . .J, which represents linear combination coefficients, ~a
represents coefficients vector, and U1 represents basis vector matrix [7, 8]. So the
reflectance R can be written as follows:

R ¼ r1r2. . .rM½ � � U1 � a1a2. . .aM½ � ¼ U1 � A ð5:2Þ

where A represents coefficients vector matrix. A commonly used decomposition
method is singular value decomposition (SVD) [9, 15]. By using this method, the
reflectance matrix will be decomposed into

R ¼ U � R � VT ¼ u1. . .uN½ � �

r1 0
�
�
�

0 rN or rM

2
66664

3
77775

ð5:3Þ

where U and VT are both unit orthogonal matrixes and Σ is a diagonal matrix whose
diagonal elements are singular values. The diagonal elements satisfy the correlation
that σ1 ≥ σ2 ≥ … ≥ σJ ≥ … ≥ σN (or σM) ≥ 0. And if the first J singular values are
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much larger than the subsequent, then the reflectance R matrix can be approxi-
mately written as follows:

R � R1 ¼ ½u1. . .uN �|fflfflfflfflffl{zfflfflfflfflffl}
U1

�

r1 0
�
�
�

0 rN or rM

2
66664

3
77775

VT
1
�
�
�
VT
J

2
66664

3
77775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
A

ð5:4Þ

where J ≪ N. The contribution rate of the first J singular values can be defined as
follows:

g ¼ R1k k22
Rk k22

ð5:5Þ

where R1 = U1 · A. Then, some singular values that have the largest contribution to
the model will be retained, while the others will be removed, which is the basic idea
of PCA [10]. With the help of PCA, the reflectance dimension is greatly reduced.
After the dimension is reduced, spectral reflectance can be estimated through either
linear model or nonlinear model [10, 11].

Figure 5.1 shows the schematic representation of a two-layer feed-forward
neural network consisting of Q tangent hyperbolic neurons in the first layer and
M linear neurons in the second layer. The input S 2 RP and output â 2 RM satisfy
the following relationship:

â ¼ LW � tan h ðIW � Sþ b1Þþ b2 ð5:6Þ

where IW 2 RQ�P and LW 2 RM�Q are matrices containing the input and output
weights, respectively; b1 2 RQ and b2 2 RM are biases on the input and output
neurons, respectively. IW, LW, b1, and b2 can be obtained during the modeling
process by optimization algorithm.

From the equation above, it can be seen that a nonlinear function, tangent
hyperbolic, is included in the neural network as well as offsets introduced by b1 and
b2. Thus, the space of the unknown function F(S) is expanded from linear functions

Fig. 5.1 Schematic representation of a two-layer neural network
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to more general nonlinear functions. The tangent hyperbolic function has a quite
linear behavior when input x is in the range [−0.5, 0.5]. If b1 and b2 are both set
zero and the matrix IW is chosen such that the product of IW and S is small, then
the network can be simplified to be

â ¼ LW � IW � S ¼ M � S ð5:7Þ

where matrix M ¼ LW � IW. Therefore, the linear input–output relationship can be
considered as a specific case of this neural network. In this sense, the network
should be able to approximate the unknown function F(S) more accurately than any
linear function, and it has been reported that a two-layer neural network is able to
approximate most nonlinear functions very well [12–15].

5.3 Experimental Setup

The light is generated by a multi-light box (D65 illuminant state), and it emits at an
angle of 45 degrees with the vertical direction. Then, it is reflected by the surface of
Munsell color cards (Matte, new standard with 1269 cards). After that, the reflected
light enters a 4-channel digital color camera and reaches the sensor through the
camera’s internal imaging systems and filter. Finally, the sensor converts light
energy into electrical output to the computer so that the camera response is
obtained. The camera response is imported into MATLAB for data processing. The
spectral reflectance of the Munsell new standard color cards (matte) is acquired
from the online database of University of Joensuu [16], measured by Perkin-Elmer
lambda 9 UV/VIS/NIR Spectrophotometer. In 1269 color cards, let the first two in
every three cards be used for modeling, and the last one in every three cards be used
for testing. During the experiment, in order to ensure the constant lighting condi-
tions and observing conditions, light source and camera are both fixed. And warm
up the light box for 10 min before shooting; shooting begins from 5 min after the
digital camera is turned on.

5.4 Results

Figure 5.2 shows the measured, nonlinear estimated, and linear estimated spectral
reflectance of four color cards chose from 1269 color cards. As can be seen from the
figure, the nonlinear estimates curves are very close to the real curves (measured),
while the linear estimates curves are not similar to the real curve. Commonly, linear
model can be solved by
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F ¼ U1 � A � ST � ðS � STÞ�1 ð5:8Þ

where U1 is basis vector matrix, A is coefficient vector matrix, and S is camera
response.

And in order to evaluate the accuracy of reconstructed reflectance and to further
compare the two models, another eight color cards in training set are used to obtain
the RMS and STD error using both nonlinear model and linear model. And the
same eight color cards in testing set are used to evaluate the reconstruction accuracy
and to see whether the generalization of this kind of neural networks in nonlinear
model is good. Table 5.1 shows RMS and STD error statistics of training set and
testing set using both nonlinear model and linear model. It can be seen that the
RMS and STD error are very close, which means this kind of neural networks used
in this paper has good generalization.

(a) (b)

(c) (d)

Fig. 5.2 Spectral reflectance of four color cards randomly chose from 1269 color cards a spectral
reflectance of color card No. 14 b spectral reflectance of color card No. 23 c spectral reflectance of
color card No. 90 d spectral reflectance of color card No. 834
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5.5 Conclusion

In this paper, we reconstructed the spectrum reflectance based on neural network
and basis vectors. Compared with other traditional methods, neural network
expands the space of unknown function F(S) from linear functions to more general
nonlinear functions, which gives more accurate estimation of the coefficients and
better reflectance reconstruction. Results show that the reflectance can be recon-
structed successfully. Since the neural network can be implemented by MATLAB
neural network toolbox, this method can be easily adapted in many other cases.
Therefore, we conclude that this approach has advantages of higher accuracy, easy
implementation, and adaptation, thus can be used in many applications.
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