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INTRODUCTION 

Social change, social cohesion, and opportunities for societal development are all 
dependent on the educational level of the members of a society. Current discussion 
in educational research emphasizes the importance of the products of educational 
processes, often referred to as educational output or outcomes, for human resources 
(Klieme & Leutner, 2006). The outcomes of education are the knowledge acquired, 
the abilities, skills, attitudes, and dispositions developed, and the qualifications 
attained. 
 Several large-scale international assessments of domain-specific competencies 
(e.g., reading literacy, science competencies) at the end of compulsory schooling 
(e.g., TIMMS, PISA) and in adulthood (e.g., IALS, ALL) have recently drawn 
increased public and scientific attention to educational outcomes and their 
assessment. The studies identified huge gaps between the competencies attained, 
on the one hand, and the goals of the education system, on the other. Clearly, 
effective quality development of educational processes is facilitated when the 
productivity of educational systems, the quality of educational institutions, and the 
learning gains of individuals are measurable. Thus, there has been an increasing 
focus within educational systems on defining and evaluating the goals to be 
attained by schools. In many cases, however, adequate assessment procedures are 
still lacking, as are procedures for analyzing and reporting the results. 
 The concept of competence is increasingly considered as an anchor point in this 
discussion. In this article, we focus on two sets of research questions that are 
central to the debate on the concept of competence. In the first part of the article, 
we discuss how competencies can be defined in general and in specific contexts. 
The new focus on competence has shifted attention from the measurement of 
general cognitive abilities to more complex ability constructs related to real world 
contexts. Sophisticated models of the structure and levels of these complex 
constructs need to be developed. Typical examples are different levels of reading 
literacy, mathematical modeling of real-world situations, planning and analyzing 
scientific experiments, or self-regulation and metacognition in domain-specific 
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problem solving. Given the complexity of competencies, it is important that they 
be precisely defined in specific domains. The development of cognitive models of 
domain-specific performance is a central issue in this context. 
 The second set of research questions relates to the design and practical 
implementation of competence assessments. School policy and practice are moving 
toward evidence-based policy and practice (Slavin, 2002), where “evidence” often 
implies empirical assessments of competencies. Obviously, the assessment of 
competencies plays a key role in optimizing educational processes and advancing 
educational systems. At the same time, it is evident that assessments pursue 
various goals (i.e., the focus may be on individual learning outcomes, on program 
evaluation, or on system monitoring). Unfortunately, the difficulties and 
complexities of assessing learners’ baseline competencies and learning gains are 
often underestimated in educational policy and practice. Developing appropriate 
measurement instruments that can be used for different purposes is a time- and 
resource-intensive undertaking that can only be achieved on the basis of 
theoretically and empirically founded cognitive models of competencies. 
 In this article, we give an overview of current issues in cognitive modeling and 
competence assessment. We first provide a working definition of the term 
competence and describe different goals of competence assessment. In the main 
part of the article, we outline the central research questions and the current state of 
research, identifying four main research areas. Finally, we present an 
interdisciplinary research program funded by the German Research Foundation 
(Deutsche Forschungsgemeinschaft; DFG) to integrate, structure, and coordinate 
research activities relating to competence modeling and assessment. 
 The article focuses on current assessment practices in Germany, where the 
standardized assessment of student achievement does not have the same tradition 
as in the United States or Great Britain. In the past decade, however, the results of 
large-scale international assessments, particularly the PISA 2000 study (e.g. 
Baumert, Stanat, & Demmrich, 2001), have sparked intense discussion among both 
the public and educational policy makers. Extensive educational reforms have been 
initiated in response to the PISA findings (e.g., changes in mathematics and 
science instruction), and the results of the PISA 2006 assessment seem to indicate 
that these reforms have had positive effects on students’ performance, especially in 
science (OECD, 2007b; Prenzel et al., 2007). 

THE COMPETENCE CONCEPT AND THE CHALLENGES OF ITS ASSESSMENT 

The competence concept is central to empirical studies dealing with the 
development of human resources and the productivity of education. Although it 
has been in use for decades, the term “competence” has enjoyed increasing 
currency in psychology and its neighboring disciplines in the last few years (e.g., 
Csapó, 2004; Klieme, Funke, Leutner, Reimann, & Wirth, 2001; Rychen & 
Salganik, 2001, 2003; Sternberg & Grigorenko, 2003; Weinert, 2001). Research 
uses the concept to characterize the changing demands of modern life and the 
working world, as well as the educational goals involved. However, its definition 
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remains fuzzy in educational research. It seems essential to narrow it down to 
specific contexts of abilities. 
 Drawing on Klieme and Leutner (2006; see also Klieme, Maag-Merki, & 
Hartig, 2007), we define competencies as context-specific cognitive dispositions 
that are acquired and needed to successfully cope with certain situations or tasks in 
specific domains. 
 An essential element of competencies is their context-specificity. The concept of 
competence was introduced to psychology as an alternative to the focus in classical 
intelligence research on generalized, context-independent cognitive dispositions 
that are learnable only to a limited extent (e.g., McClelland, 1973; “Testing for 
competence rather than for ‘intelligence’”). In contrast, competencies reflect a 
person’s potential to meet cognitive demands in specific areas of learning and 
behavior. Competencies are, thus, more closely related to “real life”. Connell, 
Sheridan, and Gardner (2003, p. 142) concisely characterize competencies as 
“realized abilities.” 
 Having considered different theoretical and pragmatic arguments, Weinert 
(1999, 2001) proposed that the term competence be restricted to cognitive context-
specific aspects, and that it should exclude motivational orientations or affective 
requirements for successful learning. Given that Weinert himself also discussed so-
called action competencies, including motivation, attitudes, tendencies, and 
expectations in the context of competencies, this distinction was not self-evident. 
Nonetheless, Weinert proposed that cognitive and motivational aspects be assessed 
as separate constructs to allow the empirical analysis of their interaction. In this 
article, we focus on the cognitive aspects of competencies. 
 In psychological and educational practice and research, competencies often 
relate to specific content areas (e.g., Hartig & Klieme, 2006; Weinert, 2001). In the 
tradition of research on psychological expertise, we refer to these areas as domains. 
Typical domain-specific competencies in primary and secondary education include 
reading literacy, mathematical competence, and scientific competence. 
 Given their context-specificity, competencies have to be acquired by learning 
and experience in relevant, domain-specific situations. Consequently, they are 
amenable to external interventions (e.g., Baumert et al, 2001; Hartig & Klieme, 
2006; Simonton, 2003). Basic cognitive abilities, in contrast, are much more 
difficult to train or learn (Weinert, 2001). In the construction of competence 
models, it is therefore important to consider and empirically examine the 
connections between specific competencies and basic cognitive abilities. 
 Valid measures of competence need to be based on theoretically sound and 
empirically tested competence models. These models have to (a) represent the 
internal structure of competencies in terms of specific basic skills and abilities, (b) 
describe different levels of competencies with reference to domain-specific 
performance, and (c) take into account changes occurring in learning and 
developmental processes.  
 In addition, measurements of competence should build on psychometric models 
that link the empirical measurement operations with theoretical (cognitive) models 
of competencies. In short, the measurement of competencies should be based on a 
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solid theoretical and psychometric basis that allows the measurement result (e.g., 
quantity and quality of solved tasks) to be interpreted with reference to an 
underlying theoretical model of competencies. 
 Valid, model-based measures of competence can be used for different purposes. 
First, model-based measurement instruments can inform individual educational 
decisions (e.g., assignment to a certain track, conferral of qualifications, provision 
of educational interventions). In this context, assessment focuses on individual 
learning outcomes; it is “a process by which educators use students’ responses to 
specially created or naturally occurring stimuli to draw inferences about the 
students’ knowledge and skills” (Pellegrino, Chudowsky, & Glaser, 2001, p. 20). A 
second goal of competence assessment is to evaluate learning outcomes on the 
aggregated class, school, or even system levels, rather than the individual level 
(Leutner, Fleischer, Spoden, & Wirth, 2007). This ranges from classroom-based 
assessment to large-scale standardized assessment of competence levels across 
whole education systems (system monitoring; for example, the National 
Assessment of Educational Progress [NAEP] in the United States or the OECD 
PISA studies). 
 Assessments with a focus on individual learning outcomes, on the one hand, and 
different aggregated levels, on the other, make distinct demands on measurement 
instruments (e.g., in terms of reliability and testing time). Depending on the focus 
of the assessment and the level of aggregation, different measurement techniques 
and research designs may be more or less suitable. In many cases, however, 
different goals have to be accomplished within the same study (e.g., system 
monitoring and feedback on classroom level). Thus, another challenge in the 
research area of competencies is to develop competence measures and research 
designs that simultaneously satisfy different assessment goals. 

CENTRAL RESEARCH QUESTIONS AND THE CURRENT STATE OF RESEARCH 
ON COMPETENCE MODELING AND ASSESSMENT 

The development of adequate cognitive models for contextualized competence 
constructs is a challenging and multifaceted task. Theoretical models must provide 
a basis for describing the interaction between individual abilities and the 
environment, different levels of competence, and developmental processes. 
Furthermore, they must be related to advanced psychometric techniques and 
translated into appropriate empirical measurement procedures. As yet, neither 
cognitive research nor psychometrics meets these requirements; adequate 
measurement concepts and models are still lacking (Prenzel & Allolio-Näcke, 
2006). Both disciplines need to contextualize their models in cooperation with 
representatives of other disciplines, such as educational researchers and domain 
experts. Indeed, the Committee on the Foundations of Assessment (Pellegrino at 
al., 2001), founded by the US National Research Council, has called for 
multidisciplinary research activities focusing on three different facets:  
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“(1) development of cognitive models of learning that can serve as the basis 
for assessment design, (2) research on new statistical measurement models 
and their applicability, (3) research on assessment design” (p. 284).  

As Pellegrino et al. (2001) accurately summarize: “Much work remains to focus 
psychometric model building on the critical features of models of cognition and 
learning and on observations that reveal meaningful cognitive processes in a 
particular domain (…). Therefore, having a broad array of models available does 
not mean that the measurement model problem has been solved. The long-standing 
tradition of leaving scientists, educators, task designers, and psychometricians each 
to their own realms represents perhaps the most serious barrier to progress” (p.6). 
 We identify four key areas in this research field: first and foremost, the 
development of theoretical models of competence (Area 1), complemented by the 
construction of psychometric models (Area 2). This leads onto the construction of 
measurement instruments for the empirical assessment of competencies (Area 3). 
Research on the use of diagnostic information (Area 4) rounds off the research 
field. In the following, we explicate the concrete questions and problems addressed 
within each of the four areas and outline the current state of research. 

Area 1: Development of Cognitive Models of Competencies 

As mentioned above, the shift toward the competence construct has prompted 
efforts to improve the assessment of these complex and contextualized constructs. 
The first question to arise here is which models provide a basis for developing 
measurement instruments and interpreting their results. In current educational 
research, only a limited number of competence models exist. Therefore, it is 
important to develop cognitive models that explain interindividual differences in 
domain-specific performance. 
 A first challenge in model development is the contextualized character of 
competencies, which means that both person- and situation-specific factors have to 
be taken into account. For example, when describing foreign language skills with 
reference to situational demands, the competencies required to read a text can be 
distinguished from those required to engage in conversation (e.g., by distinguishing 
written vs. spoken text, or text comprehension vs. text production). For individuals, 
knowledge structures relevant to different situations must be taken into account; 
for example, the available vocabulary, grammatical knowledge, and mastery of 
socio-pragmatic rules (Chen, 2004; Kobayashi, 2002). This simultaneous 
consideration of individual- and situation-specific components has consequences 
for the structure of competencies as well as for the description of competence 
levels. Hence, two groups of theoretical models devised to describe and explain 
competencies can be distinguished: models of competence levels and models of 
competence structures (Hartig & Klieme, 2006; Klieme et al., 2007). Models of 
competence levels define the specific situational demands that can be mastered by 
individuals with certain levels or profiles of competencies; levels of competencies 
are used to provide a criterion-referenced interpretation of measurement results. 
These models are particularly useful for assessing and evaluating educational 
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outcomes on an aggregated level. Models of competence structures deal with the 
relations between performances in different contexts and seek to identify common 
underlying dimensions. These models are especially interesting for explaining 
performance in specific domains in terms of underlying basic abilities, and can 
provide a basis for more differentiated measurement results of individual-centered 
assessments. The two kinds of models relate to different aspects of competence 
constructs. They are not mutually exclusive, but ideally complementary. 
 The aspect of development is also very relevant in the context of theoretical 
competence models. To date, only a few competence models have addressed the 
issue of competence development (primarily in the domain of science; e.g., Bybee, 
1997; Prenzel et al., 2004, 2005). For the most part, these models have no 
empirical foundation, and their conceptualizations of competence development 
differ. Some models see competence development as a continuous progression, 
shifting successively from the lowest to the highest competence level (e.g. Prenzel 
et al., 2004, 2005). The level of elaboration and systematization increases with the 
competence level (as described by Bybee, 1997, for scientific literacy). Other 
models conceptualize competence development as a noncontinuous process 
characterized by qualitative leaps (e.g., conceptual change in science; Schnotz et 
al., 2004; Schnotz, Vosniadou, & Carretero, 1999). This process involves a 
fundamental reorganization of concepts and structures from everyday life to 
correspond with new science-based ideas (e.g., DiSessa, 2006; Vosniadou, 
Ioannides, Dimitrakopoulou, & Papademetriou, 2001; Wilson, 2008). 
 In addition, the design of cognitive models of competencies depends on the 
questions addressed or the decisions to be informed. A model fitting for some 
purposes (e.g., giving immediate feedback) may be totally ineffective for other 
purposes (e.g., comparative evaluation of educational institutions). A more detailed 
model of competencies is needed in the first case than in the second. In one case, 
precise estimates might be required on an individual level, in another case on an 
aggregated level. Switching between two purposes can cause a whole host of 
problems, as recent experiences in the United States have shown (Cheng, 
Wanatabe, & Curtis, 2004; Fuhrmann & Elmore, 2004). 
 In a next step, these theoretically founded models of competencies must be used 
as a basis for constructing psychometric models and measurement instruments 
(e.g., Hartig & Höhler, 2008; Wirth & Leutner, 2008). To date, however, these 
efforts have rarely proved successful, primarily because many of the existing 
cognitive models are insufficiently elaborated. Nevertheless, some research 
progress has been made in specific domains, such as foreign languages in the 
context of the Common European Framework of Reference (Alderson, 2005; 
Alderson et al., 2005; Gogolin, 2002), or in the area of mathematical modeling 
(e.g., Blum et al., 2004). Likewise, important contributions to the theory-based 
formulation of competence models have been made in specific areas of cognitive 
psychology (e.g., Frensch et al., 2003; Haider & Frensch, 1996, 1997, 2002; 
Hasselhorn & Grube, 2003; Oberauer, Schulze, Wilhelm, & Süß, 2005; Schneider, 
Lockl, & Fernandez, 2005; Spiel & Glück, 2008; Weinert & Schneider, 1995) and 
in research on personality and individual differences (e.g., Kröner, Plass, & 
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Leutner, 2005; Leutner, 2002; Leutner & Plass, 1998; Plass, Chun, Mayer, & 
Leutner, 1998; Wilhelm & Engle, 2005). 
 However, when it comes to developing actual test items, the level of abstraction 
of the competence models often turns out to be too high. As a consequence, test 
developers have to develop huge numbers of tasks that then have to be tested 
empirically. Those tasks that correspond to a (usually) relatively simple 
psychometric model (e.g., a unidimensional Rasch model) are retained. The scales 
and competence levels reported in the PISA study are an example for this 
procedure (e.g., in reading: Artelt, Schiefele, & Schneider, 2001; in mathematics: 
Klieme, Neubrand, & Lüdtke, 2001; in science: Prenzel, Rost, Senkbeil, Häußler, & 
Klopp, 2001; in cross-curricular problem solving: Dossey, Hartig, Klieme, & Wu, 
2004). In these examples, levels of competence are not theoretically specified a 
priori, but defined post hoc after the inspection of model-conform leftover items. 
From a theoretical perspective, this procedure is less than satisfactory. 
 To summarize, in many domains where the need for well-founded competence 
assessments is evident, basic research concerning theoretically as well as 
empirically sound models of competence structures, competence levels, and 
competence development is still required. Although attempts have been made to 
interconnect cognitive competence models with psychometric models and 
measurement instruments, they have often failed to meet the demands of the 
current, more complex definition of competencies. There is a clear need for more 
integrative, interdisciplinary research activities. 

Area 2: Psychometric Models 

As Embretson (1983, p. 184) put it, psychometric models are about “modeling the 
encounter of a person with an item”. Psychometric models are the link between 
theoretical constructs and the results of empirical assessments; they provide the 
measurement rules by which test scores are assigned based on performance in test 
situations. Given the contextualized nature and complexity of competence 
constructs, psychometric models have to meet certain requirements (Hartig & 
Klieme, 2007). On the one hand, they have to incorporate all relevant 
characteristics of the individuals whose competencies are to be evaluated. Because 
competencies refer to performance in complex domains, the models should take 
into account that multiple abilities may be required. At the same time, they have to 
take into account domain-specific situational demands. Because competencies are 
conceptualized as context-specific constructs, the results of competence 
assessments should be related to the mastery of specific, domain-relevant 
situations. Item response theory (IRT) has a long tradition in educational 
assessment, and many of its past and recent developments were made for specific 
needs in this area. IRT allows ability estimates and item difficulties to be compared 
(Embretson, 2006), thus providing a basis for models incorporating individual and 
situational characteristics. Several recent developments in IRT hold considerable 
promise for the modeling of competencies, namely, explanatory IRT models, 
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multidimensional IRT models (e.g., Hartig & Höhler, 2008), and models for 
cognitive diagnosis. 
 Explanatory IRT models (Wilson & De Boeck, 2004; Wilson, De Boeck, & 
Carstensen, 2008) incorporate predictors for successful interactions of a person 
with an item. These predictors can be either attributes of the person or features of 
the item (“person predictors” or “item predictors”). Specific item features can be 
used to represent certain situational demands. Incorporating effects of item features 
into the psychometric model is a highly suitable way of constructing a 
psychometric model of competence that takes the corresponding demands into 
account. Although models including item features have been in use for some time 
(e.g., the linear-logistic test model, LLTM; Fischer, 1973), recent developments 
such as the inclusion of random effects on the items side (e.g., Janssen, Schepers, & 
Peres, 2004; Janssen, Tuerlinckx, Meulders, & De Boeck, 2000) make them more 
flexible to model empirical data from complex performance situations. 
Applications of models with item predictors have been presented by Janssen et al. 
(2000, 2004), Hartig and Frey (2005), and Wilson et al. (2008). Whereas the 
analysis of item predictors is highly promising for psychometric models of 
competence, the use of observed person predictors for latent abilities (“latent 
regression,” e.g. Adams, Wilson, & Wu, 1997; van den Noortgate & Paak, 2004) is 
of less interest in this context. Observed person predictors may, however, be 
incorporated into models of competence in order to model interactions between 
certain person characteristics, abilities, and task demands (e.g., in differential item 
functioning). 
 Models with item features that allow situational demands to be incorporated (e.g., 
the LLTM) are typically unidimensional. To model performance in complex 
situations, it may be necessary to include more than one ability dimension in the 
model. A straightforward way of doing so is to apply multidimensional IRT (MIRT) 
models. These models are generalizations of unidimensional models such as the 
Rasch model, the two-parameter logistic model, and the normal-ogive model. Instead 
of one ability dimension, the probability of mastering a test item is modeled as a 
function of multiple basic abilities (e.g., McDonald, 2000; Reckase, 1997). The most 
frequently applied models are compensatory models, which model the probability of 
success on an item as a function of the sum of all abilities relevant for an item. In 
these models, low ability in one dimension can be compensated by high ability in a 
second dimension, and vice versa. However, non-compensatory models have also 
been described (e.g., Whitely, 1981). MIRT models differ in their complexity in 
terms of how many different abilities are required to solve each item. Models in 
which each item draws on a single ability are said to have between-item 
multidimensionality (Adams, Wilson, & Wang, 1997). In factoranalytic terms, these 
models have a simple-structure loading pattern. MIRT models with between-item 
multidimensionality have been applied to data from educational assessments to take 
into account relations between performance in different domains (e.g., in the PISA 
studies; Adams, 2005; Adams & Wu, 2002). Models with between-item 
multidimensionality consist of multiple scales that are, within themselves, 
unidimensional. In contrast, models that incorporate multiple abilities for each item 
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are said to have within-item multidimensionality. These models are more appealing 
for psychometric models of competencies, because within-item multidimensionality 
makes it possible to model successful performance as the result of a mixture of 
different abilities. Models with within-item multidimensionality have been applied 
relatively rarely, typically to account for “nuisance” dimensions (e.g., local item 
dependencies within testlets; Wang & Wilson, 2005) rather than for theoretically 
defined ability dimensions. Examples of simple MIRT models with meaningful 
within-item multidimensionality are given by Walker and Beratvas (2003), Stout 
(2007), and Hartig and Höhler (2008). 
 A third development of great relevance to psychometric models of competencies 
has been the emergence of cognitive diagnostic models or multiple classification 
models (DiBello & Stout, 2007; Maris, 1999). These models assume multiple latent 
ability variables that are modeled as latent categories instead of latent dimensions. 
They can be characterized as multidimensional latent class models with specific 
restrictions defining which items require which abilities, and how the abilities are 
combined for successful performance. A conceptual strength of cognitive diagnostic 
models is that they are explicitly designed to model mixtures of abilities within 
items, and that models and estimation methods for non-compensatory mixtures are 
available. However, the categorical nature of the ability variables (e.g., “does know” 
vs. “does not know”) seems more appropriate for relatively fine-grained ability 
constructs than for cases in which latent variables represent a broader set of required 
abilities. Examples of empirical applications of cognitive diagnostic models are 
presented by von Davier (2005) and Gierl, Leighton, and Hunka (2007). 
 To summarize, recent years have seen a number of significant developments in 
psychometrics that hold great promise for the translation of theoretical models of 
competencies into measurement models. Models that succeed in taking both 
situational characteristics and individual abilities into account can do more than 
provide rules for measurement (i.e., generate test scores). They can also serve as 
empirically testable models of the interaction between individual abilities and 
situational demands. However, to realize the potential of the advanced 
psychometric methods recently developed, these techniques need to be combined 
with strong theoretical models. 

Area 3: Measurement Concepts and Instruments 

This section examines how competence models and psychometric models can be 
translated into concrete empirical measurement procedures, with a focus on 
computer-based assessment. 
 Competencies are assessed in different educational contexts: in large-scale 
assessments (e.g., TIMSS and PISA), in evaluations of specific programs or 
institutions, in basic research, and in the assessment of individual qualifications or 
learning outcomes. Researchers and stakeholders in educational processes assess 
student competencies for purposes of system monitoring, to test the effectiveness 
of specific forms of instruction, to give feedback about individual learning 
progress, or to describe developments in competencies. For the most part, 
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standardized tests are applied. However, nonstandardized tests and observations of 
educational processes (e.g., teachers’ observations in direct interaction with 
learners) are also common ways of assessing competencies. Given the complexity 
of competence constructs, it is important to adapt and advance these measurement 
concepts and instruments. They should be parsimonious, have a firm theoretical 
foundation, and allow inferences to be drawn about the mastery of demands in 
real-life situations. 
 Research interest in measurement concepts and instruments for assessing 
competencies first emerged in the 1960s and 1970s. In Germany, this was a time of 
educational reform, with the introduction of new teaching and learning goals to the 
curriculum, as well as the establishment and evaluation of new educational 
curricula (e.g., in schools combining different academic tracks). In this context, 
there was a surge in interest in the area of educational assessment at the individual, 
diagnostic level: the traditional field of activity for competence assessment 
(Klauer, 1978). Assessment instruments were developed, based on the concept of 
goal-oriented and criterion-referenced testing and, usually, using the binomial test 
model or one of its derivates (Klauer, 1987). At the same time, IRT became 
increasingly popular and widespread in educational measurements. In some 
countries (e.g., the Netherlands and the United States), this tradition has continued 
unabated (van der Linden & Hambleton, 1996). 
 Given the complexity of competence constructs and the need to understand the 
different abilities and processes that lead to success in real-life situations, it has 
become increasingly important that assessment procedures are based on cognitive 
models of competence. An excellent example of empirical assessments based on 
theoretical models of competence is the Berkeley Evaluation & Assessment Research 
(BEAR) Center, which focuses on the model-based assessment of competencies in 
science education (Wilson, 2008; Wilson & Draney, 2004; Wilson & Sloane, 2000). 
In DESI, a large-scale assessment of language competencies in Germany, measure-
ment instruments and measurement models were developed on the basis of cognitive 
and linguistic models of language competence and language acquisition (e.g., Beck & 
Klieme, 2007; Klieme et al., 2008; Nold, 2003; Nold & Rossa, 2007a, b). 
 In the context of developing new measurement concepts, it is important not to 
overlook innovative measurement procedures, many of which capitalize on new 
technologies. Technology-based assessment (TBA) are widely used in educational 
settings in the United States and some European countries (Hartig, Kröhne, & 
Jurecka, 2007). In Germany, however, TBA is used primarily in psychological 
research, and is not yet well established in educational practice. During the 1990s, 
the use of TBA in psychological and educational competence assessment became 
increasingly widespread. This kind of assessment has numerous advantages: It 
allows complex stimuli and response formats, interactive testing procedures, real-
time assessment of cognitive processes (Wirth, 2004; Wirth & Klieme, 2003), and 
automatized analysis and feedback procedures (Chung, O’Neil, & Baker, 2008; 
Ordinate, 2004; Reeff, 2007). In addition, TBA offers the possibility of 
computerized adaptive testing (CAT; e.g., van der Linden, 2005), in which the 
items presented are selected to fit the individual ability level of the test-taker. 
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 Computer-adaptive testing allows for dynamic testing. The concept of dynamic 
testing is already well-established in the domain of intelligence assessment, but it 
can also be transferred to other performance domains. Dynamic testing focuses on 
the potential for intellectual development and is applicable in areas where the 
assessment of the status quo of a certain competence is unsatisfactory. 
 Furthermore, technology-based assessment permits the construction of complex 
and interactive stimuli that would be very costly or impossible to realize without the 
use of computers. It, thus, affords the possibility to empirically assess new 
competence domains that were not assessable with traditional measurement 
procedures. Because TBA allows the simulation of complex and dynamic situations, 
assessment designs can be more valid with respect to the demands of real-life, 
complex situations (Drasgow, 2002). For example, virtual patients can be used for 
competence assessment in medical education (Jung, Ahad, & Weber, 2005). Virtual 
environments can be used to examine individual navigation skills or, in networked 
environments, interactions between different individuals (Frey, Hartig, Ketzel, 
Zinkernagel & Moosbrugger, 2007). The PISA 2009 study includes a new 
component assessing the competence to read electronic texts (OECD, 2007a), which 
can be conceptually distinguished from the competence to read printed text. Thanks 
to technology-based procedures, the real-life situation of reading a hypertext can be 
simulated for these assessments. Test-takers’ behavior can be recorded in log files, 
allowing their navigation within electronic tests to be analyzed and process indicators 
to be constructed that supplement responses to the test items (e.g., Wirth, 2004; 
Wirth & Leuter, 2008; Künsting, Thillmann, Wirth, Leutner, & Fischer, 2008). 
 In addition, technology-based testing allows parsimonious assessment and data 
administration. In particular, computers networked in local area networks or via the 
internet make it possible to test and provide feedback independently of time and of 
the test-takers’ location, and to simultaneously administer tests to large samples 
(ETS, 2005; Groot, de Sonneville, & Stins, 2004; Jude & Wirth, 2007). 
 The new possibilities afforded by TBA have been used in numerous contexts. 
However, many of these applications are driven by the rapid development of 
computer technology rather than by well-founded theories. Much empirical and 
theoretical work is still needed to link complex computerized measurement 
procedures to cognitive and psychometric models. 

Area 4: Reception and Usage of Assessment Results 

The success of many educational decisions and interventions hinges on accurate 
assessments of learners’ baseline competencies and learning outcomes. Assessments 
may have different practical goals: On an individual level, they allow educators to 
select appropriate interventions for individual cases (i.e., to further individual 
learning). The results of individual assessments may also inform decisions on the 
admittance to secondary tracks or to higher education. In contrast, assessment 
programs that are designed to report achievement on an aggregated level serve to 
evaluate educational programs, institutions, or systems, as well as to inform decision 
makers on the administrative and political levels. As Pellegrino et al. (2001) 
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concluded, “one size of assessment does not fit all” (p. 222). Depending on the goal 
of the assessment, different measurement instruments are needed and different 
research questions arise. Thus a continuing challenge facing researchers in this area 
is thus to determine which models, measurement rules, and measurement procedures 
provide the appropriate information for various goals of assessment. 
 Assessment to further individual learning can be regarded as formative 
evaluation on an individual level. It should allow precise conclusions to be drawn 
about individual learning processes and learners’ strengths and weaknesses with 
respect to specific curricular units. These conclusions can help to support 
individual instruction and learning, and ideally offer considerable potential to 
enhance teaching. Teachers make observations of students’ understanding and 
performance in a variety of ways: In classroom dialog, homework assignments, 
and formal tests (Pellegrino et al., 2001). These procedures should permit 
diagnosis on an individual level, in terms of understanding students’ individual 
solution paths, misconceptions, etc. (Seger, Dochy, & Cascallar, 2003; Wilson, 
2008). Appropriate individual feedback is crucial to support the subsequent 
learning process. A number of research questions arise in this context: What kind 
of diagnostic information is best understood by students, and what kind by 
teachers? How well can teachers evaluate individual learning processes? What 
factors influence teachers’ grading decisions? What models of competence do 
teachers rely on – implicitly or explicitly? How well founded and how helpful is 
the feedback provided by the teacher to the individual students? 
 The assessment of individual achievement may also entail the summative 
evaluation of an individual’s competencies. These evaluations help to determine 
whether a student has attained a certain level of competence after completing a 
particular phase of education (e.g., in end-of-unit tests or the letter grades assigned 
at the end of a course; Pellegrino et al., 2001). These performance measurements 
are often high stakes, meaning that their outcomes have significant consequences. 
Students who fail to attain certain standards (e.g., passing their final school exams) 
may be refused access to the next level. An important question for research on 
assessment in this field is how tests can be constructed to reflect educational goals 
and how results can be interpreted with reference to curricula (e.g., Cizek, Bunch, 
& Koons, 2004; Haertel & Lorié, 2004; Klauer & Leutner, 2007; Klieme et al., 
2003). A related research question is how the content of educational assessments 
affects the methods and content of instruction (“washback effects”; e.g., Cheng et 
al, 2004; Cizek, 2001; Fuhrman & Elmore, 2004; Nichols, Glass, & Berliner, 2006; 
as well as Pellegrino et al. 2001, p. 212 ff). Individual data aggregated on the 
classroom level can be used by teachers to evaluate their own instruction and to 
identify their students’ specific instructional needs (e.g., Leutner et al., 2007). 
Teachers need detailed, contextualized information about their students’ learning 
progress to efficiently adjust their instructional focus – like the information needed 
to inform decisions on an individual level. However, there is a marked gap 
between the information teachers need and the information they are given.  
 Huff and Goodman (2007) report that although most teachers in the United 
States receive assessment results from state mandated or commercial large-scale 
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assessments, 20–30% of them almost never use these results to reflect on their 
instruction. Moreover, 30–38% of the teachers state that the diagnostic information 
provided by large-scale assessments is not detailed enough to use. 
 The results of competence assessments on an aggregated level provide 
information about classrooms and schools. Aggregated data usually serves 
evaluation purposes and supports the quality development of educational 
processes. School principals can use classroom-level data as a basis for evaluating 
teachers’ performance and as indicators for the need for professional development. 
Educational administrations can use the results of competence assessments 
aggregated at the school level to inform budget decisions concerning individual 
schools. Aggregated data from educational assessments can also be used to guide 
and control whole education systems on the political level, that is, for purposes of 
system monitoring (Leutner et al., 2007). Policy makers can use information 
aggregated on a district or country level to gauge the effectiveness of educational 
systems and to make decisions about measures to improve their effectiveness. Of 
course, the information required for such decisions differs markedly from that 
required by students and teachers to further learning processes. Aggregated 
information about the overall achievement concerning curricular targets is more 
functional than is detailed contextualized information. The proficiency levels or 
levels of competence used to report the results of large-scale assessments (e.g., 
Adams, 2005; Adams & Wu, 2002) constitute one well-known technique for 
facilitating the understanding of assessment results among administrators, policy 
makers, and the public. However, there is little empirical research on which kind of 
information is actually best suited to guide administrative and political decisions. 
 In Germany, standardized assessments of students’ competencies were 
previously a relatively rare occurrence, but this is now changing. For example, 
there is a marked trend towards the use of standardized achievement tests to 
control admittance to higher education (e.g., Amelang & Funke, 2005; Gold & 
Souvignier, 2005; Köller, 2004). Several of the newly introduced Bachelors and 
Masters programs have been designed to communicate specific competencies that 
are generally verifiable. More importantly, educational standards have been 
developed to describe the goals of primary and secondary education (Klieme et al., 
2003). Based on these standards, a system has been developed to assess students’ 
competencies. New evaluation agencies have been founded as part of these 
ongoing educational reforms. These agencies assess learning outcomes on both the 
classroom and the school level, and provide information for policy makers. 

DESCRIPTION OF THE DFG PRIORITY PROGRAM ON  
THE ASSESSMENT OF COMPETENCIES 

As outlined above, the accurate empirical assessment of competencies is essential 
for the enhancement of educational processes and the development of educational 
systems. Yet devising and implementing such assessments entails numerous 
theoretical and methodological challenges. 
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 To facilitate this task, the German Research Foundation, DFG, has funded the 
priority program “Competence Models for Assessing Individual Learning 
Outcomes and Evaluating Educational Processes” (Klieme & Leutner, 2006). The 
program, which is scheduled to run for six years, involves a network of currently 
20 individual research projects covering different areas of competence assessment. 
 The program unites experts in different domains of study with cognitive 
psychologists and experts in educational measurement. Its objective is to develop 
theoretically and empirically grounded models of competencies as a basis for 
constructing valid and fair instruments for the assessment of student competencies 
in terms of both individual learning outcomes (thus promoting individual learning 
processes) and the output of educational institutions and systems on an aggregated 
level. Research dealing with the reception of assessment results and their 
application in pedagogical decisions rounds off the research program. The program 
extends ongoing research on existing models of competence (e.g., the competence 
levels used in large-scale assessments) and initiates research in qualitatively new 
areas (e.g., development of competence models in new content areas; application 
of innovative psychometric models). 
 Based on our working definition of competence, the DFG priority program 
defines competencies as domain-specific cognitive dispositions that are required to 
successfully cope with certain situations or tasks, and that are acquired by learning 
processes. Thus, a specific competence is understood as the potential to meet the 
cognitive demands of a certain domain of learning, or vocational demands. In line 
with the four areas of research presented above, the program has four specific 
objectives: 
 1. To develop cognitive competence models that reflect the contextualized and 
domain-specific nature of competencies and that enable the theory-based 
development of instruments for their assessment. These models will focus on 
cognitive processes, characterize different levels of competence, and describe and 
explain the quantitative and qualitative development of competence. Ten of the 
program’s projects deal with questions related to this area. 
 2. To develop and empirically examine appropriate psychometric models on the 
basis of these theoretical models. The psychometric models will take into account 
the contextualized character of competencies and to incorporate interindividual 
differences in underlying abilities, as well as situational demands of performance 
in complex tasks. Four projects have their main focus in this research area. 
 3. To develop instruments for the empirical assessment of specific 
competencies. These instruments permit the empirical examination of the 
theoretical and psychometric models of competencies, and are essential for basic 
research on these models. They are also required for basic research that needs 
measures of competence as outcome variables (e.g., research on the prerequisites 
of competence development or on educational processes). In applied contexts, 
these instruments allow individual and institutional learning outcomes to be 
monitored and provide feedback for learners and educators. Five of the program’s 
projects focus on the development of measurement concepts and instruments. 
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 4. To examine how model-based assessments of competencies are used to 
inform educational decisions on the individual level, as well as political and 
administrative decisions concerning educational systems and institutions at the 
aggregated level. It is crucial to know how different stakeholders in educational 
processes and decision making understand and use the information provided by 
empirical assessments of competencies, depending on the underlying theoretical 
and psychometric models and the measurement methods employed, and how this 
information impacts the subsequent teaching and learning process. One project 
addresses these aspects. 
 Although the program’s projects are all assigned to one of the four research 
areas, most of them are not restricted to a single area. As outlined in this article, 
research on competency assessment is interdependent, and different areas build on 
each other. Theoretical models are needed as a starting point; psychometric models 
translate theoretical models into rules of measurement. Empirical measurement 
procedures apply the theoretical and psychometric models of competencies and 
provide data that can be used to inform educational processes and decision making. 
It is in the nature of the field of research that the majority of the individual projects 
will initially focus on theoretical and psychometric models. Most projects will then 
move on to the development of measurement instruments and, in some cases, to 
research on the reception of the assessment results. 
 The majority of the projects relate to subjects in primary and secondary education 
(e.g., mathematics or reading), which is not surprising, given that there has been 
more research on competencies and competence assessment in these areas and that 
the corresponding theories are already better developed. However, some projects 
address competencies in vocational domains; for example, there is a particular focus 
on well-defined aspects of teachers’ professional competence, such as diagnostic 
competence and specific aspects of pedagogical content knowledge (Weinert, 
Helmke, & Schrader, 1992). Other projects examine the competencies required in 
specific non-professional areas of life, such as health or attitudes to environment 
protection. Altogether the projects cover a wide range of competence domains. 
 

NOTES 

1 German Institute for International Educational Research 
2 Duisburg-Essen University 
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