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Željko Pastuović, Adam Sarbutt, José Coutinho, Vitor Torres,
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Chapter 1
Advanced Technologies at NATO: An
Overview

Deniz Beten, Claudio Palestini, Ettore Marchesoni, and Marie-Anne Brouillon

Abstract Understanding and managing the political and practical implications of
emerging and disruptive technologies is a priority for NATO and for the Science
for Peace and Security (SPS) Programme. To take stock of the Programme’s
contribution to this field, NATO SPS organized the “SPS Cluster Workshop on
Advanced Technologies” on 17 and 18 September 2019, under the auspices of the
Katholieke Universiteit Leuven.

1.1 Science for Peace and Security: A History of Scientific
Cooperation

Historically, technology was the spark that ignited NATO’s interest and commitment
to scientific advancement, a little over 60 years ago. Indeed, it was following the
1957 launch of Sputnik, the first artificial Earth satellite, that NATO realized the
gap between Soviet and Allied technologies, and saw a need to act. This led to
the creation of the NATO Science Committee in 1958, and to decades of NATO-
supported practical cooperation in science and technology, through fellowships,
research grants, knowledge sharing and capacity building, in the civilian and
defence fields.

Science and technology in NATO is today a prominent effort brought forward by
a number of programmes and stakeholders, which aims to sustain the technological
advantage of the Alliance and its partners as described in the NATO Science &
Technology Strategy.1

1NATO Science & Technology Strategy – Sustaining Technological Advantage. Approved by the
North Atlantic Council on 27 July 2018

D. Beten · C. Palestini (�) · E. Marchesoni · M.-A. Brouillon
NATO Emerging Security Challenges Division (ESCD), Brussels, Belgium
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Among all programmes, the Science for Peace and Security (SPS) Programme,
established in 2006 as the merger of the Science Programme and the Committee
on the Challenges of Modern Society (CCMS), is the living proof of NATO’s
longstanding commitment to science, which over the years brought about many
outstanding results in a variety of fields. To mention a few: the project “SILK
Afghanistan”, which deployed a satellite-based network providing internet access
to researchers in Afghanistan and other countries of the Southern Caucasus and
Central Asia; the various projects developing real time explosive detection systems
for public transportation; the multinational telemedicine system, enabling specialists
to share real-time recommendations with first responders in emergency scenes or
combat zones; or the establishment of a terahertz imaging laboratory in Algeria,
contributing to the detection of explosive devices and other illicit substances – the
first capability of this kind installed in North Africa.

Since its creation, SPS has demonstrated a flexible and versatile approach
to practical scientific cooperation, and has proved instrumental to promoting
knowledge-sharing, building capacity, and projecting stability outside NATO. The
priorities addressed by the SPS Programme are aligned with NATO’s Strategic
Objectives, and aim to tackle emerging security challenges that require dynamic
adaptation for the prevention and mitigation of risks. By addressing priorities such
as advanced technologies, hybrid threats, and counter-terrorism, the Programme
deals with new, contemporary challenges.

The SPS Programme has a unique way to tackle these challenges through
partnerships, by engaging a network of scientists both from NATO and partner
nations. As the threats it addresses are multidisciplinary in nature and often cross
borders, international collaboration is essential to counter them. Bringing together
researchers and institutions from Allied and partner nations, SPS helps finding
solutions to challenges of mutual concern, at national and regional levels. In doing
this, it plays a very important role in building capacity within and outside the
Alliance, to deal with challenges affecting Allies and Partners alike.

In order to keep abreast of an ever-changing security landscape, it is in NATO’s
interest to understand the challenges and opportunities presented by disruptive and
emerging technologies. The 1957 Sputnik launch may be considered the first of such
challenges for the Alliance, and will not be the last. NATO’s continuous adaptation
and modernization have been essential to maintain its relevance through the years,
which explains why innovation is such a critical element for its future. The future
is also tied to advanced technologies, which will certainly have an impact on the
security and defence landscape.

1.2 SPS Between Diplomacy and Technology

Science and technology can be a highly effective vehicle for international dialogue,
due to their universality and dependence upon international networks. This is the
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raison d’être of the SPS Programme, which has been throughout its history a bridge
between science, technology and public diplomacy.

In the early years, the Science Programme contributed to building a positive
image of NATO as a security provider through engagement with Allied scientific
and civilian communities based on the principles of solidarity. Over the years, and
particularly at the end of the Cold War, this intra-alliance programme was trans-
formed to reach out to and offer practical cooperation across NATO’s partnership
frameworks.

Today, the SPS Programme is as vital and necessary as ever before. NATO and
Western societies needs to operate in times and environments that are Volatile,
Uncertain, Complex and Ambiguous (VUCA), while innovation is following an
unprecedented pace, with emerging technologies able to provoke disruption in the
economy and societies in very short time and to radically change the security
environment.

Additionally, we have experienced in the past few years a process of democratiza-
tion of technology: cutting-edge technologies are becoming ubiquitous, affordable
and easily accessible for everyone; their development has been more and more
driven by commercial and civilian actors rather than the militaries, and as such
emerging technologies are intrinsically more difficult to be framed, assessed and
governed by institutions.

Today and in the future, emerging and disruptive technologies will not be
developed in isolation, but they will be the result of collaborative works, merging
ideas and experiences from different fields and contexts. That is why, in this
environment, SPS is best placed to tackle these challenges and to bridge the gap
between NATO nations and partner nations; academia, industry, end-users and
governments; scientists, researchers and diplomats.

Since the SPS Programme’s inception, a wide international network of scientist
and experts from NATO member and partner countries has been established. More
than 20 Nobel Laureates have been associated with the SPS Programme, a testament
to the scientific excellence supported by SPS and its important role in innovation and
advanced technologies.

1.3 SPS Cluster Workshop on Advanced Technologies

The topic of disruptive and emerging technologies has become more and more
important for SPS. To take stock of the Programme’s contribution to this field,
NATO SPS organized the “SPS Cluster Workshop on Advanced Technologies”
on 17 and 18 September 2019, under the auspices of the Katholieke Universiteit
Leuven.
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The event built upon the experiences from 26 SPS projects supported under
the SPS key priority of “Security-related Advanced Technologies”,2 and promoted
the exchange of knowledge and scientific know-how between NATO and partner
nations. This was an opportunity for researchers to present their activities, to
highlight future trends and to provide feedback on how SPS can contribute to
scientific and technical development in this field. Additionally, the workshop was
an opportunity to appreciate the high scientific value and educational success
provided by the SPS Programme: in the context of these activities, prototypes were
developed, patent applications prepared, and hundreds of scientific articles were
published in high-ranked scientific journals and conference proceedings. Several
young students and researchers (MSc and PhD students) were sponsored by SPS
and played important roles in the projects.

Presentations and discussions revolved around four thematic areas, which are
reflected in the structure of this volume: communication systems, innovative and
advanced materials, sensors and detectors, and unmanned and autonomous systems.

In the field of communication systems, seven projects presented advanced
technologies to:

– Detect intrusions in the electromagnetic spectrum by means of cooperative and
intelligent detections systems;

– Predict and forecast cyber-attack trends through the analysis of big data and
geopolitical strategic events;

– Deploy ad-hoc networks in crisis management and counter-terrorism operations;
– Establish a Quantum Key Distribution system over underwater fiber-optic com-

munication networks;
– Develop post-quantum cryptographic algorithms, i.e. algorithms and protocols

able to secure communications even in the case of attacks by a quantum
computer.

Six SPS projects on innovative and advanced materials focused on the devel-
opment of new materials (e.g. graphene, silicon carbide, ceramic, titanium, etc.)
providing interesting properties for specific security applications. They also devel-
oped cutting-edge production and synthetization techniques, contributing to:

– Develop nuclear screening systems to detect illicit trafficking of nuclear materi-
als;

– Develop radiation hardening techniques, i.e. making electronic components
resistant to high energy radiation, especially for outer space vehicles and high-
altitude flights;

– Develop novel armor concepts based on titanium, providing high strength, micro
hardness, bending capabilities, etc.;

– Develop ceramic nanomaterials for infrared transparency.

2The list of SPS Key Priorities are reported in Annex II.
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Eight SPS projects on sensors and detectors presented their achievements; they
developed:

– Multi-static and multi-band radars for border security;
– Noise radar networks for the detection of low altitude Unmanned Aircraft

Systems (UAS);
– Compact and portable LIDAR (Light Detection and Ranging) systems to be

mounted on UAS for 3D imaging and mapping;
– Sensor fusion technologies to create common operational pictures and provide

tactical information to security operators.

Finally, five activities on unmanned and autonomous systems were presented,
covering the full domain spectrum (maritime and underwater, ground, air and
space).

These projects aim to:

– Develop and deploy an underwater autonomous platform for situational aware-
ness;

– Develop intelligent tyres to guarantee mobility in severe terrain environments;
– Deploy multiple cooperative UAS to monitor large areas;
– Deploy high altitude balloons in the stratosphere, providing high altitude radar

coverage;
– Develop and demonstrate countering UAS capabilities, through the release of

multiple cooperative drones attacking the enemy drone.

1.4 Outline

This book provides a summary of the projects presented. It is organized in four main
Parts, divided according to the themes of the workshop. The full list of projects is
reported in Annex I.

Note that the articles do not respect necessarily the opinion of NATO or the
editors and are the full contribution of the authors.



Part I
Communication Systems



Chapter 2
Large Scale Collaborative Detection
and Location of Threats in the
Electromagnetic Space

Domenico Giustiniano, Vincent Lenders, and Sofie Pollin

Abstract In the twenty-first century, the security of the electromagnetic spectrum
has tremendous strategic importance to society. In particular, the wireless infras-
tructure that carries vital services such as 5G cellular networks, communication
to aircraft and Global Navigation Satellite System is especially critical. This rapid
change is even more impressive considering that in the 1980s the only concern for
spectrum management was mostly about radio/television broadcasting and military
communications. The allocation of spectrum has become over the years more and
more complex with different players and stakeholders that depend on largely of their
correct operation. However, today, the cost of commodity radio technology prices is
so low that access to it is no longer restricted to governments and network operators.
It is now affordable to individuals, giving them the potential to become malicious
intruders. More frequent and more sophisticated threats from such infiltrators
could wreak havoc and are among the most serious challenges faced by society.
Unauthorized transmissions could threaten the operation of networks used by air
traffic control systems, police, security and emergency services in populated areas.
The SOCRATES (Large Scale Collaborative Detection and Location of Threats in
the Electromagnetic Space, Grant G5461) project started in June 2018 and aims
to deliver a security system to protect our electromagnetic environment and the
services and users that depend upon it. SOCRATES will provide an accurate,
autonomous, fast and secure system based on a novel and disruptive IoT (Internet
of Things) architecture. By detecting and locating unusual RF signal and source

D. Giustiniano (�)
IMDEA Networks Institute, Madrid, Spain
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V. Lenders
Electrosense, Burgdorf, Switzerland
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activity it will identify intruders in the electromagnetic space, before a threat
can become serious, learning about its physical layer features and its geographic
location. By providing the capability to detect, identify and locate potential threats
to electromagnetic infrastructure security, SOCRATES represents an important step
in ensuring society’s readiness to respond effectively to them. SOCRATES will
shield economic and social structures from those who would harm them. In this
contribution we present a summary of published results achieved in the first year
of the project, how funds from SOCRATES have foster the collaboration between
NATO countries Spain and Belgium and partner country Switzerland, including the
activities led by Electrosense as partner country.

2.1 Introduction

Protecting the wireless infrastructure and detecting malicious intruders in the
spectrum are deemed essential for the society in the twenty-first century. In light
of this problem, new technologies for detecting threats in the electromagnetic space
must be devised to counteract possible catastrophic threats and take fast decisions.
In the SOCRATES project we aim to deliver a security system to protect our
electromagnetic environment and the services and users that depend upon it [1].
SOCRATES started in June 2018 and will be delivered in May 2021. Our system
will blend new emerging and diverse disruptive technologies in order to provide
accurate and fast detection, classification and location of intruders in the spectrum
in the time, frequency and space domains. Using the innovative solutions developed
in the project, stakeholders will be able to significantly reduce the danger of threats
and have access to advanced methodologies for swiftly taking the correct actions.
Our system builds on top of the emerging Electrosense (https://electrosense.org)
initiative led by the partner country of the consortium. Electrosense is a non-profit
association for distributed crowdsourcing, monitoring and storage of the wireless
spectrum, which uses low-cost spectrum sensors, with its beta version already
operative both for research and for providing a first set of applications to end
users and stakeholders [4]. We will build on top of this network to address the
most dangerous threats in the wireless electromagnetic space, with the objective
of spotting and locate the spectrum saboteurs.

The paper is organized as follows. In Sect. 2.2 we present the overall goal of
the project, followed by Sect. 2.3, that shows the results in this first year of the
project, with particular emphasis on published material. Finally, in Sect. 2.4, we
briefly present the deployment status of Electrosense through the funding received
in SOCRATES, the key factor for collecting large scale data set as needed to execute
the project.

https://electrosense.org
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2.2 Overall Goal

To counteract the threats in the electromagnetic space, there is the pressing need
to design novel, flexible and autonomous methods to protect the wireless infras-
tructures from cyber-attackers and develop novel architectures and technologies
to support cyber defence capabilities. In order to address this problem, the vision
of SOCRATES is to create the foundations for an accurate, autonomous, fast and
secure system that identifies intruders in the electromagnetic space, before the threat
can become serious, learning about its physical layer features and its geographic
location. SOCRATES is led by IMDEA Networks, Spain (NATO country), which
works in this project with non-profit association Electrosense, Switzerland (partner
country), and KU Leuven, Belgium.

In the project we will exploit novel techniques and new disruptive technologies
emerging in diverse research sectors and their largely unexplored mutually inter-
actions to find ground-breaking solutions to the grand challenges in security above
described. We will start from the current Electrosense spectrum monitoring system,
currently in its beta version, designed and deployed by project members for civilian
applications, and investigate novel system concepts, methods, and algorithms to
introduce the second generation of the Electrosense system that will target security
applications. Electrosense uses off-the shelf software-defined low-cost spectrum
sensors (but it can also operate with more expensive boards, such as Ettus), currently
mainly located around Europe. It has a backend component to control the sensors,
support low-latency stream processing and large-scale batch analyses at the same
time. Spectrum data computation and storage in Electrosense is implemented using
state-of-the-art big data lambda architecture [4].

The new system that will be developed in SOCRATES will process raw
observables in the sensor, that is, in-phase and quadrature phase (I/Q) samples of
spectrum received from the RF front-end, which we consider a key enabler for
the security applications studied in the project. The availability of I/Q samples
will unleash new opportunities to innovate on the methods to extract information
in the data received by each spectrum sensor. In fact, while derived observables
such as averaged power spectral density (PSD) measurement data suffices for coarse
understanding of the usage of the spectrum, accessing and processing raw I/Q
measurements is fundamental in security contexts.

The raw observables (I/Q data) can have a tremendous potential to provide
greater performance in cooperatively detecting and locating RF intruders beyond
state-of-the-art solutions. Yet, it first implies a deluge of data to be transmitted to
the backend, which is not feasible to sustain for every users at their home with
current Internet deployments. Therefore, it is not possible to collect continuously
I/Q data. Second it requires more powerful machines to process data in the backend
and novel algorithmic solutions that can scale well with the number of sensors.
These algorithms must find the best solutions to process (at least partially) raw
observables in the spectrum sensors while taking advantage of derived and lower-
complexity observables such as PSD for a first level of detection of the intruder.
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SOCRATES will dynamically select what observables to fetch and their structure
in time, frequency and space dimensions. In turn, careful decision about what
observables (raw, derived, type of derived, etc.) to fetch at any point in time from
the spectrum sensors is needed.

Proper and flexible integration of new disruptive technologies will be used to
investigate methods for geo-locating radio transmitters that can work with low-
cost software-defined spectrum sensors distributed over the public Internet. In the
envisioned system, we expect to concurrently localize and detect the anomaly, and
we will look for novel approaches to perform these tasks jointly. At the end of the
project, real experiments will showcase the system’s ability to detect the waveforms
and wireless technologies of adversaries who are misusing wireless resources. We
will also demonstrate how the physical location of an intruder can be swiftly
identified. Adopting an agile approach, SOCRATES will build, demonstrate and
showcase early prototypes throughout the project.

2.3 Results in the First Year of the Project

In this section, we present the scientific contribution and other dissemination activ-
ities of the project. The three partners of the project are largely collaborating in the
project, as the Electrosense infrastructure from the partner country Switzerland is
used for experimentation. This is also demonstrated by several joint top publications
among project partners, as well as two hackathons that have been organized in
Spain and Germany as training activities. Members from all three organizations
have participated in the hackathons (the results of these hackathons have resulted in
papers that are currently under submission).

2.3.1 Scientific Contribution

In terms of scientific output, the project has resulted in the first year in one
ACM/IEEE IPSN 2019, a top conference in networked embedded systems,
one ACM Mobicom 2019, the premier conference in mobile computing, and one
IEEE Dyspan 2019, a very well recognized international conference that mixes
technology and policy issues, becoming the reference meeting point for sharing
and exploring advanced spectrum technologies. Furthermore, one paper has been
published in IEEE Transactions on Cognitive Communications and Networking
(TCCN) (extension of the IEEE Dyspan 2019 paper).

In what follow, we describe in details the scientific output in the first year, mainly
focusing of published material and open source code.
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Fig. 2.1 Electrosense
expansion board to operate
from DC to 6 GHz

2.3.1.1 Sensor Architecture

In the first year of the project, we have designed an expansion dongle for
Electrosense, to extend the sensing capabilities of the first generation dongle from
almost DC up to 6 GHz, compared to 24 MHz to 1.7 GHz for the first generation
dongles. The expansion board is illustrated in Fig. 2.1 and it is required for collecting
spectrum data in the most significant frequency bands. The up and downconvertor
board has three possible RF modes, operating at different bands:

– Up-conversion input: 0–30 MHz
– Direct input: 30 MHz–1.6 GHz
– Down-conversion input: 1.6–6 GHz

The output of the convertor board has a bandwidth of 20 MHz, even though the RTL-
SDR device (used in the typical Electrosense spectrum sensor) only has 2.4 MHz
bandwidth. Higher quality SDRs can be used to take advantage of the higher
bandwidth. The convertor is controlled by an STM32 ARM based microcontroller,
which exchanges data with the Raspberry PI through a USB port. The firmware
running on the microcontroller exposes a text based interface. Both the convertor
board and the firmware have been tested and calibrated. We have distributed the
boards to project members and have started to distribute them to the Electrosense
community for deployments. We have released the schematic (https://github.com/
electrosense/hardware) as open source.

In addition, we have worked on a new version of the software code running in
the software-defined spectrum sensor. This new version allows to fetch I/Q data (I/Q

https://github.com/electrosense/hardware
https://github.com/electrosense/hardware
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pipeline) on demand from the GUI interface at Electrosense. This is the first step for
collecting I/Q data for detection and localization using the Electrosense system. The
code has been also optimized for efficiently scanning the spectrum, reducing the
time to scan the full spectrum by 25%. The code has been also publicly released as
open source at https://github.com/electrosense/es-sensor. We have also introduced
a decoding pipeline to allow to decode specific I/Q data directly in the spectrum
sensor and provide this data directly to users in order to guarantee low latency,
bypassing the backend processing. Currently, this decoded data can be requested by
a user in near real time (see also work in Sect. 2.3.1.5). In the sensor architecture, we
are now able to integrate different pipelines (PSD data, I/Q data, decoding pipeline),
and that can be controlled seamlessly to deliver data requested by the backend and
by the users.

2.3.1.2 Data Quality, Trustworthiness and Obfuscation Techniques

The work has focused on the investigation of techniques to transform spectrum
data (PSD, I/Q) to a less complex space that preserves signal features, and send
data in this domain to the backend. The motivation for this study is to limit the
amount of network bandwidth needed to operate each spectrum sensor and perform
computation extensively in this space. The majority of the work has been conducted
to design a framework for analyzing the spectrum characteristics in large spatio-
temporal scales. The framework operates in the SVD domains, where it extracts
long-lived signal, short-lived signal, signal shape change, energy difference, etc.
and it is characterized by high compression ratio, almost no information loss, and
high run time efficiency [6]. However, the proposed framework still requires a high
computational cost and it can work only on powerful embedded devices, we are also
investigating different methodologies that can work on embedded boards.

2.3.1.3 Detection of Intruders

Related to intruder or anomaly detection, we have worked on a deep learning
framework called SAIFE, an unsupervised wireless spectrum anomaly detection
framework with interpretable features [5]. Demanding anomalous behaviour or
intruders in wireless spectrum is a demanding task due to the sheer complexity
of the electromagnetic spectrum use. Anomalies can take a wide range of forms
from the presence of an unwanted signal in a licensed band, to the absence
of an expected signal, which makes manual labelling of anomalies difficult and
suboptimal. SAIFE is based on an adversarial autoencoder based anomaly detector
using PSD data which achieves good anomaly detection and localisation (in the
spectrum) in an unsupervised setting. It is able to learn interpretable features such
as signal bandwidth, class and center frequency in a semi-supervised fashion. It has
been tested on data from one of the distributed Electrosense sensors over a long term
of 500 hours showing its anomaly detection capabilities.

https://github.com/electrosense/es-sensor
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2.3.1.4 Geo-Location of Intruders

We have worked on the problem of collaborative decoding to decode data from a
transmitter of larger bandwidth than the one of the single receiver. In order to cir-
cumvent the hardware limitations of single receivers, we envision a scenario where
non-coherent receivers sample the signal collaboratively to cover a larger bandwidth
than the one of the single receiver and then, enable the signal reconstruction and
decoding in the backend. In the work we have proposed and verified with real
experiments a methodology to synchronize I/Q samples of multiple non-coherent
spectrum sensors. In order to cover a large bandwidth, we suppose there exists only
a very limited band in the spectrum where the signals received by multiple sensors
overlap in frequency [3]. The work is an enabler for the investigation of localization
techniques, as it allows to study to synchronize I/Q samples in a very challenging
application (with very limited amount of information available).

2.3.1.5 System Solutions, Integration and Demonstrations

We have worked on a new architecture (Electrosense+ [2]) to give power to the
users. We have found that this approach was necessary to provide incentives to
users to install sensors, key for a crowdsourcing initiative. The idea has been
to introduce the capability of decoding I/Q samples directly in the spectrum
sensors, for broadcast and control data (and thus without privacy concerns), and
provide this information to users in real time. The work has relied on open source
implementations for the decoders, that has been optimized to work with low-
cost embedded hardware. Large engineering effort has been done to integrate the
proposed solution with the current Electrosense system in order to control the status
of the sensor and to manage the signaling server needed by this new approach. In
addition, we have integrated WebRTC as tool for direct streaming from the sensor.
The system is already operative in test mode and it is currently able to decode FM
and AM radio (with audio), Cell ID of LTE base stations, ADS-B, AIS and ACARS
(with maps). It will be launched to the community in Fall 2019.

2.3.2 Other Dissemination Activities

Project members have also disseminated the results of the project in other activities.
The NPD Dr. Giustiniano gave a keynote speech at EAI Crowncom 2018, the
International Conference on Cognitive Radio Oriented Wireless Networks, in front
of about 60 scientists. This has allowed to give high visibility to the research and
the roadmap in Electrosense and SOCRATES. Dr. Giustiniano gave also an invited
talk in April 2019, as part of the IEEE 5th World Forum on Internet of Things.
Sofie Pollin gave a keynote speech during the workshop on IoT, Big Data & Smart
Cities (ITCities’18, www.itcities.org) in June 2018 in Rabat, and explained how

www.itcities.org
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citizen science, and Artificial Intelligence all meet in Electrosense. Furthermore,
following the agile approach in the project, we have shown early demonstrators of
SOCRATES. In all events, the feedback has been very positive.

The press release of the start of the project has received significant attention
from Spanish and international media. We highlight an interview in Spanish from
the newspaper Vozpopuli and the international outreach in website such as phys.org,
a very well know portal for news in science and technology.

2.4 Deployment

The approach of Electrosense is to use its own backend infrastructure as alternative
to cloud services. Doing the processing in the cloud can be very expensive because
of the egress costs and data management via public cloud. Furthermore, it forces
to trust cloud providers and results in data loss/not more accessible after the end
of the project, as leasing of space ends. As processing data for the applications
envisioned in the process is a fundamental challenge for a large scale distributed
system, Electrosense has upgraded its backend through the funding received in
SOCRATES. Figure 2.2 shows a picture of the servers acquired by Electrosense
within the project. Each server runs 2 × 12 Core Intel Xeon Silver 4116 2.1 GHz
Processor.

In addition, SOCRATES requires sensors deployed in any location to collect data
and train the models. For this reason, budget of the project has been used for making

Fig. 2.2 Electrosense servers
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Electrosense sensors available to the community. In particular, part of these sensors
operate up to 6 GHz (cf. Sect. 2.3.1.1). At the time of writing, we have started the
distribution of sensors to interested applicants. Finally, project budget has been used
in part to support the deployment of controlled testbeds for experimentation with
higher-end software defined radios.

2.5 Conclusion

In this contribution, we have presented SOCRATES, Large Scale Collaborative
Detection and Location of Threats in the Electromagnetic Space, with particular
focus on the overall goal of the project and the results achieved in the first year
of the project. The three partners of the project largely collaborate in the project,
as the Electrosense infrastructure from the partner country Switzerland is used
for experimentation. This is also demonstrated by several joint top publications
among project partners. In the follow up of the project, we plan to massively deploy
our sensors with expansion boards and send them to interested users in populated
regions of the world. We also plan to release Electrosense+ to allow users to connect
to any sensors and listen to a variety of events. This will provide incentives to
users to deploy sensors on their own, further allowing to demonstrate the finding
of the project in real conditions. With these new sensors, SOCRATES will be able
to test in real life conditions new approaches for detecting and localizing intruders
as investigated in the project.
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Chapter 3
A Primer On Public Safety
Communication in the Context of Terror
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Abstract Terrorism is emerging as one of the most serious threats worldwide.
Terrorist attacks are becoming more coordinated, sophisticated and hence more
devastating. One of the important reasons for higher casualities is the “sluggish
response time”. In some of the recent attacks, police and law enforcement agencies
even after many hours were unable to have some of the basic information such as
how many people are inside the attacked premises, the number of seriously injured
persons, the number of terrorists, what their location is and so on.

So, one of the most important questions is “How to provide the fundamen-
tal information to public safety agencies as quickly as possible to reduce the
response time following terrorist attacks”? The NATO – Science for Peace (SPS)
“COUNTER-TERROR” G5482 project (2019–2021) presented in this paper inves-
tigates and proposed innovative ideas and solutionsto address this question from an
information and communication technology viewpoint, including the establishment
of secure D2D communication networks to quickly gather information and the use
of UAVs to discover and localize weak signals.
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It is envisioned that “connecting” the on-scene available (OS-A) heterogeneous
devices (through multi-hop device-to-device (D2D) communication) to the nearest
mobile deployed command center in an efficient way cannot only rapidly dissem-
inate fundamental information but also aid in significantly reducing the response
times and, consequently, many lives and infrastructure.

The objectives of this project are to design and evaluate efficient heterogeneous
resource management by adaptive power control, throughput enhancement and
interference management for device-to-device (D2D) communication. The original-
ity is to exploit machine learning (ML) techniques to improve the existing state
of the art. Further, the use of unmanned aerial vehicle (UAV) for weak signal
detection and devices accurate position evaluation is an important objective. The
deployed setup with UAV assisted connectivity is one of the novel contributions
of this project. In addition, context aware and reliable D2D multi-hop routing and
network connections to ensure high end-to-end throughout and low end-to-end
energy consumption and delay is another core objective.

In order to enable the emergence of future pervasive communication systems
enabling life-critical, public safety and preparedness, D2D communication can be
realized both in licensed (driven by cellular spectrum) and un-licensed spectrums
(used by other wireless technologies e.g., WiFi Direct, long term evolution (LTE)
Direct, Bluetooth). In the licensed spectrum, smart phones can connect through
LTE-A and can create multi-hop communication by exploiting UAVs (i.e., relay
nodes). Whereas, in the unlicensed spectrum, smartphones can connect through
WiFi Direct, LTE Direct, or LTE-U. The fundamental aspect of this work is to
connect the devices (i.e., establish and maintain reliable connections) in harsh
environments and existing works have to be extended and tested so that they can
deal with such conditions.

So far, there have been only a few research projects specific to the context of
terrorist attacks.

To enable future pervasive public safety communication systems, this work will
foster the vision to achieve beyond state-of-the-art ambitious, highly innovative and
challenging research and development goals. For the given context, in particular,
connecting the OS-A devices in an efficient way to optimize their heterogeneous
resources and improve reliability is key factor to the innovation of the proposed
system.

By implementing the proposed D2D-based solution, the average response time
shall be reduced by an average of 8 to 10 times. The direct positive consequences
are that more lives will be saved, the number and severity of injuries will be reduced,
and damages to infrastructure will be decreased.

Keywords Device-to-device communication · On-scene available (OS-A)
devices · Beamforming · Localization · Machine learning · Software defined
networking
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3.1 Introduction

The increasing number of terrorist attacks and fatalities have raised serious concerns
for the entire world. One of the fundamental issues in most of the terrorist attacks is
the slow response time as it is observed that, even after many hours, police and other
law enforcement agencies are often unable to take actions against terrorists due to
the lack of basic information such as the number of terrorists and that of people
trapped inside the attacked zone, their location and identity, etc.

This NATO-SPS project shall provide innovative answers and solutions to the
problem “how to reduce the response time in the context of terrorist attacks?”

As of today, from an information and communication technology (ICT) view-
point, classical public safety networks (PSNs) do not provide the appropriate
infrastructure to deal with such attacks. This is because such networks are not
designed (i) for the specific context of terrorist attacks, and (ii) to exploit the devices
(in particular user equipment) and networks, which are active, and already inside the
terror zone (e.g., shopping mall, theatre etc.). These requirements are different from
classical PSNs since a) in typical natural disasters, the emergency rescue teams can
gain access to the disaster site during or after the emergency incident with only slight
(if not without) direct life threat and can start the operations immediately, whereas
in the case of terrorist attacks, rescue and law enforcement teams remain unable
to immediately step-in because of the unclear information and the situational facts
(i.e., number of terrorists, their positions, number and type of weapons used, etc.),
and b) in terrorist attacks, the devices held by the people are critical (for example,
their personal ID number and name can be traced through the device ID and this can
further help to provide the exact location of the persons). In addition, other important
information about the devices such as battery levels, devices radio-link conditions,
signal strengths and connectivity patterns, as well as mobility profiles can be traced
autonomously. In this work, we are developing methods and techniques to exploit
smartphones and/or on-scene available (OS-A) devices, which have enabled direct
communication feature in the affected zone, to get the fundamental and critical
information to reduce the response time.

To achieve this, research and development in Pervasive Public Safety Communi-
cation (PPSC) is carried out to enable connectivity-aware, autonomous, cooperative,
reliable, and real-time communication with constrained resources.

The objectives of this project are to design and evaluate efficient heterogeneous
resource management by adaptive power control, throughput enhancement, and
interference management for D2D communication. The originality is to exploit
machine learning (ML) techniques to improve the existing state of the art. Further,
by exploiting unmanned aerial vehicle (UAV) for weak signal detection, devices’
accurate position evaluation is an important objective. The deployed setup with UAV
assisted connectivity is one of the novel contributions of this project. In addition,
the context aware and reliable D2D multi-hop routing and network connections
to ensure high end-to-end throughout and low end-to-end energy consumption and
delay is another core objective. In order to enable the emergence of future pervasive
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communication systems enabling life-critical, public safety and preparedness, D2D
communication can be realized both in licensed (driven by cellular spectrum) and
un-licensed spectra (used by other wireless technologies e.g., WiFi Direct (WiFi-D),
long term evolution (LTE) Direct, Bluetooth). In the licensed spectrum, smartphones
can connect through LTE-A and can create multi-hop communication by exploiting
UAVs (i.e., relay nodes), whereas, in the unlicensed spectrum, smartphones can
connect through WiFi-D or LTE Direct (LTE-D) and LTE-U. The fundamental
aspect of this work is to connect the devices (i.e., establish and maintain reliable
connections) in harsh environments and existing works must be extended and tested
so that they can deal with such conditions.

In this paper, we highlight the achieved results for (i) D2D communication based
on LTE-D using ML techniques, (ii) innovative techniques for localization and
beamforming for the given context, and (iii) new software defined raadio (SDN)
based energy efficient routing techniques.

The rest of the paper is organized as follows. First, we present LTE-D based on
uncentralized D2D communication architecture and machine learning based D2D
communication. Then we present the localization and beamforming results using
UAVs and, finally, relaible networking techniques. Conclusions are drawn at the end.

3.2 Reliable and Resource-Efficient D2D Communication
Using Machine Learning Techniques

D2D devices generate interferences while reusing the spectrum both in in-band
and out-band modes. Typically, a base station (BS) allocates the resources to
cellular users and D2D users dedicatedly. The interference can be controlled if
dedicated resource allocation and proper power allocation are applied at the D2D
devices while communicating at short range (overlay mode). However, in out-band
mode and underlay modes, due to absence of base-station control, interference
management is an open research and development challenge. Our objective is to
create multi-hop D2D communication, and through relaying, establish a link to the
deployed external command center. Consequently, controlling the resources (i.e.,
maximize throughput, increase energy efficiency of the OS-A devices) as well as
minimizing the interference is paramount.

The resource scheduler needs to perform a task for the power allocation at each
time step. The amount of power to be allocated is essential for the interference level
and the quality-of-service (QoS) of the network. In this regard, several works exist
in the literature; these include random power allocation [1], which seems not an
appropriate solution given the dynamic environment in our case.

Efficient resource and power allocation assignment helps to maximize the
resources. The existing literature [1–3] lacks in exploiting online mechanisms to
learn the resource allocation adaptively, which would improve the overall network
performance and provide efficient management of the resources. Recent advances



3 A Primer On Public Safety Communication in the Context of Terror. . . 23

in online learning algorithms, e.g., reinforcement learning (RL) algorithms and
its variants i.e., SARSA (lambda), exp3 and multi-armed bandit solver, create an
enormous scope for applying them to a number of applications. In this project, we
apply online learning algorithms for optimizing resource utilization among devices
in D2D communication.

At first, we describe some classical approaches for resource optimization in D2D
communication followed by existing RL-based resource allocation algorithms and
their limitations, followed by our preliminary results.

In [1], an efficient resource allocation technique is proposed for multiple D2D
pairs which maximizes the system throughput. The proposed solution is interesting;
however, it does not consider interference metrics in the system model for D2D
pairs. Feng et al. [2] explore a resource allocation technique by considering the
QoS of cellular users (CU) and D2D pairs simultaneously to improve the system
performance. Further, in [3], a centralized heuristic is proposed where the resources
of cellular users and D2D pairs are synchronized considering the interference link
gain from D2D transmitter to the BS. Zhao et al. [4] propose a resource allocation
method for the D2D pairs to enhance the system sum-rate. In [5], Min et al. propose
an interference restricted region where multiple cellular users and a single pair D2D
exist. In [6], the authors propose the improved target rate of cellular users for max-
imizing the system throughput. In [7], the authors propose a centralized resource
allocation method for the PSN where transmitting devices close to each other based
on communication range are assigned orthogonal transmission opportunities. A
common limitation of these works is that they are fully centralized i.e., the base-
station requires full knowledge of the link state information that creates redundant
information over the network and consequently causes network congestion as well
as rapid depletion of battery-limited devices (in disaster situations, this is one of the
main problem in centralized D2D communication).

In addition to above-mentioned works, An et al. [8] propose a heuristic resource
allocation technique. They implement an adaptive interference restricted region for
multiple D2D pairs that share the resources. However, their proposed method is
not adaptive for the power allocation to the users. In [9], the authors propose an
adaptive resource allocation method based on two phase optimization. They apply
Lagrangian dual decomposition which is computationally complex. Wang et al. [10]
propose a joint scheduling strategy for the resource allocation where the average
D2D throughput is improved. Here, only one D2D pair reuse the channel assigned
to the cellular users. The co-tier interference is not considered in this work. In [11],
Graziosi et al. propose a distributed resource allocation method where minimum
rates of cellular users and D2D pairs are maintained. However, this approach shows
low spectral efficiency.

Motivation for using and improving ML – Recent studies show significant gains
in performance and improved resource utilizations and, for this reason, our novel
approach will build-upon these preliminary studies. There are only a few works
based on ML for resource allocation in D2D communications [12–13]. These works
focus on online learning techniques for optimal power allocation to the resource
blocks (RB), which increases the system throughput. However, these preliminary
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studies are limited (i) on the modeling of reinforcement learning and lack in
exploitation, particularly to maximize the observation space to explore the full
potential of the overall system, (ii) the reward function is composed of only signal to
interference noise ratio (SINR) threshold values, which does not reflect the impact
on the channel gains and link quality measures between users, and (iii) these works
do not consider the task scheduling, energy efficiency, and the fairness issues for
resource allocation.

Thus, we investigate an online task scheduling strategy for adaptive resource
allocation using reinforcement learning methods such as SARSA (lambda) and
multi-armed bandit solver method by considering improved state space and a reward
function. Our proposed resource allocation methods helps to provide mitigated
interference level, increased D2D throughput, and consequently improved system
throughput, energy efficiency, and fairness.

Preliminary Simulation Results In our on-going research (where the base-station
is partially available), preliminary results show that cooperative reinforcement
learning using SARSA (lambda) method can yield better D2D throughput in
comparison to random and distributed approaches while operated in overlay mode.
Figure 3.1 shows the average D2D throughput, average cellular user throughput and
the average system throughput over the number of D2D users. We can observe that
D2D throughput increases with the increase of D2D users, but on the other hand,

Fig. 3.1 Analysis of average D2D (a), Cellular User (b), and System (c) throughputs over number
of D2D users
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cellular user throughput decreases. To balance the trade-off, system throughput i.e.,
the summation of D2D and the cellular user throughput is analysed. All methods
show these same trends over the number of D2D users. From this experiment,
we can also investigate the issue about the appropriate number of D2D users,
which provides the better trade-off between D2D and cellular user throughput in
a single cell scenario. Here, we can observe that a moderate number of D2D users,
for example 50, provide a suitable amount of D2D and cellular user throughputs.
The proposed cooperative reinforcement learning outperforms the other methods
regarding D2D throughput, cellular user throughput and overall system throughput
for every number of D2D users.

In this NATO-SPS project, we are building upon these preliminary results and
extend them for non-assisted underlay mode, as well as for the out-band modes.
For these modes, heterogeneous resource optimizations are critical which will be
achieved by adaptive power control, throughput enhancement and interference man-
agement for D2D communication using novel cooperative reinforcement learning
approach.

3.3 UAV Assisted Relay for Reliable Communication

In the 4G context (LTE, LTE-Advanced), there has been significant attention
towards the use of UAVs as flying base stations to provide better cellular coverage
and boost the capacity at the mobile user stations on the ground [13–17], using
either low (LAP) or high altitude aerial platforms (HAP). Small UAVs such as
quadcopters are easy to deploy and can fly at low altitude, providing better services
to the users on the ground. One of the main advantages of having BS onboard a
UAV is that of dynamically changing the coverage area according to traffic intensity.
This is cost effective and it is also highly efficient in situations where a large mass
of users confined in a small area demand high speed data as in stadiums, public
rallies, festivals, concerts or areas interested by terrorist attacks, as considered in this
project. In this context, some of the project partners already have a 2-year experience
in High Altitude Platforms and UAV-to-ground communications [18, 19].

Aerial wireless sensor networks (WSNs) have also been successfully employed
in many non-critical application domains ranging from agriculture and habitat and
smart buildings monitoring. Often, they employ multi-hop communication and
routing protocols over lossy channels with varying levels of reliability. However,
a recent survey on reliability in WSNs indicates that by carefully selecting link
metrics and power consumption levels, WSN-based systems can often provide a
high level of reliability [20]. Some of the project partners in this NATO-SPS project
have proposed a novel technique in [21] which employs heartbeats, algorithms
and redundant gateways to improve failure detection of primary gateways in aerial
WSNs and providing a fast recovery mechanism using a secondary gateway to
continue transmitting sensor data to the cloud with no sensor data loss. Performance



26 M. M. Alam et al.

measurements using gateway prototypes built using low-cost commercial off-the-
shelf (COTS) hardware demonstrate the feasibility of the approach. The redundancy
on the sensor node level is provided by redundant sensor nodes, which in turn
are capable of connecting to multiple gateways. For ZigBee we have addressed
the problem of the network coordinator being a single point of failure by using
the method described in [22].

Even if the use of UAVs in military communications and applications has a long
history (see, for example, [23, 24] for studies on UAV relay communications in
the military field), more recently, in the civilian context the use of access point
(AP)/UAV for enhancing communications by means of relaying techniques has
acquired a great interest and several works are present in the literature, especially
for allowing out-of-range communications. In addition, LTE, from Release 10 (LTE-
Advanced), has included capabilities to enable fast deployment of UAVs to restore
or extend coverage of the network. In this project, UAVs are intended to work
primarily as relays between terminals inside a definite, emergency area and an ECC.
In general, while the scenario of a single UAV relay has been considered in several
studies in the literature, the scenario with multiple UAVs needs still research efforts
in several directions, and also in the parts concerning the cooperative resource
management and routing, previously discussed. One of the classical issues of
relaying, particularly important for the UAV case, is the computation of the optimal
position of the relays for maximizing the network performance (e.g. minimizing
the outage probability of the devices in the covered area) and this has been studied
in [25–27]. On the other hand, in the literature specifically devoted to UAVs, this
project initially benefit from several contributions [28–30]. In [28], it is developed
an algorithm in which the heading angle of UAV relays is controlled for optimizing
the performance of the ground-based terminals to the network base station relay
links. In [29], a particular path planning of UAVs, also able to provide collision
avoidance, is investigated and discussed, with the aim of achieving a continuous
long-range communication relaying and, in [30], it is proposed another, optimal
UAV deployment algorithm, based on the received signal strength and distance
between nodes and UAV.

Among the studies in the context of emergency scenarios, in [31] it is presented a
study on the use of UAVs for public safety communications during natural disasters,
in case of damages on the network communication infrastructure and, in [32], a
drone-assisted multi-hop D2D communication system is analysed in order to extend
the network coverage in regions interested by disasters.

With an UAV acting as a relay, a twofold advantage could be provided by
adopting an antenna array on the UAV, possibly with a beamforming (BF) mech-
anism: (i) an additional antenna array gain for enhancing weak signals coming
from the emergency area (e.g. from indoor or shadowed environments), (ii) an
additional information source regarding the angle of arrival of the communication
link, useful for estimating the positions of the transmitting devices inside the
emergency area. BF consists of a set of techniques for electronic steering of antenna
beams, exploiting linear signal combinations at the input (transmitting) or output
(receiving) of the antenna elements [33, 34]. In the project, one of the technical
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challenges is the integration of an antenna array in the UAV, because of its large
size.

On the other hand, the use of relaying UAVs could be integrated also in a
positioning system for enhancing the localization of emitting devices inside the
emergency area. In all the wireless systems, including the current and future cellular
mobile systems (4G–5G), the localization of fixed or moving devices is obtained by
exchanging radio signals among reference base stations placed in known positions
(called beacons or anchors) and the targets in unknown positions. In general, the
target coordinates are computed by using a preliminary estimation of some physical
parameters that can be derived from the received signals: (i) Time of arrival (TOA)
and time difference of arrival (TDOA), (ii) Angle of arrival (AOA) or direction of
arrival (DOA), (iii) Received signal strength (RSSI). RSSI measures are inexpensive
and simple while the high-resolution TOA-based measures can require relevant
resources in terms of sampling rate and computational complexity. Angles of arrival
can be estimated by using antenna arrays, which search the angle with the best RSSI
and this approach is the basis of the simulations and experiments in this project,
together with the analysis of the same RSSI measures. A detailed review of the
localization algorithms can be found in [35–43].

In the context of localization with UAVs, in [42] a TDOA cooperative approach,
among a set of UAVs, is used for localizing a signal source with an explicit
optimization based on Fisher Information Matrix. Also [43] presents a method based
on TDOA for estimating the positions of a set of radars with a cooperative fleet
of UAVs. Finally, [44] proposes a method for localization of slow-moving radio
frequency sources with unknown transmitted strength of signal using an UAV also
in absence of GPS signal or when the GPS signal is poor.

3.4 Network Connectivity and Routing

In emergency situations, the traditional telecommunication infrastructure is typi-
cally not functional due to: (1) deliberate target by the terrorists, (2) indirectly by
some explosion and (3) overuse [45–47]. Sometimes the security/ rescue forces
make it non-functional on purpose to isolate the terrorists. Therefore, a temporary
communication network to ensure smooth and reliable communication between
rescue operators and the victims is required.

Historically, at the network level this was realized by Mobile Ad hoc Networks
(MANETs) and WSNs. Emergency MANETs (eMANETs) are deployed in emer-
gency cases with the goal to provide communication for emergency workers with
intelligent devices such as smartphones and Personal Digital Assistants (PDAs)
[46]. Recently, an integration of UAVs in MANETs for routing to increase the
coverage area is proposed [48]. The authors in [49] provided a comprehensive
survey of multi-hop routing protocols for different classes of MANETs and
integration of networking technologies for disaster response scenarios. Similarly,
[50] highlighted the merits and demerits of MANETs and Delay Tolerant Networks
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(DTNs) and presented the case of integrated MANET and DTN for improving
the performance in dynamic environments. This survey also highlights the lack of
realistic simulations models for the disaster environment. Kawamoto et al. presents
the case of hybrid MANET and DTN implementation [51].

A single technology is not able to provide a complete solution. Therefore,
a fusion of MANET based technologies such as MANETs, Vehicular Ad hoc
Networks (VANETs), Flying Ad Hoc Networks (FANETs), WSNs and DTNs is
a suitable choice. Authors in [52] reiterate the fact that most of the research work is
simulation based. However, they have tried to present a detail of the real experimen-
tal work in this domain and concluded that it is feasible provided the interoperability
issues are resolved. In [53], a survey of routing algorithms and mobility models
proposed for MANETs, DTNs, VANETs, WSNs for communication under disaster
scenarios is presented. It also highlighted the challenges, gaps between applications,
protocols evaluations and mobility models. In another effort, dynamic routing in
FANETs is discussed in detail for the case of self-organizing wireless networks in
[54].

The success of any networking technology is also dependent on the underlying
access technology. These days, user devices are equipped with multiple access and
network technologies which allow these to communicate on multiple interfaces.
This makes it more feasible to enable and facilitate D2D communication. Figure
3.2 shows a proposed framework for multi-hop D2D communication [49]. As seen
below, both MANET and DTN are available choices for networking technologies.
In addition, a gateway function is proposed which is responsible for filtering of
redundant messages. An amalgam of access technologies is also available.

Fig. 3.2 Important factors for multi-hop D2D communications [45]
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In [51], the authors propose a hybrid MANET and DTN approach with MANETs
for static and dense scenario and DTNs for saving resources. These two paradigms
work in a completely different way and a hybrid approach takes advantage of both.
Integration of MANETs and DTNs is also discussed in [51, 52]. The performance
of routing protocols based on this integration from the perspective of simulations
and experimental testbed are shown.

MANETs based solutions are good but they suffer from configuration problems
for the users. Authors in [55] highlighted the real-life deployment issues of existing
multi-hop ad hoc networks in emergency scenarios. They targeted requirements
for dedicated hardware, IP address allocation, network configuration and user’s
inability (due to not being familiar or in panic) to change their devices in to ad hoc
mode and configure ad hoc networks. They also proposed a fast and simple internet
connectivity solution based on Wireless multi-hop communication abstraction
(WMCA) and the practical tree-based disaster recovery network (TDRAN) scheme
which utilizes the software-based access node (SAN).

The emergency route selection scheme for D2D cellular communications dur-
ing an urban terrorist attack is presented in [56]. It dynamically selects multi-
hop routes for D2D communications in spectrum co-existence with completely
congested conventional cellular network (CCN). In that work, different routing
algorithms, namely, shortest path-routing (SPR), interference-aware-routing (IAR),
and broadcast-routing (BR) are investigated. The comparison results show that
there is a trade-off between different algorithms, for example, for a small D2D
communication distances, both SPR and BR achieve slightly higher packet reception
ratio (PRR) than IAR, whereas as the distance increases the impact of interference
increases and therefore IAR scheme performs much better. Another interference-
aware routing scheme is proposed in [53]. The scheme minimizes the hop-count in
wireless D2D networks which can decrease not only the delay for D2D connections,
but also reduces the power consumption. The proposed approach jointly takes the
geometric information, interference constraint, and D2D rate requirements into
account, and yields low computational complexity. Several routing algorithms are
cited in [57] with emphasis on interference aware routing protocol; for example,
shortest path, or shortest hop-counts and farthest neighbour routing approaches
are discussed. In these approaches, the algorithm reaches the destination as fast
as possible from the current node position with a condition that it achieves the
data rate requirements of the D2D communications while maintaining the required
QoS [57]. In [58] an energy-efficient heuristic multi-hop D2D routing algorithm
was proposed which uses both channel reusing and power allocation policies to
maximize the energy-efficiency. The performance analysis shows that the proposed
algorithm outperforms Dijkstra, Closest to Destination (CD) routing and Ad-hoc
on-demand distance vector (AODV). A multi-hop D2D communications scenario is
presented in [59] and results show that the average energy-efficiency and spectral
efficiency are enhanced when the number of hops used increases. A device-aware
routing and scheduling algorithm (DARS) that takes into account device capabilities
including computing power, energy limitations, and incentives is proposed [60]. The
protocol is tested on a multi-hop D2D testbed using Android-based smartphones and
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tablets by exploiting Wi-Fi Direct and legacy Wi-Fi connections. The results show
that DARS significantly improves throughput as compared to state-of-the-art routing
protocols.

A centralized flow-based routing for D2D users in the dead spot is proposed
in [61]. It takes into consideration the limited energy resources and computational
complexity of relay nodes and tries to use their resources efficiently. The motivation
comes from the fact that the distributed routing protocols waste a lot of resources
in broadcast/multicast of control messages. It improves the utilization of resources
by using an SDN solution to cater for specific service needs of the flow. Park [62]
proposed a fast and energy efficient D2D multi-hop routing framework. It advocates
the use of central presence server for exchange of management packets and also
admits its limitation as a single point of failure. The proposed D2D routing method
operates based on the geographic locations of nodes. The data packets are delivered
through D2D mode. Additionally, a reliable data transfer algorithm is also proposed
for scenarios when no geographic information is available. The proposed method
results in reduced end to end delay compared to maximum progress method (MaxP),
cost over progress method (CoP), and congestion-aware forwarder selection method
(CAFS).

In [63] a Load Balancing Based Selective Ad hoc On Demand Multipath
Distance Vector (LBSAOMDV) scheme for disaster recovery is discussed. It is
an enhancement of the Ad hoc On Demand Multipath Distance Vector (AOMDV)
protocol, which reduces the control traffic by decreasing the number of nodes while
maintaining the QoS. Further, it intelligently selects the nodes which receives the
route requests (RREQ) and optimizes the bandwidth utilization in comparison to
AOMDV. Recently, the concept of multi-hop smart phone networks based on WiFi-
Direct has been proposed in [64]. An energy efficient cluster-based routing protocol,
called Quasi Group Routing Protocol (QGRP) is developed to address the energy
issue which is critical due to high energy costs of the smart phones. In addition,
a virtual hierarchical distributed cluster algorithm for smart phone networks is
introduced. The simulations demonstrate that QGRP can save significant amounts of
energy compared to the cases without QGRP. A framework for publishing content
for D2D multi-hop routing is proposed in [65]. The framework is validated through
android implementation.

D2D communication over multi-hop networks is very rare (especially for multi-
standard), it requires multiple dimensions of complexity and cross layer features
which are yet to be explored. The desired features the D2D multi-hop routing are
high end to end throughput, low end to end delay and energy consumption. This
coupled with technologies like machine learning and SDNs is deemed to fetch the
desired results. As opposed to disaster management scenarios, in a terrorist attack
DTN concept would be a strong candidate due to its store-and-forward capabilities
in volatile connectivity conditions and would be addressed.
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3.5 Conclusion

This paper has introduced the motivation, concept, challenges, and innovative
solution ideas explored in the NATO – SPS “COUNTER-TERROR” G5482 project.
At the time of writing, the project is well on track; ongoing and future work are
related to e.g. joint performance evaluation of energy-spectral efficiency, end-to-
end delay, impact of power allocation on D2D discovery processes, weak signal
detection, user equipment localization, routing framework with clusters, energy
efficiency of clustering vs. non-clustering, as well as integration and prototyping.
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Abstract The FALCON project, presented in this paper, focuses on dynamic on-
demand virtual resource allocation for wireless network environments, leveraging
a highly flexible and adaptable wireless network to provide reliable and efficient
communications in flash crowd scenarios and emergency situations.

4.1 Introduction

Network virtualization has been identified as one of the potential technologies
that can meet the underlying 5G technical requirements in radio access and core
networks, fostering efficient network and resource sharing and real-time and flexible
scheduling. By exploiting solutions of Software Defined Everything (SDx) and
virtualization, network virtualization can increase the wireless system scalability
and flexibility and can overcome several challenges in the current legacy wireless
systems, such as interference and high power consumption [16]. Network virtualiza-
tion enables networks to become programmable, adaptable, centrally managed and
cost effective. It is identified as one of the most impactful technologies for future
networks, especially addressing emergency and flash crowd scenarios.

Flash crowd scenarios are characterized by a significant upsurge of the traffic
demand and/or user connectivity due to either high concentration of users per unit
area (e.g. sport events, concerts etc.) or high volume of users connection demands
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as a result of emergency scenarios arising out of natural (e.g. earthquakes, floods)
or man-made (e.g. terrorist attacks, industrial accidents, transportation failures)
disasters.

The latest research developments in the area [10] focus on introducing elastic
virtualization and processing that adapt to the fluctuations in capacity demand
and analyze the radio remote head density. The work in [8] introduces the notion
of efficient on-demand resource provisioning, and proposes innovative techniques
where clustering, consolidating, and cooperation of virtual baseband processing
can improve the overall system performance. The authors in [2, 9, 14, 15] focus
on improving the joint virtual computing and resource allocation in network
virtualization by introducing advanced cloud-based solutions and optimization
algorithms. However, most of the current works are strictly theoretical and none
of them provide functional solutions for emergency and flash crowd situations in
general.

This paper presents the FALCON project approach [13] for building an
agile, flexible and scalable network architecture that is capable of addressing the
demands in flash crowd scenarios, with emphasis on emergency situations. The
FALCON architecture leverages existing technologies and exploits the virtualization
of wireless network resources. The project also focuses on developing and designing
a novel self-autonomous network entity called Virtual Resource Manager (VRM),
which can orchestrate the operation of various underlying wireless networks by
optimally mapping cloud hardware resources, such as CPU and memory, based
on the existing user requirements and demands. The role of the VRM becomes
especially important in scenarios with uneven spatio-temporal traffic distribution
and user connectivity demands.

The paper is organized as follows. Section 4.2 discusses the FALCON’s system
requirements and compares the FALCON system to legacy solutions. Section 4.3
gives an overview of the FALCON architecture and deployment. Section 4.4
presents set of specific prove of concept results. Section 4.5 concludes the paper.

4.2 FALCON Requirements and Technology Comparison

Conventional network systems are not capable, or only partially capable, of meeting
the emergency scenario system requirements. These requirements clearly call for
new networking solutions, such as SDN/NFV that leverage highly flexible, efficient,
and robust network deployments. The FALCON architecture builds upon these
solutions and provides a novel network infrastructure also capable of addressing
the flash crowd scenario requirements.

In emergency and flash crowd scenarios, the first responder teams are the focal
end users. They pose strict service requirements with respect to network availability,
scalability, reliability and latency. Several distinct system requirements are specific
to flash crowd scenarios and emergency related scenarios, such as Agile network
service provisioning, Disaster resilience, Network access priority, Mission-critical
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Fig. 4.1 Technology comparison

service support, Backhaul robustness and scalability, Cybersecurity. Figure 4.1
compares the capabilities of conventional network systems and network systems
based on SDN/NFV versus the FALCON design. FALCON strives to address the
given system requirements by introducing a novel network infrastructure based on
state of the art concepts, utilizing network virtualization.

4.3 FALCON Approach

The FALCON project focuses on dynamic on-demand virtual resource allocation
for wireless network environments, leveraging a highly flexible and adaptable
wireless network [11]. The architecture is able to provide reliable and efficient
communications in flash crowd scenarios and emergency situations by taking into
consideration the required QoS profile. In particular, FALCON focuses on devel-
oping and designing a novel software-defined and virtualized cloud-based system
that provides efficient and flexible adaptation of the underlying communication
infrastructure.

4.3.1 FALCON Architecture

The FALCON system aims to support the operation of various underlying wireless
technologies and the dynamic and optimal allocation of cloud resources (CPU and
RAM), to augment the operation of available wireless network resources according
to the wireless environment and its behavior in case of the traffic demands.
Figure 4.2, depicts the generic FALCON architecture. It consists of FALCON RAN,
i.e. the virtualized C-RAN (comprised of the RRHs and VBUs) and the FALCON
CORE, represented by the Cloud Core datacenter. Moreover, FALCON leverages
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Fig. 4.2 FALCON generic system architecture. (a) Disaster free scenario. (b) Disaster scenario

the aspects of Multi-Access Edge Computing (MEC) [5], by placing the latency
sensitive services at the network edge. FALCON’s two-tier solution mitigates the
practical deployment and complexity issues related to an single-tier end-to-end
solution by organizing the system capabilities and functionalities into two physically
and logically complementary entities, i.e. the FALCON RAN and the FALCON
CORE.

Figure 4.2, depicts a generic example of an emergency scenario, where the
FALCON system dynamically adapts to the underlying conditions. Specifically,
the available computational resources (e.g. CPU, RAM, etc.) are dynamically
reallocated in order to foster the operation of the FALCON system in the affected
area. In conventional systems, this would have not been possible, because they rely
on static configuration and deployment. Moreover, the system uses the available
resources in the most efficient manner in order to foster the required service in the
affected and in the non-affected areas. This decision making is vital for optimal
performance of the system.

The FALCON RAN has two fundamental components, Remote Radio Heads
(RRHs) and Virtual BaseBand Units (VBBUs)/Virtual Base Stations (VBSs). The
RRHs contain the RF hardware of the system and are located at remote sites.
They transmit and receive wireless signals, but they do not perform any baseband
signal processing. By utilizing Software Defined Radios (SDRs) as the RRHs,
the FALCON RAN decouples the RAN and underlying signal processing from
the physical RF hardware. Hence FALCON fosters the possibility to efficiently
virtualize and deploy different types of wireless technologies, such as, GSM,
LTE, LTE-M, SigFox, etc [6, 12]. This decoupling enables dynamic and flexible
implementation of different RANs without any hardware extensions. The RAN-
specific baseband processing is performed in a softwarized virtualized environment
of VBBUs that are housed separately in centralized processing pools located within
edge datacenters, and are connected to the RRHs via high speed/low latency
fronthaul links. Furthermore, the decoupling of the functionalities of the RRHs
and the VBBUs/VBSs enables remote control and configuration as well as the
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independent evolution of each component. It must be noted that the optimal
performance of the RAN heavily depends on the fronthaul design.

The FALCON CORE exploits the benefits of NFV and SDN to facilitate the
core network capabilities of the cellular systems. It offers fully flexible and
programmable network, which is able to respond to the surges in traffic demands.
FALCON CORE can customize the placement and configuration based on the
service required by the focal users in the emergency scenarios. For instance, delay
sensitive services (i.e., mission critical delay sensitive signalling such as push-
to-talk signalling and video) will require values less than 60 ms [4], which can
be achieved by placing the FALCON CORE in proximity to the RAN. However,
if the requirements are not very stringent, a distributed cloud deployment (i.e.,
FALCON RAN in one datacenter, FALCON CORE in another), which further
improves the performance and scalability of the platform, is desired. Furthermore,
the communication between the components in the architecture (i.e., RRHs to
VBBUs, and VBBUs to FALCON CORE) is leveraged by SDN equipment. Hence,
FALCON can adapt to changing underlying scenario requirements and conditions
using dynamic QoS enforcement.

The communication between the components in the architecture (i.e., RRHs
to VBBUs, and VBBUs to FALCON CORE) leverages SDN. Hence, FALCON
can adapt to changing underlying scenario requirements and conditions using
dynamic QoS enforcement. Moreover, the architecture supports a distributed cloud
deployment (i.e., FALCON RAN in one datacenter, FALCON CORE in another),
and thus improves the performance, scalability and agility of the C-RAN platform
by bringing the centralized processing pools closer to the wireless nodes [3].

4.3.2 FALCON Network Virtualization Approach

FALCON stems from two fundamental virtualization techniques, applied for the
RAN and CORE virtualization. Specifically, FALCON utilizes the container-based
virtualization for the RAN and the hypervisor-based virtualization for the CORE.

The hypervisor-based framework runs complete isolated guest operating systems
(OS) as virtual machines (VMs) which results in lengthy deployments and slow
booting up. Also, hypervisor-based virtualization provides scaling by modifying
the VM’s computational resources, CPU and memory. However, the necessity to
suspend the VM during vertical rescaling results in a delay (service unavailability)
in order of seconds up to several minutes.

Container-based virtualization provides on-the-fly reallocation of computational
resources of a single container without suspending the operation of the container.
This provides significantly faster scaling of computational resources, in order of
milliseconds. As shown in [5] container-based resource scaling of a virtualized LTE
system results in delays less than 20 ms using a moderate computing hardware.
Due to the dynamic nature of C-RAN operations and strict low-latency and high
reliability requirements, especially in flash crowd scenarios, containerization is a
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more suitable solution to RAN virtualization, whereas the CORE leverages both
VM and container virtualization technologies. In FALCON, containers are operated
as isolated instances within the OS. They do not deploy a full OS as they share
the host OS kernel, which makes them significantly lighter and faster to boot up.
Using orchestration engines for container management can further enhance the
system by providing: the option to specify the amount of computational resources,
monitoring, automated resource scaling, and custom-made schedulers to achieve
efficient resource allocation. FALCON uses its own developed orchestration engine,
in order to minimize the workload from operating such softwares. This makes
FALCON’s RAN virtualization more agile and resource efficient.

4.4 Experimental Results

This section presents experimental results that demonstrate the operational proof of
concept of the FALCON system and its advantages. The results focus on several sys-
tem aspects such as Service Deployment Time, Reconfiguration, and Programmable
Network Management. These system features are especially important in emergency
scenarios where prolonged system outages and/or high service blocking rate can
have detrimental consequences.

The experimental FALCON platform, comprises three core logical entities,
Remote Radio Heads (RRHs) and Multi-access Edge Computing (MEC) segment,
and Core segment implemented on commercial-grade hardware components. The
RRHs are implemented on a Software Defined Radio (SDR) platform. SDRs foster
the implementation of specific hardware capabilities using only software tools. The
platform, uses the Universal Software Radio Peripheral (USRP) X310 devices,
developed by National Instruments. The RAN-specific baseband processing is
performed in a softwarized virtualized environment of BBUs. The virtualization
of the BBU’s is provided on the MEC segment of the platform that incorporates a
container-based virtualization and utilizes the Docker framework. It runs on DELL
T640 servers. FALCON uses a commercial LTE BBU software, Amarisoft that
implements a commercial-grade full stack LTE Rel. 14. The Core segment is hosted
on the multi-region and multi-tenant SAVI testbed [7]. SAVI is fully SDN-enabled,
featuring advanced network management, which is indispensable for FALCON in
order to enable various QoS requirements and backhaul robustness. The emergency
scenario of interest focuses on a homogeneous wireless system setup, executed
over the FALCON system with full stack LTE capabilities. Table 4.1 presents the
experiment parameters of interest.
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Table 4.1 Experiment
parameters

Experiment parameters Parameter value

Channel bandwidth [MHz] 5, 10, 20

No. of eNB 1

Antenna mode SISO, 2 × 2-MIMO

LTE band number 26

Modulation 64 QAM

UE model Samsung Galaxy S9

Fig. 4.3 Experimental results. (a) Empirical CDF of LTE deployment time. (b) LTE BS reconfig-
uration during flash crowd

4.4.1 Service Deployment Time and Reconfiguration

Figure 4.3a presents the empirical cumulative distribution function of the FALCON
system deployment time, including the UE attachment time. The results show that
the FALCON system is deployed in a period of approximately 10 s for 100% of
the cases and it takes additional 10 s for the UE to find the newly deployed base
station and attach (90% of the cases). This is significantly less than the 5GPP
recommendation that the average creation time must not be higher than 90 min
[1]. Thus, the results in Fig. 4.3 prove that the FALCON system implementation
is capable to address the 5GPP performance requirements and respond to the
dynamism in the emergency situations and minimize the network outage time.

Figure 4.3b depicts the time series of the CPU utilization and the transitions
between LTE bandwidths of 5, 10 and 20 MHz, for the SISO and the MIMO
case, in case of flash crowd occurrences. Specifically, the scenario focuses on the
case when the traffic demand is significantly increased (flash crowd occurring on
600 and 1200 s) such that the active LTE configuration is not able to support the
aggregate traffic demand. Thus, the system needs to reconfigure using a higher
channel bandwidth. In conventional systems, this will require prolonged periods
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of time, in the order of minutes, for the system to reconfigure. In the case of the
FALCON system, the reconfiguration delay is in order of few seconds. Moreover,
conventional systems require manual intervention for the reconfiguration process,
while the FALCON system is envisioned to use the VRM module that tracks the
underlying traffic conditions and automatically adapts. The presented results prove
the flexibility and the swiftness of the FALCON system and its ability to adapt to the
underlying communication demands, which is especially important in emergency
situations.

4.4.2 Programmable Network Management

For emergency scenarios it is important to enable coexistence of multiple mission-
critical services, which can be achieved by proactively changing the QoS parameters
in the network. Figure 4.4 shows a guaranteed bit rate (GBR) service that provides
information exchange between the first responders and affected users. Another
service (e.g., video stream) appears around the 10th and the 20th second. To
successfully admit the new users, FALCON reduces the throughput of the active
GBR service. The result shows that in emergency scenarios, the FALCON system
will able to adapt to the users’ requests, and support the requirements for mission-
critical services.

The presented results show that the developed FALCON system is capable of
agile and dynamic reconfiguration that leverages reliable communication in variety
of scenarios such as emergency and flash crowd situations.

Fig. 4.4 Dynamic QoS enforcement for FALCON
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4.5 Conclusion

This paper presented the FALCON project that aims to establish a novel networking
and computing infrastructure that will be resilient to flash crowds and common
attacks (e.g. terrorist attacks, emergency situations etc.) by virtualizing the network
resources and adaptively dedicating them to the entities of interest in a secure
and real-time manner. The developed FALCON system is capable of on-the-fly
adaptations of the network resources in order to foster the best communication per-
formances to all affected users. The FALCON project strongly focuses on increased
reliability and robustest to efficiently support efficient communication in flash crowd
scenarios, thus alleviating the loss of communication or coordination among the
users.

The FALCON project is still ongoing and continues to build upon the developed
system. Future work will focus on introducing an AI-based virtual resource
orchestrator that will be able to efficiently map the cloud computing resources
onto the physical network resources and predict possible flash crowd occurrences.
Moreover, the future work will also test the developed FALCON system in different
real-world scenarios focusing on aspects such as scalability, network robustness,
fronthaul design, etc.
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Chapter 5
ThreatPredict: From Global Social
and Technical Big Data to Cyber Threat
Forecast

Jérôme François, Frederic Beck, Ghita Mezzour, Kathleen M. Carley,
Abdelkader Lahmadi, Mounir Ghogho, Abdellah Houmz,
Hicham Hammouchi, Mehdi Zakroum, Narjisse Nejjari, and Othmane Cherqi

Abstract Predicting the next threats that may occurs in the Internet is a multi-
faceted problem as the predictions must be enough precise and given as most as
possible in advance to be exploited efficiently, for example to setup defensive mea-
sures. The ThreatPredict project aims at building predictive models by integrating
exogenous sources of data using machine learning algorithms. This paper reports
the most notable results using technical data from security sensors or contextual
information about darkweb cyber-criminal markets and data breaches.

Keywords Threat · Prediction · Darknet · Darkweb · Data breaches

5.1 Introduction

Predicting future cyber-threats with reasonable lead-time and accuracy can give
security practitioners sufficient time to prepare for upcoming major attacks. For
example, these practitioners can increase network provisioning to deal with an

J. François (�) · F. Beck · A. Lahmadi
Inria – LORIA – University of Lorraine, Nancy, France
e-mail: jerome.francois@inria.fr; frederic.beck@inria.fr; abdelkader.lahmadi@loria.fr

G. Mezzour · M. Ghogho · A. Houmz · H. Hammouchi · M. Zakroum · N. Nejjari · O. Cherqi
International University of Rabat, Rabat, Morocco
e-mail: ghita.mezzour@uir.ac.ma; mounir.ghogho@uir.ac.ma; abdellah.houmz@uir.ac.ma;
hicham.hammouchi@uir.ac.ma; mehdi.zakroum@uir.ac.ma; narjisse.nejjari@uir.ac.ma;
othmane.cherqi@uir.ac.ma

K. M. Carley
Carnegie Mellon University, Pittsburgh, PA, USA
e-mail: kathleen.carley@cs.cmu.edu

© Springer Nature B.V. 2020
C. Palestini (ed.), Advanced Technologies for Security Applications, NATO Science
for Peace and Security Series B: Physics and Biophysics,
https://doi.org/10.1007/978-94-024-2021-0_5

45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-94-024-2021-0_5&domain=pdf
mailto:jerome.francois@inria.fr
mailto:frederic.beck@inria.fr
mailto:abdelkader.lahmadi@loria.fr
mailto:ghita.mezzour@uir.ac.ma
mailto:mounir.ghogho@uir.ac.ma
mailto:abdellah.houmz@uir.ac.ma
mailto:hicham.hammouchi@uir.ac.ma
mailto:mehdi.zakroum@uir.ac.ma
mailto:narjisse.nejjari@uir.ac.ma
mailto:othmane.cherqi@uir.ac.ma
mailto:kathleen.carley@cs.cmu.edu
https://doi.org/10.1007/978-94-024-2021-0_5


46 J. François et al.

upcoming major Denial-of-Service (DoS) attack or purchase security insurance.
These preventive measures can stop future attacks or at least reduce their impact.

However, most prior work focused on detecting attacks instead of predicting
them. A notable exception [12] predicts future cyber rates by taking into account
statistical temporal properties of cyber attacks. Unfortunately, it only achieves
reasonable accuracy for a limited prediction time horizon (a few hours). Liu
et al. [8] forecasts security incidents on organizations by using security features
about the organization such as network mismanagement symptoms. Unfortunately,
the authors were unable to predict geo-politically motivated attacks.

A promising direction to improve these prediction models is to take into account
exogenous global social and technical data such as Twitter sentiments and Darkweb
trades and discussions. Social and traditional media data has been successfully
used to predict civil unrest [10], disease outbreaks [7], and the stock market [1].
Exogenous technical events such as the discovery of new software vulnerabilities
are also known to affect cyber attack rates.

ThreatPredict aims so at developing machine-learning models that predict future
cyber threat rates up to a few days in advance. Our models will take into account past
cyber attack temporal evolution as well as global social, geo-political, economical,
and technical events that are known to affect cyber attack rates.

To reach our ultimate goal of predicting cyber threats days in advance, three steps
must be achieved:

– Data collection: the goal is to collect all relevant data and to preprocess them to
clean and index them for further correlation;

– Data analysis: based on collected data, the first analysis consists into refine them
in order to have a more fine-grained view about activities we can observe. For
example, a security sensor can emit a large number of alerts even if they all
concern a single attack. This is usually the case for scanning or DDoS attacks
that are launched from multiple hosts.

– Threat prediction: once all data is indexed and refined, we can pursue the analysis
by mining historical data to predict and characterize the next threats or attacks to
occur will be.

This paper focuses on describing relevant exogeneous data sources for cyber-
security in Sect. 5.2 but also on an initial sets of data-analysis results. First, darknet
data will be investigated to show how such raw attack traffic data can be better
integrated into machine learning algorithms to support predicting scanning activities
of cyber-criminals (Sect. 5.3). We will also leverage contextual information such
as twitter data to increase our predictive model for attack rates. Finally, Sects. 5.4
and 5.5 focus on contextual data, darkweb market trends and data breaches
respectively.
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5.2 Overview

As briefly mentioned in Introduction, we rely on various sources of data to infer
the future threats of attacks. Figure 5.1 summarizes them. The initial set of data
are collected by security sensors in our own infrastructure. They provide very fine-
grained information about attacker activities and with a large history over multiple
years. We can differentiate the darknet and the honeypots. Honeypots are artificial
systems with vulnerabilities the attackers can interact with them. They allow to
observe attacker behaviors on different services such as SSH, telnet, web or even
industrial systems. However, this paper mostly focuses on darknet data analysis.
A darknet or telescope is using a whole subnetwork, which is announced over
Internet such that packets sent to the IP addresses are properly routed over. However,
in a darknet, this subnetwork does not host any services or devices and so no
legitimate traffic is supposed to reach it. The entity hosting the darknet is then
silently collecting all incoming packets, i.e. without replying to any of them. Such
an infrastructure is mainly characterized by the size of the subnetwork defined by
the prefix length. In our case, we host a darknet of a /20 network meaning that we
monitor more than 4000 adresses.

Darknet data consists so in network traffic flow, which are monitored in real-
time. It is completed by other security technical data that are freely accessible over
Internet as highlighted on top of Fig. 5.1. They are used for two purposes. First,
data collected by the darknet are raw data. So, all traffic is abnormal but classifying
and grouping observed attacks is not trivial. We rely on external information such
as blacklists or attack and threats reports. The latter contains information about
hosts (IP addresses) which have been involved in attacks. These IP addresses are
matched against our darknet data and serve as a refinement of data but also to
validate our classification algorithms. Indeed, darknet data can be only partially
enriched or annotated through public information. We thus develop methods to
automatically perform this task (mainly to group traffic flows by attack instances

Fig. 5.1 ThreatPredict overview
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and label them with the attack type). Other technical and public data refer to
SCAP (Security Content Automation Protocol) components such as Common
Vulnerabilities and Exposures (CVE) or Common Attack Pattern Enumeration and
Classification (CAPEC) provided by MITRE and to scanning data like Rapid7 sonar
project1 or Censys [3]. Scanning data allows to evaluate the exposure of certain
devices or services and indirectly their risk of being attacked if there exist past or
new threats against them, which can be discovered in SCAP components.

All sources previously described can be qualified as technical. However, the
added value of ThreatPredict is to leverage non technical data. Firstly, evidences
about past attacks can be found in PRC2 (Privacy Rights Clearinghouse) data
breaches providing evidences of security issues. They can be used to assess the
risk of exposure of a given organization to a data breach. this risk can be measured
by the configuration of the network, which can be used to forecast future attacks.
Finally, to build these predictive models contextual information is considered. For
example, analysis of sentiment or trendy topics over Twitter are good indicators
to identify potential victims of attacks, e.g. major events usually attracts attackers.
Also, Darkweb tradings and discussion could reveal important indicators on hackers
interests and future attacks. Moreover, Organizational data such as economic value
would give insights about an organization and could be a valuable predictor in our
predictive models.

5.3 Darknet Monitoring and Prediction

5.3.1 Predicting TCP Scans

When performing an attack, the first stage usually consists in identifying the
potential targets. Discovering accessible machines and services often relies on IP
sweeping and/or scanning TCP and UDP ports. Naive approach testing all ports
numbers and all IP addresses of a targeted subnetwork is time-consuming and has a
large footprint which can be easily detected. However, smarter attackers would look
for specific ports to search for particular services with potential vulnerabilities.

As a result, observing the strategy of performed port scans revealed the nature
of the targeted threats and can be leveraged to predict the next sequence of scanned
ports. Full results have been reported in [4] and demonstrated that such sequences
can be modeled as a graph and mined to derive semantic distances between ports
using a shortest path-based distance. Such a distances that is publicly accessible3

can be exploited in other algorithms, for example to predict what are the next
targeted ports by an attacker when we observe his or her first scans. We analyzed

1https://www.rapid7.com/research/project-sonar/
2https://www.privacyrights.org/
3http://port2dist.lhs.inria.fr/

https://www.rapid7.com/research/project-sonar/
https://www.privacyrights.org/
http://port2dist.lhs.inria.fr/
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around 815 million of darknet packets collected during 9 months to infer the
values of distances. Based on them, K-nearest neighbors (with K = 3) has been
applied to the MAWI Labs dataset [9] to deduce future port scans. We consider
the period from 2 to 9 September 2015 (except the 5th and 7th of September
because of dataset unavailability) with a total of 590,173,645 IP packets with a
mean of 98,362,274 packets a day. Our technique has been successfully applied
since 99.98% (True Positive Rate) of scans have been predicted and would have
been ideally proactively blocked while the false positive is limited 0.0015%. The
interested reader is encouraged to read [4] for all methodological details and results.

5.3.2 Prediction Attack Rates

In this section we study different aspects of the traffic captured by the /20 network
telescope including the prediction of the traffic rate.

As a first step, we performed an exploratory data analysis of 3 years of traffic.
We found that 90% of probing activities are targeting only 550 ports of the port’s
space. The latter includes remote access services which are the most sought by
network probers, followed by database management systems, web services and
miscellaneous services as well.

Network probers tend to scan only a limited number of ports. Thus, extracting
the network probers exploration patterns reveals their interest in terms of services
and also the sets of related ports. We model these behaviors using transition
graphs decorated with probabilities of switching from a port to another. Each graph
represents the scanning activities of one prober, where a node represents a port
targeted by the prober, and the edges represent the probability of transition between
ports. The results of the analysis showed strong relations between ports of similar
services, as depicted in Fig. 5.2, such as the ports used for remote access including
the port 23 (TelNet), 22(SSH) and their alternatives 2323 and 2222, and the same is
found for database systems, web services etc.

Besides the descriptive analysis, observing a significant disparity between the
predicted probing rate and the actual value may help detecting an imminent
threat. Furthermore, exploiting the similarities found between ports can improve
the predictions. Thus, we extracted time series of traffic targeting each port in the
darknet, then we assessed the capacity of Non-stationary Autoregressive (AR) and
Vector Autoregressive (VAR) models in predicting port probing rates. We applied
the two models on the extracted time series of probing rates for each port. The
result in Fig. 5.3 represents the R2 score of the models, applied on different ports’
time series with different time resolutions. We conclude that VAR models generally
give better results than AR models, as they use data of related ports to predict rates
on the target port. We found that the non-stationary AR model produces satisfying
results for services exhibiting low short term probing rates variability such as the
ports 23, 2323 and 445, with an R2 of more than 0.90 for time resolutions ranging
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Fig. 5.2 Targeted probing pattern (remote access services)

Fig. 5.3 Comparison of performances of the non-stationary AR and V AR models

from one hour to one day. Where non-stationary VAR model consistently produces
better results for services exhibiting high probing rate variability. More details could
be found in the paper [11].

5.3.3 Probing Rate Severity Prediction

Since we analyzed the probing activities and performed probing rates prediction
hours in advance, we explore in this section the aspect of predicting probing rate
severity by leveraging twitter sentiments as exogenous data [6]. We investigate the
relationships between probing rates and Twitter sentiments towards France through
a statistical analysis. It revealed a significant correlation between the darknet
attack rates and negative sentiments which further motivated the use of these
sentiments as additional features for prediction. We cluster the probing rates into
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four homogeneous levels of severity using spectral clustering, and we cast the
prediction as a classification problem. Then, we predict future rate levels using
several classifiers. Incorporating negative sentiments to our models allows to predict
the next day severity with 81% accuracy using AdaBoost classifier. It is equivalent
to a 5% improvement compared to only using past probing rates for prediction.
This demonstrates the importance of incorporating social signals in models when
predicting future probing rates.

5.4 Darkweb Analysis

Another research aspect to consider is Darkweb since it contains important amounts
of information on hackers tradings and discussions. The Darkweb is a subset of the
Deep Web, which cannot be accessed using standard web browsers. Notably, tt is
used by cyber-criminals to offer all kinds of illegal services and goods.

In this section, we analyze the illegal trade in the darkweb’s marketplaces to
provide a cyber threat intelligence. The analysed services include the most common
and severe malwares, zero-day threats, exploits, DDOS services etc. Full details are
available in [2].

We focused on analyzing four of the most popular and well known marketplaces:
Agora, Silkroad 2.0, Alphabay and Nucleus. We retrieved the advertisements that
have been published and extracted all information about the offers. We were able to
collect a total of 972.655 items for our analysis, starting from 7 July 2013 until 20
December 2015.

The main information we collected about the products are: Vendor’s alias, Item’s
Category, Item’s description, Price of the article, Seller’s location, Destinations
vendor ships to, Rating given by consumers to vendors based on a stars rating scale.

Our descriptive analysis highlights the large extent of this phenomenon with
markets worth up to millions of USD each year. It is a scale of organized crime,
well anchored in the field and whose demand and supply is booming. Also we were
able to highlight the existence of well organized cells that monopolize the market.
Indeed, 98% of the market is controlled by only 20% of sellers. In addition to this,
it is a market that is based mainly on the reputation of sellers and the feedback of
customers. Users are generally satisfied by the outcome of their transactions.

Being proactive is the best and most effective defense. By gathering threat
intelligence from a largely anonymous and underground network, we could obtain
targeted, relevant dark web intelligence, and facilitate the understanding of threats
in order to prevent or mitigate the damages. For example, getting alerts if a breached
data is found on the Dark Web, allows to take active measures to reduce the legal
liability.
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5.5 Data Breaches Analysis

Cyber attacks are diverse and having a bigger picture on cyber threats requires
analyzing different sources of data. We explore in this section another perspective
of attacks that is not purely technical but allows to give context about attacks
and threats. Indeed, data breaches represent a permanent threat to all types of
organizations since they disclose personal and confidential information to the public.
In accordance with the new regulations such the EU General Data Protection
Regulation (GDPR), and with the objective of predicting these breaches in advance
to prevent the damage, we conducted an exploratory analysis to study the frequency,
trends, and the causes of these leaks. In this work [5], we considered a dataset of
data breaches mainly encountered in the USA, consisting of about 9,000 breaches
involving organizations in different sectors, collected in the period between 2005
and 2019. These breaches led to the loss of 11.5 Billion individual records, which
have a significant financial loss and technical impact. There exist several methods
that involves a breach, from insiders (INSD) and unintended disclosure (DISC) to
hacking activities (HACK) as illustrated in Fig. 5.4. Hacking is the most prevalent
method with 29% and also the most devastating in terms of breached records and
financial impact. For example, the Yahoo breach as the biggest reported breach was
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CARD
UNKN

STAT
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Fig. 5.4 Methods used in Data Breaches
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estimated to have a financial loss of $444B. In addition, we found that the most
targeted sectors are medical institutions and online services and platforms, which
could be explained by the amount of sensitive and personal data they hold on their
users which makes them the top target to the attackers. From 2014, we observed that
the frequency of attacks has increased significantly in medical and online sectors
with an interarrival time (time between two consecutive attacks) of 4 and 7.5 days
respectively.

As breaches due to hacking are the most interesting to research on, we are
currently working on predicting these breaches by analyzing an organization’s
network and looking at several aspects such as DNS misconfigurations, IP blacklists,
and expired certificates in order to assess the risk of exposure to breach attacks.

5.6 Conclusion

In this paper, we introduced the ThreatPredict project that pursues the goal to
provide an accurate forecasting of internet threats day in advance. It resides in co-
jointly analyzing various sources of security and contextual data such as darknet,
honeypots, darkweb, data breaches. . . Although the sources of data can should be
constantly updated to capture the multiple sides of the security threats, we showed
in this paper the veracity of some of them, in particular darknet, Twitter, darkweb
and data breaches. Although the analysis is mostly limited to a single or two sources
of data, the next stage of the project will be focused on improving the joint analysis
of multiple sources of data.
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Chapter 6
Analysis, Design and Implementation
of an End-to-End QKD Link
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Abstract This manuscript discusses the most relevant aspects of the practical
implementation of a long-range Quantum Key Distribution (QKD) link with trusted
nodes, achieving the highest possible secret key rate generation within the security
and system level constraints. To this purpose, we report on recent pilot studies for
the measurements of detection efficiency and source photon statistics for validating
the calibration facilities (i) at telecom wavelength for realistic quantum backbone
implementation through standard telecommunications grade optical fiber, and (ii)
for the telecom and VIS-NIR regime. In addition, since there are circumstances
when a fiber optical link may not be available, we will also discuss the characteriza-
tion of a Free Space Optics (FSO) QKD link. Finally, the manuscript also discusses
the problem of information reconciliation in Continuous Variable QKD (CV-QKD)
scenarios.
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6.1 Calibration Facilities for Realistic Quantum Backbone
Implementation: Detection Efficiency and Source Photon
Statistics

The development of fiber based point-to-point quantum networks for absolute secure
quantum communication requires the exploitation of the most advanced available
quantum technology on the market and of the use of innovative diagnostic tools to
prevent possible quantum hacking attacks.

A possible solution for the development of a Quantum Key Distribution (QKD)
[1, 2] network is the installation of QKD devices on existing optical fiber links
connecting metropolitan areas and the secure communication, both classical and
quantum, between the most important cities.

The point–to-point connection can be then ensured by the realization of QKD
trusted nodes. Nevertheless, metropolitan fiber links are subject to very high losses.
It is of utmost importance to exploit state-of-the-art measurements techniques that
metrology for quantum technology [3, 4] is developing in order to pave the way to
implementation of secure practical QKD systems and networks.

In this section, we report on pilot studies for the measurements of detection
efficiency and source photon statistics for validating the calibration facilities at
telecom wavelength, together with an analogue comparison characterisation in the
VIS-NIR regime, and the realisation of pilot measurement comparisons to validate
the techniques developed.

As a route to the validation of the measurement facilities, four European NMIs
(INRIM, PTB, NPL and CMI) started two pilot studies on two key measurands
in the 1550 nm region correlated with fibre-based QKD systems, i.e. the detection
efficiency of single-photon detectors, and the Glauber second-order auto-correlation
function of a pseudo single-photon source. Measurement protocols and procedures
were developed on purpose.

Firstly, the pilot study towards a comparison on the measurements of
detection efficiency of SPADs in the 1550 nm region, exploited a free-running
InGaAs/InP SPAD-based detector. Single-photon avalanche diodes (SPAD) based
on InGaAs/InP semiconductor materials are the most exploited detectors in many
quantum technologies [5, 6]. The successful development of such new technologies
and products requires the solution to a number of metrological challenges; for this
reason a metrological characterization in terms of detection efficiency, dead time,
after pulsing and dark counts of single photon detectors is mandatory. A pilot study
to compare different detection efficiency measurement strategies at the wavelength
of 1550 nm was performed by four European National Metrology Institutes: CMI,
INRIM, NPL and PTB. The device under test was a commercial free-running
fibre-coupled InGaAs/InP single-photon detector. The setup and the reference
standard used as well as a detailed estimation of the measurement uncertainty of
the detection efficiency was compared. The DUT was a fiber pigtailed free running
SPAD (Id Quantique ID220), with nominal detection efficiency of 10% and dead
time D of 10 μs. All the participants provided quantum efficiency measurement
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with the detector illuminated by a pulsed laser source, a commercial short-pulse
laser source (ID Quantique, id300), which is based on a Distributed-feedback laser
diode at 1550 nm. The measurement was carried out with the common repetition
rate of 110 KHz. The exact wavelength of the source is measured with an optical
spectrum analyzer (Anritsu MS974 OA). The measurement principle used by all
participating laboratories for determining the detection efficiency of the InGaAs/InP
SPAD detector was based on the substitution method. In a general scheme, adopted
by all the participants, the output of the laser was sent to a device that provide
a variable calibrated attenuation to attenuate light at single photon level. The
detection efficiency was estimated by comparing the optical power measured by
the DUT with the incident mean optical power per laser pulse measured with an
analogue calibrated detector. Data are still under analysis but it seems that an
excellent agreement (within the uncertainty) is obtained.

Secondly, the pilot study towards a comparison on the measurements of the
Glauber second order autocorrelation function in the telecom range achieved a good
agreement within the uncertainty. The source used for this test was a CW heralded
single-photon source emitting real single photons at 1550 nm. The Pilot study was
carried on jointly in the INRIM labs.

Single-photon sources represent one of the fundamental tools for quantum
information, quantum metrology and related quantum technologies. Because of this,
the need for their characterization and standardization is becoming of the utmost
relevance. Here, we show a procedure providing a quantitative estimate of the multi-
photon component of a CW single-photon source, showing the results achieved in
a pilot study [7] for the measurement of the second-order autocorrelation function
g(2)(0) of a low-noise heralded single-photon source (HSPS) prototype operating at
telecom wavelength , i.e. 1550 nm.

In our setup (Fig. 6.1), our source hosts a CW laser (532 nm) pumping a
10 mm × 1 mm × 10 mm periodically-poled lithium niobate (PPLN) crystal to
produce non-degenerate SPDC. Our signal and idler photons, respectively with
wavelengths 1550 nm and 810 nm, are filtered and coupled to single-mode fibers
(SMF). The detection of an idler photon by the SPCM-AQR silicon single-photon
avalanche detector heralds the arrival of a 1550 nm signal photon, addressed to a
20 m long single-mode optical fiber connected to an electro-optical shutter (OS)
operated by a fast pulse generator controlled by a field programmable gate array
(FPGA). For each heralding signal, the FPGA operates the pulse generator in order
to open our HSPS output channel, i.e. OS channel A, for a time window of 7 ns in
correspondence of the passage of a 1550 nm photon.

For this joint measurement, the HSPS output is addressed to a 50:50 fiber beam
splitter (FBS) whose outputs are sent to two Hanbury Brown & Twiss (HBT)
interferometers, one belonging to INRiM and the other to the guest NMI (PTB or
NPL), allowing simultaneous data collection between INRiM and the guest NMI
to avoid mismatch due to some drift in the HSPS output over time. Every HBT is
composed of two infrared InGaAs-InP SPADs, be they free-running or gated (when
gated, the SPADs are triggered by the same FPGA signal opening the OS), whose
outputs are sent to time-tagging coincidence electronics. Actually, the parameter
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Fig. 6.1 Experimental setup for the joint estimation of the multi-photon component in the
emission of a low-noise CW single-photon source in the infrared (1550 nm)

Table 6.1 Comparison of the three measurement campaigns

Measurement session α (INRiM) α (NPL) α (PTB)

INRiM – PTB 0.016 ± 0.006 – 0.04 ± 0.05
INRiM – NPL 0.013 ± 0.008 0.02 ± 0.02 −

we evaluate to characterize the emission of our source is α = P
(ph;ph)
12

P
(ph)
1 ·P (ph)

2

∼=
g(2)(0), where P

(ph;ph)
12 and P

(ph)
i (i = 1, 2) are, respectively, the probability of

a coincidence count between the two HBT SPADs and the photon count probability
for each of the HBT SPADs (dark counts subtracted). After a careful analysis of
the setup parameters for a proper evaluation of the uncertainties associated to our
measurements, we obtained the results below.

As visible in the Table 6.1 above, the results of the whole measurement campaign
(involving different measurement setups and data collection methodologies) are
all in agreement within the experimental uncertainties reported (coverage factor:
k = 1).
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This pilot study, involving INRiM (also responsible for the source realization),
NPL and PTB, represents a step forward towards a robust procedure for the
characterization of this kind of single-photon sources.

Concerning with the pilot study [8, 9] towards a comparison on the measurements
of the Glauber second order autocorrelation function in the VIS-NIR regime, the
source used for this test was a pulsed single photon source based on nitrogen-
vacancy in diamond emitting single photons.

In order to establish standard techniques in single-photon metrology, device-
independent and reproducible methods for source characterization are needed.
Measurement of the g(2)(0) parameter is of utmost importance in characterizing and
understanding single-photon sources emission.

In this paragraph we report on the pilot studies, performed by INRIM, NPL and
PTB, on the complete characterization of a test source based on a single colour
centre in diamond excited in pulsed regime and emitting radiation in the visible
range. More details can be found in [7].

This comparison was hosted at INRIM from October 16 to October 29 2017
and was composed of two joint measurements of g(2)(0), on the same emitter: one
performed by INRIM and PTB and the other one by INRIM and NPL.

The experimental setup [9] is composed of a laser-scanning confocal microscope
whose signal is split by a 50:50 beam-splitter and connected to two measurement
devices, i.e. two single-photon sensitive Hanbury Brown & Twiss (HBT) interfer-
ometers. The excitation light, produced by a pulsed laser (48 ps FWHM, 560 pJ per
pulse) emitting at 532 nm with a repetition rate R = 2.5 MHz was focused by a 100X
oil-immersion objective on the nano-diamond (ND) sample hosting an SPS based
on a single Nitrogen Vacancy (NV) center of negative charge, with emission in a
broad spectral band starting approximately at 630 nm and ending at 750 nm. The
optical filters used were a notch filter at 532 nm and two long-pass filters (FEL600
and FEL650). The photoluminescence signal (PL), thus occurring in a 650–750 nm
spectral range, was collected by a multimode fiber and split by a 50:50 beam-splitter
(BS). As stated above, each end of the BS was connected to a separate HBT setup
used for the joint measurement. In particular each faciliy was composed of:

• INRiM: a fused 50:50 fibre beam-splitter connected to two Excelitas SPCM-
AQR-14-FC single-photon avalanche detectors (SPADs). Single and coincidence
counts were sampled via ID Quantique ID800 time-to-digital converter (60 ps
time resolution).

• NPL: a fused 50:50 fibre beam-splitter connected to two Perkin-Elmer SPCM-
AQR-14-FC single-photon avalanche detectors (SPADs). Coincidence counts
were sampled via PicoQuant HydraHarp 400 multichannel picosecond event
timer (1 ps time resolution).

• PTB: a fused 50:50 fibre beam-splitter connected to two Excelitas SPCM-
AQR-14-FC single-photon avalanche detectors (SPADs). Single and coincidence
counts were sampled via PicoQuant HydraHarp 300 multichannel picosecond
event timer (4 ps time resolution).
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Table 6.2 Comparison of
results obtained by the three
partners (INRIM, PTB and
NPL)

INRIM PTB
g(2)(0) 0.079 ± 0.009 0.076 ± 0.007

INRIM NPL
g(2)(0) 0.065 ± 0.005 0.068 ± 0.005

The validity of the technique is demonstrated by compatibility of the results
obtained by the three partners (see Table 6.2), demonstrating a system-independent
(and unaffected by the non-ideality of the apparatus), estimate of g(2)(0), emission
lifetime (τ = 15.34 ± 0.08) ns and their uncertainty.

This study will greatly benefit the single-photon metrology community, as well
as rapidly-growing quantum-technology-related industries. The main results of this
study was the development of a standardized measurement technique as well as an
uncertainty estimation procedure.

6.2 Hacking and Security in Free-Space QKD System

This section reviews the challenge that arise in a realistic implementation of a free
space quantum key distribution (QKD) system. QKD exploits quantum mechanics
to achieve secure communication, by enabling two parties to produce and to share
secret key to encrypt and decrypt messages. Practical QKD systems have been
constructed deployed all over the world. However, while in theory QKD systems
are secure there are still opportunities for attacks on the system, since actual devices
have non ideal physical characteristic hat can be exploited. We focus here on one
attack that exploits a detector non ideal physical characteristic, called backflash or
Breakdown flash hacking. Many QKD systems use very sensitive detector, which
detection is typically done using single photon avalanche photodiodes (SPADs). In
this type of system Alice sends a photon to Bob and he use his SPAD detector to
detect the photon. However, due to unwanted phenomena or side effects, sometime
the detector also emit a secondary photon which the eavesdropper (Eve) could
detect and achieve information from it. This secondary emission is called backflash,
and its physical characteristics depend on the structure of the detector. This is not
a new phenomenon and has already been identified in the past for silicon and
InGaAs/InP detectors [10, 11]. A single photon avalanche photodiodes (SPADs)
detector is operated in a Geiger mode. In Geiger mode, the photo diode detector
is reverse-biased above the breakdown voltage. As a result, signal photoelectrons
can create an avalanche in high probability. In addition in low probability around
0.4% backflash photon is created [12]. In conventional SPAD the nominal detection
efficiency is about 10%, as a results the backflash could contain at least 0.04 photons
emerging from the devices. This may result in a considerable amount of information
leakage that has to be considered in practical QKD implementations generate a self-
sustaining discharge.
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The Backflash spectral distribution, timing and information leakage for the dif-
ferent types of detectors has been measured and characterized in various detectors.
The backflash was examined for InGasAs/InP SPADs at telecom wavelength, and
for visible silicon SPADs in. Their setup used an attenuated laser sending photonsss
at 15550 nm. The back reflected light was analyzed and for the prototype detector
this was nearly 10%, for the commercial one it was around 6%. Information leakage
was affected by detector voltage bias (since higher voltage bias means more carriers
in the avalanche. The spectral distribution between 1000 and 1600 nm of Backflash
for InGaAs SPADs is examined in [12]. In [13] the authors tested commercial silicon
SPADs, and demonstrated that an eavesdropper can distinguish detector clicked.
Base on this work it seems that backflash can reveal information about the optical
electrical system that the photon propagates One solution to the reduce information
leakage by backflash is to insert proper characterized passive optical devices into the
system, in particular spectral filters (isolators, spectral filters, circulators), and use
short gates and small avalanches. The best solution would be use of superconducting
nanowire QKD detector, which would probably have less backflash, but this is not
commercially in use at this point.

6.2.1 Backflash Principle

Backflash is a results of secondary photons that are emitted during the avalanche
process, due to recombination of electrons and holes in the APD junction [14].
The backflash emission timing and spectrum depend on the detector, so Eve can
gain information about the detector and the optical path the photon pass and use
it to exploit other weaknesses. For example in a BB84 protocol Eve could know
which detector the photon came from [13] because some photons from the vertical
polarization detector will be emitted back through the vertical polarizer, and will
themselves be vertically polarized.

In Fig. 6.2 we can see the typical scenario under consideration: Alice sends a
signal to Bob, and Bob’s detector emits backflash through free space, which can
then be utilized by Eve. For now, we ignore other optical elements of the system. To
study the backflash, we suggest the following a mathematical model describe in the
next lines. The probability for Eve to receive a photon due to backflash as a function
of pointing direction error angle α and the distance separation between the Bob and
Eve and is

PE (α) = ηq

K1L (α)

Z2

where K1 is a constant, ηq is a quantum efficiency and L(α) is the pointing loss
factor (both defined below). The constant K1 is
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Fig. 6.2 General scheme for use of backflash in eavesdropping

K1 = NB ηB ηE

(
λ

4π

)2

LAGBGE

LA represents the atmospheric attenuation, ηE, ηB and GB, GE are the optical
efficiencies and the telescope gain of the Bob and Eve, respectively. The backflash
wavelength is λ, NB is the probability of backflash due to absorption of photon, and

L(α) is the pointing loss factor. The gain of Eve’s telescope is GE =
(

πDE

λ

)2
,

where DE represents the aperture diameter for Eve’s telescope. The gain of Bob’s
telescope is given by

GB ≈ φ−2 = K2

(
D

2f

)−2

D is the detector diameter and f is the equivalent focal length of the optical system
and K2 is a constant. The pointing loss factor is given by

L (α) = exp
{
−GB α2

}

We conclude that the closer Eve is, the higher probability to gain a photon. The
other factor controlling Eve’s probability is pointing loss multiple by gain. This
is symmetric around zero, and the probability for Eve to gain a photon increases
strongly as this goes to zero. The larger GBα2, the larger the pointing loss (equation
above).

It is easy to see that in order to minimize the possibility for an eavesdropper to
gain information by means of backflash, Eve should be substantially kept as far as
possible, and at as wide an angle as possible away from the line of sight between
Alice and Bob.
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6.3 Information Reconciliation Considerations

Continuous Variable (CV) Quantum Key Distribution (QKD) can be a viable
alternative to its Discrete Variable (DV) counterpart, since CV-QKD does away
completely with the requirement of operating with single or at least very low mean
photon count per pulse. In CV-QKD Alice and Bob (and possibly Eve) share a set
of correlated Gaussian samples. The trick is then to convert the samples into binary
bits and use error correction techniques to ensure Alice and Bob’s copies of the
corresponding label sequence match.

At very low SNR, very little information is carried by the magnitude of
the Gaussian samples is extremely low, while the sign contains almost all the
information. Quantization of magnitudes of the Gaussian samples at Bob in reverse
reconciliation (RR) can then be used to provide side information to Alice, which
may be used in an unequal error protection scheme [15].

6.4 Conclusions

In this paper, we have discussed relevant aspects of the practical implementation of a
long-range Quantum Key Distribution (QKD) link with trusted nodes. In particular,
we have initially discussed on recent pilot studies for the measurements of detection
efficiency and source photon statistics for validating the calibration facilities (i)
at telecom wavelength for realistic quantum backbone implementation through
standard telecommunications grade optical fiber, and (ii) for the VIS-NIR regime.
Second, we discussed the problems that arise in a realistic implementation of a free
space QKD system. Lastly, we briefly commented on information reconciliation
problems in CV-QKD systems.
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Chapter 7
Secure Communication in the Quantum
Era: (Group) Key Establishment

Christian Colombo, María Isabel González Vasco, Rainer Steinwandt,
and Pavol Zajac

Abstract This paper gives a brief overview of NATO SPS project G5448. This
project, which involves partners from four countries, focuses on the task of
establishing a cryptographic key among a group of users over a (classic) public
communication network. It is assumed that the adversary may eventually obtain
access to quantum computers, i. e., standard cryptographic hardness assumptions
like factoring integers being asymptotically hard may be invalidated. Next to laying
out the basic project structure, we describe some of the work that has already been
done since the beginning of the project, including in particular some of the work
done by students.

Keywords Quantum computing · Cryptography · Runtime verification · Group
key establishment

7.1 Introduction

At this point in time, quantum computing is widely considered more than a mere
distant possibility. Substantial resources areds currently invested into bringing
this technology to the level where it can be commercially used. Unsurprisingly,
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the implications of large-scale quantum computers on the security of today’s
communication networks receive a lot of attention at this point: From Shor’s
seminal work [20], we know that a large-scale quantum computer has the ability
to invalidate assumptions that underlie widely deployed cryptographic solutions
and to render these protocols insecure. Several popular cryptographic primitives for
digital signatures and key establishment can no longer be considered secure in such
a quantum era. With a large-scale quantum computer, secret keys in these protocols
can be easily recovered from public data alone.

A particularly prominent effort to address this uncomfortable situation is NIST’s
ongoing effort to standardize some fundamental post-quantum cryptographic
schemes. The process is remarkably complex in that there are no obvious drop-
in replacements for currently deployed schemes. Even in the current (Round 2)
stage of this effort, there is still quite some movement in the details of the proposed
schemes. Our NATO SPS project G5448 already helped to establish a “PQC Wiki,”
which gives easy access to the current status of the considered candidates [16].

Overarching goal of this NATO SPS project is to provide a robust solution for
(group) key establishment in the quantum era. In other words, we tackle the task that
two or more parties want to establish a high-entropy secret over a public, insecure,
communication network, and the adversary must be expected to invoke a quantum
computer to undermine the security of the protocol. The project’s scope includes
the design of an authenticated group key establishment protocol and its theoretical
analysis, but extends beyond this: to improve resistance against implementation-
level attacks, we want to leverage runtime verification. In this way, we can add
protections at execution time of a protocol and go beyond what is covered in a
standard cryptographic protocol analysis.

7.2 Project Structure and Activities

To provide all necessary expertise, four different partners are involved in the
research.

7.2.1 Project Partners

7.2.1.1 Florida Atlantic University (US)

Here, Rainer Steinwandt’s team offers the needed expertise in using quantum
computers for cryptanalysis. A member of the this team (Edoardo Persichetti) is
a co-author of multiple active proposals in NIST’s current post-quantum standard-
ization effort, so that it can be ensured that state-of-the-art cryptographic tools are
used.
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7.2.1.2 Slovak University of Technology in Bratislava (SK)

Otokar Grošek serves as NPD for this project, and his team brings many years of
experience in the secure implementation of cryptographic schemes to the project.
The Slovak partner can in particular help with the detection (and prevention) of
side-channel attacks, e.g., based on timing behavior or power consumption of an
implementation.

7.2.1.3 University of Malta (MT)

Christian Colombo and his team bring extensive expertise in runtime verification to
the project. Once the cryptographic protocol details have been determined, the Malta
partner will take the lead in specifying and deriving a software implementation that
offers robust security guarantees against implementation-level attacks at runtime.

7.2.1.4 Universidad Rey Juan Carlos (ES)

Under the leadership of María Isabel González Vasco, this project partner takes
the lead in the protocol design phase. Owing to a strong track record in group key
establishment, it is ensured that state-of-the-art security models and solutions are
leveraged. The Spanish partner is also communicating with an end user, helping to
ensure that practical needs are met.

7.2.2 Initial Work

In the initial project phase, we arranged for several in-person meetings among all
project teams and of subsets of the project teams – the implementation specialists
from Malta and Slovakia met, and the partners from Spain and the US met to work
on protocol design and the security model. Both on the theoretical/conceptual side
(with the partners in Spain and in the US taking the lead) and on the implementation
side (with the partners in Malta and Slovakia taking the lead), the project has been
active.

7.2.2.1 Theoretical/Conceptual Thrust

Much effort went into laying foundations – clarifying the security model and
understanding classical and quantum resources for attacking relevant cryptographic
primitives. A presentation on a Grover-based key search for AES at Quantum
Resource Estimation 2019 gives an example of our work in this line [13]. For
the cryptographic tools to be used in our protocol solution, our focus is on code-
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and lattice-based approaches, and this is reflected in the papers published in the
project so far [14]. While a signature-based authentication would conceptually
be the simplest approach to ensure authentication in a group-key establishment
protocol, especially in a post-quantum scenario, such an approach comes with
some (performance) challenges. Consequently, we looked in the initial project
phase also at a different authentication mechanism, using passwords. It is our aim
to use, whenever possible, non-expensive cryptographic primitives (e.g., message
authentication codes and key encapsulation mechanisms), focusing on those whose
resilience to quantum-attacks is better understood.

7.2.2.2 Implementation Thrust

From the more practical side, an initial design of a runtime verification setup for
security protocol implementation has been drawn up and experiments are underway
to validate the concept. A position paper is being drafted in this direction with the
aim of disseminating the idea and getting feedback. We also involved students in our
research, which has the beneficial side effect of increasing awareness of the NATO
SPS Programme. We start the discussion of our practical efforts by highlighting
some results of relevant student projects.

Post-quantum Digital Signatures on Android Phones

The transfer to post-quantum cryptography is also an engineering challenge that
requires to adapt the used cryptographic infrastructure to new parameters and
constraints enforced by post-quantum algorithms. The MS thesis [22] adapts
currently available APIs and libraries to implement an application that can be used
to sign (PDF) documents on Android devices with the post-quantum algorithm
SPHINCS [4].

The main challenge was the key management, as the standard Android APIs only
accommodate classical algorithms such as RSA. We have tested an experimental
application on a Samsung Galaxy S10+ phone, and compared the signature and
verification times with standard RSA-3076 (with equivalent pre-quantum security
level as SPHINCS-256, which we used). While verification times are similar
(in milliseconds), the SPHINCS-256 signature algorithm is relatively slow (0.5 s,
compared to 5 ms of an RSA signature). However, from the user perspective, 0.5 s
is still below noticeable delay. The main problem is SPHINCS-256’s signature size
of 41 kB (compared to 0.4 kB of RSA). This is partially solved in some proposed
post-quantum candidates in NIST’s standardization effort, but unfortunately most of
the candidates still lack implementations in Android libraries.
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Authenticating Ephemeral Post-quantum Public Keys with a Merkle Tree

Client-server communication is commonly initiated using public-key cryptography,
and forward secrecy is a popular security requirement: old sessions are not to be
compromised when long term secrets are revealed. This can be accomplished by
using ephemeral (single-use) key pairs. Ephemeral keys are also useful to prevent
some types of statistical attacks on post-quantum cryptosystems such as [7].

When client-server communication is initiated, typically at least server-side
public keys need to be authenticated to prevent man-in-the-middle attacks. Unlike
standard RSA/DSA/ECDSA signature schemes, post-quantum schemes have often
large public keys and/or large signatures. Adapting specific post-quantum signatures
can thus significantly slow down the protocol execution and consume resources on
constrained devices.

In the MS thesis [15] a candidate for a quantum-safe key authentication proposed
by one of the authors [23] was implemented and tested. In this system, a set of
ephemeral key pairs1 is generated in advance in a secure device on the server. A
hash tree is constructed (see Fig. 7.1), and the root of the hash tree serves as a
(short) public key for verifying authenticity of each key in the tree structure. A
key is signed by providing a valid signature path from the leaf (containing the

Fig. 7.1 Tree authenticated public keys

1For the tests, BIKE [1] was used.
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authenticated ephemeral key) to the root of the tree. Experiments show that both
signing and verification of ephemeral keys is fast (microseconds per keypair), and
the signature size can be relatively short (up to 1 kB, depending on the number of
pre-authenticated keys). In our stress test, a standard notebook was able to handle a
data structure with 32 million key pairs. This suffices for the communication needs
of a standard intra-net application. However, a more complex solution is required to
cover the needs of large internet sites.

Systems Based on QC-MDPC and QC-LDPC Codes

Low and medium density parity check (LDPC/MDPC) codes are codes based on
sparse parity-check matrices that allow to repair a large number of transmission
errors. Structured quasi-cyclic (QC) versions of these codes have a very compact
representation that makes them attractive for use in various post-quantum cryptosys-
tems [2]. Classical decoding for LDPC and MDPC codes is based on bit-flipping.
The main disadvantage for cryptographic use is its probabilistic nature, as the
algorithm does not have an assured success. There are various attacks on QC-MDPC
and QC-LDPC code-based systems that exploit the correlation between decoding
failure rate and a structure of the secret key [6–8].

The MS thesis [12] successfully tested all proposed attacks on QC-MDPC code
based systems in practice. Furthermore, unlike some theoretical predictions, these
attacks were confirmed to work against QC-LDPC systems as well. On the other
hand, the MS thesis [3] focused on defending these types of cryptosystems. It was
experimentally verified that the Miladinovic–Fossorier decoding algorithm can be
parametrized in such a way that the decoding failure rate is not correlated with the
secret parameters. These algorithms and selected others were added to our BitPunch
library [11].

Deeper Understanding of Post-quantum Tools and Resources

While it is not unusual that post-quantum cryptographic proposals lack a formal
security evaluation within the theoretical framework known as provable security, it
is indeed helpful to understand formally the reasons behind successful cryptanalysis
of such constructions. This, in particular, helps identify the critical points to fend off
in a new design.

In [10] we report on the Walnut Digital Signature Scheme (WalnutDSA). This
paper is the first contribution of our Phd. student Jose I. Escribano; it details the
original proposal and describes the main attacks that have been presented against
this construction. Furthermore we discuss several modifications of the proposal,
currently under debate, towards a secure implementation of this signature scheme.
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Fig. 7.2 RV-centric comprehensive security for cryptographic protocol implementations (USB
stick example)

Runtime Verification (RV)

Figure 7.2 shows a proposed RV-centric solution of protocol implementation
security. This setup requires no special hardware or OS modifications, mitigates
threats related to hardware issues, including side channel attacks on ciphers, while
keeping runtime overheads to a minimum. The primary components of this design
are two RV monitors executing within the untrusted domain and a hardware security
module (HSM) providing the trusted domain of the trusted execution environment
(TEE). The chosen example HSM is a USB stick, comprising a micro-controller
(MCU), a crypto co-processor providing h/w cipher acceleration and true random
number generation (TRNG), as well as flash memory to store long term keys. In
this manner, the cryptographic primitive and key management code are kept out
of reach of malware that can potentially infect the OS and applications inside
the untrusted domain. The co-processor in turn can be chosen to be one that has
undergone extensive side-channel security analysis, thus mitigating the remaining
low-level hardware-related threats (e.g., [5]). The Crypto OS is executed by the
MCU, exposing communication and access control interfaces to be utilized for
HSM session negotiation by the protocol executing inside the untrusted domain,
after which a cryptographic service interface becomes available (e.g., PKCS#11).
In a typical TEE fashion, cryptographic keys never leave the HSM. The proposed
setup forgoes dealing with the verification of runtime provisioned code since the
cryptographic services offered by the HSM are expected to remain fixed for long
periods.
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The RV monitors verify correct implementation of protocol steps and inspect
all interactions with the hardware module, both of which happen through the
network and external bus OS drivers respectively. Verifying protocol correctness
leverages the high-level flavors of RV, checking that the network exchanges follow
the protocol-defined sequence and that the correct decisions are taken following
protocol verification steps (e.g., digital certificate verifications). Inspecting inter-
actions with the HSM, on the other hand, requires a low-level approach similar
to the Frama-C/SecureFlow plug-in. In both cases the monitors are proposed to
operate at the binary (compiled code) level. The binary level provides opportunities
to secure third-party protocol implementations, as well as optimized instrumentation
applied directly at the machine instructions level. Overall, binary instrumentation
is a widely-adopted technique in the domain of software security, including
the availability of widely used frameworks (e.g., Frida [17]) that simplify tool
development. The higher-level RV monitor is tasked with monitoring protocol steps
and as such instrumentation based on library function hooking suffices. This kind of
instrumentation is possible to deploy with minimal overheads.

In contrast the lower-level RV monitor has to rely on monitoring information
flows, specifically, untrusted flows [18]. The main limitation is presented by
impractical overheads [9]. Our proposed solution concerns inferring, rather than
tracking, taint [19] and which takes a black-box approach to taint flow tracking,
trading off between accuracy and efficiency. This method only tracks data flows at
sources/sinks and then applies approximate matching in order to decide whether
tainted data has propagated all the way in-between. With slowdowns averaging
only 0.035× for fully-fledged web applications, this approach seems promising. In
fact we propose that this approach requires the same library function hooking type
of instrumentation as with the higher-level RV monitor. Crypto OS calls may be
considered both taint sources and sinks. In the case of data flowing into Crypto OS
call arguments originating from suspicious sites, e.g., network input, interprocess
communication or dynamically generated code, the Crypto OS calls present the
sinks. All these scenarios are candidates of malicious interactions with the HSM. In
the reverse direction, whenever data flows resulting from Crypto OS call execution
and that end up at the same previously suspicious sites, the calls present the
tainted sources while the suspicious sites present the sinks. In this case these are
scenarios of malicious interactions targeting leaks of cryptographic keys/secrets,
timing information or outright plaintext data leaks. Whichever the direction of the
tainted flows, the same approximate matching operators can be applied between the
arguments/return values of the sources/sinks.

A nonce-based remote-code attestation, e.g., [21], can optionally close the loop
of trust, executed by the Crypto OS, with the HSM performing the tasks intended to
be executed by a trusted platform module in such protocols.
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7.3 Outlook and Opportunities for Cross-Project
Collaboration

The decision on a target protocol is expected to be made as planned. Then the
transition from theoretical protocol analysis to a software implementation and
implementation-specific security aspects is to be tackled next, and we expect the
project to proceed as planned.

Some of the research in this project may well be of interest when combining two-
party solutions for quantum key distribution to larger networks: While the focus in
our project is on classical communication networks, it is common to use a two-
party solution as a primitive, and one could potentially explore to what extent non-
classical (quantum) solutions could be used here as well, possibly leading to a hybrid
protocol for group key establishment. Moreover, it is common to use a classical
authenticated channel in quantum key distribution, and when transitioning to group
communication, the solutions considered here might be of interest to establish such
authenticated channels.
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Adam Sarbutt, José Coutinho, Vitor Torres, Vladimir Radulović, Luka Snoj,
Klemen Ambrožič, Takeshi Ohshima, Yuichi Yamazaki, and Takahiro Makino

Abstract Developing new state-of-the-art, low-cost and radiation hard detectors
is an extremely difficult challenge which can be tackled only by a multisciplinary
group of scientists and engineers from various fields having access to different
infrastructure.

In our project, Engineering silicon carbide for enhanced borders and ports
security (-SiCure) funded by the NATO SPS programme [project number G5215]
five partners from Australia (ANSTO), Croatia (RBI), Japan (QST), Portugal (UA)
and Slovenia (JSI) have created a team whose main goal is to develop a SiC detector
of special nuclear materials.
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8.1 Introduction

Increasingly complex risks like geopolitical instability or decentralized terrorism
threats, have led to the urge for deploying nuclear screening systems for detection
of illicit trafficking of nuclear materials, and from that, to a growing interest in the
field of research and development of new radiation detection technologies suitable
for homeland security applications.

Recent progress in the manufacturing of high-quality bulk and epitaxial silicon
carbide (SiC) and processing technologies for fabrication of SiC-based elec-
tronic devices, could enable unprecedented detection of neutron and alpha-particle
sources. Unlike existing and commonly used neutron gas-based detectors, SiC-
based devices have the potential to be simultaneously portable, operable at room
temperature and radiation hard.

Our main objective is to combine theoretical, experimental and applied research
towards the development of radiation-hard SiC detectors of special nuclear materials
(SNM), and therefore to enhance border and port security barriers.

8.2 Experimental and Theoretical Methods

Two main components of any detector system are (1) the detector of particle events
and (2) the electronic system for processing and recording of events.

Neutron detectors were made from n-type silicon carbide Schottky barrier diodes
(SBDs), which were fabricated onto nitrogen-doped epitaxial grown 4H-SiC single
crystal layers with different thicknesses (from 25 up to 170 μm) [1]. The lateral
dimensions of the diodes were 1 mm by 1 mm or 2 mm by 2 mm. The Schottky
barriers were formed by evaporation of nickel through a metal mask with patterned
square apertures, while Ohmic contacts were formed on the backside of the SiC
substrate by nickel sintering at 950 ◦C in Ar atmosphere [2]. Figure 8.1 shows
typical SiC SBD used in the neutron detector. The quality of the SBDs was assessed
by current-voltage (I-V) and capacitance-voltage (C-V) measurements.

Fig. 8.1 Schematic drawing of the n-type 4H-SiC Schottky barrier diode
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The detectors were equipped with converting layers consisting of 10B or 6LiF
enriched powders, for more efficient thermal neutron detection.

Defects in as-grown and in irradiated diodes were investigated by highly
sensitive space-charge methods, namely DLTS and high-resolution Laplace-DLTS
[3] to determine their concentrations, activation energies for carrier emission and
respective capture cross sections. For studying the capture kinetics, capacitance
transients were measured with different pulse widths, while keeping the other
parameters constant [4].

Defect modelling was carried out by first-principles using density-functional
theory methods. Core and valence states were described by pseudo-potentials
and a plane wave basis set, respectively. The many-body electronic potential was
evaluated using the hybrid density functional of Heyd-Scuseria-Ernzerhof [5]. To
large extent, this approach mitigates the well-known underestimated gap syndrome
affecting conventional density-functional calculations. Defects, vacancy-related and
interstitial-related defects were inserted in 576-atom hexagonal supercells. The
outcome from the calculations were the electrical levels of defects and respective
capture barriers. These quantities can be directly compared to the DLTS observa-
tions. In fact, by combining theory with experiments, we were able to come up with
a detailed model of the defect with strongest detrimental impact to the performance
of the detectors, namely the carbon vacancy [4].

Figure 8.2 displays a schematic diagram of the electronic data acquisition system
that was assembled for the tests. The electronic system for particle event processing
and recording consisted of a preamplifier followed by shaping amplifier and a
multichannel analyser (MCA), operated by a laptop computer. In order to avoid
noise from the mains power, the system was powered by a standalone battery voltage
source. The latter also provided power to a separate high voltage module (not shown
in Fig. 8.2), which was used to apply a reverse bias to the SBDs.

Fig. 8.2 Schematic diagram of the particle event acquisition system
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8.3 Detector Prototype Testing

Neutron irradiations were performed in the Dry Chamber of the JSI TRIGA reactor.
The Dry Chamber is a large irradiation room in the concrete body of the reactor,
connected to the reactor core by means of a graphite thermalizing column [6]. It
has been used for radiation hardness testing of detectors, electronic components
and systems [7, 8]. In order to determine the neutron flux, activation dosimetry
measurements were carried out using foils of certified reference material Al-
0.1wt.%Au, obtained from the IRMM (now Joint Research Center – JRC, Geel,
Belgium). These were irradiated to measure the 197Au(n,γ)198Au reaction rate,
the cross-section for this nuclear reaction being a standard. The neutron flux is
linearly proportional to the reactor power, which was varied between 10 and 250 kW
(maximum steady state power). At full power the total neutron flux was 1.6 \times
107 n · cm−2 · s−1. Further details may be found in Ref. [9].

Figure 8.3 shows the measured spectra of 4H-SiC detectors placed in the Dry
Chamber of the reactor at different power levels (along with respective flux values).
Spectra for detectors with either a 10B or 6LiF converter layers are reported. In
all the recorded spectra a significant number of counts at higher energy channels
was observed. Distinctive structures were also obtained, depending on the converter
layer employed.

The spectra of Fig. 8.3 display a distinctive structures, which can be assigned to
the recording of secondary charged particles originating from 10B(n, α) and 6Li(n,
t) reactions. The main features (regions) in the spectra are denoted as “R0-4” and
“R0-2” in Fig. 8.3a, b, respectively. The sharp peak R0 that is present in both spectra
at low energy channels is attributed to electronic noise. Inspection of the kinetic
energy of the reaction products against the spectra allowed a tentative assignment
of the spectral features.

For the 10B-covered detectors (Fig. 8.3a), R1 was connected to hits bt 7Li
(E = 1013 keV) and 7Li* (E = 840 keV) ions, R2 was assigned to alpha particles
(E = 1776 keV or E = 1472 keV), R3 was assigned to a combined detection
of alphas and 7Li∗ from the dominant reaction, while R4 was attributed to the
analogous combined detection of alphas and 7Li from the less probable reaction
branch.

For the spectra obtained using the 6LiF converter layer (Fig. 8.3b), the features
were not so well resolved and the interpretation was more difficult and tentative.
Accordingly, the R1 plateau was connected to partial energy deposition events,
while R2 was attributed to a combination of partial energy deposition from tritons
(E = 2731 keV) and alpha particles (E = 2052 keV).

Among the most important specifications of a neutron detector are its sensitivity
and response linearity. In order to minimize electronic noise, in a real-life detection
system the signal recorded should be derived from the total counts above a certain
channel number (energy threshold). Radulović and co-workers [9] set this threshold
at around 600 keV, which is definitely above the R0 peak of Fig. 8.3a, b, and
obtained total detected count rates as a function of reactor power and corresponding
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Fig. 8.3 Measured count spectra of SiC detectors placed in the Dry Chamber of the reactor at
different reactor power/neutron flux. (a) Spectra of a detector with a 10B converter layer and (b)
Spectra of a detector with a 6LiF converter layer
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Fig. 8.4 Total detected count rates (above channel no. 500, i.e. around 600 keV as a function of
reactor power/neutron flux. The lines represent fitted linear relationships to the data

neutron flux as depicted in Fig. 8.4. The figure shows excellent response linearity,
irrespectively of the converter layer employed or the thickness of the epitaxial 4H-
SiC front layer. The sensitivity of the detector per unit of neutron flux is given by the
slope in the graphs. On average, these were found to be over 10−5 (counts s−1)/(n
cm−2s−1) [9].

8.4 Conclusions

Here we present the development and testing of SiC SBD neutron detector
prototypes and acquisition systems performed in the NATO SPS-funded project
e-SiCure, with the motivation to pave the way for the application of SiC detector
technology for enhanced border and port security barriers. It is demonstrated that
simple detection devices based on 4H-SiC SBDs, equipped with neutron to charged
particle converter films, based on the 10B and 6LiF isotopes, show an excellent
neutron response, which varies linearly with the incident neutron flux.



8 Engineering Silicon Carbide for Enhanced Borders and Ports Security 83

References

1. Ito M, Storasta L, Tsuchida H (2008) Development of 4H–SiC epitaxial growth technique
achieving high growth rate and large-area uniformity. Appl Phys Express 1:015001. https://
doi.org/10.1143/APEX.1.015001

2. Han SY, Kim KH, Kim JK et al (2001) Ohmic contact formation mechanism of Ni on n-type
4H–SiC. Appl Phys Lett 79:1816–1818. https://doi.org/10.1063/1.1404998

3. Brodar T et al (2018), Laplace DLTS study of deep defects created in neutron-irradiated n-
type 4H-SiC, Nuclear Inst. and Methods in Physics Research B, 437, pp. 27–31. https://doi.org/
10.1016/j.nimb.2018.10.030

4. Capan I, Brodar T, Coutinho J et al (2018) Acceptor levels of the carbon vacancy in 4H-SiC:
combining Laplace deep level transient spectroscopy with density functional modeling. 245701.
https://doi.org/10.1063/1.5063773

5. Heyd J, Scuseria GE (2004) Efficient hybrid density functional calculations in solids: assess-
ment of the Heyd-Scuseria-Ernzerhof screened Coulomb hybrid functional. J Chem Phys
121:1187–1192. https://doi.org/10.1063/1.1760074
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Chapter 9
Infrared Transparent Ceramic Windows
2 for High-Speed Vehicles

Andrey Ragulya, V. Kolesnichenko, and M. Herrmann

Abstract The project has created new technical approaches to manufacture large
size transparent ceramic windows (transparency 85% and higher in the IR part of
spectrum) using advanced consolidation techniques such as 3D printing (binder jet
printing of green prototypes up to 120 mm in diameter) and spark plasma sintering
(enable to form domes of 70 mm in diameter).

The proposed approach has required the development of ceramic nanopowders
specifically formulated by internal structure to be applied in 3D binder-jet technol-
ogy of meniscus-shape domes. The technologies for the synthesis of nanopowders
of magnesium fluoride (MgF2) and magnesium-aluminum spinel (MgAl2O4) have
been developed, and batches of 3 kg of the both powders have been manufactured.
According to the results of the analysis, it was found that the powders are thermally,
mechanically and optically-suitable for the manufacture of IR-transparent windows.
The specific surface of MgF2 powder is 38–40 m2/g, for MgAl2O4 powder it is
27 m2/g.

Shaping technologies by slip casting and 3D-printing suitable for sintering under
pressure have been developed. Granules from KPI powders and Baikovsky powders
have been prepared. Based on the granules a printing process has been developed
using CJP 360 printer.

Before sintering stage, the FEM calculations of the press instrument design and
shape were carried out and optimal construction providing uniform temperature
and strain rate distributions were defined. FEM simulation of the sample under
pressure consolidation conditions (spark-plasma sintering and hot pressing) resulted
in manufacturing of molds valid for the pilot production of dome-shaped windows.
Optimization of the graphite press mold using FEM allows five times shortening of
operation regime.
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The developed technologies of spark-plasma sintering (SPS) and hot pressing
(HP) are key-enable technologies to produce transparent (88% and above) in the
IR range. It has been shown that rapid sintering conditions (heating rates above
100 ◦C/min) and variable pressure application can achieve high values of density
(above 99.95% of theoretically possible) and optical transparency (up to 91%) and
avoid excessive grain growth. In this way, SPS-forging allows manufacturing of
infrared lenses from both MgF2 and MgAl2O4 for complex windows for sensors.
For spark-plasma sintering in sinter- forging mode, it was first performed for
optical materials. It was found that the strain rates at high temperatures correspond
to the superplastic deformation rates 1*10−3 to 5*10−3 s−1. The experimental
batch of 10 pieces was used for aerokinetic tests. Studies of the properties of
manufactured samples of IR-windows have demonstrated the feasibility of the
proposed technological approaches (spark-plasma sintering or hot pressing) for
the pilot production of dense homogeneous ceramics from magnesium fluoride
(MgF2) and magnesium-aluminum spinel (MgAl2O4) with a fairly high level of
transparency (higher than 88–91%) in the infrared diapason. Specific design of this
graphite instrument was helpful to manufacture optically transparent domes with
uniform transparency up to 91%.

Keywords IR transparent ceramic domes · Spark plasma sintering ·
Sinter-forging · Nanopowders of MgF2 and MgAl2O4

9.1 Synthesis and Characterization of MgF2 and MgAl2O4
Nanopowders

9.1.1 Optimization and Upscaling of the MgF2 Powder
Synthesis

Optical materials are important objects in various applications. Transparent crystals
are widely used in the optical devices. The so-called optical ceramics – poly-
crystalline transparent materials obtained by sintering of powders under pressure
are considered one of the hot topics of modern ceramic science. The transparent
ceramics is preferable for those materials, which are impossible (or difficult) to
obtain in the form of single crystals or glasses. Ceramic technologies open the
possibility of choosing the shape and size of optical parts, achieving a significant
increase in mechanical strength of materials. Optical materials are usually fragile
crystals, chemically cleaner, but more susceptible to cracking on the surfaces of
cleavage. The manufacturing of transparent ceramics is widely described for various
compositions: oxides, fluorides, nitrides. Nowadays, due to increasing requirements
to the quality of optical materials the methods for their synthesis are being improved.

Chemistry of inorganic fluorides (MgF2) differs considerably from the chemistry
of simple and complex oxide compounds (MgAl2O4), which are mainly used as
the basis for the creation of optical ceramics. In this work, synthesis of the MgF2
powder was carried out by the reaction:
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Fig. 9.1 Characterization of MgF2 nanopowders by sol-gel technique: (a) diffraction pattern
after annealing at 390 ◦C; (b) pore size distribution in the MgF2 powders annealed at various
temperatures: 1 – dried at 100 ◦´; 2 –at 200 ◦´; 3 – dried at 390 oC – final MgF2 powder

Mg(NO3)2 + HF →↓ MgF2 + 2HNO3

Mixing of the input solutions was carried out using stirrer to form a gel-like
precipitate. After centrifugation, the resulting precursor was dried in an oven at
80–120 ◦C for 24 h to remove water. The cake was hot ground at 120 ◦C until a
homogeneous powder. Then the powder has been annealed at temperatures of 120,
200, 300 and 390 ◦C. The XRD and adsorption spectroscopy data are presented in
Fig. 9.1. Good quality crystalline magnesium fluorite nanosize powders have been
prepared. After granulation, the powder was examined in slip casting, or 3D printing
operations, and then, the technology was scaled up to several kilos yield for further
manipulation.

9.1.2 Low-Temperature Synthesis and XRD Analysis
of MgAl2O4 Spinel Nanopowder

The MgAl2O4 spinel nanopowder has been prepared from the complex precursor
containing Mg and Al nitrates and glycine at temperature of 80 ◦C and pH = 5.5.
The gel has been composed with the molar ratio of Mg2+: Al3+: glycine = 1: 2: 5.
The gel was dried in air for 50 h, followed by pyrolysis of the xerogel at t = 350◦C
in oven for 1 h. A foamed precursor MgO-Al2O3-C was obtained. Thermal analysis
of the obtained xerogel in the temperature range of 25–800 ◦C (Fig. 9.2) showed
endothermal effects at temperatures of 105, 140, and 187 ◦C indicated the loss of
xerogel’ structural water.
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Fig. 9.2 Thermal analysis of the xerogel based on complex Mg:Al:glycine – (1) DT, (2) TG

Fig. 9.3 Rotary tube furnace for synthesis of nanopowders

A strong exothermal effect with a maximum at 240 ◦C refers to the pyrolysis of
the precursor, which is accompanied by the weight losses of 83%. Any localized
thermal effects were not found in the temperature range of 550–800 ◦C. Weight loss
of the sample in the range of 25–800 ◦C was about 90%.

The XRD analysis of the as-prepared powders of the precursor MgO-Al2O3-
C just after pyrolysis at 350 ◦C, its xerogel Mg2+:Al3+: glycine (1) and its
intermediate products after further decomposition in the rotary kiln (Fig. 9.3) in
air at temperatures 600 (2), 650 (3) and 700 ◦C (4) for 3 h (Fig. 9.4). As a result,
the cubic phase of spinel only (Fd-3m) in the nanocrystalline state has been found
in the samples.
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Fig. 9.4 The X-ray diffraction patterns of the MgO-Al2O3-C precursor powder after pyrolysis
(350 ◦C) of xerogel of Mg2+: Al3+: glycine (1) complex and its further heat treatment in air at
temperatures of 600 (2), 650 (3), 700 ◦C (4) – exposure time of 3 h.

The specific surface area of the powder sample was calculated using static
adsorption-structural method based on the interpretation of adsorption isotherms: 1-
precursor MgO-Al2O3-C after pyrolysis (350 ◦C) of xerogel Mg2+:Al3+:glycine –
SBET = 16,5 m2/g; 2 – Spinel (as prepared at 600 ◦C, milled) – SBET = 12,3 m2/g;
3 – Spinel (as prepared at 600 ◦C, no milling) – SBET = 14,7 m2/g; 4 – Spinel
(as prepared at 700 ◦C, preliminary milled) – SBET = 13,7 m2/g. Large surface
area and the smallest particle size allowed spinel powder to be obtained at optimal
temperature of 700 ◦C without preliminary milling of the precursor MgO-Al2O3-C.

From the TEM observation of nanopowders, it follows that the samples are
strongly agglomerated. In general, the particles form porous structure with an
average pore diameter of 400–500 nm. Switching from 600 ◦C to 700 ◦C in
the synthesis temperature (Fig. 9.5) does not lead to substantial changes in the
morphology of nanopowders or pore size distribution.

At the same time, in the analysis of electron diffraction patterns (SAED –
selected region electron diffraction), the crystallinity of the structure increases with
increasing temperature of synthesis. Namely, when the temperature varies from
600 to 700 ◦C, the rings of the diffraction patterns become more distinct, and the
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Fig. 9.5 TEM-images and diffraction patterns of the samples MgAl2O4 after calcination at
temperatures 700 ◦C after grinding

Fig. 9.6 General view of
CJP 360 3D Printer

appearance of bright dots indicates the transition of the material from amorphous to
polycrystalline state.

The self-made powders (I) and standard spinel MgAl2O4 nanopowders
(Baikalox, II) have been used to consolidate the dense ceramic pieces under spark-
plasma sintering conditions.

By the BET data (ASAP-2000) the specific surface area of the powder I is equal
to 39,8 m2/g, and of the powder II – 29,5 m2/g. X-ray fluorescent analysis (Rigaku
Primini) of the original powders against reference samples was used to discriminate
excess of oxides over stoichiometric spinel compound (Fig. 9.5).

The granulated MgF2 and MgAl2O4 powders for binder jet CJP360 3D printer
(Fig. 9.6) were prepared from both as-synthesised nanopowder and Baikalox powder
by their mixing with hydrophilic binder solution and then dried in air for several
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hours to eliminate solvent and remain mesoporous cake followed by gentle grinding
of the cake in the plastic drum until granules of 20–80 μm in size. The pore size
distribution in dry samples was thoroughly controlled using ASAP2000 device.

9.2 Manufacturing of 3D Printed Green Domes

The 3D model (computer-aided design or computer modelling) of domes followed
by layer-by-layer printing out of the model has been elaborated.

The printer’ box was filled with granulated powders of MgF2 and MgAl2O4.
Important characteristics for granules were achieved: definite porosity, pore size
distribution and mesoporous structure. The adsorption spectroscopy showed us the
pore size distribution in the initial MgF2 powder annealed at 200 ◦C (Fig. 9.7a) as
well as in the granules. The as-printed domes are shown in Fig. 9.7b. After slow
de-binding, the printed green domes had porosity of 52 ± 0.4%. The slip casted
analogues were much denser (porosity of 36 ± 0.9%). Further operations were
carried out using both as-printed and as-casted green domes. The printing operation
represents simultaneous manufacturing of 20–24 very similar green domes from one
powder charge for 6 h printing.

9.3 Spark Plasma Sintering of Domes

The HPD-25 FCT Systems GmbH SPS machine was used (Fig. 9.8). The spark
plasma sintering of transparent MgF2, MgAl2O4 ceramics is not industrial process
yet and considered here an innovation. For both sorts of ceramics, the following
three challenges have been met: (i) minimal grain growth; (ii) minimal carbon

Fig. 9.7a Pore size
distribution in the as-prepared
MgF2 granules
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Fig. 9.7b As-printed
prototypes of IR-domes
(green samples)

Fig. 9.8 HPD 25 SPS machine in the I. Sikorsky KPI laboratory

pollution of ceramics coming from the graphite press mold; (iii) minimal thermal
stresses on cooling arising due to temperature gradient between top and bottom
punches.

9.3.1 SPS of Magnesium Fluorite

The most suitable sintering regime performing highest density and optical trans-
parency has been refined from the systematic study of densification in both as-casted
and as-printed discs in vacuum (~ 0.1 mbar) under the numerous heating rate
regimes. Figure 9.9 shows the kinetics of the shrinkage during SPS of the MgF2
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Fig. 9.9 SPS regimes for MgF2 nanopowder

Table 9.1 Relative density, hardness and IR-transparency of the sintered tablet shape samples of
MgF2 of 20 mm in size (μsint = 780 ◦´, P = 70 ¯PÃ)

(№ sample) Relative density, % Transparencya, % Hardness, HV, GPÃ (50 g)

1 99,62 88 4,26 ± 0,35
2 99,36 77 5,26 ± 0,56
3 99,63 84 4,94 ± 0,56
4 99,85 90 4,72 ± 0,7

aWave length 4,6 μm (thickness 2,5 mm)

powder. As the best, the sintering mode provided several heating stages: I (fast
heating) to 750 ◦C, 100 ◦C/min, 16 MPa; II (slow heating) to 780–800 ◦C,
20 ◦C/min, 16 MPa; III (increase of pressure) at 780 ◦C, 0 ◦C/min, 70 MPa; IV
(isothermal hold) at 780–800 ◦C for 4 min under 70 MPa. The initial shrinkage
has been observed at temperature of ~ 420 ◦C, and the main shrinkage (from 51%
to 98% of theoretical density) occurs when higher pressure applied. The shrinkage
ended (the material achieved the maximum density) after 1.5–2.0 min of exposure
at maximal sintering temperature.

The relative density, transparency and hardness of the sintered magnesium
fluoride are given in Table 9.1. All samples achieved high relative density of 99.4–
99.8% of theoretically possible, but the highest relative density of 99.85% at top
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transparency of 90% has been achieved due to sintering regime optimization at the
stage of pinching off of pores.

The hardness of the samples was found to depend on grain size and measured
within the range of 4.3–5.3 GPa, which is good enough pre-condition for high wear
resistance. Thorough control of the pore size evolution throughout the sintering
regime resulted in late closure of pores and maximal pore numbers located mostly
in triple junctions. In this case, full densification and minimal grain growth was
observed [1].

9.3.2 SPS of Magnesia–Alumina Spinel

To determine the optimal sintering regime for magnesia-alumina spinel (temper-
ature, pressure, heating rate and duration of heating hold) on densification and
optical-mechanical properties of Baikovsky S25CRX, the experiments were carried
out according to the following regimes: (i) rapid heating rate of 200 ◦´/min to
1100 ◦ ´ to avoid particle coalescence; (ii) heating with different moderate rates
(100, 50, 20 ◦C/min) to temperatures of 1400 ◦C as a minimum or 1600 ◦C as a
maximum without isothermal holds or durable hold up to 20 min; (iii) pressures of
20, 35, 50 MPa have been applied at the beginning of heating cycle. Then it was
maintained constant to the maximum sintering temperatures of 1400 or 1600 ◦C.
When cooling, the pressure was smoothly decreased to zero at temperature of
1100 ◦C. The sample was cooled down till room temperature without pressure and
without control of the cooling rate. ASAP 2000 was used to determine porosity
and pore’s size distribution in the temperature interval 900–1600 ◦C, when porosity
allowed (Table 9.2).

The grain size (GS) of the sintered spinel changes with temperature and duration
of hold: at the temperature of 1200 ◦C GS is about 0.5 μm, but after sintering at
1400 ◦C without hold, GS is 0.8–1 μm. When the sample was hold at 1450 ◦C for
20 min, the grain size increased to 1.5–1.7 μm. But the best transparency of 85%
has been achieved at density of ~99.9%, and GS less than 1 μm, which corresponds
to regime of 0–10 min hold at 1450 ◦C. Further grain growth leads to substantial
decrease of transparency due to increasing porosity and larger grains.

When the sintering temperature increased to 1600 ◦C, the grain size is growing
up to ~ 2–3 μm and transparency decreased to 75% especially in the short-

Table 9.2 Best results of spark plasma sintering for spinel powder

## of samples μ, ◦´/ hold, min
Open
porosity, %

Relative
density, % HV100, GPÃ Transparency, %

FCT-1 1600/0 0,04 99,86 10.69 ± 1.09 75
FCT-2 1450/0 0,01 99,87 11,18 ± 1,25 84
FCT-3 1450/10 0,02 99,89 11,79 ± 1,0 85
FCT-4 1450/20 0,08 99,77 13,67 ± 0,79 81,5
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wave area. Thus, the optimization concerned temperature and isothermal hold.
For manufacturing of domes, the temperature of 1450 ◦C has been considered a
maximum safe temperature for SPS regimes.

The adsorption spectroscopy analysis of the porous structure in the particulate
samples was carried out for: mesoporous nanosize powder and granules, slip casted
domes, 3D printed domes, sintered tablets and domes. Application of pressure
resulted in destruction of the multi-level aggregates in the powder. The dependence
of the total and open porosity on sintering temperature (force of 11 kN) has non-
linear changes in macroporosity at low heating rates (less than 10 ◦C/min) –
pore coarsening and shrinkage, while the rapid heating rates (above 200 ◦C/min)
demonstrate linear macroporosity behaviour vs. temperature – pore shrinkage only.

9.4 Characterization of Transparent Domes

Extensive optical characterization of domes has been carried out using IR spec-
trophotometer. Figure 9.10a, b demonstrate best performance of samples made
from MgF2 and MgAl2O4. Using the optimal batch of MgF2 nanopowder, its
3D printing to green domes followed by SPS at optimal pressure and hot de-
loading we succeeded in 90 ± 1% transparent ceramic pieces (theoretical value
is 93%). To meet technical requirements of optical characteristics of the domes,
the Finite Element Modelling was applied to get optimal design of graphite matrix
providing uniform distribution of current and temperature in the area of the dome.
In the best MgAl2O4 samples, it was found an appropriate regime to manufacture
green domes (3D printing) followed by optimal sintering regime. The transmittance
plotted against wavelength for the sintered magnesium fluorite samples achieve d ~

Fig. 9.10 Infrared transmission curves versus wave length for (a) MgF2 made form self-prepared
MgF2 nanopowder, (b) MgAl2O4 (Baikovsky Corp.), where #1 is identical sample annealed at
1200 ◦C in air for 3 h until removing blackness. #2 and #3 are non-annealed samples
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Fig. 9.11 Polished dome,
prepared from magnesium
fluoride by 3D printing
combined with spark plasma
sintering

80–85% of theoretical value in the range of 2.5–5.0 μm (Fig. 9.10a). The curve #1
in the Fig. 9.10b corresponds to SPSed sample of MgAl2O4 ceramics annealed in
air for several hours to remove blackness existing in the sample #2, which has been
SPSed as well.

Finally, the as-sintered fully dense and 90% transparent in the IR diapason of
3–6 μm dome is shown in Fig. 9.11.

9.5 Conclusions

Technologies for the synthesis of nanopowders of MgF2 and MgAl2O4 have been
developed. The specific surface of MgF2 powder is 38–40 m2/g, MgAl2O4 powder
was 37.2 m2/g.

The slip casting and 3D-printing of the dome-shape green parts for next sintering
under pressure have been developed. Powders for the 3D printing were prepared
from slurries by granulation.

The developed technologies of spark-plasma sintering (SPS) and hot pressing
made it possible to produce transparent in the infrared range (above 88%) ceramic
parts with complex shapes.
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Chapter 10
Advanced Nanotechnologies for
Multivariate Sensor Fabrication

Iryna Krishchenko, Eduard Manoilov, Borys Snopok, Alberto Verdini,
and Andrea Goldoni

Abstract The interaction between plasmonic nanoparticles (PNPs) is of the utmost
importance for the optimal design of surface enhanced Raman spectroscopy (SERS)
substrates. This interaction can either quench or enhance the strength of the
localized plasmon resonance of nanoparticles depending on the size of the PNPs
themselves, the pores between them, their size distribution and spatial locations.
Variating the degree of porosity opened wide prospects to realize both localized
surface plasmon resonance and plasmon polariton resonance on the same material.
All these features make it possible to create a new type of tunable SERS substrates
using wedge-shaped porous gold structures with variable properties. This paper
conceptually describes the technology for obtaining such structures, developed in
the frame of the NANO SPS G5140 project (ANT-MUSE).

Keywords Porous materials · Porous gold · Raman scattering · SERS
substrates · Pulced laser deposition · PLD · Backward particle flow · Local
plasmon resonance · Hot spots · Plasmonic nanostructures · Nanophotonics

10.1 Introduction

A xenobiotic “attack” of any sort (e.g. terrorist act, technological accident, natural
disaster, traffic accident etc.) is typically a very low-probability event. Therefore, it
is fundamentally impossible to predict which potentially toxic chemicals must be
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Fig. 10.1 Overview of the analytical workflow specific for the development of special operations
for the effective treatment of casualties

detected, tracked and identified for optimal source assessment, especially when the
situation diagnosis will be performed in the field or in an industrial environment.
Traditional military approaches to the battlefield detection of chemical and biologi-
cal hazards are not necessarily suitable or easily adapted for use by civil defense
providers dealing with heterogeneous population in a peacetime civilian setting
[1]. Moreover, a potential complication is that an accident may involve the use
of a priori unknown or multiple toxic agents; therefore, simultaneous processing
of multiple, different analytes is necessary. The situation diagnosis is aimed to
decrease as much as possible the uncertainties concerning pollution content arising
after the accident; it must be processed in real time. This overriding task will be
realized through the development of multilevel strategies (see Fig. 10.1) utilizing
a specially designed high-throughput intelligent screening platform for multi-scale
environmental characterization.

“What-if” evaluation for the effective treatment of casualties requires objective
scoring of environment pollution using mobile detectors or monitors. The ultimate
goal of such mobile system is to rapidly and inexpensively detect the presence of
potent xenobiotics in the field using portable instruments and transfer the sampling
estimate over standard communication channels for data analysis and a decision
on the “fit-to-problem” solutions. Although there is enormous interest in scientific
and engineering communities to find the optimal construction of such alarm-type
xenobiotic monitors, no complete method exists yet for fast and simple detection of
a priori unknown hazardous materials in the field.

A typical solution used to improve the performance of post-accident assessment
is the integration of two or more sensors in a single platform. The conventional
concept is based on the model of “univariate” arrays with completely independent
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channels: one agent - one sensor. The number of objects that can be identified by
such a system directly depends on the number of integrated sensors. It is reasonable
to conclude that this concept implies the “arithmetic addition” of different sensors
which are not sufficiently reliable for the identification of unexpected situations
being the most dangerous in a civil or industrial environment; a more sophisticated
analytical concept must be developed, practically realized and validated. More-
over, the development of equipment for each individual dangerous substance is
economically inexpedient and senseless for real-time analysis, taking into account
the limitless diversity of potent xenobiotics. The need to develop new interpretative
descriptors for potentially hazardous materials in terms of their “class affiliation” or
even “personal identity” is a very pressing challenge.

Identification of unknown or well-known, but very distinct in their properties
chemicals, is only possible with the greatest efficiency when employing the concept
of multifactor fingerprinting, when the image of the object (a “fingerprint”) in
the response space depends on different characteristics of the classified object in
a non-linear manner [2]. All “quick response” systems of living organisms, like
the sense of smell or taste, are built precisely according to this principle. The
same technology is used for goods labeling by bar- or QR-codes. In this case, the
chemicals are represented by some abstract image - a virtual fingerprint, whose
specific form depends on the desired visualization system (like human fingerprints
or iris scanners). These virtual fingerprints can be used for further classification
(multivariate “calibration” procedure) and following identification (e.g. screening
during the analysis) based on image recognition techniques [3].

Practical implementation of the multivariate analysis concept involves a reason-
able choice of key identification descriptors, and, accordingly, analytical methods
which are intended to identify the set of fingerprint features that can segregate
identifiable objects into separate classes of potentially dangerous, not dangerous
or unknown environments. The concept may be realized using multichannel cross-
reactive transducer-based sensing elements (e-nose [4, 5]), as well as multichannel
virtual sensor approaches, i.e. chromatography (GS) or mass-spectroscopy (MS) [6].
Raman spectroscopy has also emerged as a useful technique, which can produce rich
chemical information using visible light and characterize compounds by vibrational
fingerprints (virtual chemical images) both in water and air environments [7, 8].
With regard to the specific case of Raman scattering, the signal is relatively weak;
so optical energy concentration and additional scattering enhancement is necessary
for a sensitive enough optical readout in the field. An enhancement of Raman
signals can be achieved by the magnification of the incident electromagnetic field,
the amplification of Raman scattering emission and the direct modification of the
scattering process itself [9]. An enhancement of the analyte-specific response is
particularly strong when both incident and scattered fields are in resonance with
the electromagnetic excitations in a nanosized “antenna” and is frequently observed
on the rough surface of noble metals; this is surface enhanced Raman scattering,
or SERS. Therefore, for the practical applications of Raman spectroscopy, spatially
organized composite nanostructured materials with embedded “antennas” enabling
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an intimate contact with the analyte are required. In this case, the potential xeno-
biotic or class of xenobiotics can be easily identified and the following analytical
validation and effective deactivation timely performed.

10.2 Advanced Technology for the Low-Cost Production
of Tunable SERS Substrates Based on Porous Solids
with a Wedge-Like Profile

Seeking efficient ways to diagnose the situation after a xenobiotic attack would be
impractical without a simple and scalable production technology of highly efficient
and stable sensors that will in-situ detect, identify and characterize chemical com-
pounds embedded in complex matrices in a rapid, accurate and reproducible way.
It is necessary to highlight that the identification of specific chemical functionality
(e.g. a molecule-specific fingerprint) may be realized only within a certain scale
length of structured matter - at the nanoscale, where adequate approaches have only
become available in recent years. Surface-enhanced Raman scattering is the best
known example of near-field (nano-scale) optical effects being detectable in the far-
field (macro-scale).

Metal surfaces with natural roughness do not provide the highest SERS enhance-
ment, and special attention is paid to the formation of 3D nanostructured surfaces.
Indeed, a nanoscale porous structure is optimal for SERS substrates: the highest
Raman enhancement occurs within the “hot spots”, which are typically between
the nanoparticles. There are a few technological strategies to create nano-porous
materials, but very often they are costly due to the use of various expensive
fabrication processes and techniques, such as focused ion beam and electron beam
lithography, as well as various etching protocols. Moreover, for the expensive
substrates fabricated using these processes, a conflict between detection limit and
stability is typical: the more sensitive (detection limit) the structure, the less stable
it is during long-time analytical procedures. To overcome this contradiction, we
developed a new technology for the fabrication of nanocomposite porous plasmonic
structures, where functional properties are realized through the spatial organization
of the material at the nanoscale, whereas the stability is determined by the nature of
the material itself (e.g. gold).

Among the variety of methods for the fabrication of porous gold layers, pulsed
laser deposition (PLD) of metals in vacuum is of great importance, as it is simple
and cheap. PLD is a coating technique carried out under specific atmosphere and
typically involves three stages: the laser evaporation of the coating material, the
transportation of the evaporated material to the surface and its condensation over
the surface as a thin film. As a result of laser irradiation, the target is now plasma
consisting of atoms, ions and clusters of target material. Further adiabatic expansion
of this plasma in the form of an erosion torch results in the interaction of torch
particles with the atoms of a working (inert) gas and the respective dissipation
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Fig. 10.2 The schematic of typical metal films and the view of the bw-PLD setup (argon pressure
PAr (10–100 PÃ), laser pulse number YAG:Nd3+ N (3–45)·103 and energy density per pulse j (5-
J/cm2), pulse duration 10 ns, pulse repetition rate 25 Hz). Insert: the thickness of surface layers
extracted from Atom Force Microscopy (AFM, Nanoscope IIIa, Digital Instrument; tapping mode,
silicone nitride tip) images (Deposition mode: j = 20 J/cm2, N = 30·103, p£r, Pa: 13,5 (curve “1”),
100 (curve “2”). Curve “2/“– at j = 5 J/cm2, N = 30·103, p£r = 100 Pa).

of their energy. The deposition may be performed under different atmospheres
and pressures. Energy losses during the transport to the substrate are lower when
depositing from forward particle flow (“Direct flow”, Fig. 10.2), and higher during
the deposition from backward particle flow (“Back flow”, Fig. 10.2). Thin non-
porous metal films are usually prepared using the classical PLD method with
forward high-energy flow of erosion torch particles in high vacuum conditions: the
substrate is placed perpendicular to the torch axis at a distance of 20–25 mm from
the target.

Contrary to the classical PLD process, the film grows on the substrate located
in the target plane from the backward flow (bw-PLD) of low-energy erosion torch
particles, which causes the formation of porous films with a wedge-like profile. In
the “back flow” mode, the separation of Au NP by their sizes occurs: large particles
are deposited closer to the torch axis, while smaller ones - wide apart. The structure
of the films depends on gas (e.g. argon) pressure, energy density of laser pulses,
their number and substrate position in relation to the torch axis.
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10.3 Characterization, Optimization and Selection
of Materials with Nanoscale-Specific Local Plasmon
resonance Effect

When deposited from the reverse flow of Au NP, the structure of 2D/3D films is
characterized not only by the gradient of thickness, but also by the porosity, the
size of the Au NP and the distances between them along the substrate. With the
aim of understanding the growth mechanism and in order to control the quantity,
size distribution and location of “hot spots”, the influence of technological modes
on the morphology of porous plasmonic films was investigated. Taking into account
the fact that the functional properties are determined directly by the parameters of
the growth modes, special attention will be paid to investigating the relation between
optical characteristics and the nanoscale organization of porous nanostructures (Fig.
10.3).

Fig. 10.3 Transmission spectra and AFM images (390 × 390 nm) of a 3D Au PNPs array recorded
at a distance L (mm) from the erosion torch axis. Deposition mode: j = 5 J/cm2, N = 30·103,
p£r = 100 PÃ
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It has been established that the method of deposition from the backward flow
of particles in an argon atmosphere enables the formation of films with gradients
of their thickness, porosity, PNPs size and distances between them. Changing the
PNPs array structure from 3D to 2D along the substrate makes it possible to control
their optical spectral characteristics – the spectral position of the adsorption bands,
which are due to the effects of local plasmon resonance in the nanostructures.

The optimal pulsed laser deposition conditions for the formation of films with
Au PNP arrays with the manifestation of localized surface plasmon resonance in
the wavelength range of 535–740 nm for Au nanoparticle arrays were determined
[10]. It was established that the variation of the argon pressure, the number of laser
pulses and the energy density in a pulse allows to form 2D and 3D arrays of Au
PNPs and to manage their structural parameters – PNP size, distances between
them, thickness and porosity of films, which enables the obtaining of nanostructures
with given resonance-optical properties. The porosity of the films lies in the range
of 15–70% and increases with the increase of argon pressure, the decrease of the
number of pulses and the energy density in a pulse. Increasing the porosity value
resulted in a shift of the transmission minimum into the shortwave region and has a
linear dependence. For 3D layers, the structure is characterized not only by a wide
distribution of the PNP sizes, but also by a wide distribution of distances between
them and the presence of chains of tangent PNPs. In such 3D nanosystems, new
plasmon modes may emerge as a result of the interaction of PNPs plasmons - both
laterally and normal to the film surface. It is in such structures that a large variety of
“hot spots” of different sizes and structures can be formed.

10.4 Tunable Substrates Based on Wedge-Like Porous Metal
Layers for Surface Enhanced Raman Spectrocopy

A porous nanoscale structure with tunable local SPR excitations is optimal for
substrates used in Surface Enhanced Raman Spectroscopy – a powerful vibrational
spectroscopy technique that allows a highly sensitive detection of low-concentration
analytes through the amplification of electromagnetic fields near nanostructured
surfaces. The highest Raman enhancement occurs within the “hot spots”, which are
between the nanoparticles. These are the areas of the largest field density, which is a
result of the interference of all fields scattered by nanoparticles. Since the resonance-
optical properties of plasmonic structures discussed above are also determined by
their morphology, it is reasonable to suggest that the efficiency of SERS analysis
may be tuned by shifting across the porous film.

Nanostructures with Au PNPs arrays optimal for recording the spectra with
excitation wavelength of 514.5 nm were obtained in an argon atmosphere with a
pressure of 100 Pa, an energy density in a pulse of 5 J/cm2, and a pulse number of
30•103. Such deposition conditions made it possible to form films with the highest
porosity values from ~40% to 65%, film thickness from 67 nm to 6 nm, distribution
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Fig. 10.4 Typical SERS spectra of rhodamine 6G with a concentration of 10−7 M/L on Au-por
SERS substrates at different distances from the erosion torch

of Au PNP diameters from 5–60 nm to 2–14 nm with the distance from the torch
axis of 2–22 mm. Fig. 10.4 shows the results of measurements of SERS spectra of
rhodamine 6G, which served as a standard marker, with a concentration of 10−7 M/L
[11].

The optimal distance to obtain the maximum SERS signal is L = 12 mm, which
corresponds to average Au PNP size of 8 nm (with the range of sizes 2–20 nm),
average pore diameter of 5 nm (with the range of sizes 2–10 nm) and thickness of
c.a. 20 nm. The signal intensity in this area is more than two times higher than
at other points of the film. The values of the enhancement factor at rhodamine
concentrations of 10−5, 10−7, 10−9 and 10−10 M were 3.1 × 103, 7.2 × 104,
5.2×106 and 3.9 × 107 respectively, for the optimal position on the por-Au film.
The high values of the enhancement parameters are due to the large internal surface
for the analyte and the presence of “hot spots” in the pores.

It is also reasonable to highlight a principal advantage of the developed materials
based on porous gold films, which enable enhanced Raman scattering and simulta-
neously reduce the analyte-specific luminescence to zero. The latter in combination
with the possibility to tune the sensitivity of the substrate through the variation of
the measurement position on the chip (with different nanostructured organizations)
clearly demonstrates the advanced functional properties of the materials under
consideration.
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10.5 Hot-Spots Examination Method for Porous Gold
Nanoparticle Arrays for the Purposeful Development
of SERS Substrates

Both theoretical calculations and experimental results unambigously indicate that
the highest Raman enhancement occurs within the “hot spots”, which are typically
between the nanoparticles. These are the areas of the highest field density, which
is a result of the interference of all fields scattered by nanoparticles. Therefore, in
order to confirm that this mechanism also occurs in the materials considered in this
case, it is necessary to show the correlation between the number of such potentially
high energy regions and the SERS enhancement value (Fig. 10.4, Insert). Using
self-developed software for the layer-by-layer (sections in thickness) analysis of
AFM images, it was confirmed that the greatest amplification of the SERS signal
corresponds to the largest number of “hot spots” within the film [12].

From the dataset presented in Fig. 10.5, one can see that the dimensions of single
crystallites and pores and the width of the respective distributions decrease when

Fig. 10.5 The dependence of the number of isolated clusters in the cross section of a por-Au film,
calculated from AFM images (390 × 390 nm), on the distance from the erosion torch axis. The
figure shows images of sections parallel to the plane of the substrate, located at a distance of 31.5%
of the film thickness from above
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the distance from the erosion torch axis increases. If the maximum of the Au PNP
distribution near the erosion torch axis is 25 nm, then at the farthest surface point it
is 7 nm. The sizes of Au PNPs and pores are approximately the same at distances
greater than 12 mm; near the erosion torch (L = 2 mm), the pores are 2 times
smaller than Au NPs. It should be noted that there is a correlation between the
film thickness and the sizes of Au PNPs and pores. Moreover, at thicknesses in
tens (units) of nanometers, the Au PNPs sizes and pores are of the same order of
magnitude. These data indicate significant porosity of por-Au films.

For all layers, with the depth increase, the number of isolated clusters increases,
reaches maximum in the range of 20–30%, and then decreases sharply. This
indicates that the maximum efficiency of such SERS substrates is achieved not at
the film surface itself, but inside the film at a certain distance from the surface. In
this case, the maximum value of the number of clusters is observed for the sample
obtained at a distance of 12 mm from the torch axis, which corresponds to the point
with the maximum increase of the SERS signal (Fig. 10.4). At the same time, the
efficiency of “hot spots” can also be affected by the development of the boundaries
of individual grains. Here, we also have a correlation with the experimental result.

10.6 Concluding Remarks

Investigated the peculiarities of the interaction of electromagnetic radiation with dis-
ordered porous nanostructures based on Au PNPs arrays obtained by the pulsed laser
deposition method. Established the regularities of the resonance-optical properties
of the obtained structures by determining the relationships with the technological
conditions of their formation and the structural properties, for purposeful practical
application in analytical systems based on the surface enhancement of the Raman
scattering. The most important results are:

1. Investigated the mechanism of the formation of composite porous films with
disordered arrays of Au nanoparticles by the PLD method: the process of forming
the surface structure is determined by the interaction of metal atoms with each
other and with gas molecules in the plasma torch, outside the torch and on the
substrate, depending on the basic ablation parameters (the number of laser pulses
YAG:Nd3+, the argon pressure and the method of transferring plasma particles
to the substrate). Established that in direct transfer, at an argon pressure of 10–
20 Pa films are deposited mainly from the high-energy particle stream, whereas
when the pressure is increased to 100 Pa – from the low-energy stream with fewer
particles of smaller size. In backward nanoparticle transfer, the films are formed
from low-energy streams with nanoparticles size distribution along the substrate.

2. Determined that the peculiarities of the formation of the structural properties of
films correspond to the processes of their obtainment and are characterized by
composite composition (metal nanoparticles and pores), disordered nanostruc-
tures from 2D with isolated nanoparticles to 3D with interparticle interactions.
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When depositing from the direct particle flow, with the increase of the argon
pressure the porosity of the films increases to 50–60%, while the PNP sizes and
distances between them decrease. 2D nanostructures with isolated Au PNPs with
average sizes of 7–10 nm are formed when the number of pulses is lower than
N = 3 × 104; when the number is increased to N = 15(45) × 104, 3D porous
nanostructures with a large dispersion of nanoparticle sizes are formed. As the
number of pulses increases, the effective film thickness increases from 5 to 50–
120 nm, and the Au PNP sizes also increase. When deposited from the backward
PNP flow, the films structure is characterized by the gradients of their thickness,
porosity, PNP sizes and distances between them; the nanostructure changes from
3D to 2D along the substrate.

3. Established that the resonance-optical properties of the obtained composite
porous films with Au PNP arrays are due to the excitation of the local SPR.
Showed that controlling the technological parameters (deposition mode, argon
pressure, number of laser pulses, energy density in a pulse) forms composite
films with Au PNP arrays with controlled resonance-optical properties in the
535–740 nm range of local SPR wavelengths for Au PNP arrays.

4. The determined connections between conditions, formation processes, structural
and resonance-optical properties of films with Au PNP arrays allowed to obtain
SERS structures with high values of local electric fields in “hot spots” with the
increase of the Raman signal to 3–4 × 107.

Finally, determined the optimal technological parameters ensuring the highest
efficiency of SERS substrates based on porous Au films. Fabricated stable, low-
cost and tunable por-Au SERS substrates with a large surface area and a high
density of “hot spots”. SERS substrates based on 2D or 3D NPs random arrays
allow tuning the enhancement factor by changing the analysis position along the
substrate: the change of the porous structure with the distance from the erosion
torch allows to maximize the number of “hot spots” for an analyte with a certain
size and chemical functionality. Demonstrated the possibility of express registration
of organic molecules with a local enhancement factor of 3–4 × 107, which allows
to identify the analyte under real conditions with concentrations up to 10−10 M/L.
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Chapter 11
Continuous and Time-Resolved
Cathodoluminescence Studies of Electron
Injection Induced Effects in Gallium
Nitride

Sushrut Modak, Leonid Chernyak, Igor Lubomirsky, and Sergey Khodorov

Abstract The purpose of this study is to experimentally determine the effect of
electron injection on the minority carrier lifetime in Gallium Nitride. Earlier studies
of electron injection in GaN have provided an indirect proof of lifetime enhancement
through the increase of minority carrier diffusion length and the decrease in the
cathodoluminescence intensity. These changes in the minority transport properties,
caused by electron injection, are brought forth through defect and trap levels in the
bandgap. Furthermore, a thorough discussion of the electron injection model and
role of these trap levels is presented.

Keywords Electron injection · Lifetime · Minority carrier transport · Gallium
nitride

11.1 Introduction

Over the last decade, technological advances in the semiconductor processes have
enabled a new trend. Wide-bandgap semiconductors, which were previously thought
of to be insulators, have become more accessible. Extensive research on these
materials have enabled many of them to find applications in industry such as
blue/UV LEDs and use in high-power electronics and radiation prone zones.
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Gallium nitride and zinc oxide are examples of such materials which have matured
over the last two decades [1–4] with gallium oxide on the horizon [5].

But due to the large bandgap that these materials possess and technological
challenges, they suffer from an array of point and extended defects [3, 6–11].
These defects not only cause carrier scattering, but also introduce trap levels in
the bandgap, which degrade the performance of the material through the Shockley-
Read-Hall (SRH) recombination. Apart from the heavy nature of holes in wide
bandgap semiconductors, the above-mentioned defects also play a role in the
reduction of the carrier diffusion length and lifetime [2, 12]. Therefore, there is
still room for more work to be done for exploiting GaN-based devices to their full
potential.

It has been previously shown that electron injection provides a way for control
over SRH recombination process in GaN and ZnO [13–20]. One of the ways for
realization of electron injection, is irradiation of the material with low energy
electrons (10–30 keV) for extended durations. Material’s excitation with these
electrons create non-equilibrium electron-holes pairs, which locally saturate the
trap levels, causing the lifetime of non-equilibrium carriers to increase. Previous
studies of electron injection in p-type Zinc Oxide and Gallium Nitride showed an
improvement in the carrier transport properties, such as minority carrier diffusion
length, and a decrease in the cathodoluminescence intensity in the material from
the region of excitation, thus indicating improved carrier lifetime [13, 14, 18]. In
this study, we provide a direct proof for the impact of electron injection on non-
equilibrium carrier lifetime at room temperature and further develop the underlying
mechanism responsible for this effect.

11.2 Experimental

In this study, we employ continuous wave and time-resolved cathodoluminescence
(CL and TRCL, respectively) to study the impact of electron injection on non-
equilibrium carrier lifetime in Gallium Nitride. The above techniques are available
in Attolight Allallin Chronos Scanning Electron Microscope (SEM). An electron
beam of 10 keV was used to irradiate an area of constant size (500 × 500 nm) for
all measurements. Electron injection is performed by continually scanning the beam
within the selected area with a resolution of 128 × 128 points for 0, 420, 840, 1260,
1680, 2100 and 2520 s. Since the area exposed to beam is comparable with the range
of electrons in the sample under test, the used method of irradiation is equivalent
to a continuous exposure of the material with an electron beam at a single point.
Emitted cathodoluminescence from the material is collected by parabolic mirror
and passed through a UV-visible spectrometer (Horiba iHR320). The spectrum is
recorded with a thermoelectrically cooled CCD array (Andor Newton 920P) kept
at −70 ◦C. Hyperspectral cathodoluminescence maps are recorded by repeating the
above process of synchronously irradiating with an electron beam (dwell times of
2 ms) in an grid of 128 × 128 points over the area of interest, and recording the CL



11 Effect of Electron Injection on Carrier Lifetime in GaN 111

spectrum with the CCD camera at each point. Electron pulses in the time-resolved
mode of operation of the SEM are attained by focusing a laser (Onefive Genka HP-
03, 80 MHz) on the tip of the gun after the continuous electron beam is turned
off. The resulting electron pulse is guided towards the sample with a magnetic lens
assembly of the microscope. Laser pulses are synchronized with a streak camera
(Optronis Optoscope) attached to the spectrometer to collect streaks. All recorded
streaks are accumulated for 400 collection cycles. After every cycle of electron
injection, a hyperspectral map in CL mode and a minimum of ten streaks in TRCL
mode within the area of electron injection are collected.

The samples used in this study consist of a crack-free, free standing 400 μm thick
GaN layers. These layers were grown by Halide Vapor Phase Epitaxy (HVPE) on a
two-step epitaxial lateral over-grown GaN template on sapphire. The ‘as-grown’
GaN epitaxial layer is n-doped with carrier concentration of ~ 1 × 1017 cm−3

and mobility ~ 750 cm2/Vs at room temperature. Threading dislocation density of
106 cm−2 was discovered by polychromatic CL mapping.

11.3 Results

The effect of electron injection on minority carrier transport in GaN has been
extensively studied in the past. Diffusion length (L), which is one of the most
important parameters in minority carrier transport, shows the ability of the carrier,
generated due to external mechanism, to diffuse without recombination or scattering
[20–23]. L is defined as

L = √
Dτ, (11.1)

where D is the diffusion coefficient and τ is the minority carrier lifetime. Previous
studies have shown that electron injection can cause L to increase linearly from 0.5
to 2 μm (a quadruple increase) as a function of charge injection density from 0
to 2.0 × 10−7 C/μm3 [18]. This has a significant positive impact on the quantum
efficiency of photodetectors, η, which is defined as

η = (1 − R)
(

1 − e−αW/ (1 + αL)
)

(11.2)

where R and α are the reflectance and absorption coefficient respectively; W is the
depletion layer width; and L is the minority carrier diffusion length. It can be seen
from Eq. (11.2), that greater L leads to a more efficient device, especially in III-
Nitrides, which have a small L (< 1 μm). L may change either due to the rise
in lifetime or diffusivity (which is also directly proportional to mobility). Earlier
studies [24] reported an electron beam-induced decrease of resistivity by three
orders of magnitude in GaN. This was due to an increase in the majority carrier
concentration with unchanged mobility. The latter result favors the independence of
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mobility (diffusivity) for minority carriers on electron injection [18]. Separately, it
was also shown that electron injection causes deep trap levels, embedded into the
bandgap, to capture non-equilibrium charges, thus making these levels unavailable
for SRH recombination events [15, 16, 19, 20, 25]. The above-reported effects
suggest that longer L in GaN is caused by increased lifetime of minority carriers.

The change in lifetime of a material can be probed with CL measurements [15].
If the rise in L is due to increased lifetime, the number of recombination (radiative)
processes should decrease (carriers stay active longer) together with the intensity
of CL signal. The reduction in the CL intensity due to electron injection in GaN is
reported previously and conforms to the analysis above [18]. The final piece of the
puzzle towards completion of this analysis is the direct measurement of minority
carrier lifetime as a function of electron injection duration, which is accomplished
in this study.

The experiments were started with continuous cathodoluminescence study of
GaN sample. An area of 500 × 500 nm was irradiated with 10 keV electron beam
for 0, 420, 840, 1260, 1680, 2100 and 2520 s, as mentioned above. CL spectra were
periodically collected (Fig. 11.1).

Figure 11.1 showed a decrease in the CL amplitude by ~ 20% as a result of
electron injection. As is previously noted, CL intensity is directly proportional to
the inverse lifetime of non-equilibrium carriers: the longer the carriers are alive,
the fewer is the number of recombination events, and vice versa. This information,
coupled with Eq. (11.1), implies a quadratic dependence of I−1 on electron injection
duration. This relationship is shown with the acquired data in Fig. 11.1, inset.
The linear dependence between

√
I−1 and electron injection duration is clearly

Fig. 11.1 Cathodoluminescence spectra collected at 0, 420 and 2520 s of continuous GaN
exposure to a 10 keV electron beam. Inset shows the linear dependence of

√
I−1 on electron

injection duration. The saturation of this effect occurs after 840 s of electron beam exposure, as
seen from the inset
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Fig. 11.2 Streak signal for the bare region and 2520 s electron injection region. Lifetime, which is
inverse of the slope of the streak decay, is higher for the electron injection region with lower slope.
Inset shows all photon counts in a raw streak image

portrayed. The saturation of decrease in the intensity occurs approximately after
840 s of exposure to electron beam.

After every electron beam injection cycle, several TRCL streaks were taken
within the entire exposed area. An electron pulse of 10 ps duration is used to collect
CL signal with a streak camera, to measure the radiative recombination lifetime.
An integral accumulation of 400 spectra (with photon thresholding and counting)
was used to generate a streak. An example of collected streaks, corresponding to 0
and 2520 s of electron injection, is shown in Fig. 11.2. Lower slope of the electron
injected streak, compared to the streak from the bare region, is indicative of longer
minority carrier lifetime. The inset of Fig. 11.2 shows a raw image of the streak
displaying the photon counts over 400 collection cycles. The lifetimes for 0 and
2520 s of electron injection were found to be 77 ± 7 and 101 ± 6 ps. These values
fall within an acceptable range reported by an independent study [26] using a TRCL
technique.

Similar to the saturation in decrease of CL intensity I, with electron injection, a
saturation in τ is also observed at 840 s mark, with a lifetime of 95 ± 8 ps. For these
measurements, a minimum of ten streaks were collected over the electron injected
region, which contains places with threading dislocation. It has been found that the
dislocations have a slightly lower time response, leading to slightly higher values of
standard deviation in these measurements [26, 27]. Increase of lifetime with respect
to the injection duration is shown in Fig. 11.3.

The trend of lifetime extension saturates at about 840 s of electron injection,
same as the saturation time for CL intensity decrease (cf. Fig. 11.1). Inset of Fig.
11.3 shows the linear increase of

√
τ with respect to electron injection duration, as

predicted by Eq. (11.1). Moreover, the linear dependence of I−1 on τ , is depicted in
Fig. 11.4 by the dashed line. This linear relation between I−1 and τ is fundamental
to the behavior of non-equilibrium carrier recombination and occurs irrespective of
electron injection duration.
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Fig. 11.3 The measured lifetime of minority carriers as a function of electron injection duration.
The saturation of the lifetime increase occurs at around 840 s (matches with Fig. 11.1), after which
higher injection duration produces very little effect on it. Inset shows the linear trend of

√
τ with

injection duration, as indicated by Eq. (11.1)

Fig. 11.4 Plot depicting inverse of the cathodoluminescence intensity as a function of lifetime of
non-equilibrium carriers. The rise in τ is accompanied with decrease in I

All the results listed above are in congruence with the previously performed
studies on electron injection in GaN [15, 16, 18–20, 28]. Figure 11.5 summarizes
the model for effects of electron injection on minority carrier transport in GaN:

• Electron beam irradiation creates non-equilibrium electron-hole pairs in GaN,
which can consequently recombine either band-to-band or through a trap level in
the forbidden gap (cf. Fig. 11.5, I).

• As electron injection proceeds, a portion of non-equilibrium electrons is captured
by trap levels in the forbidden gap (cf. Fig. 11.5, II) [15, 16]. As a result, these
trap levels stop playing a role in the recombination process, which is mostly
radiative in nature [18]. This explains a decrease of CL intensity with duration of
electron injection as seen in Fig. 11.1.
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Fig. 11.5 The model for impact of electron injection on the minority carrier transport in GaN. (I
a) Electron-hole pair generation, (I b) Band-to-band recombination, (I c) Recombination through
a trap level; (II) Effect of electron injection in filling up the trap level with a non-equilibrium
electron and making the trap unavailable for further recombination events; (III) The trap level,
when supplied with the activation energy corresponding to the depth of the trap, releases the
trapped electron (hole capture) and becomes available again for SRH recombination

• Electron blockade of recombination levels in the forbidden gap (cf. Fig. 11.5, II)
causes the non-equilibrium electrons and holes to live longer in the conduction
and valence bands, respectively. This effect manifests in the form of increase in
the lifetime (Fig. 11.3) in the electron injected region and, hence, longer diffusion
length of the minority carriers as was previously reported.

• As electron injection continues, a saturation in the number of traps, available for
non-equilibrium electron capture, occurs. This is manifested in the saturation of
CL intensity decrease (Fig. 11.1) and slower growth in the lifetime (cf. Fig. 11.3).

• The trap levels in the bandgap have their own specific activation energies and
can be activated optically or thermally [18]. This causes an escape of the trapped
non-equilibrium electron from the local potential barrier, created by a trap (cf.
Fig. 11.5, III). The latter becomes again available for recombination.

• The effect of electron injection on minority carrier transport properties has been
shown to last for several days (due to the meta-stability of the trap levels) before
the deterioration in these properties becomes significant [18].

In conclusion, we experimentally measured the changes in the lifetime of non-
equilibrium carriers with TRCL due to electron injection. The measured values
of non-equilibrium carrier lifetime are in agreement with independent studies on
GaN [26]. The present study served as the missing link in the proposed model
of electron injection, attributing the increase of diffusion length and decrease in
cathodoluminescence intensity to the increase in lifetime due to electron injection,
rather than changes in the carrier mobility.
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Chapter 12
Creation of New Generation Titanium
Diboride Composite Armour Material

Gabriel Benga, Nikoloz Iakobidze, Danut Savu, Sorin Savu, and Iulian Stefan

Abstract The next generation Armour Piercing Bullet with Tungsten Carbide core
has been introduced into the world’s leading military forces by the beginning of the
twenty-first century, and later, into the Russian army, which has resulted in a sharp
increase in penetrability of the existing standard composite armour plates. The only
armour system that effectively stops these bullets is a combined structure obtained
through a hot-pressing technology and composed of multilayer fabric made of high-
molecular organic fibres. Despite the high armour properties of the above-mentioned
structure, its components (separately and together) have some negative sides as
well: high cost, low production capacity and low firmness of armour ceramics,
which hinders its widespread use in personal protective equipment and in armoured
combat vehicles as well. Therefore, there was a need to find new approaches in
processing technologies of protective structure and its new components in order
to create a new generation armour material for ceramic armour characterized
by high hardness and strength (not less than boron carbide), low cost and high
capacity and with the following physical-mechanical properties: micro hardness –
3600–3800 kg/mm2; bending strength 70–80 kg/mm2; density – 4.0–4.5 g/cm3. The
obtained results will allow us to replace the boron carbide ceramics with a relatively
inexpensive and perspective armour material. With regard to the second element of
armour structure, a new approach has also been found to composition of multilayer
fabric and manufacturing technology, which involves the production of a high
performance industrial thermo-hydro forming unit, which in liquid, under high
pressure and temperature, would thermoform composite armour products (ballistic
ceramic plate) of complex configurations. This method gives us the opportunity to
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get a composition of thermally pressed multilayer fabric (ceramic plate) composed
of relatively cheap, impact-resistant and puncture-resistant super-hard materials.

Keywords Armour plates · TiB2 · Nanosized composite powders · Microwave
sintering · Thermoforming

12.1 Introduction

In modern Armour Piercing Bullets hardened steel core is replaced by hard alloy
of tungsten carbide and cobalt, the hardness of which 91–92 HRA is much higher
than the hardness of hardened steel core. This makes it possible to increase the
penetrability of armour plates by 60–70% compared to Armour Piercing Bullet with
hardened steel core and with the same calibre and energy. The use of such bullets
poses serious problems for personal protective equipment, such as armour vests
and combat helmets, and for armoured vehicles as well. Among the most common
Armour Piercing Bullets with Tungsten Carbide core in NATO subdivisions are:
small calibre -5.56 × 45 mm AP M995, 7.62 × 51 mm AP M993, 7.62 × 51
SWISS P AP, 8,6 × 70 mm AP485 and AP529, 12,7 × 99 mm AP-S NM185 and
12,7 × 99 mm API-S NM173. Large calibre automatic guns -20 × 102 mm FAP
and 25 × 137 mm M791 APDS-T; while in Russian Army – 5,45 × 39 mm AP
7N24, 12,7 × 108 mm API 7-BZ-1 and 14,5 × 114 mm AP BS-41 (special).

Many researchers developed tests in order to determine the behaviour of different
ceramic composites in ballistic tests [1–3] revealing a positive effect in terms of
ballistic performance.

Currently, the most efficient armoured system that stops these bullets is a
combined structure obtained through a hot-pressing technology and composed
of multilayer fabric made of high-molecular organic fibres. Despite the high
armour properties of the above-mentioned structure, its components (separately and
together) have some negative sides as well: high cost, low production capacity and
low firmness of armour ceramics, which hinders its widespread use in personal
protective equipment and in armoured combat vehicles as well. Therefore, there was
a need to find new approaches in processing technologies of protective structure
and its new components in order to: create a new generation armour material for
ceramic armour based on TiB2, characterized by high hardness and strength (not
less than boron carbide), low cost and high capacity and with the following physical-
mechanical properties: micro hardness – 3600–3800 kg/mm2; bending strength
70–80 kg/mm2; density – 4.0–4.5 g/cm3 [4]. TiB2 has been used on a large scale
in various industrial and military applications due to its high melting temperature,
hardness and thermal diffusivity [5–7].
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12.2 Methods, Equipments and Workplan

The goal of the research is that the grain size of sintered composite material shall not
exceed the micron size. For this purpose, it is necessary to develop the grinding and
sintering modes, as well as to select special alloy components that will hinder the
growth of grain size during sintering. The obtained results will allow us to replace
boron carbide ceramic with a relatively prospective, cheap armour material with
high physic – mechanical and ballistic properties.

The University of Craiova (UCV) will perform research activities oriented
towards elaboration of nano sized composite powders powder metallurgy tech-
nologies based on wet grinding in an existing vario-planetary mill Pulverisette 4-
FRITSCH followed by cold pressing using electro-hydraulic press OMCT 100 of
the composite powder and sintering using microwave heating in a upgraded from
1.25 to 6 kW MUEGGE microwave sintering equipment with automatic matching
load impedance TRISTAN. The characterization of the composite material will
include grain distribution analysis using an existing BROOKHAVEN 90 PLUS
equipment as well as microhardness testing with different dwell times using an
existing microhardness tester NAMICON (Figs. 12.1, 12.2, and 12.3).

The proposed sintering technology in vacuum will ensure a sintering temperature
up to 1700 ◦C which is far below the temperature obtained through a classical

Fig. 12.1 Fritsch Pulverisette 4 vario-planetary mill (UCV laboratory)
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Fig. 12.2 Particle size analyzer Brookhaven 90PLUS (UCV laboratory)

Fig. 12.3 Microhardness
tester NAMICON (UCV
laboratory)

sintering procedure involving a high-temperature furnace. The lower sintering
temperature will not allow an increase of the grain size and therefore the grain size
can be maintained in a nano-size range (Fig. 12.4).
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Fig. 12.4 Microwave sintering equipment MUEGGE (UCV laboratory)

As for the final direction, results obtained from direction through using the
developed industrial technology will be gathered in solid structure of a single
monolithic block with a thermal hydro forming method and received armour plates
will be prepared for the ballistic tests.

Georgian Technical University’s (GTU) laboratory for hard alloys shall start
working on the creation of the new generation composite armour material through
vacuum agglomeration of titanium diboride particles. The technology belongs
to the liquid-phase agglomeration. Composite armour material consists of three
components –base, bonding agent and alloying components. Bonding agent ensures
high strength of armour material in bending, while alloying substances will increase
the hardness and strength of the material. DINO-MILL Research Lab laboratory
grinding mill is necessary for the creation of a new generation titanium diboride
composition armour, which ensures fine (without metallic impurities) wet grinding
of initial alloy powders up to nano size, as well as fine-grained particles and mixing.
Material obtained after wet grinding should be dried in vacuum furnace, which will
allow us to avoid the oxidation of metallic constituents of composite powders, which
is undesirable due to the worsening of physic-mechanical properties in hard alloy.
After thermoforming the obtained composite powder, it will be cold-pressed-formed
and then sintered in a high-temperature furnace – CARBOLITE GERO-Laboratory
High Temperature Graphite furnace top loader up to 3000 ◦C, Type LHTG 200-
300/30-1G semi-automatic.

The workplan will be developed on several phases:

1. Elaboration of the nano-sized TiB2 powders
Within this activity the efforts will be focused on elaboration of the TiB2

powders through different wet milling regimes of initial alloy powders up to nano
size, as well as fine-grained particles and mixing. The wet milling regimes will
take into account parameters such as: milling time, rotational speed, diameter
and material of the balls.
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2. Characterization of the TiB2 powders
The characterization will be performed in terms of particle size distribution,

particle size, X-ray diffraction to study the structure, composition, and physical
properties.

3. Thermoforming and cold-pressing-forming of the TiB2 powders
This activity consists in the determination of cold-pressing-forming regimens

of plastered materials dried in vacuum furnace after wet milling of the initial
powder of the composite armor material for its further agglomeration in high-
temperature vacuum furnace.

4. Sintering of the TiB2 green-compacts
The efforts will be directed towards the creation of the new generation

composite armour material through vacuum agglomeration of titanium diboride
particles. The technology belongs to the liquid-phase agglomeration. Two differ-
ent sintering methods will be applied to the green compacts.

5. Packaging of new composite armour material and armour ceramics composed of
high-strength antiballistic polyethylene fabrics of HB-212 mark manufactured
by DYNEEMA Company into a single monolithic structure through a new
thermo-hydroforming method and development of thermoplasting method and
preparation of trial samples for ballistic tests.

6. Development of a new thermoplasting method for packaging
The new proposed technology will be divided into three successive basic

stages: (1) Multilayer composite billets are placed in the molds of the config-
uration identical to the one of the articles made of thin metal plates (1.0–1.5 mm
thick). (2) Mounting of the molds with billets in multi-cell cassettes. (3) The
cassettes are placed in the special thermo-hydroforming high-pressure cylindric
vessel, and the billets are successively subjected to heating – annealing and
cooling – annealing – stabilization.

7. Ballistic tests according to International Ballistic Standards

12.3 Expected Results

The following results are expected:

1. Obtaining a nano-sized TiB2 powder
2. Obtaining of a composite armour material which consists of three components –

base, bonding agent and alloying components. Bonding agent ensures high
strength of armour material in bending, while alloying substances will increase
the hardness and strength of the material.

3. Developing an innovative hydro-thermoforming device which will be employed
for the for the new thermoplasting packaging method.

4. Obtaining of a new generation of composite armour material based on Ti B2
which will be further tested using ballistic tests. The ballistic tests will be
performed in accordance to the NIJ standards. Particular tests NIJ IV – Car-
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tridge/Projectile Type: 7.62 × 63 AP M2 and NIJ Special – Cartridge/Projectile
Type: 7.62 × 51 SWISS P AP will be considered during the ballistic tests.

12.4 Conclusions

The research work which will be developed presents two major difference from any
other research performed in the field of composite material for armour protective:

1. New sintering technology using pure microwave heating

Most of the researches performed in the field of sintering of TiB2 composites
materials using microwave heating are using microwave as thermal source for hybrid
heating not pure microwave heating. The project partners will develop a special
chamber for pure microwave heating and the results foreseen will ensure a lower
sintering temperature as well as the inhibition of grain growth.

2. New thermoplasting method

The new thermoplasting method addresses a different material – TiB2 and is
based on three successive stages: (1) Multilayer composite billets are placed in the
molds of the configuration identical to the one of the articles made of thin metal
plates (1.0–1.5 mm thick). (2) Mounting of the molds with billets in multi-cell
cassettes. (3) The cassettes are placed in the special thermo-hydroforming high-
pressure cylindric vessel, and the billets are successively subjected to heating –
annealing and cooling – annealing – stabilization.

The ultimate beneficiary of the research work results will be the military and
law enforcement personnel. NATO troops and their allies will wear lighter and
protective clothes which will reduce significantly the danger of injuries/deaths. Also
military vehicles will use the new protective armour. Other indirect beneficiary will
be the military industry taking into account that by up taking and deployment of the
research results new production facilities will be open and new jobs will be created.

After successful testing of the new composite armour material, the project
partners will submit a patent request (according to technological readiness level
TRL 5) and once the patent is issued the technical specifications of the product
will be provided to the representatives of the end-user in order to develop a TRL 6
product.
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Chapter 13
Titanium Armor with Gradient
Structure: Advanced Technology
for Fabrication

S. V. Prikhodko, O. M. Ivasishin, P. E. Markovsky, D. G. Savvakin,
and O. O. Stasiuk

Abstract Developing advanced cost-effective manufacturing technology and pro-
duction of high-strength titanium-based armor materials is extremely important for
the protection of military vehicles and personnel. Titanium alloys are high-strength
and lightweight structural materials that can be thermally hardened to the level
similar to steels but at much higher compared to steels weight efficiency. Armor
plates fabricated using a novel approach, Blended Elemental Powder Metallurgy
(BEPM), demonstrate superior antiballistic performance compared to the currently
used titanium-based armor materials and can be fabricated at lower cost.

13.1 Introduction

The anti-ballistic protection of land systems, mobility and protection of the fighting
vehicles and military personnel is vital in success of defense and anti-terrorist
operations. Traditional material for armor is rolled homogeneous or high strength
steel [1, 2]. Use of steel armor, however, can increase the overall weight of the
fighting vehicle on 15–20%, which change the vehicle mobility, maneuverability,
fuel efficiency and requires stronger breaks and more powerful engines [3]. The
Army is in search of lightweight substitute for steel armor. Due to the high specific
strength of titanium, materials on its base are contemplated as a viable alternative in
low-weight armor production [3, 4]. However, when the armor parts are fabricated
using traditional cast and wrought technology the feasibility of implementation
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is questionable due to the high cost of the armor parts. In this regard the use
of blended elemental powder metallurgy (BEPM) instead of ingot metallurgy of
Ti offers an effective cost reduction due to its ability to produce near-net shape
parts, while the waste is considerably reduced [5]. Additionally, the price of BEPM
fabricated components can be reduced through the use of low-cost hydrogenated
titanium powder instead of conventionally used in powder metallurgy (PM) high-
cost titanium metal powder [6]. When the sintering is conducted under the vacuum
hydrogen can be removed from the final structure, so such approach combines
the sintering and dehydrogenation in one processing stage and it has found to
be practical in a lot of applications. It was also shown that temporary presence
of hydrogen in compact during sintering can have beneficial effect on the final
structure since it reduces impurities (including oxygen & chlorine) as well as
facilitate the densification of the compact [6]. One of the key benefit of BEPM
is that such fabrication can easily facilitate reinforcement of Ti-alloys with hard
and light particles, for instance of TiC and TiB making metal matrix composites
(MMC) with enhanced elastic moduli without compromising the material’s low-
weight so desirable for armor. Reinforcement of the alloy with hard particles,
however, most likely lowers the value of toughness and plasticity of material. Yet,
for durable armor, simultaneous high hardness and high plasticity are not essential
through the entire structure: armor parts require high hardness and strength at the
surface, whereas their core rather necessitates high toughness and ductility [7].
Such combination of mechanical properties can be achieved on layered structures
that combine two and more layers of different materials with different chemical
composition and/or microstructure within each individual layer. The objective of
this study was development of cost-efficient technology for fabrication of low-
weight and exceptional anti-ballistic properties multilayered structures (ML) made
using BEPM of Ti alloy and composites on its base with TiB and TiC.

13.2 Experimental Procedure

13.2.1 Conceptual Design of Multi-layered Plates for
Anti-ballistic Application

Combinations of high strength and ductility can be attained in part for anti-ballistic
applications by creation of layered structure, which combines at least two materials
with different properties. In manufacturing of armor, it is common to use a layered
structures made of a front-facing layer, whose purpose is to blunt and abrade
the incoming projectile and a back-facing supporting layer absorbing energy by
deformation [7]. In our armor design (Fig. 13.1) we choose to combine the layers of
Ti-6Al-4V (wt.%) alloy (Ti-64), which provide sufficient ductility, along with metal
matrix composites (MMC) on a Ti-64 base reinforced with TiC or TiB particles
to increase hardness. Layers with higher concentrations of reinforcement particles
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Fig. 13.1 Design concept of
bi- and three-layered armor

Bi-Layered Armor Plate

Projectile

Ti-64MMC 
(Ti-64 + 5-10% RP)

Three-Layered Armor Plate

Projectile

Ti-64MMC 
(5% RP)

MMC
(10% RP)

have greater hardness. These high hardness layers build the front of the armor part,
to enhance wear resistance and to deform and stop projectile upon ballistic impact.
The Ti-64 alloy layer with higher ductility and toughness forms the backside of the
plate to prevent crack propagation and plate destruction. For multi-layered (ML)
structure with more than two layers, we considered different arrangements: (i) with
having the hardest layer in the middle of the plate to prevent extensive spallation of
this most brittle layer and (ii) in the front of the plate to maximize the abrasion of
the projectile.

13.2.2 Fabrication of the Layered Structures Using BEPM

ML structures of Ti-64 alloy and its MMC with 5% and 10% (vol.) of TiC and
TiB were fabricated using BEPM of hydrogenated Ti. PM processing utilizing TiH2
is recognized as low-cost fabrication used in military, aerospace and other critical
applications [6]. Four different powder sets of TiH2 (3.5%H, wt.) with particles sizes
(<40, <100, 80–100, 100–125 μm) was used to determine the effect of the base
powder size on shrinkage behavior and sintering characteristics of compacts. TiH2
powder was blended with corresponding amounts of a master alloy powder, 60%
Al-40%V (wt.), with particles size <63 μm to form the required Ti-64 composition.
To form the MMC layers the required amounts of reinforcement particles powders
were added and mixed before the pressing stage. The size of TiC powder particles
was <30 μm. In order to obtain TiB inclusions as a part of composite, we used TiB2
powder particles <20 μm size expected to chemically transform during the sintering
via the following reaction: TiB2 + Ti = 2TiB. For the ML structures forming,
the blends for each layer were prepared separately and added to the die before
pressing. The die pressing (DP) and sintering technique were used to fabricate the
samples. Plates, with the dimension 90 × 90 × 18 mm were pressed at 150 MPa;
bars 60 × 10 × 10 mm and cylinders 10 mm diameters, 10–12 mm height were
pressed at 150 and 640 MPa. Plates were suitable for ballistic test and bars and
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cylinders for mechanical tests and structure characterization. Single layer materials
were fabricated to test the properties of individual layers. Sintering of all preform
samples was conducted in a vacuum furnace (1250 ◦C, 4 h) followed by slow
furnace cooling. Different post-sintering thermomechanical treatments were also
conducted.

13.2.3 Structural Characterization of Materials

Structures of materials were characterized using light optical microscopy (LOM),
scanning electron microscopy (SEM), electron backscattered diffraction (EBSD),
transmission electron microscopy (TEM), x-ray diffractometry (XRD) and x-
ray microscopy. Mechanical properties of materials have been evaluated using
hardness, microhardness, tensile and 3-point flexural tests. Tensile tests were done
on an INSTRON 3376 machine. Following standard protocol, ASTM E8M-04, 3
specimens were tested for individual material, each sample was having the gauge
length 40 mm and diameter 4 mm. Three-point flexural tests on the bar samples
of sintered bi-layered structures were performed on an INSTRON 8802 following
ASTM E290-14 standard. Each value on flexural tests was an average of at least
3 samples tested. The deformation energy was measured based on engineering
stress-strain curves obtained on tensile test. Ballistic test was performed in the
NATO certified laboratory at Ivan Chernyakhovsky National University of Defense
(Ukraine). Seven different bullet types were tested with the bullet weight varied
3.4–10.4 g; speed: 310–930 m/s; kinetic energy 340–3800 J. More details on
samples fabrication and characterization protocols used in this project are discussed
elsewhere [8, 9].

13.3 Results and Discussion

13.3.1 Structure Characterization of Layered Materials
and Some Problems of BEPM Fabrication

Our microscopy results obtained on smaller size layered samples show the grain size
of the alloys is generally below 100 μm and for the composite layers is commonly
smaller. We observe high structures’ compaction and integration between the layers
(Fig. 13.2). Details on structures evaluation are reported elsewhere [10, 11]. All
layered samples of large dimension (plates) suitable for the ballistic test demonstrate
significant linear shrinkage after the sintering. That was result of dehydrogenation of
TiH2 and particles’ sintering. Plates with TiC composite, however, were successfully
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Fig. 13.2 Light optical (a, c) and SEM (b, d) micrographs of bi-layered structures fabricated using
BEPM with compression at 640 MPa followed by sintering (1250 ◦C, 4 h). All images show the
structure close to the interface (marked with arrows) between the layers of Ti-64 alloy (left) and
MMC on its base (right). The MMC in (a) and (b) 10% Tib; the one in (c) and (d) has 5% of TiC

made using DP protocol owing to very close values of shrinkage of the alloy and
TiC composites layers. Shrinkage values measured on plates were 15.7%, 15.5%
and 15.1% for Ti-64, Ti-64 + 5%TiC and Ti-64 + 10%TiC layers correspondingly.
Insignificant shrinkage mismatch of individual layers didn’t cause cracking or
distortion of the plates due to the minor interface stress which most likely was
compensated by variation in porosity of adjacent layers [9, 11]. Sintering of ML
plates with TiB composite was quite different. Those plates demonstrate very
different shrinkage values of individual layers: 13.5%, 11% and 8.5% for Ti-
64, Ti-64 + 5%TiB and Ti-64 + 10%TiB correspondingly. Shrinkage mismatch
builds up the interfacial stress between the layers during the sintering and causes
plates bending, delamination and cracking. The difference in shrinkage behavior of
layered plates with TiC and TiB was explained using results on dilatometry study of
individual powder compacts during continuous heating [9]. It was noted that TiC
has very high melting point (3140 ◦C) and doesn’t undergo changes during the
sintering. Whereas TiB is a result of in-situ chemical reaction involving diffusion of
reacting elements. Due to the large difference in mutual diffusion mobility of boron
and titanium it creates the Kirkendall’s porosity effect [10]. The increased porosity
of TiB composites causes swelling of corresponding layers creating shrinkage
mismatch with the alloy.

To minimize the shrinkage mismatch of individual layers during the sintering
of ML structures with TiB several experimental parameters were tested. Our
assessment on combined effect of the powder size and the powder hydrogen content
shows that acceptable (less than 1%) shrinkage mismatches can be achieved at
150 MPa with proper selection of the TiH2 powder size used. The ML plates
suitable for the ballistic test were fabricated using optimized parameters. All details
on structure characterization, observed shrinkage mismatch of layered structures
during BEPM fabrication and mismatch minimization are reported elsewhere [9].
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13.3.2 Mechanical Properties of Layered Structures and
Anti-ballistic Performance

Some properties of studied materials are shown in the Table 13.1. Residual porosity
of individual layers is strongly affected by the presence and type of reinforcement
particles. Ti-64 alloy demonstrates the lowest porosity, which depends on size of
TiH2 powder used for fabrication of ML structures. Porosity of TiC composite is
some higher and porosity of TiB composite is the highest. Vickers hardness and
tensile properties are pre-determined by the combined effect of residual porosity
and the fraction of reinforcement particles. An increasing amount of strengthening
particles causes the expected drop in elongation, while the anticipated increase
in strength is not observed due to greater porosity and premature fracturing. We
observe some increase in Vickers hardness of MMCs. However, the yield stress and
ultimate tensile stress values of composites are substantially lower to those values
of Ti-64 alloy sintered using optimized parameters (powder size, hydrogen content,
compaction pressure) (#7), shown here for comparison.

Our results on 3-point flexure test demonstrated substantial increase in both, the
flexure stress and the flexure strain of bi-layered samples compared to a single-layer
composite samples as well as the uniform Ti-64 alloy [13]. It was shown that single
layer samples of MMC have shown inferior flexure characteristics compared to
Ti-64 sample without reinforcement particles. However, when uniform Ti-64 alloy
compared to the best bi-layered samples values we see close to 20% improvement
of the flexure stress with no loss in the strain value, how it was measured at the
same strain rate (10−1 s−1) on bi-layered sample with 10% TiC MMC. These
results suggest higher deformation energy of bi-layered vs. uniform structures. It
is important to note that the order of the layers is essential in the test: the MMC
layer must be on the top, where the concentrated load is applied and Ti-64 alloy
is at the bottom. When the bar is flipped over the overall flexure performance
of the layered structure is far poorer compared to uniform Ti-64 alloy bar. More
details are discussed elsewhere [13]. This result implies bi-layered structure of Ti-
64//Ti-64 + 10%TiC have potentially better anti-ballistic properties compared to
the uniform single-layer Ti-64 and ML structures with TiB prepared using powder
approach since it capable absorbing higher energy during deformation. Results on

Table 13.1 Residual porosity, Vickers hardness and tensile properties of individual layers

# Material Porosity, % Hardness, HV UTS, MPa Elong., %

1 Ti-64 1.8% 345 1034 7.2
2 Ti-64 + 5TiC 3.8% 333 708 <1
3 Ti-64 + 10TiC 3.6% 373 618 0
4 Ti-64 3.6% 299 969 8.3
5 Ti-64 + 5TiB 4.5% 327 847 0
6 Ti-64 + 10TiB 8% 324 512 0
7 [12] Ti-64 1.5–1% 320–340 940–1000 10–14
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Fig. 13.3 Ballistic test results: (a) Cast Ti-64 alloy; (b) Bi-layered plate of Ti-64 // Ti-64 + 10%
TiB; (c) Three-layered plate of Ti-64 // Ti-64 + 10% TiC // Ti-64 + 5%TiC. All plates have about
the same thickness 25–27 mm. Test conditions: B32 bullet (Table 13.3), caliber 7.62 × 54 mm,
mass 10.4 g, kinetic energy 3500–3800 J. The cast fabricated sample in (a) was annealed at 1100 ◦C
for 1 h and cooled with the furnace producing lamellar microstructure [16]

antiballistic test corroborates with the data on 3-point flexure test. We can see
substantially better anti-ballistic performance of the layered structures compared
to the cast Ti-64 alloy (Fig. 13.3). Bullets of 7.62 caliber pierced the cast plate all
the way through and stuck inside of the layered structures without showing damage
on the backside of the tested plate.

13.3.3 Anti-ballistic Performance of Bi-layered Structures
and Potentials of Its Improvement

Comparing the mechanical characteristics of bi-layered and uniform structures we
could expect substantial improvement of anti-ballistic performance of our materials
if we have better control over their porosity (Table 13.1). Hardness is one of the
most important properties of the front facing layer of the armor as most of the
studies suggest and it appears that porosity is undesirable. The data in the Table
13.1 show loss of Vickers hardness with increased porosity, even in the presence of
high-moduli particles of TiC and TiB that supposed to contribute to the hardness
gain. That is why we attempted hot plastic deformation of sintered ML structures
for their more complete densification for the hardness improvement [8]. Ideally such
treatment should provide the porosity reduction to about 1–1.5% without imposing
uncontrollable grain growth and layers’ delamination. Post-sintering hot plastic
deformation of different structures was conducted at temperatures not far from the
beta-transus of Ti-64 alloy. It was found that the deformation of layered structures
using hot rolling was unsuccessful due to significant disparity of the metal flow and
degree of accommodated plastic deformation in Ti-64 alloy and adjacent composite
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layers. It was established that the hot pressing of the plates was more successful.
ML samples with TiC particles were successfully hot pressed at 1100 ◦C to a total
deformation degree of 45%, without breaking the integrity between the layers. At
such conditions the deformation degree of Ti-64 alloy layer in the ML structure
reached 65% that resulted in reduction of total porosity of this layer to less than
1% and decrease in the pore size. After the hot pressing plates were additionally
annealed (850 ◦C, 2 h) for the stress removal. The deformation behavior of the ML
plates used MMCs with TiB was fairly different. The hot pressing was performed
at 1100 ◦C and was stopped at 10% of the total deformation due to the cracks
formation started within the MMC layers. More details are reported elsewhere [8].
Thermomechanical processing is still ongoing study, but current results show the
potentials on mechanical properties improvement of layered structures after the
optimized thermomechanical treatment is applied. We expect further improvement
of antiballistic performance of ML. We also consider an alternative approach on
layered structures fabrication, which separate layers bonding from the sintering.
In such approach optimized treatment could be used separately on each layer
followed by the layers’ bonding using diffusion bonding (DB), hot isostatic pressing
(HIP) or friction welding (FW) etc. Potential predicaments of dissimilar structures
bonding are that parameters, which control the process, can affect each structure
from the couple differently. Some complications can also arise due to presence of
reinforcement particles and other defects. To address the feasibility of ML structures
fabrication by joining optimized layers we run some studies on DB, HIP and FW of
Ti-64 alloy with MMCs on its base. Results of these studies [14, 15] show successful
bonding of Ti-64 alloy and TiB/TiC MMCs on its base via different suggested
methods. It validates the prospects of joining of Ti-64 alloy and MMC of this alloy
with TiC and TiB to form layered structures and opens possibilities of bonding the
structures after each layer processed separately to its optimal performance. Such
approach can significantly facilitate the hardness increase of MMC layer since it
eases the restrains on the amount of the reinforcement phase. Besides, it takes away
the concern on shrinkage mismatch between the alloy and composite during BEPM
fabrication. Also it potentially allows welding and bonding the armor of any shape
and dimension.

13.3.4 Three-Layered Armor Structures and Its Optimization

Three-layered armor structures have advantage over bi-layered since they allow
more flexibility in changing the order and the thickness of the layers with different
individual properties in order to better resist on specific ballistic impact [7].
Optimization of three-layered structures was done using flexure test performed on
60 × 10 × 10 mm bars. The goal of this assignment was optimization of three-
layered structures in order to minimize the number of ballistic trials. Few variables
were in question: (1) type of particles (TiC or TiB); (2) the order of the sheets:
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Fig. 13.4 Results on 3-point bend test of three-layered structures. The labels indicate: the type of
reinforcement (TiB and TiC); the amount (in vol. %) for the layers at the top-center-bottom of the
tested bar (the top layer is where the concentrated load was applied); “fast” and “slow” indicated
the strain rate: 10–1 s–1 and 10–3 s–1 correspondingly. The thickness of each layer was ~ 3 mm

the hardest, medium hard and ductile with 10%, 5% and 0% of reinforcement
correspondingly; (3) thickness of each layer in triplet; and (4) the strain rate.

Results in Fig. 13.4 show that three-layered structures with TiC perform con-
siderably better compared to the structures with TiB. The best performance of
three-layered structures is observed in consequence 10-5-0 with the hardest layer
on the top of the tested bar. Among all measured structures with TiB performance
was the poorest when the alloy Ti-64 layer was used at the top. We also can see
consistently higher flexure stress and strain for the faster strain rate used (dotted
lines vs. solid green and purple). Last observation points out on potentially good
anti-ballistic properties (ultimate stress increase with increasing the strain rate) of
considered structures as existing ballistic theories suggest [7].

We also evaluate the optimum thickness ratio of the sheets in three-layered struc-
tures with TiC reinforcement. The consequence of the layers 10-5-0, determined
earlier was used. Results of this test (not shown) demonstrate that the highest flexure
stress/strain is observed when the used ratio was 2:1:3. It suggests that for the best
flexure performance the bottom ductile layer should be about half of the thickness
of the entire bar and the top hardest layer (10% of TiC) should be twice thicker than
the medium hard (5% of TiC).
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Table 13.2 Tested samples
in the strain rate evaluation
test (in grams)

Composition/sample # 1 2 3 4 5 6

μi-64 + 10%μi´ 10 10 8 8 6 6
μi-64 + 5%μi´ 4 4 4 4 4 4
μi-64 10 10 12 12 14 14
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Fig. 13.5 Flexure test results of the three-layered structures in evaluation of the combined effect of
the strain rate and the layers’ thickness. The number in the label correspond to the sample number
in the Table 13.2

Finally, we evaluated the effect of the strain rate on flexure stress-strain behavior
of three-layered structures. Even though the optimum ratio 2:1:3 was established
in the previous test we wanted to verify it reminds the best when the strain rate is
changed. So, basically there were two variables in this test: the strain rate and the
layer’s thickness ratio. Six tested conditions are listed in the Table 13.2 and results
of the experiment are shown in Fig. 13.5. The thickness of each layer in sintered
structure was controlled by the mass of the powders used for each layer and it is
listed in grams in the label for each curve on the chart. The total mass of entire
bar was always the same, 24 g. Samples 1, 3, 5 were tested at 10−3 s−1 and 2, 4,
6 at 10−1 s−1 strain rates. Samples #3 and #4 are showing the best combination
of strength and ductility and the highest deformation energy at both tested rates.
It is also important to note that for those two samples stress is higher at higher
strain rate, which points on good anti-ballistic properties. Sample with layer’s order
6-4-14 show good result at slow rate (#5), however at fast rate (#6) it performs
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poorly. Outcome of this test verifies that the ratio 2:1:3 gives the best antiballistic
performance and it was used to fabricate three-layered plates for further ballistic
examination.

13.3.5 Ballistic Test of Three-Layered Structures

Examination parameters of selected three-layered plates and results of their ballistic
examination are listed in Table 13.3 and some details discussed elsewhere [16].

Seven tested bullets’ types are grouped into three classes based on their striking
factors. The striking factor of the 1st class bullet (PST, PS, LPS) is the kinetic energy
of projectile only (steel bullet, not quenched). The 2nd class (PP) is characterized by
two striking factors, kinetic energy and hardened core of the bullet (700 HV). And
the 3rd class (BZ, B-32) is characterized by three striking factors, kinetic energy,
hardened core and incendiary capability. We determined the threshold Specific
Kinetic Energy (SKE) per plate thickness required for piercing three-layered plates
by different bullets’ classes. Those are summarized as followed:

– when SKE is below 8.88 J/mm3 the 1st class of bullets is not capable of piercing.
When the SKE is higher than 10.77 J/mm3 the plates are getting consistently
pierced;

– for the 2nd class bullet the piercing is taking place at SKE exceeding 8.85 J/mm3.
– for the 3rd class the piercing is not happening at SKE of 3.29 J/mm3 whereas at

5.19–5.91 J/mm3 partial piercing (bullets stuck in the plates) can take place.

The SKE calculated in this study was compared to results in two other studies
on Ti-64 alloy armor and all three data sets are shown in Fig. 13.6. The armor
plates reported in [17] was treated using surface rapid heat treatment (SRHT) that
reinforces the surface layer of the armor plate by creating gradient structure. The
figure on SKE demonstrates that compared to currently used Ti-64 alloy armor (3)
[18] the energy enable the piercing of armor plate is required to be 10-15% higher
for Ti-64 alloy armor after its structure is modified by SRHT (2); and it is almost
twice (!) higher for the layered structure in this study (1) which incorporate MMC
as the front layers.

13.4 Conclusions

Relatively big size plates suitable for ballistic test of ML structures of Ti-64 alloy
and MMC on its base with 5–10% (vol.) of TiC and TiB were fabricated using
BEPM of hydrogenated Ti. It was found that during the sintering of the layered
structures the shrinkage levels of the base alloy layer and MMC with TiC are similar,
enabling the successful fabrication of multi-layered structures without requiring
optimization of the sintering processing parameters for relatively large plates.
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Fig. 13.6 SKE of the 1st
class (“soft” core) bullet
required to make the armor
piercing vs. plate thickness.
Chart (1) shows current study
results corresponding to the
testing condition listed in the
Table 13.3, #2 (PS) and #5
(LPS). Chart (2) shows results
of previously reported study
[17] and (3) of study [18]
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The shrinkage level of the Ti-64-based MMC reinforced with TiB is significantly
different from that of the alloy layer and requires careful control over sintering
parameters. Effective control of shrinkage mismatch between individual layers can
be achieved through the careful selection of base powder size and the used amount
of hydrogenated Ti powders.

It was found that layered structures fabricated using BEPM protocol with
the front facing layer made of MMC and the back facing made of Ti-64 alloy
demonstrate superior antiballistic performance compared to the uniform armor
plates made using cast and wrought technique of Ti-64 alloy. Superior antiballistic
properties of the layered armor structures were explained by their enhanced flexural
strength compared to uniform single layer part made of Ti-64 alloy.

The post-sintering thermomechanical treatment, commonly used to increase the
densification of the PM products, has major restrictions for the layered structures
application. The hot rolling was found to be unsuccessful. The hot pressing at
1100 ◦C followed by the annealing at 850 ◦C for 2 h was somewhat promising for
porosity reduction of layered structures with TiC MMCs. The effect of hot pressing
and annealing on the properties of the layered plates with TiB MMCs was less
apparent.

DB and FW can be used for joining sheets of Ti-64 alloy and MMC of this alloy
with TiC and TiB to form layered structures. That opens possibilities of bonding
the structures after each layer processed separately to its optimal performance. Such
approach can significantly improve the properties of individual layer and as a result
the entire layered armor. Besides, it takes away the possible concern on shrinkage
mismatch between the alloy and composite during the BEPM fabrication of layered
components and opens bypass on fabrication of large-sized and complex-shaped
structures.

Three-layered armor structures with the layers different by the amount of
reinforcement particles were optimized in terms of the layers’ thickness and the
order. The threshold SKE per plate thickness required for the armor plate to be
pierced were determined for three different bullets’ classes and found to be superior
for ML structures in this study compared to currently used Ti-64 armor.
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Chapter 14
SOLE Project – Demonstration
of a Multistatic and Multiband Coherent
Radar Network

Giovanni Serafino, Salvatore Maresca, Filippo Scotti, Antonio Malacarne,
Antonella Bogoni, Paolo Ghelfi, Leonardo Lembo, Carlo Noviello,
Virginia Zamparelli, Gianfranco Fornaro, Eugenio Sansosti,
Nicolas Torcheboeuf, and Steve Lecomte

Abstract The aim of the NATO-SPS SOLE project is demonstrating the feasibility
and the high performance of a radar network thanks to photonics. Indeed, the
coherence offered by photonics makes the proposed distributed radar system capable
of an efficient implementation of MIMO processing and ISAR imaging, enhancing
the performance in terms of resolution and precision. The advantage of a fully
coherent, multistatic radar system here is experimentally proven by a 5-time cross-
range resolution enhancement thanks to MIMO processing, and in an efficient
focusing in ISAR imaging.

Keywords Photonic radar · MIMO radar · ISAR imaging · Mode-locked lasers

14.1 Introduction

Recently, distributed radar systems have attracted high interest, as a mean to
increase the level of system performance, e.g. applying the multiple input-multiple
output (MIMO) paradigm [1, 2]. Yet, practical implementations have been rarely
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proposed, since the attained complexity of such systems was too high, compared
to the advantages granted by this kind of solutions. Indeed, to exploit all the
advantages they offer, radar networks require a high phase coherence among all
the nodes [3], which is very hard to obtain with classical electronic technology.
In many cases, signal post-processing techniques can be applied to reconstruct
the needed coherence; however, this usually translates in a huge, barely affordable
computational complexity, which does not represent only a waste of resources, but
can also introduce long time delays, making real-time applications of radar networks
unattractive. However, in the last two decades, photonics started penetrating radio
frequency (RF) remote sensing systems [4, 5]. Thanks to the guaranteed phase
coherence in signal generation [6] and distribution [7], photonics introduces the
possibility of going beyond the original concept of stand-alone radar, enabling
the feasibility of distributed radars, without requiring an exaggerated increase of
the computational load.

The “multiStatic & multiband cOherent radar fLeet for border sEcurity” (SOLE)
project aims at the realization of a demonstrator of a 3 transmitters (TXs) by 3
receivers (RXs) full-functional radar network for surveillance purposes, based on
the coherent multi-static approach, leveraging on the intrinsic high level of coher-
ence of photonics [8]. The proposed system benefits from the MIMO approach,
enhancing the cross-range resolution [2], and enabling the possibility of implement-
ing high-performance imaging algorithms [9]. To this aim, suitable data processing
techniques are considered, as well as algorithms for multistatic inverse synthetic
aperture radar (ISAR) applications, to obtain a radar with enhanced sensitivity and
precision.

Here, we report on the experimental activities for a first validation of the
architecture of the proposed system and the related processing. In a campaign of
in-field measurements, we tested a preliminary version of the photonic, multistatic
coherent radar network, with 2 TXs and 2 RXs, applying MIMO and ISAR
processing to the acquired data, showing the increased performance granted by the
photonics in a radar network.

14.2 The SOLE Project Radar Network Architecture

The proposed distributed radar system architecture is composed by a central unit
(CU) and three sensor peripherals (SPs). The CU and the SPs are connected by
means of single mode fiber (SMF) spans. The architecture of the CU is shown in
Fig. 14.1a. It can be ideally divided in a transmit (top) and receive (bottom) section.
The master optical oscillator is implemented by a mode-locked laser (MLL) with a
600-MHz pulse repetition rate. The transmit section is equipped with three Mach-
Zehnder modulators (MZMs) that will operate electro-optical (E/O) conversion of
the radar waveforms generated at intermediate frequency (IF) by the digital-to-
analog converters (DACs). The employed optical carriers are extracted from the
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Fig. 14.1 Detailed description (a) of the photonics-assisted CU of the SOLE radar network and
(b) of the structure of the SPs

MLL, which represents the system optical clock, by an arrayed waveguide grating
(AWG). The optical carrier is fed into the MZM, where it is electro-optically
modulated by the IF signal. The AWG extracts from the MLL spectrum also one
line for each SP, that will be employed by the RXs as optical carrier for the E/O
conversion of the received radar echoes: for this reason, it is sent unmodulated to the
SP. Moreover, a gate to control the transmit and receive operations inside the SPs
is generated and converted to the optical domain exploiting the direct modulation
of a continuous-wave laser. A 3:1 optical coupler aggregates the radar waveforms
converted to the optical domain, the unmodulated optical carrier from the MLL and
the E/O converted gate to drive the operation of the SP. These three optical signals
are transmitted together through the SMF to one of the SPs, after amplification by
an Erbium-doped fiber amplifier (EDFA). This structure is repeated thrice inside the
CU, once for each SP.

In the CU section dedicated to the received signals, there is another 3:1 coupler
collecting the optical signals coming from the RXs of the three SPs, on three
different wavelengths. After an EDFA, another AWG splits the three signals at
the input of three photodetectors (PD) for the opto-electrical (O/E) conversion of
the radar waveform to base band (BB). The PD outputs, after signal conditioning,
are separately digitized by three analog-to-digital converters (ADCs). The SOLE
photonic MIMO radar demonstrator will operate on S and X band. Transmission and
reception orthogonality between the SPs will be obtained thanks to time division
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multiplexing (TDM), i.e. each SP will transmit and receive in different moments.
The coordination in time of the SPs operations is achieved thanks to the gate signals.

The scheme of the structure of a sensor peripheral is shown in Fig. 14.1b. The
three optical signal coming from the CU are again separated by an AWG. The radar
waveform is photodetected by a PD with a broad electrical BW. Then, among all
the beating products at the output, the one centered at the desired RF frequencies
in X and S band are selected by suitable electrical filters inside the front-end,
before amplification and transmission by a wide-band antenna. The received radar
echoes gathered by the antenna are fed into the electrical input of a MZM and E/O
converted, modulating the mode coming from the MLL. An automatic polarization
controller keeps the polarization of the incoming MLL mode aligned with the input
polarization axis of the MZM, to optimize the power losses. The MZM output is
transmitted on the SMF to the CU, where it is received and acquired.

14.3 The Optical Master Clock

In order to optically generate and distribute the signals in the photonics-assisted
radar concept, it is advantageous to start with a system clock in the optical domain
instead of an electrical clock (quartz, dielectric resonant oscillator, etc.) involving
E/O conversion. MLLs are oscillators with unique phase noise purity: the physics
of such oscillators, and in particular for those based on a diode-pumped solid-
state laser architecture, allows for unmatched phase purity. Since optical fibers and
telecom components are used in the radar system, a MLL emitting in a telecom band
is necessary. For this purpose, the 600-MHz repetition rate solid-state laser based
on Er:Yb:glass gain medium and passively mode-locked with a semiconductor
saturable absorber mirror has been realized. A laboratory version of this laser, shown
in Fig. 14.2a, emits about 80 mW of output power with soliton pulses of spectral full
width half maximum of 12.5 nm (corresponding to a duration of 204 fs) and centered
at 1561 nm. The fundamental line of the MLL electrical spectrum, at 600 MHz, is

Fig. 14.2 (a) Laboratory version of the 600 MHz soliton MLL. The blue lines correspond to the
beam path in the standing-wave cavity; (b) Lower-frequency component of the electrical spectrum
of the MLL, with a spectral purity of around 70 dB
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reported in Fig. 14.2b, showing the high spectral purity of such tone, around 70 dB.
Now emphasis is made on the packaging of such a laser for reliable and long-term
operation.

14.4 Processing and Target Detection

14.4.1 The MIMO Radar Concept and Processing

Unlike generic multistatic radars, MIMO radars are characterized by a high level of
coordination between the central and the remote nodes; this unique feature allows
to jointly process at the central node the multiple data streams with no need of local
pre-processing at the remote nodes [1]. For this reason, they are particularly suitable
for surveillance applications. In particular, MIMO radars with widely-separated
antennas have the ability to observe the target from different aspect angles [1]. This
offers many advantages, like the “super-resolution”, i.e. the ability of enhancing the
cross-range resolution beyond the limit imposed by the antenna aperture and even
higher than the in-range resolution.

Following the general radar signal processing scheme [10], here we will focus
our interest mainly on the MIMO fusion and target imaging strategies. In the case
of a radar network with M TXs and N RXs, the CU employs N ADCs to digitize the
received signals, which are the combinations of the M echo signals from each TXs.
With the subscript k, l we indicate the generic radar employing the generic kth TX
and lth RX pair, with k = 1, . . . , M and l = 1, . . . , N. In the signal conditioning
stage [10], the N digitized data streams are split into the M × N individual bistatic
channels for data processing. After conditioning, the BB equivalent of the signal
received by the lth RX is [1]:

rk,l(t) = ak,l � sk
(
t − τk,l

)
ej[θ(t−τk,l)−θ(t)] + nk,l(t), (14.1)

where sk(t) is the signal transmitted by the kth RX, ak, l is an amplitude factor, while
τ k, l is the time delay proportional to the bistatic distance, being function of the target
location (x, y) and the TX/RX positions in the Cartesian plane. The term nk, l(t) is
modelled as an additive white Gaussian noise stochastic process, while the phase
noise θ (t) models the phase instability caused by the oscillator. When the angular
jitter is less than 0.1 rad [3], the coherent MIMO log-likelihood function can be
calculated as [1]:

Λ(t) = a

∣∣∣∣∣
M∑

k=1

N∑
l=1

e−j2πfIF τk,l

∫
r∗
k,l(t)sk

(
t − τk,l

)
dt

∣∣∣∣∣ + b. (14.2)

For each possible target location (x, y) in the monitored space, the statistic 
(t) is
computed determining the MN correlations between the received and transmitted
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signals, while the phase term e−j2πfIF τk,l compensates the phase shift due to
time delay τ k, l. Finally, all the MN correlation contributes are summed together
coherently. This phase compensation (i.e. coherent MIMO processing) is feasible
only when the system architecture can ensure time/phase synchronization. This is
the case of the proposed photonic radar network, which employs the same optical
oscillator, with very low phase noise [6], for both signal generation and detection.
In fact, the temporal jitter of the considered system is in the order of 10−12 s, while
the angular jitter is in the order of 0.01 rad [8], far better than the operative limit [3].

14.4.2 Multistatic ISAR Processing

ISAR imaging founds on the possibility to gather information of the target from
slightly different angular positions by exploiting the relative motion between
the sensor and the target. The backscatter echoes from the targets need to be
coherently processed to obtain high-resolution images in the cross range direction
[9]. Notwithstanding, the target motion which is necessary to produce the angular
imaging variation, is also typically responsible of the presence of phase variation
that, if not properly compensated, would be source of large defocusing. The target
motion shall be, generally, estimated directly from the data and then properly
compensated. It can be shown that, for a target characterized by a uniform motion,
the bistatic delay can be expressed in the form:

τk,l(t) = 2Rk,l(t)

c
, Rk,l(t) = R0kl + γk,l t + δk,l t

2 (14.3)

with γ k, l and δk, l being parameters proportional to the Doppler centroid and
Doppler rate associated to each sensor pair (k,l); in fact, the influence of the Doppler
Centroid is mandatory to separate the moving target from the static clutter, and, high
value of the Doppler rate allows to achieve sufficient system focusing capabilities,
respectively. The block diagram in Fig. 14.3 describes the processing implemented
to perform the focusing of ISAR data for either monostatic or bistatic configurations.
Core of the procedure is the target motion estimation and compensation, which is
based on Doppler analysis. Following this step, an inverse Fast Fourier Transform

Fig. 14.3 Block diagram of the focusing procedure for monostatic and bistatic ISAR data
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(IFFT) is carried out to obtain the focused image: eventually, a scaling is performed
in the cross range direction to achieve the final pixel size.

14.5 Experimental Activities and Results

To validate the approach proposed in SOLE project, we present a preliminary test of
the multi-static coherent radar network in a real outdoor scenario. Two measurement
campaigns have been carried on: the first with extended targets, to validate the
imaging capability of the system; the second, with multiple small, closely-spaced
targets to demonstrate the attained enhanced resolution. It is important to remark
that the system always worked in X band but, between the first and the second field
trial, it underwent an upgrade of the employed BW from 20 to 100 MHz.

The scheme of the tested radar network [8] is depicted in Fig. 14.4a. It is
composed of 2 TXs × 2 RXs, connected to the CU through SMF, working as
explained in Sect. 14.2. The MLL enables generating RF carriers with extremely
low phase noise, upon the O/E conversion of the MLL modes in a PD [6],
thus implementing high-quality RF up-conversion and down-conversion. Moreover,
exploiting a single MLL for these operations ensures a perfect synchronization
of the SPs and maintains the coherence of the signals, which is the most crucial
issue in coherent MIMO radars. The radar signal, a linear frequency-modulated
upsweep chirp pulsed signal with 100 ns duration, pulse repetition interval (PRI)
of 50 μs and BW B, is digitally generated at fIF = 100 MHz, whereas the RF output
carrier frequency is fRF = 9.7 GHz. The large MLL optical spectrum ensures high
efficiency, and the wide electrical BW of MZMs and PDs allows for the flexible
management of RF signals up to several tens of GHz [6]. The employed antennas
at the TXs and RXs are ultra-wideband horn antennas with about 50◦ half-power
beam width (HPBW) aperture and 12 dBi maximum gain. The output power of each
antenna was about 100 mW. The optical delay line (ODL) depicted in Fig. 14.4a,
consisting of a 1 km-long SMF spool inserted before the TX of SP2, implements
the TDM between the two SPs. The detected echoes received by the SPs are sent to
the CU, where they are down-converted, low-pass filtered, fed into a two-channel
acquisition system and digitized by an ADC at 400 MS/s per channel. An aerial
picture of the out-door experimental setup, taken by one of the drones carrying a
target, is reported in Fig. 14.4b, showing the geometry of the radar network. The
four horn antennas were aligned along a 21-m baseline.

The multistatic ISAR processing, based on Doppler Parameter Estimation Algo-
rithm described in Sect. 14.4.2, has been adopted for testing the imaging capability
of the photonic radar network on moving targets. Experiments on extended targets
have been conducted employing a single TX and both RXs with B = 20 MHz, with
a range resolution of 15 m, with an observation interval of 0.1 s which limited the
Doppler resolution to 10 Hz. The chosen targets were airplanes taking off in the
proximity of the building. In Fig. 14.5 are shown the images of the target before (a,
c) and after (b, d) the focusing in the Range-Cross range domain, for the RX1 (a, b)
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Fig. 14.4 (a) Architecture of the proposed Photonic Radar Network. DSP Digital Signal Process-
ing, BPF Band-Pass Filter, LPF Band-Pass Filter. (b) Aerial picture of the test field, taken by one
of the drones carrying the targets. The target is the metal net cylinder hanging from the drone

and RX2 (c, d). The selected target is moving at radial velocity of about 130 km/h,
at a distance from the baseline of around 770 m. Although it is difficult to identify
the shape of the airplane, the visual inspection demonstrates the capability of the
algorithm to achieve well focused images, despite the short acquisition time, thanks
to the stability of the optically generated and distributed signals.

Table 14.1 reports typical quality parameters to evaluate imaging performances
for both RXs. As apparent from the results, all the parameters improve after the
application of the ISAR imaging algorithm, thus confirming the capability of the
system to guarantee good performances. Even though the analysis were carried out
on a premature version of the radar system which is not tuned to ISAR imaging, the
achieved results are rather promising.

In the second measurements set, carried out employing all TXs and RXs, with
a BW B = 100 MHz, the two cooperative targets consisted of two cylinders, with
17 cm radius and 50 cm height, made of a tight-mesh metal net and hanging from
two mini-drones hovering above the baseline. The two targets were always kept at a
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Fig. 14.5 Unfocused (a, c) vs focused (b, d) ISAR images of a target took in the first set of
measurements, by RX1 (a, b) and RX2 (c, d)

Table 14.1 Quality imaging parameters

RX1 RX2
Parameters Unfocused Focused Relative Unfocused Focused Relative

Contrast 1.06 1.12 +5.81% 1.02 1.09 +6.54%
Entropy 7.43 7.09 −4.66% 7.61 7.31 −3.99%
Peak 0.30 0.40 +34.96 0.23 0.37 +56.56
Sharpness 0.22 0.37 +69.90% 0.16 0.35 +124.71%

Fig. 14.6 Normalized cross-ambiguity function as processing output of the MIMO detection in
the second set of measurements with two closely-spaced targets. (a) Non-coherent MIMO with
two unresolved targets; (b) coherent MIMO where the targets are clearly distinguishable

distance of around 3 m from each other, at 18 m above the baseline. The axes of the
cylinders were perpendicular to the baseline, to enhance the radar cross-section seen
from the antennas. As we can observe in Fig. 14.6a, the two targets are too close to
be correctly separated in the cross-range with a MIMO non-coherent processing.
Indeed, being the in-range distance from the baseline of the two targets 18 m, and
given the antenna HPBW ~50◦, the expected monostatic cross-range resolution is
15.7 m. Figure 14.6b, instead, depicts the output of the coherent MIMO processing.
Here, the two targets are correctly separated in cross-range, around 3 m apart from
each other, demonstrating a cross-range resolution improvement by a factor of 5.
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14.6 Conclusions and Future Works

A coherent MIMO radar network demonstrator based on photonic technology
has been presented and tested in a real outdoor environment. The capability of
the distributed system, specifically tailored to real-time surveillance applications,
of performing MIMO processing and ISAR imaging have been demonstrated.
Two cooperative closely-spaced targets have been successfully resolved in cross-
range by applying coherent MIMO processing, which enhanced the resolution by
5 times. The superiority of such an approach compared with the non-coherent
approach is apparent, demonstrating the benefits of the photonics-assisted proposed
architecture. Moreover, the efficiency of ISAR processing by this distributed radar
network on an extended target, represented by an airplane, have been shown. The
here-presented results should be considered as a starting point: further field trials
are planned in the next future with an extended architecture, with one more SP and
working at the same time in X and S band, with much more largely distributed
antennas, as the final goal of the SOLE project.
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Chapter 15
NORMA: Imaging Noise Radar Network
for Covert Air and Maritime Border
Security

S. Tomei, D. Staglianò, K. Lukin, V. Palamarchuk, and S. Lukin

Abstract The NORMA project aims at designing and analyzing a imaging noise
radar working in network configuration for covert, high spatial resolution air and
maritime border surveillance. The main NATO military benefits of the NORMA
system consist of the capability of the proposed solution to have an all-weather
all-day 24-h covert and LPI surveillance system with high detection, tracking
and imaging performance. The system will be also designed to achieve low RCS
and high resolution range profile measurements. Particularly, the multistatic and
MIMO imaging capabilities of the system allow the target to be observed at
different viewing angles providing full shape RCS and imaging and consequently
better classification and recognition performance. A technological demonstrator
composed of two noise imaging radars in a network will be designed and developed.
A system demonstration to assess the performance of the proposed solutions will
be performed at the end of the third year of the project. The present paper aims
at showing the idea behind the proposed solution and the main advantages that
border authorities can benefit of. In particular, the paper will focus on how the
noise waveforms will be generated and what radar mode will be used to achieve
the desired objectives.
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15.1 Introduction

Given the nature of current evolving threats, border security has become of
paramount importance both in civilian and military application. In particular, both
air and maritime borders are threatened by unlawful activities which employ new
technologies and require the use of more effective surveillance sensors. New
technologies such as unmanned platforms employed by drug smugglers require
the intervention of border authorities with more effective systems, allowing for an
efficient and continuous monitoring of land and sea borders. In particular, such
solution should face both civilian and military issues, allowing for all weather/all
day operations and covert/LPI (Low probability of Intercept) capabilities.

The solution proposed in this project is a radar network system composed
of cooperating wideband noise imaging radars. The capability of the radar to
be operative all weather all days 24 h per day is accomplished with the main
characteristic of transmitting wideband noise waveforms with imaging capability.
It is a powerful solution to have an LPI land and sea border surveillance system
also in critical and sensible regions, which are difficult to be monitored by human
patrolling missions. It is worth pointing out that LPI is a desired feature especially
for military applications that have to deal with antagonistic and hostile forces trying
to prevent the surveillance of specific and sensitive areas. The radar is also designed
to have an RCS mode for the measurement of target reflectivity and 1D-2D imaging
capability, including also detection and tracking techniques for the revelation of
slow target motions in sea and strong land clutter, being a very important function
for sea border surveillance and mainly for low flying drone detection.

The following sections will focus on the description of the proposed systems
based upon Noise Radar Technology [1–4] and software defined noise radar network
[5, 6], ground SAR network [7, 8] and ISAR modes [9].

15.2 The NORMA System

The main objective of the NORMA project is to implement an innovative solution
that addresses the user needs. According to the end users perspective, the most
challenging mission is monitoring protected areas and natural reserves to intercept
any illegal activity which might be dangerous for such areas, and the surveillance of
harbours or other restricted and sensitive areas in wider regions, which are already
monitored by other systems, but need an additional and dedicated monitoring
system. Within this mission, the main aim is to detect small vessels, such as
motorboats and rubber dinghy and other small targets, such as divers at small ranges
from the sensor and small drones used by drug smugglers.
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15.2.1 System Architecture

The proposed solution is based on a bistatic/multistatic architecture that offers
a number of benefits due to the separation between the transmitter and the
receivers. In particular: (1) Enhanced robustness of the overall system introducing a
higher level of redundancy; (2). Exploitation of large baselines that increase the
signature from low-observable targets; (3) A reduced dynamic range in difficult
imaging environments such as urban ones; (4) Robustness against unfavourable
geometry; (5) Robustness over shadowing effects; (6) A better detection and
tracking capability. When multiple receivers are employed, each one forms a bistatic
radar with the transmitter offering the potential for tailored coverage and a richer
information source to enable more accurate location, high resolution imaging, target
reconstruction and, hence, identification. The price to be paid for these advantages
is an increased system and processing complexity. In particular synchronization and
beam pointing are more difficult to be implemented.

NORMA consortium has chosen to implement a time-synchronized multistatic
system composed of MIMO radars. The reason behinds the choice is twofold:

1. It allows a cheap and easy implementation by using COTS only components
(like GPS or GPSDO) so reduces the system cost and complexity and makes its
realization feasible in a real application.

2. It allows to operate in different frequency bands thus allowing frequency
diversity that along with spatial diversity at a given time may improve the
scenario and target understanding.

It is worth pointing out that the chosen architecture is general and scalable in the
sense that it can be applied to a general number of radar sensors and regardless of
the scenario and application at hand. This points out the potential of the NORMA
system that can be further expanded to satisfy the surveillance needs for more
complex and challenging missions. In addition, the use of multiple sensors in a
network provides a degree of resilience guaranteeing the surveillance even in the
case of failure of one of the employed radars, at the cost of reduced performance.

15.3 The Radar Architecture

15.3.1 CNIT RaSS Radar Architecture

The sensor developed by CNIT-RaSS for the NORMA project will consist of a
wideband coherent Multiple-Input Multiple-Output (MIMO) radar which exploits
noise-like waveforms, as shown in Fig. 15.1. Noise Radar Technology employs
noise/random waveforms (NW) as sounding signals and implement coherent recep-
tion of radar returns via estimation of correlation between the noise reference
(portion of the transmitted signal) and noise radar returns. Due to the wideband
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Fig. 15.1 CNIT RaSS MIMO noise radar

capabilities and the coherent architecture, the proposed sensor may be used to form
high resolution radar images. If the sensor is moved along a known or at least
measured trajectory, it can be used to form Synthetic Aperture Radar (SAR) images
of the observed scene. Similarly, by keeping the sensor stationary and exploiting the
motion of the target with respect to the radar, it may be used in Inverse Synthetic
Aperture Radar (ISAR) mode. In addition, ISAR techniques could be applied to
SAR images to focus moving targets captured during the synthetic aperture time.

15.3.2 IRE NASU Radar Architecture

In this section, we briefly describe both the suggested design concept and archi-
tecture of the Ground Noise SAR subsystem to be developed by LNDES IRE
NASU for the monitoring of maritime and aerial borders aiming at detection and
tracking of small RCS targets. This Ground Noise SAR subsystem is part of the
NORMA Ground Noise SAR/ISAR system, which is a radar network suitable to be
deployed along the borderline, enabling the best coverage of the surveillance area
with different viewing angles. A simple demonstrator composed of two Ground
Noise SAR systems has been proposed and adjusted to different demonstration
scenarios, such as Ukrainian border near Kharkiv and the sea area in front of the
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Fig. 15.2 (a) Ground Bistatic Noise SAR system deployed on coastal area to detect low cross-
section floating targets; (b) Ground Bistatic Noise SAR deployed along the aerial border area to
detect small RCS aerial targets

Livorno harbor in Italy. These two scenarios are representative of air and sea border
surveillance. Transmitted sounding signals in the systems may be either wideband
NW or narrowband Stepped Frequency (SF) NW. Typical scenario for detection of
low cross-section (RCS) targets near maritime border and aerial border are shown
in Fig. 15.2a, b, respectively.

In both cases, range and cross-range resolutions are specified as 0.5 m and 0.5 m
at the 1 km distance. The required range resolution δR = c

2Δf
may be readily

provided with transmitting a wideband noise signal with at least Δf = 300 MHz
Power Spectral Density (PSD) [1, 2, 10]. The major challenge is providing high
azimuth resolution. For the chosen frequency band (13–14 GHz) this will require
an antenna aperture of about 44 m. This is impractical for real border scenarios,
since it will require design and manufacture of a very long antenna array with about
1 cm spacing between physical antennas. This will require about 4400 Rx physical
antennas! A novel concept of bistatic ground SAR have been suggested to go around
this problem and consists in combining a monostatic SAR operational mode with
interferometric SAR operational mode, the details of which will be briefly described
below.

Figure 15.2a, shows bistatic version of the suggested Ground Noise SAR
deployed on coastal area for monitoring of the sea border. Each Ground SAR
performs surveillance of neighboring areas with azimuth (cross-range) resolution
provided by an aperture not exceeding 1 m, namely: 22 m at the distance D = 1 km.
When a target has been detected, the system will perform synthesized beams
focusing (may be using antenna arrays mechanical rotation as well) on that target
and applying interferometric technique to enhance azimuth resolution via coherent
processing of the data obtained from different synthesized beams [6–8]. The
required interferometric azimuth scan? will be provided by synchronous switching
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of the Rx physical antennas in both SAR systems. According to the theory of Radio
Interferometer, its cross-range resolution may be estimated using the following
formula:

δX = D
λ

L cos (θ)
(15.1)

where θ is the angle between Interferometer baseline and line of target sight; L is the
length of the interferometer baseline; D is distance to target. According to (15.1), the
cross-range interferometric resolution δX = 0.5 m may be achieved using a baseline
L = 44 m, while for 1 m cross-range resolution it will be sufficient the baseline of
the length L = 22 m. The latter performance may be a good starting point for the
demonstrator design.

The above performance estimations of the Ground Noise SAR for maritime
targets detection are applicable also to the Ground Noise SAR system for aerial
border surveillance shown in Fig. 15.2b. Rx antenna array of both SARs will be
composed of several Autonomous Tx/Rx Antenna Array Units mounted on a tripod
(Fig. 15.3). Every Tx/Rx Antenna Array Unit will contain a single Tx antenna, and
32 or 36 Rx antenna depending on the available electronic components; I/Q Phase
Detectors serve as Receivers; set of slow ADCs for data acquisition from I and Q
channels and their sending further to the Central Processing Unit (CPU). We may
also use a usual phase detector and apply two times higher sampling frequency to
generate I and Q signals digitally preserving the same performance of the reception
if this will not slow down the system operation. Every Tx/Rx Unit will be supplied
with a standard GPS receiver and Data link & Synchronization Channel if needed.

Fig. 15.3 Top view of the
Ground SAR composed of 3
Tx/Rx Units and mounted on
a tripod
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Power supply may be either from a standard power network or, otherwise, from
rechargeable battery connected to a solar panel. In general, a MIMO radar exploits
an array of M elements on transmit and an array of N elements on receive. In
case of perfect orthogonality of the M transmitted waveforms, N receivers may
simultaneously acquire the echo from the scene, and a virtual array of MN virtual
elements can be extrapolated.

15.3.2.1 MIMO Ground SF Noise SAR

The Tx waveforms orthogonality can be achieved via time division of the trans-
mitted and received signals (transmitting and receiving signals one-by-one) [9–
11], or code division provided by orthogonal coded waveform generation. The
latter method enables the fastest scan, though it requires application of as many
transmitters as number of Tx/Rx antennas to be used. In order to go around that
constrain we preferred simplest architecture of MIMO SAR, namely SAR with a
single Tx channel and multichannel receiver. Figure 15.4 shows the architecture
of such MIMO Ground Noise SAR. Noise waveform with PSD bandwidth, B, is
digitally generated in Noise Generator Unit converted up to the central frequency in
the Transmitter Unit and is transmitted with the help of Tx antenna onto the scene.
Part of this signal is used as the reference inside the Multichannel Receiver.

We suppose to use Vivaldi Antenna as a radiating/receiving physical antenna of
1D Rx antenna array. In addition, dielectric lenses may be used for narrowing the
antenna pattern in elevation plane. Figure 15.5 shows schematic construction of the
antenna array for a single Autonomous Unit of MIMO Ground Noise SAR.

Fig. 15.4 Architecture of MIMO Ground Noise SAR
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Fig. 15.5 Schematic view of the Tx/Rx Antenna Arrays: (a) Front view (no focusing lens); (b)
Side view: focusing lens may be used for narrowing antenna pattern in elevation

Fig. 15.6 Architecture of multichannel Receiver of the MIMO Ground Noise SF SAR

Tx/Rx Unit

Transmit/Receive Unit of the MIMO Ground Noise SAR contains a single Tx
channel and multiple Rx channels. Block diagram of the multichannel receiver
of MIMO Ground Noise SAR is shown in Fig. 15.6. We suppose to use COTS
electronic components, such as I/Q mixer for measuring of cross-correlation of radar
returns and Reference signal.

The Reference signal to be fitted into I/Q mixers is taken as a portion of the Noise
SAR Tx signal as it is shown in Fig. 15.7.

The Generator of the Tx noise signal is designed as follows. As the main source
of RF power we use VCO with working frequency range from 13 GHz up to
14 GHz. Central frequency of the Tx signal is defined by DC voltage applied. The
latter is defined by a digital code from Control Unit which is converted to DC
voltage via DAC. Simultaneously, random signal with the given PSD bandwidth
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Fig. 15.7 Block-diagram of Noise Signal Generator for MIMO Ground Noise SF SAR with 96
multi-channel Receiver and single channel Transmitter

digitally generated in the Noise Generator (NG) is applied to the VCO as well,
which produces noise signal at controllable PSD bandwidth and central frequency.
In this way, the Generator module produces Tx noise signal having PSD bandwidth
and central frequency both being electronically changed at a high rate. That enables
implementation of Stepped Frequency (SF) mode for narrowband Noise signal and
thereby design of SF Noise SAR [14, 15].

Suggested architecture of SF Noise SAR provides several advantages when
applying SF Noise Radar technique. First of all, it enables analogue (here means
in realtime) estimation of cross-correlation between radar returns and the reference
signal. Estimation of the phase acquisition by a transmitted signal for a set of fre-
quencies allows reconstruction of range profiles for every Tx and Rx configuration
in the SAR. In addition, now we may use a set of slow ADCs in data acquisition unit,
which are readily available in multi-channelled and multi-bit implementations. All
this makes proposed Ground Noise SF SAR an efficient and flexible instrumentation
for real time imaging of the area of interest.

15.4 Noise Waveform Analysis

Within the domain of military radar, in both surveillance and reconnaissance
applications, covert surveillance techniques are attracting attention because of very
effective countermeasures by hostile forces (for example anti-radiation missiles
(ARM) and electronic counter measures (ECM)). To address these trends, past
studies have examined signals that display good ambiguity behavior, and concurrent
investigations have considered LPI-radar techniques. A promising approach, which
combines both, is the use of noise waveforms [1–4]. In this context, significant
improvements in military systems can be realized in radio frequency (RF) applica-
tion areas by taking advantage of emergent Noise Radar Technology (NRT) [1, 2].
for advanced radar design. Noise radar technology uses random noise (or noise-like)
waveforms as a sounding signal and coherent processing for radar return reception,
enabling essential enhancements of both general and military radar performance,
including:
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1. no range ambiguity, even for pulse noise radar;
2. better LPI performance,
3. immunity to jamming
4. better electromagnetic compatibility (EMC) performance between sensors

through better interference immunity and interference suppression.

A true noise signal can be generated from natural sources such as thermal
noise or the aggregation of random electron movements in a mean current flow.
A true noise source with infinite bandwidth is unpredictable, which suggests the
best LPI performance achievable. In practice, some band limiting will inevitably
occur, which has the effect of windowing the signal in the frequency domain. The
shape of this window has a significant impact on correlation performance, and
a rectangular window for example has high sidelobe levels that can be reduced
with alternative windows, at the expense of a slightly wider main lobe. Rather
than using a true noise source, a signal that resembles noise in some of its
properties may be suitable, while simplifying the implementation. Such signals
have been termed pseudo-noise, pseudo-random, noise-like, etc. These signals are
deterministic, meaning that their future behavior can be uniquely defined from the
knowledge of the current status. The noise-like properties of deterministic signals
may be entirely related to the statistical properties being equivalent to a natural,
or other desirable, noise source. Predictability may not necessarily be a major
issue. Clearly, for cryptographic systems, or LPI sensitive applications predictability
is relevant. The predictability of a waveform based on inaccurate knowledge of
the system dynamics or its state, is a further discriminator. An important class
of noise-like signals comes from chaotic systems, which are deterministic and
non-periodic [1, 2, 11]. In these systems, an error in knowledge locally grows
exponentially, and so predictability rapidly diminishes. Non-chaotic systems show
divergence at a rate less than exponential. The signal properties depend on whether
the signal is quantized in time or amplitude. Natural noise sources are continuous in
both dimensions, as are continuous time chaotic systems (described by differential
equations). Quantization in time or amplitude implies some structural properties
that increase the probability of intercept. An implementation using digital circuits
is quantized in both dimensions. Digital generation is fundamentally periodic, at
best determined by the number of bits used to represent the numbers, but some
iterative systems may have initial conditions that lead to short period solutions.
Such short solutions must be avoided if the advantages of noise like waveforms
are to be achieved. In this paper, two modulated NW are tested: FMCW PRBS
(Pseudo-Random Binary sequence) and Stepped frequency PRBS. Pseudo Noise
(PN) sequences are deterministic waveforms with a noise-like behaviour, easily
generated by using linear feedback shift registers. They exhibit good autocorrelation
properties and high spectral efficiency. The best known examples of such waveforms
are maximal length pseudorandom binary sequences (m-sequences or PRBS). For a
maximal length code the train of M pulses p(t) with chip period Tc and amplitudes
an = ± 1 may be written as follows [12]:
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p(t) =
M∑

n=1

anc (t − nT c) (15.2)

where c(t) is rectangular pulse of duration Tc, its autocorrelation Rp(t) can be
expressed by

Rp(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(t + Tc)
M2+1
MTc

1
M

− Tc ≤ t < 0

− (t − Tc)
M2+1
MTc

+ M 0 ≤ t ≤ Tc

− 1
M

otherwise

(15.3)

An adequate sequence for target sounding, which will reassure efficient path
delay recognition, should have an autocorrelation function with a narrow main lobe
and low sidelobes. Traditionally, PRBS are considered as a good option for target
sounding. However, if sidelobe level is taken into account, these sequences are not
optimal. The sidelobe level for the correlation of PRBS is constant and equals −1/M,
or −1 if normalization is not applied. A maximum length PRBS function has length
equal to M = 2k − 1, with k ∈N. A PRBS is “pseudorandom”, because, although it is
in fact deterministic, it seems to be random in a sense that the value of an an element
is independent of the values of any other elements, similar to real random sequences.
A PRBS can be stretched to infinity by repeating it after M elements, but it will
then be cyclical and thus non-random. In contrast, truly random sequence sources,
such as sequences generated by radioactive decay or by white noise, are infinite
(no pre-determined end or cycle-period). However, as a result of this predictability,
PRBS signals can be used as reproducible patterns (for example, signals used in
testing telecommunications signal paths). The PRBS codes can be efficiently used
to modulate the instantaneous phase of the FMCW or stepped frequency signal
[14, 15] in order to produce a LPI waveform. The concept is very simple, and the
basic FMCW or stepped frequency waveform can be used. In such case, here the
instantaneous phase of the FMCW waveform is modulated with the addition of the
PRBS sequence, which gives an additional term of π radians to the phase only if the
PRBS symbol is −1. This randomness gives more variability to the instantaneous
bandwidth allocation of the signal, which grows with the noise variance, as can be
seen in the spectrograms in Fig. 15.8. In the first case the underlying frequency ramp
is still visible, while in the second the noise power masks completely the frequency
ramp.

With a 5 MHz noise bandwidth inside a 20 MHz FMCW bandwidth, the first null
is still at 0.05 μs, but the sidelobes are lowered to −17.75 dB. With a 30 MHz noise
bandwidth, first null is at 0.03 μs with a maximum sidelobe level about of −26 dB,
meaning that the increased noise bandwidth has a greater impact on the sidelobe
level reduction rather than the range resolution (which is nevertheless improved)
(Figs. 15.9 and 15.10).
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Fig. 15.8 PRBS modulated FMCW waveform, 5 MHz noise bandwidth (left); PRBS modulated
FMCW waveform, 30 MHz noise bandwidth (right)

Fig. 15.9 Range ambiguity
function of PRBS modulated
FMCW sweep, 5 MHz noise
bandwidth

Fig. 15.10 Range ambiguity
function of PRBS modulated
FMCW sweep, 30 MHz noise
bandwidth
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15.4.1 PRBS Modulated Stepped-Frequency Waveform

As stated above, the instantaneous phase of the Stepped frequency waveform is
modulated with the addition of the PRBS sequence, which gives an additional term
of π radians to the phase only if the PRBS symbol is −1. The effects on the
instantaneous frequency are the same with respect to the case of a FMCW waveform
of equal bandwidth (20 MHz), as can be seen in the spectrograms of Fig. 15.11.

The effects of the modulation on amplitude and phase are the rapid switching
of the lobes of the sinusoid, in amplitude, while the effect on the cumulated phase
are somewhat less severe. Regarding the behaviour in the range ambiguity function
(Figs. 15.12 and 15.13), it can be seen that for a 5 MHz noise bandwidth, the first
null is located still at 0.05 μs, with a sidelobe level of −16.42 dB, while for a
30 MHz noise bandwidth the first null is still located at 0.05 μs but the first sidelobe
amplitude drops to −49 dB.

From this analysis, it is possible to say that PRBS modulated waveforms (both
FMCW and stepped-frequency) are well suited to be used in an LPI noise radar.
It is to be noted that if the noise bandwidth grows, the performances are better in

Fig. 15.11 PRBS modulated stepped-frequency waveform, 5 MHz noise bandwidth (left); PRBS
modulated stepped-frequency waveform, 30 MHz noise bandwidth (right)

Fig. 15.12 Range ambiguity
function of PRBS modulated
stepped frequency waveform,
5 MHz noise bandwidth
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Fig. 15.13 Range ambiguity
function of PRBS modulated
stepped frequency waveform,
30 MHz noise bandwidth

terms of resolution and sidelobe level. This is due to the additional modulation that
the noise-like sequence adds to the original phase modulation, but most importantly,
the drastic reduction of tens of dB of the sidelobe level is one of the most notable
achievements. At 30 MHz noise bandwidth, it can be seen that the resolution of
a PRBS-FMCW waveform has better resolution with respect to a PRBS-stepped-
frequency waveform, where latter has better performance in terms of sidelobe
reduction. Nevertheless, the PRBS-FMCW is the waveform to be preferred because,
as said in the description of the stepped-frequency waveform, it provides far better
performance in target detection even if the target is fast-moving, a limitation for
the other waveform. In both cases, the LPI is guaranteed, because, while the signal
can be received by other receivers, they cannot decode the signal unless they are
provided with the “key”, which is the PRBS sequence that is used for the phase
modulation.

15.4.2 FPGA-Based Digital Generation of Random-Filled
Pulse Train with Random PRF

Development of FPGA-based waveform generators for radar applications is rela-
tively easy and contributes largely to the Software-Defined Noise Radar concept
implementation. The performance of such generators completely under our control
(within the hardware limitations of the platform) and altering or expanding the
capabilities of them should not present unsolvable problems. Digital generation of a
truly random noise waveform is, of course, the most significant challenge. However,
digital generation of pseudo-random waveform of a certain length that is affordable
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for available FPGA-based prototyping boards [13] should suffice for our short range
radar applications.

The developed FPGA-based random signal generator [13] employs the Linear
Congruential Algorithm (LCA) to digitally generate pseudorandom filling of pulses
with given pulse length (Lp) and repetition period (PS) values. The LCA is one of
the best-known pseudo-random number generation algorithms. LCA is defined by
the following recurrence relation:

xn+1 = (axn + c) mod m (15.4)

As an example, Fig. 15.12 shows the pulse train with pseudo-random filling
generated for the following parameters: a = 173, c = 163, m = 28.

The Linear Congruential Generator (LCG) with these parameters has a repetition
period of 254.2 which is not sufficient for long range applications. However, several
simple techniques can be applied to improve this LCG performance. For instance,
one may increase parameter m up to 232 and beyond, then use N most significant
bits of the result as generator’s output, where N is the required signal depth in bits,
and this parameter is usually limited by the DAC’s depth resolution (Fig. 15.14).

Using aforementioned LCG one may generate random sequence and use it for
choosing a new value of the signal period (PS) for each cycle, achieving in this way
pulse train generation with random PRF. Example of such signal is shown in Fig.
15.15.

Finally, aforementioned LCA algorithm may be used both for generation of
pulses with random filling and for PRF randomization of pulse train. To make

Fig. 15.14 Pulse train with random filling by LCG-generated waveform for Lp = 30 μs,
PS = 150 μs
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Fig. 15.15 Pulse train with random PRF according to LCG-generated PRF intervals for
Lp = 30 μs

these two random process really independent one has to use two independent LCGs.
Figure 15.16. shows example of the random pulse train generated in this way.

The LCGs developed were successfully tested in the same development board,
using VHDL code simulation in ModelSim environment.

The final version of the radar signal generator should be built using evaluation of
different types of pulse generators and possibly include several modes chosen during
this evaluation. It should be completely controlled by the system synchronizer
according to operation algorithms of the MIMO Ground SF Noise SAR [14, 15].

15.5 Outdoor Trials of Noise SAR

The outdoor trials of the LNDES Ground Noise SAR [7, 8] in Ka-band have been
carried out in the area of LNDES IRE NASU [18–20]. SAR image formation
algorithm for such SAR was developed earlier and may be found in our papers [7,
8, 16, 17]. The main objective was to detect both still and moving objects with low
radar cross-section in the realistic ground environment. With this aim, the Noise
SAR was mounted in the laboratory room window approximately at 20 m height
overlooking level ground with different types of terrain (grass, asphalt, land) and
several naturally occurring obstacles like trees, bushes, small buildings, etc. Figure
15.17 shows a photo and simplified top view plan of the imaging area.
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Fig. 15.16 Pulse train with LCG-generated random filling and PRF intervals for Lp = 30 μs

We perform continuous imaging of the test field with a moving object: volunteer
researcher walking across the field. Figure 15.18 shows the results of Noise SAR
imaging. In the figure, the top-left quadrant contains the SAR image computed with
the help of SAR imaging algorithm developed; the top-right quadrant contains the
SAR image computed with the help of target detection MATLAB script; the bottom-
left quadrant contains the photo of the scene and the bottom-right quadrant contains
the detection plot produced after application of CFAR algorithm. The detected
moving target in each image are highlighted by ellipses.

In this way we have demonstrated that real time SAR imaging (or quasi real time)
in combination with efficient detection algorithm enables capability of wideband
noise signals and gives a possibility of performing generation of 2D SAR images
and producing moving target detection plots needed for the target tracking and
identification.

Application of random waveforms gives such benefits as absence of range
ambiguity and improving Noise SAR immunity against external electromagnetic
interferences and providing high EMC performance [1, 2, 15] .
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Fig. 15.17 Test field view as it is seen from Noise SAR location: (a) Picture; (b) Simplified top
view plan

15.6 Indoor Trials of Noise Interferometer SAR Network

We have carried out indoor interferometric experiment to validate suggested
approach for enhancing of cross-range resolution of the suggested Ground Noise
Radar network deployed in the LNDES room as shown in up-right part of the
Fig. 15.19 [19, 20]. Schematic of the experimental setup is shown in its top-left
part. Coherent interferometric imaging was performed with the help of bistatic
Noise SAR equipment, but using both antennas with pattern synthesis [21, 22] as
receive antennas. Step-like motion of the radiating slot and SAR focusing enabled
to generate coherent 2D image (Fig. 15.19).

In the experiment, the correlation processing of the received signals has been
performed in spectral domain using fast Fourier transform. The sidelobe level
can be improved by applying weighting function to frequency spectrums of the
both received signals. The image contains amplitude and phase information along
coordinates (range and cross range directions). Extracting information on azimuth
and range coordinates for every pixel one may readily derive ‘Difference of Arrival’
(DoA) parameters with cross-range resolution defined by Eq. (15.1). The series of
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Fig. 15.18 Noise SAR imaging of the test field with a moving target: see details in the paper text
above

2D images shown in the bottom of Fig. 15.19 demonstrates good range and cross-
range (angular) resolutions. The possibility of coherent interferometric imaging with
bistatic Ground Noise SAR network has been demonstrated for a small number of
targets in the scene with the known distances being derived from the measurements
in regular SAR mode. The cross-range resolution of such operational mode depends
on the interferometer baseline and its mutual orientation with the targets.

15.7 Conclusion

The solution proposed within the NORMA project addresses a number of user needs
that are not covered by currently employed systems in a scenario of increasing
threats affecting border surveillance. The proposed noise radar/SAR network offers
enhanced capabilities in border surveillance given the observation of the same area
from different viewing angles, allowing the exploitation of multiple baselines and,
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Fig. 15.19 Estimation of angular coordinates of two targets (radiating sources) for various
positions with the help of bistatic Ground Noise SAR network

hence, increasing the capabilities of detecting low RCS targets. The redundancy
given by the use of multiple radars guarantees a high degree of resilience offering
a continuity of surveillance at the cost of slightly reduced performance. Each
radar in the network transmits noise-like waveforms that offer LPI capabilities
while maintaining detection and imaging capabilities that are essentials for target
identification and, hence, proper and tailored response action of border authorities.
In addition, along with the spatial diversity offered by the spatial division among
the radars in the network, frequency diversity can be applied since only time
synchronization is required in the proposed solution. Such degree of freedom can
be exploited to enhance the acquired information about the target and, hence the
recognition and identification, especially in case of low RCS targets such as small
drones and small fast boats, typically used for illegal cross border activities.
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Chapter 16
Compact Eye-Safe LIDAR Source for
Airborne Laser Scanning – The
CALIBER Project
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Abstract A high power, ultra-compact, lightweight, and low cost eye-safe laser
source for a Light Detection and Ranging (LIDAR) system is currently under
development in the framework of the NATO Science for Peace and Security project
“CALIBER”, with the aim to be installed on small Unmanned Aerial Vehicles
(UAVs) for surveillance of borders and sensitive areas, with saving in manpower
and equipment.

Keywords LIDAR · Phosphate glass · Microchip laser · Glass amplifier ·
Optical fiber

16.1 Introduction

The security and protection of borders, sensitive infrastructures and strategic
sites, such as overseas gas and oil extraction platforms, maritime infrastructures
and power plants, is of paramount importance. This capability is directly related
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to current and future security problems of NATO countries, allowing for early
hazard detection, protection of strategic infrastructures, and the general securing of
Europe’s borders (land and sea) (https://www.nato.int/cps/en/natohq/85291.htm).

Current monitoring is mainly done by human patrols securing the perimeter or
border, in combination with Charge-Coupled Device (CCD) cameras and various
night vision sensors positioned statically in overlooking locations, or on UAVs when
a more complete overview of the installments and of the surroundings is needed.
The current monitoring methods are limited in terms of continuous coverage and
resolution, pose threats to the security forces, and involve high cost (work force and
equipment).

Compared to other sensors, LIDAR systems have proved to be more effective
and precise for remote sensing applications, ranging from the detection of obstacles
for automobiles and aircrafts, to the topographic investigation of landscapes, and to
the detection of wind turbulence and hazardous gases or pollutants [4, 12, 13, 16].
Their significant advantage over standard CCD or night vision cameras consists in
the ability to measure distances with high accuracy and build a three-dimensional
(3D) map of the scanned area.

A LIDAR system includes a laser source or transmitter, optics for precise laser
scanning, a sensitive photodetector or receiver, and synchronization and data pro-
cessing electronics (https://esto.nasa.gov/files/Lidar_TechStrategy_%202016.pdf).

The light emitter is a key element of the system and contributes to the overall
system performance. The quality of the sensing strongly depends on the type of
source employed, in terms of wavelength, pulse width, average and peak power,
which altogether define the precision and reliability of the overall system.

However, high-power eye-safe LIDAR sources that have been used for decades
are bulky, heavy, and expensive, which does not make them suitable for installation
on small/medium UAVs. For example, the early eye-safe time-of-flight (TOF)
LIDAR systems exploited low repetition rate, ns-pulsed, high energy (10’s of mJ’s)
solid state lasers, typically based on Er:glass or Nd:YAG, with an Optical Parametric
Oscillator (OPO) wavelength converter operating at the wavelength of 1.5 um [18].

With the recent development of 1.5 μm Er:glass fiber lasers, LIDAR sources
became smaller and more lightweight. Here, instead of low repetition rate and high
energy pulses, high repetition rates (10–100 kHz) and low energy pulses are used.
These lasers are typically built with multiple amplification stages, resulting in high
pricing, and can be packed in relatively small size modules.

A flexible and advantageous approach to realize a high-power LIDAR source is
the Master Oscillator Power Amplifier (MOPA) configuration. A seed laser with
high spectral quality is followed by a single- or multi-stage power amplifier that
boosts the output power to attain the needed energy.

The NATO Science for Peace and Security project “CALIBER” (CompAct
eye-safe LIdar source for airBorne lasER scanning) aims to develop a compact,
lightweight and low-cost version of a LIDAR source, by integrating a SEmicon-
ductor Saturable Absorber Mirror (SESAM) Q-switched microchip seed laser and
a new Er:Yb power amplifier in a compact MOPA configuration, which combines
high repetition rate and high peak power at the “eye-safe” wavelength of 1535 nm.

https://www.nato.int/cps/en/natohq/85291.htm
https://esto.nasa.gov/files/Lidar_TechStrategy_%202016.pdf
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In this work we report on the development until now of the key components of
the CALIBER laser source, i.e. the seed laser and the power amplifier, as well as
the preliminary work towards their integration into a LIDAR source. This source
will then be inserted into a LIDAR laboratory system for a range finding proof of
concept.

16.2 The Microchip Seed Laser

Pulsed Q-switched microchip lasers [5, 6, 20] are highly compact and rugged
laser sources, capable of producing energetic pulses with multi-kW peak power.
Q-switched microchip lasers consist of a thin piece of laser gain material (crystal
or glass), which is optically contacted to a saturable absorber that is used for
initiating the pulsed operation. The saturable absorber can be made of doped glass,
crystal, or semiconductor material. The gain element and the saturable absorber will
form a monolithic structure, with plane-plane cavity geometry. The necessary laser
mirrors are deposited directly on the cavity surfaces, making the laser free of cavity
alignment. A laser operation in plane-plane type resonator is typically stabilized by
a thermal lens. The laser output parameters, such as pulse width, pulse energy, pulse
repetition rate, and spectrum are dependent on the combination of the gain material,
saturable absorber, mode diameter, and the laser coatings.

Within the CALIBER project, Erbium-doped phosphate glass gain material
(λ = 1535 nm), 976 nm diode pumping and SESAMs were used. The SESAMs
consist of a Distributed Bragg Reflector (DBR) and a Quantum Well (QW)-based
absorber section, fabricated on a InP substrate in single step by solid-source
Molecular Beam Epitaxy (MBE). In comparison to doped glass/crystal-based
absorbers, the SESAMs exhibit certain unique properties: (1) the absorber layers
are very thin (only a few micrometers thick), which helps to shorten the laser cavity
and consequently the laser pulses; (2) the optical properties of the SESAMs can be
tailored by the composition and design of the quantum wells, which makes this
approach very flexible and allows customization. The semiconductor fabrication
methods also allow high volume and low unit-cost production when necessary.

In CALIBER, 20–100 kHz pulse repetition rate and 1–2 ns pulse duration with
1 kW peak power were targeted. This combination of parameters was chosen to
provide sufficient speed of measurements and suitable measurement accuracy and
distance. In total, over 100 individual samples with different SESAMs, gain ele-
ments and coatings were tested. The laser output parameters obtained for different
sample combinations are summarized in Table 16.1. A typical laser spectrum and
light output/repetition rate curves are presented in Fig. 16.1a, b, respectively.

The obtained results demonstrate that using SESAM technology it is possible
to tailor the output parameters in a wide range, by customizing the SESAM and
coating designs. A lifetime test was also carried out at 30 kHz, 2.5 ns, and 500 W
peak power, showing no signs of performance drop in 1800 h of operation. Based
on these observations we believe that SESAM-based Q-switched microchip lasers
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Table 16.1 Laser output parameters tested in CALIBER

Repetition
rate (kHz) Peak power (kW) Average power (mW) Pulse width (ns)

Target
parameters

20–100 1.0 10 1.0

Measured
results

20 1.6 55 1.6

50 1.0 63 1.2
100 0.3 73 2.6

Fig. 16.1 (a) Typical laser spectrum and (b) light output/repetition rate curves. Repetition rate
was measured with a slow photodiode, PDA50B-EC, and therefore not showing the correct pulse
width

are well suited for drone/UAV-based LIDAR systems requiring higher performance
than common diode-based systems.

16.3 The Waveguide Amplifier

Following the CALIBER project requests of a high degree of compactness while
retaining high performance and low cost, the choice for the optical amplifier
fell on an Yb/Er co-doped phosphate glass-based waveguide. The use of a glass
material shows the advantage, over the other types of materials, of combining:
chemical stability, excellent homogeneity, good thermo-mechanical properties and
a viscosity–temperature relationship that allows for shaping the waveguide into the
form of optical fibers or rods. Moreover, glass displays a wide flexibility of the
chemical composition and doping, allowing the preparation of multi-component
glasses with properties that can be customized to meet the needs of the different
applications [19].

Among the different oxide glass systems, multi-component phosphate glasses
are recognized to be an ideal host material for engineering the amplification stage
of a pulsed MOPA as they can be doped with a large amount of Rare-Earth (RE)
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ions (up to 1021 ions/cm3) without clustering thanks to the presence of phosphorus,
which introduces non-bridging oxygens in the structure [1, 10]. This enables the
realization of an active medium with high optical gain in short length (> 5 dB/cm)
and thus mitigating nonlinear optical effects. Moreover, this glass system possesses
a large glass formation region, good thermo-mechanical and chemical properties,
high emission cross-sections, low nonlinear refractive index, and no evidence of
photodarkening even at high population inversion [2, 9, 14].

A highly stable and robust glass host, suitable for the incorporation of a high
amount of RE ions and for fiber drawing, was designed and developed for this
research. The glass samples were synthesized by conventional melt-quenching
method using chemicals with high purity level (99+%).

Three different glasses, named for short YE1 ÷ YE3, were obtained by doping
the host material with a fixed level of Er2O3 (0.75 mol%) and an increasing level of
Yb2O3 (ranging from 1.50 to 4.50 mol%) (see Table 16.2).

The fabricated glasses were ground or cut and optically polished to 1 mm-thick
samples depending on the characterization technique. First of all, they were thermo-
mechanically characterized, then the glasses underwent optical and spectroscopic
characterizations such as refractive index measurement, Fourier-Transform Infrared
(FTIR) spectroscopy and RE emission spectroscopy resolved in time and frequency.
In parallel, the study of suitable cladding glass compositions for the core material
was carried out and led to the synthesis of five glass compositions with tunable
refractive index.

Single-material rod waveguides were then fabricated starting from the developed
phosphate glasses YE1, YE2 and YE3, and using a custom induction heated optical
fiber drawing tower. The rods feature a diameter of about 1 mm (see Fig. 16.2a).

A multi-mode optical fiber was also realized by preform drawing, with the fiber
preform being obtained by the rod-in-tube technique, using the glass composition
YE1 for the core and one of the developed cladding glass compositions for the
cladding, with a targeted Numerical Aperture (NA) of 0.11. The optical fiber was
fabricated in three different dimensions (core/cladding diameters): 50/125, 78/195,
and 100/250 μm.

The quality and morphology of the fabricated optical waveguides were inspected
by means of an optical microscope. The cross-section of the multi-mode phosphate
glass fiber is shown in Fig. 16.2b.

In order to assess the guiding properties of the fiber, a set of near-field images of
the fiber cross-section was measured on a 120 cm-long fiber piece, at the wavelength
of 1300 nm, using an end-face coupled fiber pigtailed laser diode source. The light
was found well confined in the core.

Table 16.2 Yb/Er co-doped
phosphate glass compositions
constituting the core of the
optical amplifier

Glass name Er3+ [1020 ions/cm3] Yb3+ [1020 ions/cm3]

YE1 1.93 3.86
YE2 1.92 7.69
YE3 1.92 11.50
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Fig. 16.2 Optical amplifier waveguides: (a) single-material rods, (b) optical microscopy image of
the multi-mode fiber

Pump 1

Pump 2

Pump
Combiner

Yb:Er
fiber

(a) (b)

L2

L1

M1

FELH 1500

Power Sensor

DM

Seed

Fig. 16.3 (a) Setup used for the Er:Yb phosphate fiber amplification experiments. L1 and L2 are
aspheric lens, DM is a dichroic mirror which transmits the 976 nm pump and reflects the 1548 nm
of the seed, and FELH 1500 is a ThorLabs longpass filter. (b) Seed output power as a function of
the total power of pump laser diodes

Fiber losses were measured by the cut-back technique using a fiber length of
about 120 cm with a single-mode fiber pigtailed laser diode source at 1300 nm.
The attenuation value, as evaluated through a linear least square fitting of the
experimental data, was 3.6 dB/m. This value is mainly due to absorption and
scattering effects.

The waveguides are currently under testing for amplification using a setup
schematically shown in Fig. 16.3a. The initial seed employed was a Continuous
Wave (CW) single-mode laser diode (center wavelength of 1548 nm) with an
input of 36.5 mW. This seed was connected with a multi-mode pump laser (center
wavelength of 912 nm) by means of a pump combiner. The output of the pump
combiner (9/125 μm) was butt-coupled to the Er:Yb phosphate glass fiber with a
3-axis precision stage. A counter propagating second pump laser (976 nm with a
core of 105 μm) was collimated with a 20 mm aspheric lens (L1), then propagated
through a dichroic mirror and focused into the Er:Yb fiber cladding with a second
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20 mm aspheric lens (L2). The amplified seed was reflected by the dichroic mirror
and through an optical filter into the power meter. The first pump laser (pump 1 in
Fig. 16.3a) was limited to 5.5 W, while the second pump laser (pump 2 in Fig. 16.3a)
was limited to 3.5 W.

The initial experiments, performed with ~10 cm-long Er:Yb phosphate fibers,
showed no amplification. During the experiments, it was observed that the seed
amplification increased as the fiber core decreased. Very low amplification was
obtained with the 100 μm fiber, while the amplification increased while using the
50 μm fiber. In addition, as the fiber length was shortened down to 3–4 cm, the
amplification also enhanced.

The best result achieved up to now is reported in Fig. 16.3b. It was obtained with
a 3.5 cm-long section of the 50 μm fiber. This result is equivalent to an amplification
of 3.62 dB. It is worthwhile noting that the coupling and propagation losses of the
seed in the active fiber were not taken into account, hence the actual amplification
is underestimated.

The above reported are very preliminary amplification results with a low power
CW seed. The enhancement of the amplification while decreasing the core diameter
and the fiber length can be ascribed to the Amplified Spontaneous Emission (ASE)
phenomenon. When the seed power is too low, the ASE in the amplifier depletes
the gain, and consequently the amplification is low. This is also correlated to the
core diameter. With larger diameters, the seed power has to be higher in order to
saturate the amplifier and avoid the ASE effects. In addition, it is important to note
that a large part of the pump power was not absorbed in the fiber because of its short
length (cladding pumping).

Currently, fibers with smaller diameters are being fabricated and will be
tested. Once satisfactory amplification will be obtained with these fibers, a pulsed
microchip seed source will be employed and the amplification will be measured.

16.4 The LIDAR System

A TOF LIDAR is a system which detects the time a light pulse takes to reach a target
and propagate back to the receiver, allowing for the calculation of the distance to the
target.

The main goal of the distance measurement is to create a 3D map of the
surface. Scanning of an area is achieved by a rotating mirror or a prism, which
is synchronized with the laser pulses, allowing for the generation of a 3D map.

Most LIDAR systems exploit a laser source due to its ability to focus high peak
powers at relatively long distances. Typically, the laser is pulsed with a repetition
rate that varies from few Hz to MHz [3, 11, 15]. While using a high repetition rate in
the order of the kHz, the pulse energy is relatively low (~1 nJ), but the peak power
is still high [15, 17]. The high peak power enabled operation at long distances.

In order to validate the range finding capability of the developed source, a
laboratory setup was built with the aim to be used once the optimal parameters
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Fig. 16.4 (a) Laboratory setup used for distance measurements. (b) Distance measurement
performed with the home-made laboratory setup

of the amplifier will be found (see Fig. 16.4a). The setup consists of a microchip
Q-switched seed prototype, with a pulse width of ~2 ns, which is collimated with an
aspheric lens and divided into two beams with a 10–90% beam splitter. The beam
with 10% of the power is reflected with a mirror into the receiver, the second beam
which is more powerful is sent to the target (a mirror up to now), and the reflected
power is collected with a 2-inch diameter aspheric lens into the receiver.

Figure 16.4b represents the two pulses which were detected with the receiver.
One can observe that the time difference between the two peaks is 4.08 ns, which is
equivalent to 1.23 m, thus indicating that the distance between the beam splitter
and the mirror was 61.2 cm. The actual distance was measured to be ~60 cm,
corresponding to an error of 1.2 cm. This small error might also be associated to
the length measurement of the two optical paths. As clearly visible from Fig. 16.4b,
the difference between the two peaks can be determined with sub-ns resolution.
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Microelectronic 3D Imaging
and Neuromorphic Recognition
for Autonomous UAVs

Franco Zappa, Federica Villa, Rudi Lussana, Dennis Delic, Man Ching
Joyce Mau, Jean-Michel Redouté, Simon Kennedy, Daniel Morrison,
Mehmet Yuce, Tuncay Alan, Tara Hamilton, and Saeed Afshar

Abstract The article addresses the development of highly sensitive, low-light
and efficient, miniature single-photon sensor technology based on Single Photon
Avalanche Diode (SPAD) arrays, its integration on a Flash Light Detection and
Ranging (LiDAR) system mounted on a custom built multi-rotor Unmanned Aerial
System (UAS) platform, for the collection of real time imagery and performance of
neuromorphic processing for accurate target detection and classification.
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17.1 Introduction

An international team of researchers have been developing highly sensitive, low-
light and efficient, miniature single-photon sensor technology based on Single
Photon Avalanche Diode (SPAD) arrays. A key motivation was to use Silicon
CMOS-based processes and advanced 3D-IC manufacturing technologies to minia-
turise arrays and digital circuits to realize affordable high definition imaging
microchip sensors. Imaging cameras using smart photon sensor SPAD microchips
are integral to active electro-optic systems such as 3-D Flash LiDAR (Light
Detection and Ranging) for target detection and identification as well as tactical
applications requiring imaging in very low light conditions. When coupled with
sophisticated machine learning algorithms the work demonstrated accurate detec-
tion and classification of land-based targets from a low cost Unmanned Aerial
System (UAS).

3-D Flash LiDAR systems, also known as 3-D Time of Flight (ToF) cameras
which use ‘SPAD array’ sensor technology have some advantages over existing
LiDAR scanning methods. They have no moving mechanical parts and scanning
optics; hence they acquire a 3D depth-resolved image of a scene instantaneously
allowing faster image reconstruction, which is especially useful when targets are
moving or when large areas need to be surveyed quickly. They also offer an
improved SWaP (Size Weight & Power) footprint over scanning systems, which
means they can fit easily on power starved and mobile platforms such as UASs.

The project was able to develop state of the art SPAD sensors, successfully
integrate and fly a low SWaP Flash LiDAR system on a custom built multi-rotor
UAS platform, collect real time imagery and perform neuromorphic processing for
accurate target detection and classification. The technology holds the potential to be
developed further, both in the ability to image at greater ranges and its application
in more challenging environments where targets are camouflaged and/or hidden by
obscurants and clutter. The work has effectively showcased how such technology
can be carried by low cost UAS’s for rapid environmental assessment of threats in
low light conditions, thus providing enhanced situational awareness and decision
superiority for surveillance and reconnaissance applications.

The four main project Streams are described in the subsequent sections.

17.2 Stream 1: High Density SPAD Array Design
and Implementation

The main goal in this Stream was the design of high-end arrays of SPAD detectors,
optimized in terms of number of pixels, detection performance, such as noise and
sensitivity, and 3D ranging precision. As a first prototyping activity within this
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Fig. 17.1 Entire layout (left) of a 256 × 256 SPAD sensor array chip, with overall dimensions of
11 × 11 mm, and (right) zoom in of a corner

project, a set of individual SPAD test structures and miniarrays were designed in
the high-voltage CMOS 0.35 μm Fraunhofer IMS technology, to characterise the
fabrication process: these designs were based on previously reported prototypes
[7]. Next, four different versions of 256 × 256 sensor arrays were fabricated by
Fraunhofer IMS. The entire layout is shown in Fig. 17.1: the overall dimensions of
the IC are 11 × 11 mm, where each pixel has a size of 40 × 40 μm. All array pixels
have 40 μm pitch and comprise a SPAD and space for a TSV (through-silicon-via)
connected with the anode, whereas the cathode voltage is common among all pixels.
Four 8-inches wafers were fabricated by Fraunhofer IMS. These wafers with the
different “SPAD chips” and the wafers of the “SPAD front-end chip” described in
next section, were sent to Fraunhofer IZM for 3D-IC assembly using TSVs and
bonding.

As a monolithic alternative to the 256 × 256 pixel 3D-IC ensemble imager
pioneered in this project, Prof. Zappa’s research team also designed a 32×32 SPAD
ToF imager, which is an improved version of the SPAD array published in [8]. Each
of the 1024 pixels contains a SPAD detector, an analog front end (for avalanche
sensing, detector quenching and digital pulse shaping), an 8 bit digital counter (for
photon-counting), and a 12 bit Time-to-Digital Converter (TDC) covering a full-
scale range of 1.2 μs and a least significant bit corresponding to 310 ps. Figure 17.2
shows the chip, with overall dimensions equal to 8 × 8 mm. Figure 17.3 shows the
resulting ToF camera, based on the 32 × 32 SPAD imager shown in Fig. 17.2. The
weight of the body is about 300 grams, and the dimensions are 6 cm width, 8.5 cm
length, and 6 cm height: the camera has been used for LiDAR measurements with a
full-scale range up to 200 m and a single shoot resolution of about 5 cm.
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Fig. 17.2 CAD layout of the 32 × 32 POLIMI SPAD and TDC imager

Fig. 17.3 ToF camera
designed by POLIMI using
the 32 × 32 SPAD and TDC
imager

17.3 Stream 2: High Speed Precision SPAD Front-End
Design with On-Chip Photon Correlation

Stream 2 dealt with the development of integrated SPAD read-outs and front-ends
with a high accuracy and resolution, and reduced chip size. As a first challenge,
the “SPAD front-end chip” was designed, forming the read-out connected to the
“SPAD chip” in a 3D-IC assembly process (described in the previous section). This
chip contains all the necessary electronic circuits for the SPAD quenching, time
measurement, photon counting and read-out of the 256×256 pixel array: each pixel
contains a SPAD frontend, a counter and an interpolator, as well as input signal and
clock buffering. Each SPAD front-end pixel fits on a 40 × 40 μm pitch (matched to
the “SPAD chip”). In ToF mode and at the beginning of a frame, the chip is triggered
so that all pixel counters begin counting from the zero at the global clock rate. Once
the SPAD detects a photon event the front-end latches on the first event. The output
of the SPAD front-end is synchronized to the global clock which stops the counters,
giving a final count value equal to the number of clock cycles between the start
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of the frame and the first SPAD event. To improve the timing resolution beyond
one clock cycle, the interpolator measures the synchronization time from the SPAD
event to the counter stopping, giving a negative modifier to the measured time [5].
In photon counting mode, the pixel counter is reset at the start of the frame, but the
SPAD front-end is set to self-rearm and outputs a pulse for every detected photon.
The dedicated counter, requiring a minimal chip footprint then counts up one value
after every SPAD event [4].

A separate 64 × 64 SPAD imager, containing the SPADs and the electronic
front-end, was designed using the Silterra 130 nm HV process, measured and
implemented into a standalone camera (Fig. 17.4). The camera was measured on
the DSTG laser range using an external laser, in collaboration with the DSTG team.
The laser range is a 1.5 km field at DSTG Edinburgh (Adelaide) allowing testing
of the camera over long distances with a high level of background light noise.
The target setup and resulting image from the 250 m target are shown in Figs. 17.5
and 17.6.

Fig. 17.4 (left) PCB interfacing with the Monash02 chips (64 by 64 SPAD array). The packaged
64 × 64 SPAD imager prototype is in the middle of the picture and covered with a glass lid. –
(right) Photo of the camera using the 64 × 64 imager chip. A ring of illuminating LEDs placed on
the front-panel can be used for short-range imaging

Fig. 17.5 Target setup at the
250 m target
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Fig. 17.6 Resulting image of
the 250 m target

17.4 Stream 3: Neuromorphic Architectures of Event-Based
SPAD Arrays and Neuromorphic, Event-Based
Processing Algorithms

This Stream focused on developing algorithms and architectures that enable the con-
version of SPAD array data into event-based signals which could subsequently be
processed by event-based algorithms. These event-based algorithms are inherently
neuromorphic, and are thus, low-power, real-time, and, most importantly for this
medium, efficient, particularly in data generation, storage, and communications.
The Recognition and Tracking System (RTS) algorithms that were developed in
this project were based on previous work of the authors [1, 6]. Figure 17.7 illustrates
some of the investigated scenarios.

These algorithms were then implemented in the design of a neuromorphic, event-
based SPAD – neuroSPAD. In this new implementation, instead of encoding, storing
and transferring the ToF data off chip for processing, the calculation of the ToF
from the laser pulse is abandoned entirely in favor of a neuromorphic processor
that operates directly in the time domain and on the inter-spike intervals within
local regions of the SPAD array (Fig. 17.8). The proposed approach motivates
the development and hardware implementation of event-based feature extraction
algorithms and circuits that generate local sparse event-based representations from
the non-sparse event based data and in this way drastically reduces the I/O
requirements of the overall system [2].

The output of the neuroSPAD is, as stated above, significantly different to
the interfaces used on other SPAD designs. An event-based processor has been
developed to take the sparse, event-based output of the neuroSPAD and perform
hardware efficient and low-power recognition on the resulting 3D image.

Figure 17.9 shows the functionality of the event-based processor. In Fig. 17.9a
we see the raw SPAD output: using the neuroSPAD architecture a small (local)
section of the SPAD image is represented with local binary events (Fig. 17.9b).
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Fig. 17.7 Example of data generated from planes in motion in front of the SPAD camera: (a) raw
input – (b) “surface” of the events (returning photons) – (c) subsequent 3 × 3 features extracted by
the RTS algorithm – (d) amount of data generated by the developed event-based methodology (red
curve) vs. traditional frame-based approaches (blue curve). It can be seen that the developed event-
based method generates several orders of magnitude less data than traditional methods making it
much more attractive for full integration as well as implementation in an autonomous system

Fig. 17.8 Illustrative example of a 5×5 imager with four 4×4 receptive fields, (a). Each receptive
field is connected to four AND gates – (b). An example 3D visual scene and the resultant SPAD
timing pattern is shown in (c). For illustrative purposes we show a small imager with 5 × 5 = 25
pixels (instead of the chip’s 128 × 128). This imager uses four 4 × 4 overlapping receptive fields
(same as chip). Each receptive field has four ANDs (same as chip). One of the four ANDs take as
input the left/west 8 pixels of the 16 pixels of the 4 × 4 patch. Another AND takes as input the
right/east 8 pixels, another the lower/south and another the top ones/north. If we consider the case
shown in (c) with the 5 × 5 imager viewing a scene where the background is far away and there is
a box in the foreground that is seen by pixels (r = 3:5 and y = 2:5 ), then the lower/south AND of
rf(1, 2) (green) and rf(2, 2) (blue) will latch which can be expressed as AND (1, 2, 3) and AND (2,
2, 3) latching at t = 4 ns

The event output is temporally decayed, either linearly, exponentially, or in discrete
time and then the dot-product is taken with a feature map – “layer 1” (Fig. 17.9c).
The feature map is learned over time based on the 3D images that are presented to
the neuroSPAD. The “learning” of the feature map can be disabled so that the feature
map is set and no longer changing and thus representative of the images/objects that
the system needs to classify. The resulting layer 1 surface (Fig. 17.9d) which comes
from the dot product of the decayed input and the feature map can then be classified.
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Fig. 17.9 Functionality of the neuromorphic, event-based processor. (a) Raw SPAD output. (b)
Local SPAD event output. (c) Layer 1 activation. (d) Layer 1 surface

Measurements of the combined NeuroSPAD (or a conventional SPAD can be used
in its place), RTS algorithm and neuromorphic, event-based processor, are presented
in the next section.

17.5 Stream 4: SPAD Microlens Bonding and UAS
Multi-copter Platform Development

A first challenge was to provide better sensitivity and selectivity of the SPAD arrays
to the laser wavelength used for the LiDAR system. Various commercially available
microlens arrays were evaluated and those found suitable were aligned and bonded
on top of a previously designed SPAD imager (32 × 32 pixels), refer to Fig. 17.10a.
This was done to improve the fill factor and hence sensitivity of the sensor. In
addition, custom manufactured micro-lens array technology and techniques were
developed which could be directly patterned to the SPAD array imaging sensors,
see Fig. 17.10b, c.

A second challenge tackled in this Stream was to interface SPAD-based sensor
technology (operating in ToF mode LiDAR mode) with neuromorphic-like image
processing algorithmic techniques, to perform classification of imaged targets in
real time, with improved target detection and recognition performance [9]. Indoor
laboratory experiments of a low powered LiDAR system (a 100 mW 660 nm
Coherent CUBE diode laser in conjunction with a 32 × 32 SPAD camera) and
NVIDIA TX2 embedded board was used for data capture and image processing
to verify operation of the real time classifier. Classification of 4 different model
airplanes imaged by 32×32 SPAD camera with accuracy up to 98.7% was achieved.
The power consumption of the embedded board was measured to be 5.1 W, which
is ideal for low SWaP UAS applications [3].

Finally, DSTG was able to successfully integrate and fly a low SWaP, high pow-
ered Flash LiDAR system on a custom-built multi-rotor UAS platform (Fig. 17.11).
In collaboration with partners a custom octo-copter multirotor aircraft was designed
and developed. It could achieve a maximum take-off weight of 40 kg with full
propulsion redundancy. All the components of a high-powered LiDAR system were
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Fig. 17.10 (a) (Top) Commercial microlens array aligned and bonded to a 32 × 32 SPAD array
sensor. (Bottom) Magnified top view showing each lens aligned directly above each SPAD detector.
– (b) Customised polymeric microlenses were developed using lithographical techniques and
applied directly to SPAD array sensor. Alignment +/− 2 μm possible. – (c) SEM image of an
individual microlens directly patterned on the SPAD array sensor

Fig. 17.11 (Left) – Photograph of the LiDAR system integrated and balanced onto a 3 axis Ronin
Gimbal. (Right) – Complete system successfully operating in-flight

then integrated so it would fit on a 3-axis Ronin gimbal and be balanced (i.e. not
prone to oscillations or drift). This included: a 40 mJ 532 nm Arete laser, optics,
32 × 32 SPAD camera, optical camera and power electronics. The total payload
weight (including gimbal) was measured to be 7.5 kg. Various successful tests
were conducted to ensure the gimbal was controllable, balanced and immune to
vibration. The power conversion, wireless communication and kill switch (for eye
safety precautions and if the UAS was no longer obeying commands) hardware and
corresponding software interfaces to enable integration of the LiDAR fitted gimbal
to the UAS platform were developed at DSTG.
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Chapter 18
WITNESS: Wide InTegration of Sensor
Networks to Enable Smart Surveillance
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Abstract In the recent years the need of advanced security systems has grown in
an unpredictable manner. We saw how modern cities are very susceptible to terrorist
attacks and the population asks to feel safer. In this perspective WITNESS project
was designed, to help security forces to preview terrorist attacks and to facilitate
disaster recovery scenarios. In this paper we break down some aspects of modern
surveillance systems within the context of the Wide InTegration of sensor Networks
to Enable Smart Surveillance (WITNESS) NATO project. A brief description of the
architecture of the system and the methodology are presented, as well as several use
case scenarios which WITNESS will cater for.

Keywords Surveillance · Security · UAV · Drone · Sensors · Computer
vision · Data fusion

18.1 Introduction

Information technology develops at a fast pace, and its progress influences the
evolution of many other fields of science. It is difficult to say nowadays if there
are any aspects of our modern world which have not yet been affected in some way
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by the IT revolution. One such area of today’s society is the urban surveillance and
security. Although security is paramount in its core concept, the importance of this
area has substantially increased since the launch of the Global War on Terrorism
military campaign in 2001. This can easily be observed with the shift of military
technologies into domestic applications and the confluence of internal and external
security [21].

Modern surveillance systems consist of many individual components, and repre-
sent a very complex architecture. Most common problems that arise when building
such products are related with data transfer speed and reliability, data analysis
and automation of processes. The widely-spread high bandwidth mobile networks
and attack resistant cryptosystems provide solutions to the first two of the above
requirements. Computer vision algorithms permit to analyze streams of data and
detect predefined patterns to spot hostile or abnormal behaviour and automatically
send signals to supervisors at the monitoring stations.

Present paper addresses this specific area of modern security – surveillance
systems. This article is written in the framework of the Wide InTegration of sensor
Networks to Enable Smart Surveillance (WITNESS) project which has the aim to
design a system for urban surveillance and security to help detect, prevent and give
an efficient response to terrorist threats and attacks.

The aim of this paper is to describe the methodology of the research in the
project, starting with the architecture of the surveillance system.

The article is structured as follows. First, we start with the state of the art of
similar research topics. Then we will describe our main aspects of the system
architecture. More details are given in the following sections, concerning sensor
models.

18.2 Related Works

The topic of smart surveillance is very popular nowadays. Its idea came from the
practical issues where video surveillance was used to monitor municipal buildings,
banks, train stations, etc. Surveillance becomes more and more important because
of increasing number of exceptional situations that require a high attention to the
people and society [19]. Smart surveillance is the use of automatic video analysis
technologies in video surveillance applications [12]. Automatic video analysis
technologies usually take into account both GPS and telemetry data. As video data
also contains noise, video sequences are usually divided to be processed into smaller
pieces. A separate analysis of smaller video sequences allows one to create an
overview of the whole video.

The current available smart surveillance infrastructure allows to configure and
implement the algorithms for recording and filtering video data streams from
interconnected objects on the Internet. One of the examples of state-of-the-art infras-
tructure are RFID frameworks. They are elaborated in such a way that they provide
the functionality to monitor space (2D or 3D), identify suspicious events, and
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react by generating appropriate responses to the situation. RFID frameworks have
been developed as a result of researchers’ efforts [17] and commercial demands.
Examples of open-source RFID frameworks include Mobitec [20], AspireRfid
[5, 6], and the Fosstrac project [9, 10] that provides free infrastructure deployments.

Another approach would be to use Wireless Sensor Networks (WSNs). These
were initially used as surveillance in military conflict zones. The first implemen-
tations of WSNs used distributed sensor networks (DSNs) technology. Just as the
first sensors were quite large, their applicability was reduced as well as due to
their limited wireless connectivity. Currently the sensors are significantly smaller
and cheaper. This led to the implementation of sensor networks for monitoring
apartments, the environment, and the use of body sensors. WSN is considered one
of the most prospect technologies of the present century [5, 8].

The variety of WSNs platforms is great. There is a platform that only addresses
the system as a network of sensors. Other platforms work with devices and other
sensor networks connected to the WSNs. There are WSN development and moni-
toring systems that have limited extensibility, for example Moteview [14] and [11].
The following tools provide development and/or programming environments for
WSNs systems: Hourglass, SenseWeb, jWebDust [4] and GSN [1]. A more detailed
description of the architectural particularities of the WSNs systems can be found
in [4].

The effectiveness of WSNs in the surveillance process is acknowledged. How-
ever, there are approaches that seek to improve the use of WSNs by combining
them with Unmanned Aerial Vehicles (UAVs) in surveillance. UAV is a solution
in situations where it is necessary to fly over dangerous areas without endangering
people’s lives.

Paper [2] presents a project example describing the interaction between WSNs
technology and UAV tools used for border surveillance. The UAV in the given case
is considered a quadcopter.

Research focused on the use of quadcopter in terrestrial surveillance is focused
on identifying cost-effective solutions and preserving the same functionality. Usu-
ally a quadcopter is driven by the means of proprietary framework APIs from a
laptop or a PC. A quadcopter is useful in reading the altitude to the ground, as well
as in measuring air temperature, humidity and gas composition [3].

18.3 Use Case Scenarios

WITNESS proposes an innovative technological solution to incidents and accidents
that may occur in an unpredictable urban scenario characterized by crowded scenes
with potentially complex structured man made surroundings. The typical scenarios
WITNESS will cater for are those where an incident or accident has caused
disruption in the normal 24/7 operation of a public space (for instance a metro, a
railway or a bus station). In such environments a nominal flow of people can be
expected and, therefore, normal behaviour can be predicted. We also envisage that
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the public spaces of interest will be monitored by fixed cameras and by police forces.
Some examples of possible case studies follow:

– Natural disasters: a disaster is a serious disruption of the functioning of a
community or a society involving widespread human, material, economic or
environmental loss and impacts. Disasters caused by natural or technological
reasons are identified as NaTech.

– General disruption of individuals: public areas witness the presence of intoxi-
cated individuals, usually disruptive in small groups. Such events may have an
effect on the normal flow of people, for instance in a metro or railway. Such
individuals may start pushing one another and other people in the surroundings.

– Public events related to holidays, manifestations or protests where there is an
abnormal accumulation of people with high density. As noticed from latest
terrorist attacks, these types of scenarios are a very attractive target for terrorists
[15, 16].

– Accident: this describes a category of events that may be caused by the failure of
electrical power – for instance delaying metro or trains, or by physical accidents
happened to individuals, including suicide attempts. In such case an entire station
may be closed and events may more or less slowly affect the entire area.

– Incident: this could be caused by a terrorist threat, even including hostage
situations.

Specific use case scenarios of WITNESS system applications would include
monitoring of the sport events, large-scale peaceful demonstrations and violent
protests. During these events, the abnormal behavior under study is sought to be
well-organized groups of people who aim to destabilize public order by taking
hostage among civilians, using guns, fumigants or explosives. Depending on the
event type, the size of monitored area can span between 10,000 to 300,000 meters
square. The average occupancy of the monitored area is projected to be up to 20
thousand people.

18.4 WITNESS Architecture

WITNESS implements a distributed multi-layered architecture to satisfy the opera-
tional requirements of a situational awareness and decision making system. This
approach facilitates building a flexible and pervasive enough product, ready to
be automatically reconfigured and quickly redeployed when needed. The corner-
stone of the system is the data, which is collected by a predefined set of sensors
– wearable by police forces deployed on the grounds or sensors installed on
UAVs and police vehicles. In this way, the layer responsible for collecting data
in WITNESS system represents a “sensor fusion grid” that leverages data from
multiple heterogeneous sensor nodes, including cameras, microphones and drones.
A schematic diagram of the system’s architecture is depicted in the figure below
(Fig. 18.1).
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Fig. 18.1 WITNESS architecture

Data originating from different sources dispersed in multi-dimensional space
(police forces on the field, quadcopters in the air, lags and losses during data transfer
synchronization) need to be gathered and pre-processed before being submitted for
analysis. This is a difficult task to address, since information received scales expo-
nentially in terms of location-space, time and means (multi-source information).
Recent advances in ICT technologies can boost the efficient acquisition, fusion and
integration of information from the above sources. Sensor data fusion component
will be implemented to address the above problem. Data fusion technologies involve
the fusion of multi-sensory data to estimate the position, speed, attributes and
identity of the detected and flagged targets, e.g. a person, a vehicle or an object
in the operation area.

It is widely accepted that the data transfer between system components of the
above architecture requires a dedicated broadband communication infrastructure
(e.g. LTE, 5G technology) to be deployed in a very short time, so as to be promptly
used to support the communications among security forces deployed on the field and
used to gather and to process awareness data coming from monitoring devices (e.g.
wearable sensors or mobile nodes) and to perform the command and coordination
of the forces. In this regard, the underlying infrastructure plays a critical role in
the security, processing, flow, supporting information requirements throughout the
operational forces.

Within the proposed methodology, WITNESS ensures that data and information
are delivered to the right place on time and optimally encoded for use by their
intended recipients to take the appropriate actions at the right time. The security
and safety of this information will be granted by the dedicated LTE cell. This
architecture is a key enabler of Net-centric Enable Capability (NcEC) and is
essential for “information superiority” and “decision superiority”.

WITNESS will adopt a breadboard architecture enabling plug&play integration
of the various components. The architecture also enables the integration of third-
party components. Furthermore, this architecture will give the possibility to assign
a task to a UAV and to reallocate it to another one when the first drone will have low
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battery or any other malfunction scenario. This need arises for the known critical
issue of the battery duration of the UAVs.

This project aims to explore technological concepts and approaches already
proposed for military operational fields for use in civilian security. Those concepts,
and in particular the Network Enabled Capabilities (NEC), have practically never
been applied in civilian applications, and are new even to the military sectors. At a
global level, however, there are already focus groups questioning on how to apply
the NEC philosophy to the security applications (especially in the USA), thus is
imperative to start the development of a European blueprint on this topic. One
of the technological impacts of WITNESS will be the generic Internet-of-Things
approach towards creating a civil security C2 situation assessment and decision
aiding framework.

18.5 Methodology

Taking into account the current approaches in this field and the use cases for the
system to be built the WITNESS research project will follow the scheme presented
in Fig. 18.2.

In order to obtain a more accurate result we need a complete supply of important
parameters for the proper determination of the instant situation. The parameters are

Fig. 18.2 WITNESS concept
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monitored through a RGB/Thermal camera, a directional microphone and an Air
Quality Sensor (CO2).

The UAV solution for the architecture described will be a quadcopter, DJI Mavic
2 Enterprise Dual [7], which allows porting of several types of sensors. Flight time
– up to 31 min. A dedicated server will be used to build the Artificial Intelligence
application that will process the data provided by the sensors.

The integrated thermal camera is useful for detecting people in low visibility
conditions (total darkness, fog or smoke). It can see through smoke or light mist,
it does not require additional lighting, the image being obtained due to temperature
differences between the target object and the environment.

Air pollution sensor is useful for gas detection [18].
Wearable sensors are to be used to monitor vital parameters of police agents.

Furthermore, system can use the data provided by a rugged smartphone. This way,
the monitoring system relies on a large set of different types of sensors. The volume
and complexity of data supplied by these sensors dictates the necessity to develop a
data fusion algorithm, which will collect, serialize and normalize the data, and pass
it forward into the system pipeline.

Finally, a demonstration will be done using a simulator to let the security forces
be ready for some events that may be planned in advance.

18.6 CV: Crowd Management and Monitoring

Large gatherings such as sporting events, music concerts, cultural festivals, and
amusement parks are always characterized by crowded environments. Crowd
dynamics, based on the behavior of individuals in a crowd vary. In fact, people
move with some purpose and intentions might be completely different between or
among individuals, making identification of behavior patterns hard to comprehend.
However, the behavior of a crowd is widely understood to have collective character-
istics which can be described in general terms. This because in a very crowded and
cluttered space even individual behavior tends to be influenced by the behavior of
people nearby. Crowd behavior may vary from a peaceful to hostile. Nonetheless,
the safety and security of an individual in a crowded environment are of utmost
importance for the person themselves and security bodies in charge of keeping
orderly behavior and prevent accidents, incidents and disruptions such as police,
security operators and guards.

One of the objectives of NATO project is to promote crowd safety and security
using aerial imagery. For many years surveillance cameras and nvr systems were
the only commonly practiced solution for crowd monitoring and management, with
televisions observed by a member of the security staff, looking for problems or
conditions such as various forms of congestion, disruptions in crowd movement
and flow, stampede or problems arising from individual incidents not related to a
crowd, such as fight, a theft, the outbreak of a fire, or potential act of terrorism.
In these approaches, human observers are normally employed to monitor multiple
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camera streams during or after the event. Although these solutions can be practical
for monitoring small scale crowds with a limited number of cameras, scalability,
reliability, and cost-effectiveness of these solutions are questionable in large scale
events.

Recent advancements in parallel computing and GPU technology diminished
this computational barrier and allowed complex models such as deep neural
networks to flourish. The rise of data-driven approaches such as deep learning,
simplified modeling tasks by eliminating the need for domain expertise and hard-
core feature extraction. The emergence of deep learning in the last decade has
boosted the performance of image classification techniques and has started having a
positive impact on crowd behavior analysis. CNN(Convolutional Neural Networks)
have gained ground in crowd monitoring and behavior analysis. It has been shown
that such models are not only able to achieve state-of-the-art performance for
the visual recognition tasks, in which they were trained, but also the learned
representation can be readily applied to other relevant tasks.

Deep learning methods are very data-hungry: they require a large amount of
annotated training data, often very limited and some times unavailable. Further-
more, deep learning models rely on costly parallel computing facilities and GPU
technology.

In this project we used deep learning to model complex crowd behaviors and
characteristics. Several deep learning based crowd analysis algorithms including
crowd counting, localization, and density estimation, crowd flow analysis, crowd
anomaly detection, fight detection, and object detection have been developed to be
used for crowd management using aerial images.

18.6.1 Applications and Use-Cases

Crowd counting and density estimation are of great importance in computer vision
due to its essential role in a wide range of surveillance applications including
crowd management and public security [23]. However, the presence of drastic scale
variations, the clutter background, and severe occlusions make it challenging to
generate high-quality crowd density maps. In this project we use powerful CNN
to handle the challenging situations in crowds mainly by fusing multi-scale or
multi-context information to improve the feature representations. CNN (shown in
Fig. 18.3) which specifically inspired by the biological visual cortex is a type of
deep neural networks, most commonly applied to analyzing visual imagery. Unlike
traditional fully connected deep neural networks, a CNN is able to successfully
capture the Spatial and Temporal dependencies in a given image through the
application of relevant spatial filters.

In dense crowds, individuals heads are the only reliably visible body part in an
image as the other body parts are usually occluded by the crowd. Hence, majority
of the CNN based approaches rely on heads as the only discriminant feature of the
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Fig. 18.3 A typical CNN architecture

Fig. 18.4 A Sample crowd scene along with its corresponding crowd density map

image. As shown in Fig. 18.4, CNNs can generate crowd density maps which not
only localize the crowd but also estimates its size and density.

Crowd flow is another informative metric in crowd management and behavior
analysis. There is a critical capacity where flow begins to decrease as the crowd’s
density increases. A dense crowd with high flow magnitude poses a serious safety
threat and might lead to a human stampede. In visual surveillance, optical flow
algorithms have become an important component of crowded scene analysis.
The application of optical flow allows crowd motion dynamics of hundreds of
individuals to be measured without the need to detect and track them explicitly,
which is an unsolved problem for dense crowds. We employed CNN to measure the
optical flow in the crowd. The algorithm takes two frames at given time intervals
to measure the crowd flow magnitude and direction and generates the flow map
which localizes the flow intensity. Crowd flow can provide valuable information
about crowd behavior in locations such as stadiums and parades where smooth flow
or crowd is essential.

Analysis of crowd behavior in public places is a critical objective for video
surveillance [22]. We are often reminded how time consuming it is for police officers
or forensic investigators to search through hours of video looking for an incident. It
is clear that there would be a substantial advantage if some form of image processing
system could be applied to the video signal, to automatically spot the anomalous
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crowd behavior as they arise, and to trigger a suitable response in a reasonable
time. This project offers state of the art deep learning techniques to create a model
capable to handle overwhelming complexity of crowds and detect anomalous crowd
behavior. The proposed anomalous crowd behavior detection solution uses deep
learning models which are also deep over temporal dimensions. These deep models,
which are addressed as RNN (Recurrent neural network), are rolled over the time
domain. A visual feature extractor (CNN) runs in tandem with a model that can
learn to recognize and synthesize temporal dynamics (LSTM) for tasks involving
sequential data such as anomalous crowd behavior.

Object detection is breaking into a wide range of industries, with use cases
ranging from personal security to productivity in the workplace. One of the most
important applications of object detection is crowd safety and security management.
Object detection algorithms can be utilized for identifying missing objects or
individuals in the crowd, vehicular traffic or even early warning of a potential
terrorist attack by identifying unattended suspicious objects in public. We use state-
of-the-art CNN models capable to identify a wide range of objects such as persons,
vehicles, suitcase, trees, animals, etc.

18.7 Data Analysis and Data Fusion

In a system with a multi-sensor grid, consisting of inertial, audio, visual, location,
chemical, and biosensors, an abundant volume of data is generated on the fly.
Analysis of this data represents a crucial component of WITNESS.

The stated above goals of the WITNESS system, i.e. detection and prevention of
terrorist attacks and other disasters, when approached from the data science point
of view, fall into two main categories: classification and anomaly detection. The
classification part is responsible for spotting predefined scenarios like gunshots,
armed person or armored vehicle detection. Anomalies represent those type of
scenarios which are detected as a statistical outlier and/or have not been categorized
prior to deployment on the ground.

Denoting the representation of a single sensor observation by the tuple O :=
〈p, t, x〉, where x is the measurement recorded by the sensor in the position p and
time t , we collect the following data vector produced by the sensor grid: St :=
{O1≤j≤n}, with n as the total number of sensors in the grid. Consequently, the data
produced by the system in time interval (ti , ti+1] is given by the time series Sti ,ti+1 =
{Sti<t≤ti+1}. In modern data analysis, one must make sure to avoid the most common
pitfalls. These are related to choosing the right interval to collect data and addressing
the problem of noise induced by sensor uncertainty (poor sensor data and quality).
The solution we chose is similar the way the Adam algorithm [13] addresses the
learning rate optimization problem in machine learning – we substitute the collected
observations in Sti ,ti+1 by its moving average giving more weight to most recent
data:
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Sti ,ti+1 = WMASti ,ti+1
=

∑ti+1,�

t=ti ,k=1 k · St

�(� + 1) / 2
,� = ti+1 − ti .

Adding weighted moving averages smooths out induced noise and allows detecting
patterns even if some of the data supplied by some sensors came delayed.

Due to the high dimensionality of the data provided by mutually complementary
sensors, we apply data analysis on multiple groups of features concurrently.
Obtained insights are combined together with processed visual and audio data to
refine estimates and assessments regarding the current state of the environment.
This approach is called Data Fusion and proves to have better performance and
more accurate results. Among other components described here, it also consist
of the following aspects: sensor modeling, management, control and optimization,
statistical and probabilistic methods, neural networks, situation and impact (threat)
refinement modules.

We use distribution-based approach to detect and flag outliers, a distance-based
approach to detect how far a tuple of a pre-defined group of observation is far
from the set’s centroid, and, where applicable, we apply naive Bayes to combine
the outputs. One example of a data fusion algorithm output is the detection of a
bomb explosion based on the group of audio, chemical (smoke), and visual sensors.
This is a good example, as the data produced by the smoke detection sensor will
arrive delayed in comparison to other sensors. Another example would refer to the
safety of the officer on the premises. Obtaining information about his state is based
on position, velocity and heart rate parameters.

18.8 Conclusions

WITNESS provides an opportunity for companies to increase the competitiveness
of the WSN (wireless sensor network) industry by developing novel sensors so far
never exploited in this field.

One of the project objectives is the definition of tools, technologies and methods
that will facilitate the countering to attacks and critical situations. This study will
lead to some conclusions about the state of the art resources and, hopefully, to the
definition of new methods that will improve the ability to develop a monitoring
solution in short time. The results obtained will be the base for future development
that will improve a easily deployable and secure system.
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Chapter 19
Laser Ablated Graphene/Polymer Based
Sensors: Relating Composite Morphology
and Sensor Properties

Radmila Tomovska, Jadranka Blazevska Gilev, Yvonne Joseph,
and Radek Fajgar

Abstract Offering new materials for gas sensing performance with low cost, simple
preparation, high sensitivity, selectivity and reproducibility at ambient working
conditions are the main objectives of this project. Using relatively low cost, water-
borne polymer system with excellent physical and chemical properties reinforced
with different carbon based nanomaterials was considered as the most appropriate.
The polymer matrix consisted of copolymer made of methyl methacrylate and
butyl acrylate, synthesized by polymerization in dispersed media techniques, such
as emulsion or miniemulsion polymerization. The polymer particles obtained are
usually functionalized using small amount of functional monomers, such as glycidyl
methacrylate, acrylamide or acrylic acid, which improve compatibility with the
carbon nanomaterial. Additionally, to improve their distribution within the polymer
matrix and sensing properties of the composite materials, post-treatment by laser
ablation is performed.

Keywords Polymer nanocomposites · Graphene based polymer hybrids ·
Graphene nanoribbons · Silver doped reduced graphene oxide · Gold doped
reduced graphene oxide · Gas sensors

R. Tomovska (�)
POLYMAT, University of the Basque Country, Donostia-San Sebastián, Spain

Ikerbasque, Basque Foundation for Science, Bilbao, Spain
e-mail: radmila.tomovska@ehu.es

J. B. Gilev
Faculty of Technology and Metallurgy, University Ss. Cyril and Methodius, Skopje,
North Macedonia

Y. Joseph
Institute of Electronic and Sensor Materials, TU Bergakademie Freiberg, Freiberg, Germany

R. Fajgar
Institute of Chemical Process Fundamentals, Czech Academy of Sciences, Prague, Czech
Republic

© Springer Nature B.V. 2020
C. Palestini (ed.), Advanced Technologies for Security Applications, NATO Science
for Peace and Security Series B: Physics and Biophysics,
https://doi.org/10.1007/978-94-024-2021-0_19

207

http://crossmark.crossref.org/dialog/?doi=10.1007/978-94-024-2021-0_19&domain=pdf
mailto:radmila.tomovska@ehu.es
https://doi.org/10.1007/978-94-024-2021-0_19


208 R. Tomovska et al.

19.1 Introduction

The atmospheric pollution nowadays creates conditions of continuous exposure of
humans to various air toxins, resulting in serious health problems like respiratory
disease and poisoning. Toxic gases like CO, NH3 and NO2 are one of the most
common air pollutants that can irritate skin, corroded lung tissue and respiratory
tract and in the worst case, cause mortal danger [1, 2]. Consequently, new path-
ways toward novel gas sensor materials with improved performance are required.
Therefore, in the last decade with the rapid progress of detection techniques, the
investigations are oriented to obtain sensors with higher sensitivity to determine
low concentration, selectivity along with faster response time and reproducibility
[3]. However, other properties as thermal and mechanical resistance, operating
temperature, durability and service life of the sensor are also of large importance.

This project (G5244) is focused on development of polymer/graphene compos-
ites gas sensors, based on two techniques: on one hand production of water borne
composites by emulsion polymerization techniques, and, on the other, ablation of
these composites by IR or UV lasers and preparation of electrically conductive
thin films. In the following, the most relevant results of the first investigation line
obtained throughout the 2 years of investigation are shown.

19.2 Experimental

Multiwalled carbon nanotubes (CNT, length = 5–15 μm; diameter = 10–30 nm)
and graphene nanoribbons (GNR, with length 2–15 μm and width 40–250 nm) were
acquired from Sigma Aldrich, whereas, graphene nanopowder (G, 8 nm flakes) or
graphene oxide (GO) (4 mg/mL aqueous dispersion with 80% monolayer GO) from
Graphene Supermarket (USA). GO was reduced by using Ascorbic Acid, procedure
explain elsewhere [4]. Hybrid G/CNTs filler was prepared by mixing G and CNT
in different weight ratios (G: CNT of 10:1; 5:1; 1:1; 1:5 and 1:10) by sonication
in water in presence of SDS using Branson 550 instrument, Danbury, CT at 70%
of power output and 50% duty cycle for 90 min efficient time, under mixing with
magnetic stirrer of 200 rpm.

For waterborne polymer and in situ composite preparation miniemuslion tech-
nique was used, for which materials and methods are explained elsewhere [4, 5].
Methyl methacrylate (MMA) and butyl acrylate (BA) in 1:1ratio were copolymer-
izaed. 1 wt% of functional monomer glicidyl methacrylate (GMA), acryl amide
(AA) or hydroxyethyl methacrylate (HEMA) was added in order to functionalize
polymer chains and to compatibilize them with the carbon nanomaterials. Addi-
tionally, composites were prepared by emulsion mixing technique (blending of
aqueous dispersion of both phases), where polymer and filler aqueous dispersions
were mixed in appropriate ratios.
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Wide range of the polymer composites are synthesized, all of them based on
MMA/BA in 1:1 ratio, in order to obtain polymer matrix with glass transition
temperature bellow room temperature. This will allow formation of a continuous
film from polymer dispersion at ambient conditions upon water evaporation. In the
presented results G/CNT; rGO/CNTs or GNR were used, in concentration range
of 0.2–1 wt%. The sensing properties of these composites were related to their
morphology. Apart of these results, we present synthesis of rGO nanoplatelets
decorated with Ag and Au nanoparticles and their use as substrate for Surface
Enhanced Raman Scattering (SERS) measurements.

The films from the neat polymer and the composites were casted in a silicon
molds at 25 ◦C and 55% relative humidity for various characterizations. For sensing
measurements by QCM, special substrates were used, onto which the hybrid latexes
were deposited by means of drop-casting with 10 μl pipette and dried at room
temperature for several days. Material dispersed Spin-coating technique was also
used, with the primary rotation rate of 600 rpm for 20 s and the second rotation
rate of 3000 rpm was applied for 6 s in order to spread the material and make
a homogenous thin film, respectively. The film thickness measured with confocal
microscope. The results show that the film thickness of all samples was equal to or
less than 10 μm with the accuracy of ±0.3 μm.

19.3 Result and Discussions

19.3.1 Morphology of Composite Materials

Morphologies of the composite films were investigated by SEM imaging of the
cross-section area of the films. For the preparation of the composite blends
rGO/CNT mixtures were used, and for the in situ processes G/CNT, because in
case of G/CNT phase separation occurred during the blending process.

In Fig. 19.1, the SEM cross-section area of the composite blends containing
1 wt% of rGO/CNT with ratios of 10:1, 1:1 and 1:10. Figure 19.1 presents the cross-
section morphology of the blend composites containing 1 wt% rGO/CNT filler. One
may observe dark areas corresponding to polymer surrounded by the rGO/CNT
white structures. The presence of the filler around neat polymer areas, often
corresponding to the size of polymer particles (300 nm) is known as morphology of
segregated network, typical for waterborne composites [6], which allows obtaining
mechanical or conductive percolation at low filler contents. The segregated network
is more pronounced for higher content of CNT in rGO/CNT, mixture (1:10),
probably due to better flexibility of the CNT than rGO.

In Fig. 19.2 representative images of the in situ composites containing 1 wt%
hybrid G/CNT filler in two ratios (1:1 and 10:1) are shown. The polymer matrix
is black and the grey structures represent the hybrid G/CNT. The zoomed areas
presents the TEM image of the neat G/CNT fillers. The composite with 1:1 G/CNT
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Fig. 19.1 Morphology of blend film containing 1 wt% hybrid filler of different ratios. Inset: TEM
images of the neat rGO/CNTs (scale bar 200 nm)

Fig. 19.2 SEM images of composite containing 1 wt% G/CNT hybrid filler with ratio of: (a) 1:1;
and (b) 10:1. Zoomed areas: TEM images of hybrid filler with ratio 1:1 (left) and 10:1 (right)

Fig. 19.3 TEM images of blend composites

(Fig. 19.2a) presents larger aggregates, probably due to higher aspect ratio of CNT
(in 1:1 their content is higher) that is more difficult to stabilize colloidally. Figure
19.2b presents composite containing 10:1 hybrid with nice distribution of the hybrid
filler, without any aggregation, similar to segregated network morphology.

Figure 19.3 represents the TEM structure of the composite blends obtained by
mixing of aqueous dispersion of MMA/BA/AAm with that of GNR. Areas rich of
GNR may be observed in both images, coexisting with polymer film in which few
GNR are well distributed.
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Fig. 19.4 SEM image of the top surface of in situ composite film with different content of GNR

Fig. 19.5 TEM images of GOS_Au with low aspect ratio of 1, decorated with Au nanoparticles
under lower (a) and higher (b) magnification

In situ composites with GNR have improved distributions of GNR within
the polymer matrix, without any visible aggregation observed (Fig. 19.4). GNR
are visible as a 3–4 μm long needle like white structures embedded within the
grey matrix. It is notable that the GNR are much more rigid than the rGO and
CNT, therefore no indication of segregated network of GNR within the matrix is
presented. The surface is quite rough, coming from the individual polymer particles
(in average 300 nm each).

The electrical conductivity of the composites was of order 10−5 S/m. Various
strategies have been used to improve it, between them the graphene was surface
modified by nanoparticles of Ag, Au, Pt, etc. In the following, TEM images of two
types of rGO platelets decorated with gold nanoparticles are presented. The first
platelets type GOS has low aspect ratio of 1 and is characterized by high purity.
The second platelets type, GOG has high aspect ratio of 10 and contains about 4%
impurities (heteroatoms N, O, S). Their TEM images are shown in Figs. 19.5 and
19.6. The GOS_Au has anchored few aggregated particles of Au, whereas GOG_Au
has anchored large number of particles with wide distribution of particle sizes.
The presence of heteroatoms (4%) onto GOG, during the synthesis likely provided
nucleation points for Au nanoparticles.
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Fig. 19.6 TEM images of GOG_Au with high aspect ratio of 10, decorated with Au nanoparticles
under lower (a) and higher (b) magnification

Fig. 19.7 Sensing response of composite blends of 1% rGO/CNT towards various gases with
different concentrations normalized to the film thickness

19.3.2 Sensor Characteristics of the Presented Materials

Figure 19.7 illustrates the response of blend rGO/CNT composites towards NH3,
NO, NO2, and CO gases diluted with nitrogen.

The neat polymer shows certain response to the analyzed gases, which was
improved by adding of the rGO/CNT hybrid likely due to the introduction of number
of oxygen functional groups that improve the interaction with the analyzed gases.
Except for NO2, for all other gasses 1:1 and 1:10 rGO/CNT composites provided
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Fig. 19.8 Sensing characteristics of the neat polymer and in situ composites containing
1 wt% G/CNT on different gases. Concentration in (ppm): NH3 (10000); NO (4000); NO2 (500);
CO (50000)

the highest frequency changes. Higher content of CNT seems to be preferable for
sensing properties. Besides that, the morphology of these composites (Fig. 19.1)
indicates that, for more developed segregated network the performance is improved.

The representative results for sensing characteristic of neat polymer and the in
situ composite with 1 wt% hybrid G/CNT (10:1 and 1:1) for series of gases are
shown in Fig. 19.8. Surprisingly, the neat polymer presented an excellent response
to all of the analyzed gases. Addition of the 10:1 G/CNT did not introduced
significant improvement, despite nice distribution of the hybrid within polymer
matrix (Fig. 19.2b). However, when 1:1 G/CNT were added, significantly improved
response was obtained for all of the gases. XPS analysis (results not shown here)
demonstrated that CNT are more oxidized than G. Taking into account that 1:1
nanocomposite contains higher quantity of more oxidized CNT than 10:1 compos-
ite, this may be the probable reason for the improvement. The presence of small
aggregates of G/CNT additionally may contribute to the improved performance.

The morphology of 10:1 nanocomposite presents larger aggregates of G/CNT,
which may create surface defects, known to increase the gas adsorption capability
[7] due to addition of adsorption sites to the nanocomposites, increasing the
sensitivity towards the analyzed gases. The adsorption of CO, NO and NO2 on the
material surface is physical, therefore, the sensitivity is attributed to the existence of
oxygen functional groups on the surface of the material, which should be augmented
by addition of the G/CNT hybrids. In case of NH3, additionally H-bonding gas-
nanocomposite may be established increasing the adsorption; therefore the best
results were obtain for this gas.

The reproducibility (Fig. 19.9) was checked for NH3 gas, since all materials
showed the best sensitivity towards this gas. Surprisingly, an increasing frequency
with respect to the initial one was noticed after gas desorption, which indicates
material mass loss. With exception of this drawback, relatively good sensing
reproducibility was obtained. The 1:1 G/CNT nanocomposite with the best sensor
activity had standard deviation of the frequency change of 9 Hz. However, the
10:1 G/CNT nanocompoite has the lowest standard deviation error of 1 Hz. In all
cases nice responses were obtained.
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Fig. 19.9 Reproducibility of sensing measurements for neat polymer and in situ G/CNT compos-
ites in case of NH3 with 10.000 ppm concentration

Fig. 19.10 Sensing results of blend composites with 1 wt% GNR

The sensing characteristics towards various gases of 1 wt% GNR blend nanocom-
posites are presented in Fig. 19.10.

In general, GNR nanocomposites have shown higher sensitivity than all other
investigated composites, therefore, gas concentration in much lower range were
used (70–1000 ppm). This can be due the GNRs narrow channel width and highly
dense edge defect sites. The desorption was complete and the frequency returns
to its original value, ascribed to weak Van der Waals bonds established between
the analyzed gas molecules and the films. Moreover, higher and faster drop in the
frequency was detected for NH3 gas, which means that these systems are keen to
absorb more NH3 molecules compared to CO and NO2.

The results obtained for the reproducibility of the nanocomposite exposed to
250 ppm for CO and 70 ppm for NH3 are presented on Fig. 19.11, showing good
performance. TEM images (Fig. 19.3) show that the composite films contain areas
reach in GNR and the other areas which contain few GNR. The irregularities
presented onto the composite surface, forming two different phases, seem to
promote interactions with the gases (Fig. 19.11).

The in situ composites containing 1 wt% GNR, presented as well very good
sensing properties for the three investigated gases in concentration range of
70–1000 ppm (Fig. 19.12). For CO gas, a dependence of frequency drop on concen-
tration was observed, which may be used in creating of quantitative sensor. For NH3
and NO2, the signals were equal for all the concentrations, creating a concentration
independent sensor. Such characteristic could be useful in preparation of sensors for
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Fig. 19.11 Reproducibility of sensing for the 1 wt% GNR blend composites

Fig. 19.12 Sensing results of in situ composites with 1 wt% GNR

Fig. 19.13 Reproducibility of sensing measurements of in situ composites (1%GNR)

selective detection of gas mixture. Reproducibility of these measurements was as
well excellent for all gases, as shown in Fig. 19.13.

Apart of these results, the decorated graphenes with noble metal nanoparticles
were used as substrate for SERS. Fluorescein (Fl) was used as a probe molecule.
The results obtain for Au nanoparticles are shown in Fig. 19.14.

The Fl concentration was changed in range 10−1 to 10−10 M. Onto GOG_Au
(high aspect ratio, Fig. 19.6), Raman spectra of Fl were measured up to concen-
tration of 10−4 M, giving rise to enhancement factor of 900. In case of GOS_Au
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Fig. 19.14 SERS results. Raman spectra of Fl on GOS_Au substrate for different Fl concentration

(high aspect ratio, Fig. 19.5) the Fl Raman spectra were measured up to 10−7 M
concentration, with enhancement factor of 122 ·104. This excellent result obviously
was obtained from the observed morphology of GOS_Au, for which few Au
nanoparticles were anchored onto the rGO surface but they were presented in
aggregates.

19.4 Conclusions

In conclusion, wide variety of novel composite materials were produced based on
different type of carbon nanofillers: graphene or reduced graphene oxide mixed with
CNTs, or GNR. The materials presented interesting morphologies and promising
sensing properties towards various toxic gases. With respect to sensing properties,
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the analysis to now using QCM method show that the nanocomposites based
on GNR presented the most sensible properties towards toxic gases CO, NH3
and NO2. It was found that the addition of nanofillers positively influenced the
performance of sensing toxic gases. Analyzing the composite morphology of these
composites, it was found that presence of non-idealities (aggregates, different
phases) promote further the sensitivity. Apart of that, reduced graphene oxide
nanoplatelets were surface modified with noble metal nanoparticles. These hybrids
have shown promising results as substrates for SERS measurements, identifying Fl
molecules in concentration as low as 10−7 M, with excellent enhancement factor of
order of 104.

References

1. Wang T, Huang D, Yang Z, Xu Z, He G, Li X, Hu N, Yin G, He D, Zhang L (2016) A review
on graphene-based gas/vapor sensors with unique properties and potential applications. Nano-
Micro Lett 8:95–119

2. Qi P, Wang Z, Wang R, Xu Y, Zhang T (2016) Studies on QCM-type NO2 gas sensor based on
graphene composites at room temperature. Chem Res Chin Univ 32(6):924–928

3. Procek M, Stolarczyk A, Pustelny T, Maciak E (2015) A study of a QCM sensor based on TiO2
nanostructures for the detection of NO2 and explosives vapours in air. Sensors 15:9563–9581

4. Prosheva M, Aboudzadeh MA, Leal GP, Blazhevska Gilev J, Tomovska R (2019) High-
performance UV protective waterborne polymer coatings based on hybrid graphene/carbon
nanotube radicals scavenging filler. Part Part Syst Charact 1800555:1–11

5. Pérez-Martínez BT, Farías-Cepeda L, Ovando-Medina VM, Asua JM, Rosales-Marines L,
Tomovska R (2017) Miniemulsion copolymerization of (meth)acrylates in the presence of
functionalized multiwalled carbon nanotubes for reinforced coating applications. Beilstein J
Nanotechnol 8:1328–1337

6. Arzac A, Leal GP, de la Cal JC, Tomovska R (2017) Comparison of water-borne poly-
mer/graphene nanocomposites. Macromol Mater Eng 302:1600315

7. Lin T, Lv X, Hu Z, Xu A, Feng C (2019) Semiconductor metal oxides as chemoresistive sensors
for detecting volatile organic compounds. Sensors 19(2):233



Chapter 20
Based on Nanocomposite Resonant
Photonic Crystal Structures for Sensing
Applications

Tatiana Smirnova, Pavel Yezhov, Volodymyr Hryn, Oksana Sakhno,
Volodymyr Fito, and Andriy Bendziak

Abstract The approximate theory of resonance phenomena in waveguides with
volume gratings that allows obtaining analytical dependencies of the spectral
position of guided-mode resonances on parameters of a waveguide structure was
developed. Verification of the obtained results was carried out by the rigorous
coupled-wave method (RCWA). Sensitivity of sensors based on waveguide gratings
was estimated. Nanocomposite sensors were fabricated by holographic method.
The characteristics of the sensor were measured. A modified method for refractive
indices measurement was proposed. The sensitivity of the sensors for standard and
modified measurement methods was compared. It was established that the proposed
method allows increasing the sensitivity of the sensor by an order of magnitude.

Keywords Polymer nancomposite · Photonic crystals · Resonant Properties ·
Polymer sensors

20.1 Introduction

Detection of small amounts of toxic species and contaminants is critical for
environmental monitoring, human health improvement as well as prevention of
biological and chemical warfare threats. Therefore development of new highly
sensitive and selective sensors has a high priority. We study photonic crystal (PC)
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sensors based on volume gratings recorded in a nanocomposite by a holographic
method.

Periodic waveguide structures formed by periodic refractive index modulation
possess the resonant phenomena termed guided-mode resonance, at which phase
matching of the wave diffracted by the periodic structure with the eigenmode of
the waveguide occurs. Under the resonant conditions, series of strong peaks appear
in the reflection spectrum of structure. The central wavelength of these peaks
can be changed by varying PC structure parameters and environment permittivity.
Therefore, waveguide PC structures can be used as sensors of analytes deposited
on PC surface by monitoring the resonance wavelength shift. Resonance conditions
also results in the strong enhancement of the field in the waveguide and near its
surface (local field). The excitation of local field can promote high enhancement of
fluorescence and Raman scattering of analytes (enhancement effect). In this work,
we investigate the label-free sensor using wavelength shift of resonant peaks.

The main types of polymer PC structures that are investigated now are structures
with corrugated surface (e.g. [1, 6, 9, 10]). Their fabrication procedures (UV or
electron beam lithography, nanoimprinting, hot or UV embossing, reactive ion
etching, etc.) are complicated and rather expensive. In addition, it is difficult to
achieve the homogeneity of the grating over the entire surface with the mentioned
methods. Relief inhomogeneity causes spectral widening of resonance peaks,
decreases of reflection coefficient and, consequently, reduces the sensitivity of the
sensor.

We proposed, as an alternative, waveguide PC structures based on nanocom-
posites with volume periodic modulation of permittivity. This approach has a
number of advantages. Volume 1D, 2D structures can be fabricated by a one-
step holographic lithography method that enables the production of large-size PC
structures with excellent homogeneity, easily varied symmetry and period, and flat
surface. For structure fabrication, we used original photosensitive polymer-based
nanocomposites containing inorganic nanoparticles (NPs) developed in the Institute
of Physics (Ukraine) and Fraunhofer Institute for Applied Polymer Research
(Germany) [7, 8].

The goals of our work are (i) theoretical analysis of resonant properties of volume
PC structures and sensitivity of sensors on their base; (ii) fabrication of the waveg-
uide PC structures in nanocomposite by holographic method; (iii) characterization
of the label-free sensor.

20.2 Theoretical Analysis of the Resonant Properties
of PC Structures: Development of the Approximate
Theoretical Model

In case when a plane wave with a wavelength λ falls normally on a grating of period

 then under waveguide resonance, in which the reflection coefficient of the grating
is equal to one, the condition must be satisfied as follows:
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β(λ0) ∼= 2π/
, (20.1)

where β(λ) is a constant propagation of waveguide mode for given wavelength.
Equation (20.1) is valid, because the amplitude of the grating refractive index

modulation is much smaller than the average grating refractive index. However, in
the case when the plane wave falls on grating at the angle θ , the condition of the
waveguide resonance is written as follows:

2π

λ
sinθ ± 2π



∼= ±β(λ, na), (20.2)

where θ is the propagation angle of the plane wave in the air, na is refractive index
of the surrounding research medium. It should be noted that the incident wave can
pass through the air, research medium, grating, substrate and again the air.

The constant propagation is about 15μm−1 for our waveguide parameters,
consisting of the grating, substrate and researched medium. The difference between
the right and left parts of Eqs. (20.1) and (20.2) is less than 0.001.

Let’s expand the right part of Eq. (20.2) near the point λ0 into the Taylor series;
as a result we obtain the next equation:

β(λ) = β(λ0) + dβ

dλ
δλ + 1

2

d2β

dλ2
(δλ)2 + . . . (20.3)

We abridged ourselves to the three terms of the constant expansion of the
expansion and substitute the Eq. (20.3) into (20.2) as follows:

2π

(λ0 + δλ)
sinθ ± 2π



= ±

[
β(λ0) + dβ

dλ
δλ + 1

2

d2β

dλ2 (δλ)2
]

(20.4)

Taking into account Eq. (20.1), finally it was obtained:

2π

(λ0 + δλ)
sinθ = ±

[
dβ

dλ
δλ + 1

2

d2β

dλ2
(δλ)2

]
. (20.5)

The analysis of the Eq. (20.5) allows us to conclude that, in the case of the
deviation of the incident plane wave from the normal to the angle θ , there are two
resonant peaks. The one is at the wavelength shorter than λ0 and the second one
is at the wavelength longer than λ0. In fact, Eq. (20.5) splits into two equations as
follows:

F1(�λ1) = 2π

(λ0 + δλ1)
sinθ −

[
dβ

dλ
�λ1 + 1

2

d2β

dλ2
(�λ2)

2
]

= 0 (20.6a)

F2(�λ2) = 2π

(λ0 + δλ2)
sinθ +

[
dβ

dλ
�λ2 + 1

2

d2β

dλ2 (�λ2)
2
]

= 0 (20.6b)
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Fig. 20.1 Dependencies F1(�λ1) (1) and F2(�λ2) (2) at angle of incidence on grating is equal
3.5 angular degrees

Equations (20.6a) and (20.6b) are convenient to solve graphically. The first
and second derivatives will be founded by numerically from the solution of the
waveguide equation using the method described in Ref. [2]. The periodic structure
was created with the following parameters: the average grating refractive index of
1.525, the refractive index of the glass substrate of 1.515, the modulation of the
refractive index of the grating medium of 0.017, the grating thickness of 1.3 μm,
the grating period of 0.395 μm. The resonant wavelength is 0.6053418 μm for
these parameters at the normal incidence. Thus, the first dβ/dλ and the second
derivatives are equals −26.158647765 μm−2 and 86.637 μm−3 for this wavelength,
respectively. The dependences F1(�λ1) and F2(�λ2) are shown in Fig. 20.1, where
the roots of Eqs. (20.6a) and (20.6b) are determined by the intersection of the curves
with the abscissa.

Thus, we obtained �λ1 = −0.0242603 μm and �λ2 = 0.0242637 μm.
Therefore, the predicted resonance wavelengths are equal λ1 = λ0 + �λ1 =
0.5810815 μm, λ2 = λ0 + �λ2 = 0.6296055 μm, respectively. The wavelengths
calculated by RCWA for an infinite grating [5], at which the reflection coefficients
are close to unity take values of 0.581138 and 0.629689 μm respectively. It can be
seen that predicted wavelengths are very close to the wavelengths determined from
the spectral dependences of the reflection coefficient calculated by RCWA when the
incident beam is deviated from the normal.

The spectral dependence of reflectance (R) on wavelength at normal incidence
and angle of incidence of 3.5◦ when na=1 is shown in Fig. 20.2.

The spectral half-width (full width at half-maximum) of the reflection peaks
depends on the angle of incidence. The half-width of the spectrum is 0.0018 nm
at zero beam incidence on the grating (the refractive index of the substrate is of
1.45) and increases to 0.0025 nm the angle of 30◦ in the air.

Theoretical investigations were shown that sensor sensitivity increases when the
angle of incidence on the grating increases. It also increases when the refractive
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Fig. 20.2 Spectral dependencies of the reflectance (R) at the incident angles of a plane wave of 0◦
(central peak) and 3.5◦ (right and left peaks)

index of the researched medium approaches to the average grating refractive index.
It was also found that PC structures with a thickness (d) of 1–2 μm, period (
) ≤
400 nm and refractive index amplitude modulation (n1) ≥ 0.01 are the most suitable
for effective operation of the sensors.

20.3 Fabrication of PC Structures by Holographic Method

The organic inorganic UV photosensitive nanocomposite for fabrication of volume
PC structures was prepared using our earlier developed technology [8]. The
holographic nanocomposites are generally consisting of organic monomers of
different functionality (as an organic low refractive index (n) matrix) and inorganic
nanoparticles, NPs (as a high n additive). A mixture of mono-functional, isobutyl
acrylate (IBA, n = 1.476) monomer and multi-functional acrylate monomer (Sar-
tomer SR444, n = 1.481) was employed for preparation of a monomer bland using
75% wt.% IBA and 25% SR444, respectively. The photoinitiator Irgacure 1700
(Ciba) 1.5 wt.% was added to the monomer blend to provide the material sensitivity
to UV (355 nm) light. The inorganic NPs series X green (LaPO4 doped with rear-
earth elements) from Fraunhofer Zentrum für Angewandte Nanotechnologie CAN
(Hamburg, Germany) were used. The average NPs size was found of about 3–
4 nm. According to the manufacturer’s information the current NPs possess specific
gravity of 5 g/cm3 and the refractive index of about 1.7. The weight fraction of the
inorganic core was found to be of about 85 wt.%. The concentration of the NPs
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Fig. 20.3 Schematic
presentation of the
holographic setup: SpF-
spatial filter and telescope
unit, Mir – mirrors, BSp – a
beam-splitter, dividing the
input laser beam on two
mutual recording beams
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was about 25 wt.%. The fabrication method of recording layer with the thickness
1–2 μm and high film quality was developed and described in [3].

A conventional two-beam interference scheme based on an DPSS Genesis-SLM
laser (Coherent) emitting at λrec = 355 nm (s-polarization) was used for holographic
fabrication of PC volume structure (Fig. 20.3).

Two laser beams of about 15 mm diameter and equal intensities produce the inter-
ference pattern in the intersection plane (position “sample” in Fig. 20.3). The spatial
period of the grating (
) was 395 nm. Because of the symmetric beam configuration,
the fringes of the gratings are perpendicular to the substrates. The grating is formed
due to diffusion NP redistribution in polymer matrix during exposure. The grating
formation was monitored in real time by diffraction of a He–Ne laser beam (s-
polarization, λt = 633 nm), placed at the Bragg angle corresponding to the period of
the grating. The samples were exposed until the steady-state value of the diffraction
efficiency was achieved (typically for 80–150 s). The recording intensity (I) of the
exposing beams was varied from 10 to 50 mW/cm2. The diffraction efficiency (η)
of the grating was determined as η = Idif /(Itr + Idif ), where Itr and Idif are the
intensity of the zero diffraction order (transmitted beam) and the first diffraction
order (diffracted beam). Such estimation allows excluding the Fresnel reflection in
the substrates as well as scattered light and linear absorption of the layer.

The Bragg diffraction conditions are satisfied for the gratings with the specified
parameters. Only the 0th and −1st diffraction orders were observed in the diffraction
pattern. Therefore, we used Kogelnik’s formula [4] for calculation of the refractive
index modulation amplitude, n1 = λcosθBasin(η)1/2/πd, where θB is the Bragg
angle within the material, λ is the wavelength of the reading beam.

We fabricated a series of volume waveguide PC-structures, which were used
for further researches. Their characteristics are follows: d = 1.25 ÷ 1.70 μm,
n1 = 0.012÷ 0.017.
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20.4 Investigation of the Label-Free Sensor Based
on the Nanocomposite PC Waveguide Structures

In order to study the properties of the sensor with volume nanocomposite PC
structure a special fluid cell was fabricated. The scheme and the photo of the cell
are shown in Fig. 20.4a,b. As shown in Fig. 20.4 the substrate with grating was
mounted into a cell placing the grating in contact with analyte medium. The liquid
was injected into the cavity of the cell with a syringe, located in the lower part of
the cell. The second syringe in the upper part of the cell provided air displacement
at the cuvette filling.

To change the angle of incidence the cell was installed into the goniometric stage.
The halogen lamp with maximum intensity in the red part of the spectrum (of about
670 nm) was used as a light source. The spectral position of the long-wave peak in
the specular reflection spectrum (the zero order diffracted beam) depending on the
refractive index of the studied liquid, nan, was measured.

The range of nan variation for which the measurements were performed was
chosen taking into account the waveguide-gratings characteristics. At nan > 1.5, the
analyte refractive index approaches the average refractive index of the waveguide-
grating, ngr=1.525. The system becomes unstable; the conditions for propagation of
guided-modes and, correspondently, the conditions for the excitation of resonances
are violated. The interaction of liquids with PC gratings was previously investigated.
Only such liquids were selected, which in direct contact with the grating for 4 hours
did not lead to the destruction of the grating or to the change of its parameters
(diffraction efficiency, thickness).

It was found from theoretical estimation that the sensitivity of the sensor, defined
as S = �λ/�n, increases with increasing angle of incidence. In addition, the
long-wave resonance is more sensitive to the changes in the refractive index than
the short-wave one, i.e. the spectral shift of the long-wave resonance peak, when

Fig. 20.4 Fluid cell construction with beam propagation (a), and photo of the cell (b). Standard
method: θ = constant, θan varies for different analytes. Modified method: θan = constant, θ varies
for different analytes θs is the angle in substrate
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the refractive index changes, exceeds the shift of the short-wave peak. Therefore,
the following measurements conditions were chosen for experimental studies. For
different analytes the wavelength of the long-wave peak in the reflection spectrum
was determined. The only difference of the observed specular reflection spectra for
different analytes was the position of the resonance peaks. The half-width of the
resonance peaks in all cases did not exceed 0.012 nm. The reflection coefficients
were varied in the range of 10–15%. It should be noted that the value of the reflection
coefficient is not fundamental by measuring the refractive indices of analytes.

In the first case light irradiation with TE polarization entered the cell from the
side of a substrate, on which the PC grating is located (standard measurements). The
angle of incidence in air, θ , was 20◦. The dependences of λres on nan were measured
and theoretically calculated. There is a good agreement of the measurement results
with theoretical ones. The λres(nan) dependence is nonlinear, so the sensitivity of
the sensor, �λres/�nan, depends on the refractive index of the analyte and increases
when its value approaches the average refractive index of the grating. The defined
sensor sensitivity in this case varies within 0.4÷12 nm/RIU. One pixel shift in the
peak position corresponds to a shift of 0.012 nm, which can be measured with our
measurement system. As a result, a minimum detectable change in the refractive
index, �nmin, also varies in a range 0.0279 ÷ 0.001 RIU.

The sensitivity of sensor can be increased by modifying the measurement
procedure. If the radiation enters the cell from the side of test analyte, by changing
the angle of incidence θ , it is possible to measure the resonance wavelength
at a constant angle θan of the radiation propagation in analytes with different
nan. The theoretically calculated dependences of the resonance wavelength on
the refractive index of the medium for different θan shown that in this case the
sensitivity of the measurements also arises with increasing θan. Herewith a long-
wave reflection peak is more sensitive to nan changes.

In the pointed range of nan, the dependence λres(nan) can be approximated by
a straight line Fig. 20.5. The slope of this line determines the sensitivity of sensor.
When θan = 15◦ and 1 ≤ nan ≤ 1.5, the range of θ is 1◦ ÷ 22.844◦. It corresponds
to the spectral range of long-wave resonances of 708.344 nm ÷ 761.730 nm. By
calculating the value of θ for each of analyte and measuring the reflection spectra
for each θ , we determined the corresponding values of λres for long-wavelength
peaks. The measurement results are shown in Fig. 20.5.

There is a coincidence of the measured values with the calculated theoretically.
It confirms clear the applicability of the presented method. The defined value of S

is equal to 122 nm/RIU. The minimum detectable change in the refractive index,
�nmin, was found as 1×10−4 RIU. It is important to note that this limitation is
determined by the detection system used. The theoretical limit of the refractive index
change is predicted to be two orders of magnitude lower.
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Fig. 20.5 Experimentally measured spectral positions of resonance peaks (circle dots) obtained
for the angle in liquid 15◦ and dependence of resonance wavelength on refractive index calculated
by RCWA method (dash line)

20.5 Conclusions

Approximate methods for determining the parameters of the created grating as
sensitive sensor element for measuring the refractive index of the research medium
has been developed. It is possible to calculate the resonance wavelengths for
different angles of incidence using obtained approximate equations and knowing λ0.

The exact values of the resonant wavelengths at different angles of the incidence
on the grating were found by the RCWA method. They are very close to the obtained
values of wavelengths using developed approximate method.

Suitable organic-inorganic nanocomposites were prepared. Optimization of the
exposure conditions allows obtaining the PC structures with thickness <2 μm and
the refractive index amplitude modulation 0.01 ÷ 0.017.

The characteristics of the sensor based on nanocomposite PC waveguide struc-
ture were examined. A modified measurement method was proposed. The modified
method provides the sensor sensitivity 122 nm/RIU and minimal detectable change
in the refractive index �nmin of about 1×10−4 RIU.
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Chapter 21
Hand-Held Gamma Detector Based
on High-Pressure Xenon Gas:
Determination of Charge Carrier
Lifetime in Xe
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S. Melnikov, G. Kholomyeyev, K. Kutny, I. Kolodiy, R. Austin, and U. Rohatgi

Abstract The primary goal of the work is the design and construction of the hand-
held gamma detector based on high-pressure xenon (HPXe). The primary use of
the detector with spectrometric capabilities is the detection and identification of
radioactive materials in the normal stream of commerce at rail terminals, seaports,
border crossings. The advantages of the detectors are high resolution, light weight,
robustness, radiation and temperature stability. A major part in reaching the project’s
final goal is creation of a Xe purification facility. Xenon gas compressed up to
pressure ~50 bar and sometimes doped with hydrogen, methane or others gases,
which is the working medium for the high-resolution HPXe detectors, needs to
be very pure. The purity level can be measured directly or, alternatively, the gas
usability in gamma-spectrometers can be evaluated indirectly through the charge
carrier (electron) lifetime measurements. Typically, lifetime determination methods
involve the measurement and analysis of individual ionization pulses from particles
registered in a Xe-filled ionization chamber. In the present paper, we studied the
HPXe electron lifetime by using measurements in a cylindrical ionization chamber
and developed the respective analytical charge transport model. Our results showed
that it is possible to determine electron lifetime in the cylindrical configuration.
The parallel plate electrode configuration was studied for comparison. The mea-
surements were conducted in a two-electrode configuration for a range of pressure
values (5–50 bar) for the Xe+0.25%H2 gas mixture and pure Xe.
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21.1 Introduction

The spectrometers of γ-radiation based on high-pressure high-purity xenon gas
(HPXe) have excellent detecting properties and found numerous applications. Their
energy resolution has reached 1.7% (at 662 eV), and the possibility of their
operation with the high acoustic noise background has been demonstrated [1]. Such
spectrometers have been used in the studies of the space gamma radiation. Their
applicability in a number of other areas has been demonstrated: characterization of
spent fuel bundles [2]; characterization of radioactive waste [3]. The use of HPXe
detector bundles in port-of-entry security portals is studied. Among the advantages
of the HPXe detectors are their high energy resolution, high sensitivity, large
detecting volume and its scalability, ability of the detector to operate at elevated
temperatures [4].

The Ukraine’s first HPXe spectrometric breadboard detector model was made
at National Science Center “Kharkov Institute of Physics and Technology” (NSC
KIPT) within SPS project #G4655 (2014–2017). The primary goal of the current
project (SPS project #5373) is the design and construction of a prototype hand-held
gamma detector with improved characteristics based on HPXe for the detection,
identification and characterization of radioactive materials. We hope to improve
the detector registration efficiency by a factor of 5–10 (up to ~70% for the
100 keV γ-quanta) by reducing the detector wall thickness down to ~500 μm
and by using novel carbon-fiber-based reinforcement layers for structural strength.
Such improvement would result in the increased detecting range of the device,
therefore extending the areas of its application. The new detector design will use
its own custom high-pressure components, the Xe purity level will be increased.
The development work should lead to the production of highly reliable portable
γ-radiation detectors.

In the project, NSC KIPT is responsible for the development of the hand-
held HPXe spectrometric detector model and the Xe purification system, Florida
Polytechnic University, USA, is responsible for the work related to the 3D printing
of the outer layers of thin-wall detectors, Stony Brook University of New York,
USA, provides the scientific guidance and the financial management of the project.

The detector is intended for use in security applications to detect whether
radioactive materials surrounded by benign cargo are being transported in the
normal stream of commerce. Some cargo contains radioactive materials for peaceful
purposes (naturally occurring radioactive isotopes, medical and industrial isotopes
etc.); other cargo may contain special radioactive materials like weapon grade pluto-
nium intended for malevolent use. Spectrometric identification and characterization
of these materials is necessary to determine what radioisotope is present and make a
decision on whether it is intended for malevolent use. Detectors with spectrometric
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capabilities can resolve the γ-spectra of radioactive materials and accurately identify
them. Gamma detectors based on HPXe, having an energy resolution of 2.0–2.5%,
are such detectors. In addition, from the experience gained with this detector, we
see a wider range of applications of HPXe detectors in diagnostics, nuclear power
engineering and other applications.

This particular article reports on the aspect of improving the measurements of
the Xe purity, by measuring the respective charge carrier lifetime. The requirement
for the high purity of Xe gas arises due to the detrimental role of electro-negative
impurities that cause the charge carriers, created in the events of the registration of
ionizing particles in the chamber of the detector, to get trapped before reaching the
collecting electrode. In practice, the usability of Xe or its mixtures for spectroscopic
applications can be determined through the measurement of the electron lifetime of
gas. There is a number of different lifetime determination methods and measurement
chamber designs reported in the literature. Typically, they use a separate dedicated
ionization chamber in the Xe gas transfer installation.

In the present paper, we report on proving the possibility and conducting the
measurements of the electron lifetime in the detector (a cylindrical ionization
chamber), developed and built by us together with an installation for Xe purification
and transfer. For the data analysis, we developed and used an analytical model
for charge transport inside an ionization chamber of cylindrical configuration. To
compare our results to the more typical parallel plate measurement configuration,
we created the respective purity control ionization chamber with the parallel-
plate measurement anode and cathode, which will also be used in the lifetime
determination studies.

21.2 Experimental

The cylindrical ionization chamber of the HPXe γ-detector prototype was designed
and built [5, 6] (Fig. 21.1). In this study, it was used for the measurements of the
electron lifetime, which is indicative of Xe gas purity. A second ionization chamber
was designed and built [7] (Fig. 21.2) for Xe purity control via pulse measurements
in the parallel-electrode configuration. The parameters of the chambers are listed in
Table 21.1.

The chambers described above were attached, one at a time, to the Xe purification
and transfer installation, already designed and built by us [5]. The installation can
work with high vacuum (2 × 10−9 mbar), high pressure (<60 bar), high-purity gas
mixtures, possesses the adaptability to attach new gas purification units and other
units, has the function of the cryogenic Xe transfer and purification. The installation
is equipped with a heating system – the flexible resistive heating elements and a
controller, which allows us to heat seven independent zones of the installation up
to 450 ◦C. Such heating is used for degassing of the inside walls of all chambers,
cylinders and pipes of the installation prior to pure Xe gas transfer procedures.
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Fig. 21.1 A drawing of the created HPXe detector ionization chamber: 1 – hollow Ti anode; 2 –
Frisch grid; 3 – SS cathode (the body); 4, 5 – left and right flanges; 6 – Frisch grid feedthrough;
7 – anode feedthroughs; 8 – ceramic grid supports; 9 – high-pressure vent

Fig. 21.2 Purification and purity control chamber

The typical degassing (heating to ~250 ◦C for several days) of the installation
with chambers was carried out in order to prepare it for work with pure gases.
The detector chamber was subsequently filled with Xe+0.25%H2 mixture from 5
to 50 bar. The purity control chamber was filled with pure Xe from 10 to 40 bar.
At each pressure, the gas electronic characteristics were evaluated. In this work,
we used Xe gas of 99.9999% purity doped with 0.25% H2, as well as undoped Xe
gas of 99.9999% purity. The impurity analysis of the xenon was carried out. The
presence of such impurities as Kr, N2, O2, CnHm, CO2, CF4 (fluorine-containing),
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Table 21.1 The characteristics of both ionization chambers

Detector characteristic Value, units Purity control chamber characteristic Value, units

Working anode length 180 mm Inner diameter 104 mm
Anode outer diameter 20 mm Inner volume height 131 mm
Frisch grid length 180 mm Inner volume 1.11 l
Frisch grid outer diameter 40 mm Measurement electrode diameter 5 cm
Cathode inner diameter 100 mm Measurement electrode spacing 2 cm
Cathode wall thickness 3 mm Chamber wall thickness 2 mm
Working gas volume ≈1.41 l
Frisch grid transparency 96%

Fig. 21.3 A custom
preamplifier electronic
diagram

H2O by gas chromatography, IR-spectrometry, measuring the humidity of gases,
and by other mass spectroscopy methods, was determined.

Cosmic muons, as in [8], were used as ionization particles for the detector
lifetime measurements. For both detector ionization chamber and the purity control
chamber, 137Cs standard gamma source was also used. The placement of the γ-
source during the measurements is indicated in Figs. 21.1 and 21.2.

The spectroscopic measurement channel was developed and used for acquisition
and analysis of individual pulses from the γ-radiation source and muons. It consists
of a Spellman SL30 high-voltage supply, an Amptek A250CF CoolFET charge-
sensitive preamplifier, an Ortec 927 Multichannel Analyzer, an Ortec 672 Spec-
troscopy Amplifier, a Tektronics MDO 3034 oscilloscope. The Amptek preamplifier
was used for the control chamber measurements. A custom preamplifier (Fig. 21.3)
was used for the detector measurements.

The carrier lifetime (τ) evaluation was performed by measuring and analyzing
individual current pulses produced by ionizing radiation in the ionization chamber.
The actual sensitive part of the volume of the detector chamber was between the
anode and the Frisch grid, and it was between the two measurement electrodes for
the purity control chamber. The applied voltage between the electrodes was as low
as possible, typically 50 V or higher if the application of 50 V did not result in any
signal.



234 V. Kutny et al.

Fig. 21.4 A measured pulse
(thin line) from a single
cosmic muon. A calculated
pulse (thick line)
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Figure 21.4 shows an example of a measured pulse. According to literature (see
e.g [10].), it is possible to evaluate the low limit of τ by determining time of the
rising portion of the pulse (tmax). Such argument can be made from the Eq. (21.1),
where Q is the total charge generated in Xe by an ionizing particle, ΔQ is the
collected charge, t´ is the charge collection time. The implied basic conclusion
of this equation is that the charge carrier lifetime is equal to or higher than the
collection time.

ΔQ

Q
= 1 − exp

(
− tC

τ

)
≈ tC

τ
, τ = tC

Q

ΔQ
, τ ≥ tC (21.1)

The actual value of the electron lifetime is most likely higher than the measured
pulse rise time as the method implies.

We have developed an analytical model for the charge transport in the parallel-
plate and the cylindrical ionization chambers and analyzed the obtained lifetime
measurement results. The next section describes this model. It will demonstrate,
that simple logic of Eq. (21.1) can be improved.

21.3 The Analytical Model of the Charge Transport
in the HPXe Chamber

21.3.1 The Equation of State for Xenon

First of all, the calculation of the equation of state of the gas was performed in
order to be able to obtain the values of the gas density at certain gas pressure. For
the calculation of dependence of Xe density on pressure, we will apply a slightly
modified equation of state [9]



21 Hand-Held Gamma Detector Based on High-Pressure Xenon Gas... 235

p = RT (1 − ε)

V 2 (V + B) − A

V 2 , (21.2)

A = A0

(
1 − a

V

)
, B = B0

(
1 − b

V

)
, ε = c

V T 3 . (21.3)

V = M

ρ
. (21.4)

Here, pressure p is given in bar, V is the molar volume in cm3, T is the
temperature in Kelvins, ρ is the density in g/cm3, and the following parameter values
were used:

R = 83.1451, A0 = 4.8 · 106, a = 34, B0 = 71, b = 2.2, c = 2 · 108,

M = 131.293 g/mol, (21.5)

which gave a good agreement to the measurement results in the pressure range
of interest p = 0 . . . 60 atm.

The value of the Xe atomic concentration is determined from the expression:

N = ρ
NA

M
. (21.6)

Figure 21.5 shows the simulated Xe atomic concentration (N) dependence on
pressure for temperatures 20, 30, 40, and 50 ◦C.

Fig. 21.5 Xe atomic
concentration (N) dependence
on pressure for different
temperatures

0
0

2·1021

4·1021

6·1021

8·1021

20 40
Pressure, atm

X
e 

at
om

ic
 c

on
ce

nt
ra

tio
n,

 N
 [c

m
–3

]

60

50°C

40°C

30°C

20°C

80



236 V. Kutny et al.

21.3.2 Mobility and Drift Velocity of Electrons in Xenon

The next step is to calculate the dependence of the electron drift velocity as a
function of xenon concentration.

Electric field strength between the cathode and the anode in the cylindrical
configuration (detector – det.) and flat electrode configuration (purity control
chamber – PCC) is determined by the expressions:

E = U

r ln R2
R1

, (det.) ; E = const (PCC) (21.7)

where R1, R2 are the anode and cathode radii, respectively, and r (R1 ≤ r ≤ R2)
is the radial distance from the cylinder axis. For the detector measurements, the
electrodes’ (the anode and the grid, in our case) radii are R1 = 1 cm, R2 = 2 cm,
and the field strength from the grid to the anode grows in the radial direction, as in
Eq. 21.7, by a factor of ~ 2.

To determine the electron drift velocity W for pure Xe (measurement in PCC),
we use the data from [10] (Fig. 21.6). This data at low ratios of E/N are well
approximated by the analytical expression:

W = 2.433 · 105 E

N

(
1 + 32.5 · 1017 E

N

)
(21.8)

Fig. 21.6 The dependence of the electron drift velocity on the E/N for different concentration of
hydrogen from [12]. The gray area span E/N values used in the measurements
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Similarly, taking into account the influence of the 0.25% H2 addition (measure-
ments in the detector).

μN =
{

μN0, if μN0 > 4 · 1022

4 · 1022, if μN0 ≤ 4 · 1022 , (21.9)

μN0 = 1020f

(
−E/N − d

Δ

)
+ 9.07 · 109

(
E

N

)−0.82

f

(
E
N

− d

Δ

)

f (x) = 1 + tanh x

2
, d = 10−18,Δ = 0.6d. (21.10)

From these expressions, we get the values for W:

W = E

N
μN

(
E

N

)
, (21.11)

The curves calculated in this approximation are presented in Fig. 21.7, and
they describe the experimental data of W vs. electric field strength in the interval
E = 1.5 . . . 10 kV [11] well.
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Fig. 21.7 (a) The dependence of the electron drift velocity on the electric field strength for
different concentration of hydrogen from [13], (b) The line is calculated from Eqs. (21.9, 21.10,
and 21.11), the points are the data from [13] calculated for the 0.25% H2 concentration
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21.3.3 The Calculation of the Pulse Shape

As mentioned in the literature, in [10] for example, the duration of the rise portion
of the registered pulse was used to assess the low limit of the electron lifetime.
However, to perform a more precise electron lifetime determination, it is possible
to fit the measured pulses with the mathematically modeled curves and obtain the
sought electron lifetime that way. We have created the analytical model for the
calculation of pulses for the parallel-plate and cylindrical chamber geometries so
that the measured pulses could be fitted.

21.3.3.1 Parallel Plate Configuration

The current induced by the moving charge in the chamber is determined by the
expressions:

j (t) = q0

L
W exp

(
− t

τ

)
(21.12)

where q0 is the generated charge, τ is electron lifetime, L is the anode-cathode
distance.

The voltage in the output of the charge-sensitive preamplifier, u, is determined
by differential equation

du

dt
= j (t)

C
− u

τRC

. (21.13)

where j(t) is determined by Eq. (21.12), and τRC = RC is the time constant of the
integrating circuit of the preamplifier with the capacitance C and resistance R. This
equation was solved numerically, the lifetime was used as a fitting parameter for
getting the best fit of the dependence u(t) and the measured pulses.

21.3.3.2 Cylindrical Configuration

The current induced by the moving charge q0 in the detector with the axial symmetry
depends on its radial location and is determined by the expression [12]:

j (r) = q0E(r)

U
W(r) exp

{
− t (r)

τ

}
. (21.14)

When solving this equation together with the charge movement equation

dr = W(r)dt, (21.15)
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Fig. 21.8 Dependences on time of: (a) anode current Eq. (21.11); (b) preamplifier voltage for
τRC → ∞; (c) preamplifier voltage for τRC = 250 μs Eq. (21.13). The example calculations use
the following parameters: r = 1.5 cm, τ = 14, 140 and 1400 μs, pressure p = 20 atm

it is easy to obtain the anode current dependence on time j(t), and then with Eq.
(21.13) the voltage in the output of the charge-sensitive preamplifier.

For the case of the cylindrical configuration, Fig. 21.8 presents examples of the
dependences j(t) and u(t), calculated by using the above model, for three different
electron lifetime values; the value of the integrating circuit time is constant.

21.4 Results

As mentioned, a significant number of pulses from cosmic muons and 137Cs
γ-quanta were measured in the ionization chambers filled with Xe and
Xe + H2(0.25%) up to several pressure values. The general shape of the measured
pulses was typical as in Fig. 21.4, though sometimes different pulse shapes were
observed.

21.4.1 The Parallel Plate Configuration Measurements in Xe

The values of tmax, that is, time from the beginning of the pulse to its maximum,
were determined for all pulses measured in the parallel plate configuration of the
purity control chamber for pure Xe, and they are shown in Fig. 21.9 as a function
of Xe pressure. At each pressure, there is a significant spread in the values, but it is
obvious that tmax grows with pressure up to 20 bar and then decreases. This indicates
that, up to 20 bar, tmax depends on (practically equal to) the electron collection
time tc. Above this pressure, the collection time becomes longer in comparison to
the charge carrier (electron) lifetime, and so, now, the latter limits tmax [13]. The
figure also shows several calculated dependences tmax(p) as a function of the fitting
parameter τ (20 bar) (electron lifetime at 20 bar).

In this work, we assume that the electron lifetime depends inversely on gas
pressure:
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Fig. 21.9 Rise time (tmax) vs.
Xe pressure: measured
(symbols) and calculated
(lines) data. The lines are
labelled with the values of
model parameter τ(20 bar)
(ns)

τ(p) = τ (p0)
N (p0)

N(p)
, (21.16)

where τ (p) is the lifetime at any given pressure p, τ (p0) is the lifetime at a
reference pressure p0, and N(p0)/N(p) is the fraction of atomic concentrations at
those pressures. Therefore, knowing τ(20 bar), we can determine the τ (p) for other
pressure values.

From the figure, it is seen that a precise numerical fitting, by using our model,
could not be performed. Even though, the fitting gave the order-of-magnitude
estimation of the electron lifetime vs. pressure (with τ at 20 bar equal ~2 ms), yet
we attempted to obtain improved results.

In order to do this, each ionization pulse was fitted by the preamplifier voltage
Eq. (21.15). An example of such fits is shown in Fig. 21.4.

The results of the determination of the electron lifetime in pure Xe as a function
of pressure, performed by fitting individual pulses, are presented in Fig. 21.10. The
symbols represent the lifetime as determined from the individual pulse fits. The solid
line is the best fit of Eq. 21.16 to the data. The obtained dependence τ(p) has greater
precision than in the approach of Fig. 21.9.

21.4.2 The Cylindrical Configuration Measurements
in Xe+0.25%H2 Mixture

For the electron lifetime determination in Xe+0.25%H2 mixture in the cylindrical
chamber of the detector, pulse measurements of cosmic muons and the 137Cs γ-
quanta were also carried out. The values of the pulse rise time tmax, calculated for
all measured pulses at different pressures, are presented in Fig. 21.11a.
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Fig. 21.10 The electron
lifetime, determined by fitting
individual pulses (symbols),
and the respective Eq. (21.16)
fit (solid line)
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Fig. 21.11 (a) The pulse rise time dependence on pressure (measurements); (b) The rise time
dependence on pressure, as well as the collection time and electron lifetime dependences, obtained
from the analytical model

Similarly to the pure-Xe measurements in the parallel plate configuration, at each
pressure value and applied voltage, a spread of the determined rise time values was
observed, though this data set looked somewhat cleaner than that for pure Xe. This
may have resulted from the ionizing particles getting registered in different locations
of the detection volume, and, thus, the electrons drifting different distances (from
0 to 1 cm) from the place of gas ionization to the anode. The longest rise times at
each pressure should originate from the charge generated near the negative electrode
(~1 cm electron drift distance), and it was practical to take only those points for
determining the lifetime. The data points for cosmic muons and the data points for
137Cs overlap, so there is a good agreement of the results from the two different
radiation sources.
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Similarly to the pure-Xe data, the Xe-H2 rise time data vs. pressure also has a
maximum, only at ~30 atm. The probable reason, as in the pure Xe case described
earlier, is that tmax is limited by tc at lower pressure and by τ at higher pressure.

By varying parameters, such as the electron lifetime, the charge generation
coordinate, and others, in our analytical pulse shape model, we were able to
calculate the pulse rise time dependence on pressure (Fig. 21.11b), which well
agrees with the experimental one. The respective fitted dependences of the electron
collection time and the electron lifetime on pressure are also shown. The given
electron lifetime curve is the sought result. That is, it presents the best estimate of the
electron lifetime values as a function of pressure for our gas. Thus, at low pressures,
the electron lifetime should be close to one millisecond, and it is progressively
smaller: ~180, 120, 80 μs for 30, 40, and 50 atm, respectively. Note that from our
modeling it follows that if we estimated the lifetime by the pulse rise-time values
only, we would have underestimated it by orders of magnitude for low pressure; for
high pressure we would have gotten relatively close estimate (within a factor of 1.5–
2). By implementing the modeling of the pulse rise time on pressure, we obtained
much more precise lifetime values.

21.5 Conclusions

The presented work was carried out within the framework of creation of a hand-held
HPXe γ-spectrometer, which could be used at ports of entry to search for potentially
transported malevolent radioactive substances.

We have reported on the improved methods of determining the electron lifetime
in pure Xe, which is used as the detecting medium in the HPXe spectrometers.
The high Xe purity is critical when creating HPXe γ-spectrometes with the energy
resolution values, which are sufficient to ensure the identification of different
radioactive isotopes. It was shown that, by using the analytical model, developed
by us, it is possible to determine the electron lifetime, which is indicative of Xe
purity, with a good accuracy. This is done by fitting the individual ionization pulses
or by fitting the obtained dependence of the pulse rise time on gas pressure. It
was demonstrated that using the parallel plate measurement configuration and the
cylindrical configuration is equally possible, and the good results can be obtained,
when the analytical model is applied. The measured lifetime values on the order of
1–2 ms are in the range to be sufficient in the spectroscopic applications.

Thus, Xe purity (charge carrier lifetime) control aspect of the work was presented
in this study. The following are the next steps in building of the hand-held HPXe-
based spectrometer: finding an optimized spectrometer design; reducing the detector
body thickness and reinforcing it with 3D-printed low-absorbing armor materials in
order to obtain better detector sensitivity.
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Chapter 22
Agile Tyre Mobility: Observation
and Control in Severe Terrain
Environments

V. Vantsevich, D. Gorsich, A. Lozynskyy, L. Demkiv, T. Borovets, and S. Klos

Abstract This research study develops fundamentals for a new ground vehicle
technology to radically improve and protect off-road vehicle mobility by providing
agile (fast, exact and pre-emptive) responses and advanced mobility controls in
severe terrain conditions.

The current framework of terrain vehicle mobility that estimates a vehicle
capability “to go through” or “not to go through” the given terrain conditions
cannot provide an analytical basis for novel system design solutions. Indeed, modern
traction control and other mobility related electronic control systems possess control
response time within the range of 100–120 milliseconds and greater. With this
response time, the actual control occurs after the vehicle has reached a critical
motion situation, e.g., a wheel(s) is/are spinning and the vehicle is already losing
its mobility. In this study, the developed methods allowed for estimating tyre
mobility and controlling tyre motion before the tyre starts spinning. As shown in
the conducted analysis, the response time, which occurs within the longitudinal tyre
relaxation time constant of 40–60 ms, is sufficient for a tyre to avoid spinning and
to maintain its required mobility.

Most common traditional approaches to observation of data supplied by virtual
sensors were simulated and improved by means of machine learning algorithms.
Computational simulations of an one-wheel-locomotion module driven by an
electric driveline system demonstrated a sufficient performance of the proposed
observation method to estimate mobility margins of the module in real time.
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A hybrid intelligent control algorithm was designed, in which reinforcement
learning was used to fine-tune the parameters of a fuzzy logic controller. A new
wheel mobility index was utilized as a cost function to guarantee a designed
behavior of the locomotion module. A fuzzy corrector was additionally designed to
take into account both the dynamic state of the system and the dynamics of the tyre-
terrain interaction. The fuzzy corrector supports upper level controls of autonomous
vehicle dynamics by decreasing tyre slippage on severe terrains.

Computer simulations testified both stability of the controller (due to utilization
of fuzzy logic polynomial control) and its desired performance (due to application
of reinforcement learning). The fine-tuned controller requires minimal online
computations.

This paper provides an extended summary of the above-listed research studies.
Further details can be found in publications referenced in the paper.

Keywords Agile terrain mobility · Real-time observer and controller

22.1 Introduction

Further improvements of terrain mobility of vehicles can be achieved by reducing
the response time of the modern vehicle electronic systems, including Traction
Control and Torque Vectoring systems. Indeed, by using real-time controls being
capable to operate within a short period while tyre is still developing its slippage
would enhance vehicle mobility.

When developing a controller, a cost-function that provides the desired system
behavior has to be utilized. Such function based on the wheel mobility index was
introduced in Vantsevich et al. [1]. This index was further used to synthesize an
intelligent control of the open-link locomotion module Vantsevich et al. [2, 6].
Two approaches were used for this purpose: one approach utilized reinforcement
learning and the other one used hybrid intelligent control, in which reinforcement
learning was used to fine-tune the parameters of fuzzy logic controller. The second
approach testified both stability of the obtained controller (due to utilization of
fuzzy logic polynomial control) and the desired performance (due to application of
reinforcement learning). The utilization of the fine-tuned fuzzy controller for real-
time agile control became possible due to minor online computations required by
this type of controller. The designed intelligent control significantly decreased the
response time in various severe terrain conditions. The controller demonstrated its
robustness and stability.

Additionally, based on a comprehensive analysis of both traditional and modern
control methods was done in Vantsevich et al. [3], a fuzzy corrector was introduced
in Vantsevich et al. [4]. The fuzzy corrector main goal was to support either a driver
or to contribute the system level control of an autonomous vehicle to decrease tyre
slippage.
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Fig. 22.1 Diagram of the open-link locomotion module: (a) rotational subsystem (b) vertical
subsystem

22.2 Open-Link Locomotion Module Model

The open-link locomotion module model is a mathematical representation of a
vehicle module (see Fig. 22.1a) that combines a wheel driven by an electric motor,
a gear set, a brake sub-system, steering, and suspension [10, 11]. The model is
represented by Eqs. (22.1) and (22.2), where Eq. (22.1) describes the rotational
dynamics and Eq. (22.2) corresponds to the normal dynamics (see Fig. 22.1b).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dim
dt

= 1
La

(U − Raim − e) ,

U = kbat u
umax

,

Jeq = Jm + ∑k
l=1

Jl

i2
l

,

Jeqω̇m = Tm − keq (ϕm − iϕw) − ceq (ωm − iωw) − Tf m,

Tf m (ωm) = α0msign (ωm) + α1m exp (−α2m |ωm|) sign (ωm) ,

i = ωm

ωw
,

Tm = kt im,

Ts = keq (ϕm − iϕw) + ceq (ωm − iωw) ,

ϕm = ϕ1 − ϕ2

ϕw = ϕ3 − ϕ4,

Jwω̇w = ikeq (ϕm − iϕw) + iceq (ωm − iωw) − Twl − Tf w,

Tf w (ωw) = α0wsign (ωw) + α1w exp (−α2w |ωw|) sign (ωw) .

(22.1)

here, Jeq is a rotational inertia of the equivalent mass; Jm and Jl are the rotational
inertias of the rotor and an l-gear of the gear set, l = 1, k correspondingly (see Fig.
22.2a); il is the velocity ratio between the l-gear of the gear set and the rotor, i is
the total velocity ratio of the gear set between the motor and the wheel; ωm, and ωw

are the angular velocities of the rotor and the wheel; keq is the equivalent torsional
damping; ceq is the stiffness shafts; Ts is the internal elastic-damping torque in the
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Fig. 22.2 Kinematic (a) and mechatronic (b) diagram of the drive sub-system

gear set; ϕm and ϕware the instant revolution angles of the e-motor shaft and the
wheel shaft; Ra is the armature electric resistance; La is the armature inductance; U
in Fig. 22.2b stands for the armature voltage; e is the back electromotive force,
which is the product of the back EMF constant, kemf , and the angular velocity of the
e-motor, ωm; Tm is e-motor torque; im is electric current; kt is the e-motor constant;
u is a control voltage; kbat is the maximum voltage output of the Pulse Width
Modulation battery; umax is the maximum control voltage; Twl is the load torque
caused by terrain; Tfm (ωm) is the mechanical friction torque; α0m is a constant
that represents the Coulomb friction torque; α1m is a constant that represents the
difference between the Coulomb friction torque and the static friction torque; α2m

is a time constant; Tfw is the mechanical friction torque in the wheel bearings; α0w

is the Coulomb friction; α1w is the static friction torque; α2w is a time constant

⎧⎨
⎩

Rz = Ww cos θn + ktg (zr − zu) + ctg (żr − żu)

msz̈s = ks (zu − zs) + cs (żu − żs ) ,

muz̈u = ktg (zr − zu) + ctg (żr − żu) − ks (zu − zs) − cs (żu − żs ) .

(22.2)

where, Rz is the dynamic normal reaction; θn is the slope of the surface of motion;
Ww is the static wheel load caused by the sprung mass and the unsprung mass; ktg

is the tire-soil normal stiffness; ctg is the tire-soil damping factor; zs and zu are the
displacements of the sprung and unsprung masses, ms and mu; zr is the height of the
terrain profile; ks and cs are the reduced stiffness and damping of the suspension.

In Eq. (22.1), ϕ1, ϕ2, ϕ3, ϕ4 represent instant revolution angles of the ends of
the shafts between motor and gear set, wheel and gear set (Fig. 22.2a). Due to the
elastic properties of material of the shafts and gears, these angles are different.

22.3 Agile Control Response Time

As pointed out in [5], the agility of the tyre control means the ability of a control
algorithm to respond within a predefined time, which is small enough to implement
the control before the tyre develop an extensive slippage. The aim of the small
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response time is to establish a new traction force between the wheel and the terrain
that would eliminate the extensive slippage. The electric motor torque cannot be
instantly converted in the traction force due to the longitudinal deflections of tyre
and soil, which are referred as the longitudinal relaxation time constant:

τrl(t)
dFx(t)

dt
+ Fx(t) = Fssx (22.3)

here, τ rl(t) is the longitudinal tire relaxation time constant, Fx(t) is the dynamic
circumferential wheel force, Fssx is the steady-state circumferential wheel force.

As shown in [6], the longitudinal relaxation time constant is a measure of the
tyre reaction to variations of terrain and operational conditions. A control algorithm
that is to be deployed on the vehicle has to function in response to the conditions
within the time interval that is the longitudinal relaxation time constant. Taking into
account considerations research outcomes of [6], the response time of the control
has to be within 40–60 ms. This will allow for providing agile real-time control of
tyre mobility.

22.4 Virtual Sensor Design

The design of virtual sensors means the usage of virtual observers that can provide
necessary and sufficient information on the system states using a few physical
sensors, i.e., the observers serve as virtual sensors. A detailed overview of existing
observers can be found in [7]. Figure 22.3 and Fig. 22.4 illustrate applications of
some algorithms to observe the wheel normal reaction and the elastic damping
torque of the module. An analysis of these simulation results allowed for concluding
on utilizing the observers for in real-time applications (see [8]).

Fig. 22.3 Estimation of the wheel normal reaction by Extended Kalman Filter (EKF), Unscented
Kalman filter (UKF), Particle filter (PF), Luenberger observer (LO)
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Fig. 22.4 The estimation of the elastic-damping torque by EKF, UKF, PF, and LO: black lines are
the computed states; cyan lines are the estimated states

Fig. 22.5 (a) The dynamics of the system (1)–(2) with ideal sensors and the system with EKF,
UKF, PF and LO; (b) Average time of observation using four algorithms

The obtained results show that it is possible to design an observer that is
accurate enough, robust, and convergent even influences to noise. Figure 22.5a
demonstrates the values of the wheel velocity calculated with the observer subjected
to sensor noise and with ideal sensors (i.e. without any noise). Moreover, each
designed observer can work alongside controller in real-time. As seen from Fig.
22.5b, the maximum time of response time is 0.8 ms which is much less than 40–
60 milliseconds of the tyre relaxation time constant.

22.5 Fuzzy Corrector

A fuzzy logic controller that modifies an incorrect control input that may come
either from a driver or from an autonomous control system of the electric
motor. The incorrect input can be smoothened and a new, modified input can
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Fig. 22.6 Incorrect input signal illustrated by the ramp input and smoothened input signals on
different terrains

be introduced. Details on this technical approach are explained in Vantsevich
et al. [4].

Assuming an incorrect input signal varies from 0 to umax, the maximal value that
may be generated by the Pulse Width Modulation signal is also umax. Figure 22.6
illustrates the input signal that is considered as an incorrect. This signal is further
smoothened by the proposed fuzzy corrector. The smoothened input with a longer
response time can reduce extra tyre slippage. The subdomains, labeled as 1, 2, 3 and
4 correspond to different levels of activation of the fuzzy logic rules from the rule
base. The corrector acts swiftly and in a short time frame, however its performance
has significant influence on the behavior of the locomotion module.

As an example of computational results, Fig. 22.7 demonstrates characteri-stics
of the module for the ramp input and the smoothed input on a snow road.

The fuzzy corrector reduces the tyre slippage and provides the desired rotational
velocity of the wheel at the set point. This was obtained by smoother changes of the
electric current, the torque, and the rotational velocity in area 1. An increased rate of
the controller’s signal in the middle of the wheel acceleration process (areas 2 and
3) allows for keeping up with a response time of the locomotion module; a steady
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Fig. 22.7 Comparison of system characteristics on a snow road: (a) comparison of motor current
values; (b) comparison of motor shaft torque values; (c) comparison of wheel angular velocities;
(d) comparison of tyre slippages

state phase is achieved after 1.5 sec. Area 4 shows the inputs (i.e., the rotational
velocity) smoothened to the set point.

22.6 Fuzzy Controller

As shown in [9, 12], a utilization of an unstable subsystem may significantly
increase efficiency of a controller. The unstable controller acts only in the region
of the large errors, which means that a system that is close to the steady state will
be stable, and there is a transient region where both stable and unstable subsystems
are active.

Figure 22.8a represents the hodograph of the system with unstable subsystem.
Traditionally, the pass of the roots is along the convex curve. However, other trajec-
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Fig. 22.8 (a) The hodograph of the roots in the case of a system with a fuzzy controller; (b)
Trajectories of the output signal of the system in the case of shown hodographs

tories can be possibly utilized: concave, linear, etc. Moreover, these trajectories can
be obtained by calculating the weight function of the fuzzy rules that would allow
for obtaining the desired trajectories.

The results of the simulation are presented on Fig. 22.8b. As one can see, the
transients of the system with non-standard trajectories are better than in the case
of convex trajectory. However, computational efforts are significant. Therefore, to
ensure real-time computation, a convex trajectory of the root has to be used.

22.7 Fuzzy Reinforcement Learning Controller

As shown in the previous sections of this paper, the utilization of the fuzzy controller
and the fuzzy corrector adds significant improvements to the behavior of the system.
However, these controller and corrector require a manual tuning. In this study,
reinforcement learning was applied to calculate the output signal of the controller
depending in the state of the system and disturbances (including terrain conditions).
Hence, reinforcement learning was applied to fine-tune the parameters of the fuzzy
membership function. This approach allowed for obtaining an optimal behavior of
the control system and, what is even more important, for achieving stability of the
system. As this study confirmed, with the use of the fuzzy reinforcement learning
approach, all subsystems were stable.

The schematics of the above-proposed control is presented in Fig. 22.9. The
output of the fuzzy controller is the input to the open-link locomotion module
model. At the same time, the reinforcement learning part is used to provide the
optimal parameters of the fuzzy controller. The reward and tuning process of the
fuzzy reinforcement learning controller is presented in [6] in detail.

The results of the simulations are given in Fig. 22.10. The results testify that
the application of fuzzy logic itself may cause fluctuations or longer transients of
the rotational velocity if the locomotion module’s wheel. This is due to the fact that
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Fig. 22.9 Block diagram of the closed loop control system of the locomotion module

Fig. 22.10 Simulation results of wheel torque load and the wheel angular velocity control by
different control methods (1 – reference angular velocity, 2, 3 – actual angular velocities controlled
by single Binomial and single Bessel; 4 – actual angular velocity controlled by RL-FLC; 5 – actual
angular velocity controlled by Q-learning)

the final conditions may differ (due to, for instance, additional external disturbances,
etc.) from the conditions at which the system has been trained. At time of t = 3 s,
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a drastic terrain change occurs, which influences the wheel torque (see Fig. 22.10).
However, the designed fuzzy reinforcement controller is robust and agile enough
to overcome this dynamic change without significant oscillations of the rotational
velocity of the wheel.

An analysis presented in [6] proved that the computational time of the control
algorithm allows for running the control in real-time computations. Thus, the system
of the designed state observer, the fuzzy reinforcement learning controller, and
the fuzzy corrector is fast to operate within the time interval of the longitudinal
relaxation time constant.

22.8 Conclusions

The technical problem of the improving of tyre mobility in severe terrain conditions
has been solved by designing an agile tyre mobility control system that comprises a
state observer, a fuzzy reinforcement controller, and a fuzzy corrector. The control
system was designed for the locomotion module and computational simulations
were conducted. The simulations proved the ability of the control system to operate
in real-time within the longitudinal relaxation time constant when the tyre and soil
are gaining the longitudinal deflections and an extended slippage did not occur yet.
In future research plan, the designed control will be extended to a hybrid computer
simulation of a 4 × 4 truck when one of the wheels in simulation is substituted with
a physical wheel that simultaneously runs on the MTS FlatTrac LTR.
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Chapter 23
Development of a Novel Wheel Speed
Sensor for Enhanced Close-Loop
Feedback Control of Vehicle Mobility

Samuel R. Misko, Vladimir Vantsevich, and Lee Moradi

Abstract The maximization of vehicle mobility in off-road environments requires
implementation of real-time control systems that govern individual wheel rotational
velocity based on closed-loop feedback from wheel rotation sensors. A paradigm
shift in the type of feedback sensor is required to facilitate faster vehicle control
loop speeds such that a subsequent paradigm shift can be realized in vehicle mobility
control. This anticipated shift in vehicle mobility is facilitated by a transition from
the traditional reactive control paradigm (response time of 100–150 ms) to an agile
control paradigm (response time of 40–60 ms); wherein adjustments can be made
within the tire relaxation time.

A novel wheel speed sensor (WSS) was developed to demonstrate possible
improvements over the two main types of conventional OEM wheel speed sensors
that use toothed reluctor rings; passive variable reluctance sensors, and active mag-
neto resistive sensors. The number of teeth on a given reluctor ring fundamentally
limits the resolution these OEM sensors can provide to the mobility control systems
of a vehicle (e.g., traction control, anti-lock braking, wheel torque vectoring) –
thereby limiting vehicle mobility. The output of these OEM sensors are in the style
of incremental encoders that produce a discrete pulse train signal where the real-
time control system must measure the duration of a full pulse or period to obtain
each measurement of wheel speed. This technique of measurement introduces:
(1) latency, in that the control system must wait for next signal transition before
measurement is made, and (2) error, in that the wheel speed measurement is
an unweighted average over the whole pulse/period duration. To eliminate these
measurement limitations, a paradigm shift was required such that the output of the
feedback sensor is instead a continuous signal.

The top level design of the novel WSS built upon work done previously to theo-
rize the configuration and behavior of such a continuous output sensor. The design
was then reduced to practice through an iterative series of design with multi-physics
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simulations and laboratory validation at the component and subsystem levels. The
novel WSS was then implemented alongside two OEM sensors for experimental
test and evaluation on an MTS Flat-Trac LTR Tire Test System during dynamic
testing of an off-road truck tire (Continental MPT 81365/80 R20). In these tests,
the novel WSS sensor demonstrated a significant improvement to measurement
latency during low speed acceleration of more than 200 ms, and provided data
for use in the design and evaluation of new vehicle control systems to determine
comparative measurement error and alternative techniques for measurement of
high wheel speeds. This demonstrated improvement to measurement latency from
more than 200 ms down to <5 ms, is more than sufficient to facilitate the desired
subsequent paradigm shift in overall vehicle mobility control.

Keywords Wheel speed · Feedback sensor · Vehicle mobility

23.1 Introduction

The maximization of vehicle mobility in off-road environments requires high speed
iterative intervention by a vehicle’s mobility control systems during the evolution
of a critical motion situation. This stands in contrast to existing modern electronic
vehicle control systems such as traction control, wheel torque vectoring systems,
and anti-lock braking which are largely designed to take affect after the vehicle has
begun to experience loss in mobility due to a critical motion situation. In the current
“reactive control” paradigm the response time is typically within the range of 100–
200 ms. In the proposed “agile control” paradigm, the response time is required to
be less than the vehicle’s tire relaxation time (<<60 ms). This new paradigm seeks
to facilitate iterative control system adjustments during the mechanical response of
the tire due to interactions between the wheel and terrain.

To facilitate the development of this new vehicle mobility paradigm, a similar
paradigm shift in wheel speed sensor (WSS) technology is required to provide
feedback to the vehicle’s control system with an unprecedented level of temporal
and spatial accuracy regardless of the instantaneous wheel speed. Existing OEM
WSSs provide a discrete pulse train signal that is derived from either toothed
reluctor rings or magnetic encoder hub assemblies. Toothed reluctor rings are still
the most common OEM solution and typically have no more than 48 teeth. Magnetic
encoder technology has been adopted into some vehicles to improve the discrete
angular resolution by embedding alternating magnetic poles in the hub bearing
assembly itself, but this approach is still fundamentally constrained by the number
of discrete positions. This discrete approach introduces latency and error into the
control system by requiring detection of at least two discrete signal transitions to
provide an unweighted estimation of the average speed over that duration of time.
Discrete approaches can be further said to generally have lower temporal accuracy
at low wheel speeds, and lower spatial accuracy for tires with larger diameters.
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Despite these drawbacks, some forward thinking research performed with ultra-
high resolution magnetic encoders has demonstrated promise not only in the area
of improved instantaneous speed estimation, but also in the area of real-time
road condition estimation based on “frequency analysis of the speed variation
components extracted from the rotational pulse signals” [1].

The goal of this research is to begin to explore the implications of shifting
away from discrete WSS signals towards continuous WSS signals, which seeks
to impose no independent electronic restrictions to latency and error outside of
those inherent in the control system’s own data acquisition limitations. By the very
nature of the continuous approach, the limitations on temporal and spatial accuracy
should be largely independent of instantaneous wheel speed and tire diameter. This
independence should also facilitate a significant reduction if not total removal of
dependence on vehicle speed for real-time estimation of terrain conditions based on
frequency analysis of speed variation in future research.

23.2 Design

In previous work [2–4] it was theorized that a magnetic shunt could be used to
incrementally interrupt the flow of magnetic flux from a rare earth magnet to a
Hall Effect sensor that is positioned across an air gap of some arbitrary distance
(Fig. 23.1) such that a continuous output signal could be obtained to estimate
angular velocity of a wheel. This work used modeling that assumed the magnitude
of magnetic flux density passing through the Hall Effect sensor to be directly
proportional to the total unobstructed area of the magnet from the perspective of
the Hall Effect sensor. This approach predicted a highly linear response could be
obtained from such a sensor for approximately 340–350◦ of rotation. As theorized,
a spiral disc vane could be used to provide this type of incremental occlusion of the
magnet, but such an implementation would have to account for the sharp change in
signal at the discontinuity point where the radius of the spiral must jump from its
smallest value to largest. In previous work, a method for mitigation of the effects of
this discontinuity were modeled as a software based solution that would adjust the
signal to provide an instantaneous signal (Fig. 23.2).

23.2.1 Initial Investigation & Selection of Hall Effect Sensor,
Magnet, and Shunt

To initiate the design process of the novel WSS, a series of tightly controlled
laboratory experiments were performed to thoroughly define the nature of the
interaction between a single axis SS495 Hall Effect sensor, a number of different
shapes and thicknesses of low-carbon steel shunts, and a number of different shapes



262 S. R. Misko et al.

Fig. 23.1 Conceptual Design of Novel WSS [2]
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Fig. 23.2 Estimation of Novel WSS Output [2]

and sizes of neodymium rare earth magnets. To characterize the interaction between
the Hall Effect sensor and the magnet, a 3D printer’s modified extruder stage was
used to precisely position the sensor in 3D space with respect to series of magnets
that were mounted to the print bed. The resulting data provided a series of 3D “heat
maps” that were used to determine that the thickness and overall surface area of the
magnet to be the primary drivers for the magnitude of magnetic flux density and
field shape. This test also allowed for strategic selection of the air gap between the
sensor and the magnet such that the maximum range of the Hall Effect sensor could
be utilized.
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Figs. 23.3 & 23.4 Test Setup and Data Obtained from Shunt Introduction Experiment

OEM Tone Ring

Spiral Disk Vane

1/2″×1/2″×1/4″ Magnet SS495 Hall Effect Sensor

Fig. 23.5 Novel WSS Proof of Concept Test Configuration

A second test was performed to examine the effect of introducing a magnetic
shunt into the air gap between the sensor and magnet. Figures 23.3 & 23.4 show
the setup and data obtained from shunt introduction testing, where a 1/16′′ thick
low carbon steel plate is incrementally (0.1 mm step resolution) introduced through
the middle of the ~7 mm air gap between a ½′′×½′′×¼′′ N42 Neodymium magnet
and the SS495a Hall Effect sensor. The data obtained successfully demonstrates
the desired linear shunting effect, where there is a near-complete shunting of the
magnetic field away from the SS495 as the steel plate approaches full occlusion of
the sensor’s line of sight to the magnet.

A rudimentary proof of concept design for the novel WSS sensor’s spiral disk
vane was developed based on the linear range of response observed in Fig. 23.4,
such that a spiral disk was fabricated with an evenly distributed change in radius of
~5 mm over the 360-degree spiral curve. This disk was fabricated from a 1/16′′
thick plate of low-carbon steel with a 2-axis CNC, and was integrated into a
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Figs. 23.7 & 23.8 Simulation Results for Validation of Magnetic Shunt Behavior

test fixture that integrated a NEMA23 stepper motor and fixtures for mounting
of a ½′′×½′′×¼′′ N42 Neodymium magnet and SS495a Hall Effect sensor with
a ~7 mm air gap (Fig. 23.5). The spiral disk vane was mounted with its axis of
rotation aligned with that of the stepper motor and positioned in the air gap such
that at maximum radius it would fully occlude the Hall Effect sensor’s line of sight
to the magnet. A LabVIEW program was developed to rotate the stepper motor
in single step rotations (1.8◦ degree per step), where the motor’s movement is
allowed to “settle” for ~2 s before an NI 9224 analog input module is used to record
3 s of data from the SS495a at a sample rate of 1 kHz. The arithmetic mean of
these data points was then computed and saved to a file for each step as the motor
performs one full rotation. Figure 23.6 shows that data obtained from the of the
proof of concept experiment, where it was concluded that further experimentation
and iterative development would be required to discover the implementation details
required to ensure that the linear range of response covers upwards of 340–350◦ of
rotation.
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23.2.2 Multi-Physics Modeling and Simulation for Selection
of Novel WSS Implementaton Details

To expedite and optimize this iterative design effort, 3D magneto-static models of
the novel WSS design were developed with ANSYS’s Maxwell 3D multi-physics
software. The simulation environment and models were setup incrementally in an
effort to ensure that the experimental results obtained to date are reproducible in
this analytical environment. First, the ferrous metal shunt introduction experiment
was recreated by modeling representative geometries of the magnet, metal plate,
and hall effect sensing element (Fig. 23.7). The resulting data (Fig. 23.8) matched
the data obtained experimentally (Fig. 23.4) with a high degree of accuracy, thereby
validating the multi-physics environment for modeling of ferrous shunt – NdFeB
magnet interaction behavior.

The spiral disk vane design component geometries where then modelled, param-
eterized, and iteratively simulated such that the shape, thickness, and orientation
of all components could be varied to discover optimal design for each (Fig. 23.9).
The simulation was setup to converge the solver based on the total magnetic flux
flowing in a normal direction through a 1 mm square plane – which approximated
the effective sensing area of the SS495a Hall effect sensor.

The plot in Fig. 23.10, shows a analytical method developed to optimize the novel
WSS design through analysis of the slope of the representative sensing element’s
response leading up to and leaving the vane’s discontinuity by applying 1st Order
Curve fits to each section. This analysis yielded the ideal translational position of
the vane within the air gap by identifying the point, at which the slopes of both
curve fits are approximately equal – thereby providing a linear response over the
largest possible range of rotational positions leading up to and away from the vane’s
discontinuity.

Figs. 23.9 & 23.10 Example of Iterative Spiral Disk Simulations to Drive Sensor Design
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Fig. 23.12 MTS FlatTrac LTR System with MPT 81 Tire Installed

This simulation environment also allowed for the discovery of an independent
method for detection of the spiral vane’s discontinuity. This involves being able
to monitor magnetic flux moving parallel to the simulated primary sensing surface.
This important finding provides an independent method for detection of the sensor’s
discontinuity region, thereby eliminating the need for the previously theorized
software compensation algorithm proposed previously [1].
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Figs. 23.13 & 23.14 OEM and Novel WSS Implementations on MTS FlatTrac LTR System

23.3 Laboratory Validation Experiments

With the geometry and orientation of all three sensor components (the hall effect
sensor, the magnet, and the spiral disk vane) identified from simulation based
design iterations, a MLX90333 tri-axial Melexis Hall Effect sensor was selected
to provide the multi-axis sensing of magnetic flux required. It was theorized
that this sensor could provide two analog output signals representative of both
the angular position of the WSS as well as independent detection of the disk
vane discontinuity. This sensor was integrated into the aforementioned stepper
motor actuated test bed with a 4 mm air gap between it and a small Neodynium
N35 magnet (0.25′′×0.25′′×00.18′′). Four disk vanes where manufactured with an
industrial CNC to provide two different changes in total radius (0.1′′ and 0.2′′) for
two different thicknesses of low carbon steel (1/16th, 1/8th). Laboratory test results
validated the anticipated behavior of a significant change in out of plane flux during
transition of the discontinuity through the air gap (Fig. 23.11, “α Output”). The
angular position signal, however, exhibited unexplained non-linearities that were
not predicted in the multi-physics simulation, but are currently thought to be within
the range of usability (Fig. 23.11, “β Output”).

23.3.1 Wheel Speed Sensor Performance Comparison During
Dynamic Tire Tests

The MTS FlatTrac® LTR Tire Test System at the National Tire Research Center
(NTRC) in Alton, VA was used for our dynamic tire testing with a Continental
365/80 R20 MPT 81 tire (Fig. 23.12). The Flat-Trac LTR system is a larger, higher
force version of Flat-Trac technology, specially designed for dynamic tests on light



268 S. R. Misko et al.

Fig. 23.15 Sensor Output Comparison During Low Speed

Fig. 23.16 Sensor Output Comparison During High Acceleration Launch

truck and racing tires. NTRC provided a custom built 20′′ wheel and hub adapter
that provided a robust coupling to the FlatTrac’s drive spindle. NTRC also fabricated
a custom wheel speed sensor bracket and hub assembly to facilitate the attachment
and alignment of two OEM wheel speed sensors to a OEM tone wheel, as well as
two different Hall Effect sensors for our novel wheel speed sensor’s spiral disk vane
(Figs. 23.13 & 23.14). The wheel speed sensor assembly was implemented on the
outboard side of the wheel-spindle adapter assembly to allow for clear viewing of
the sensors’ operation and for simplifying the custom design of the sensor’s bracket
and the hub assembly.
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The MTS FlatTrac LTR data acquisition system was used to capture the data
from each of the wheel speed sensors to ensure proper temporal synchronization
with other FlatTrac system measurements. The system had all proper analog signal
conditioning including anti-aliasing filters on all analog signal input lines. For
simplicity and for highest accuracy, all wheel speed sensors (analog and digital)
where attached to individual, isolated 14-bit analog input channels with 1 kHz
sampling rates. In summary, there were 5 channels of wheel speed data collected
as follows: OEM digital sensor, OEM variable reluctance sensor, single axis SS495
hall effect sensor, and two channels from the MLX90333 tri-axial Hall Effect sensor.
The sensor output from each of these sensors, as well as the ultra-high accuracy
encoder used on the MTS drive spindle are shown below in Fig. 23.15 (where the
y-axis is unitless so that linearity and performance can be better compared side by
side). Both implementations of the novel WSS exhibit some degree of non-linearity
when compared to the pre-processed spindle angle signal, but are considered in
the range of usability. Furthermore, the ability of the MLX90333 to independently
detect the vane discontinuity is again verified. Also noticeable here is the instability
of the variable reluctance sensor as the speed approaches zero.

Of primary interest however is the demonstration of our novel WSS’s ability to
provide unprecedented levels of accuracy for the detection of subtle tire movements.
This is best demonstrated during a Launch test which simulates a zero-to-65mph
rapid acceleration event (Fig. 23.16). First discernable detection of wheel speed
increase proceeded as follows: (1) novel WSS @ t = 0, (2) high resolution MTS
encoder @ t = 3.9 ms, (3) digital OEM @ t = 205.8 ms, (4) variable reluctance
OEM @ t = 255.6 ms.

23.4 Conclusion

The development of a novel wheel speed sensor for enhanced closed loop feed-
back control of vehicle mobility has been conceived, designed, and validated in
laboratory environments. The sensor has shown a dramatic improvement to wheel
speed estimation latency at low speeds over other OEM technology solutions,
and even demonstrated latency improvements over ultra-high accuracy magnetic
encoder solutions. This solution represents the desired paradigm shift away from
fundamentally limited discrete wheel rotation sensors toward a new generation of
continuous output wheel rotation sensors that can facilitate the development of the
next generation of agile vehicle control systems.

Acknowledgements This study has been supported by a grant of the NATO Science for Peace and
Security Programme: MYP SPS G5176 “Agile Tyre Mobility for Severe Terrain Environments”.
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Chapter 24
ThreatDetect: An Autonomous Platform
to secure Marine Infrastructures

Paolo Casari, Lutz Lampe, Stephane Martinez, and Roee Diamant

Abstract The NATO SPS multi-year project ThreatDetect investigates an
autonomous platform to secure marine infrastructures by reliably detecting divers
and mines in real time. Our system combines acoustic remote detection with
verification using pattern recognition on underwater imagery. For diver detection,
we rely on active acoustics from a single transceiver, and analyze the acoustic
reflections to detect and localize a target that fits the pattern of a diver. For mine
detection, we segment sonar images from an autonomous underwater vehicle
(AUV) to differentiate between background, highlight, and shadow. In case of
detection, we steer the AUV’s trajectory so as to closely observe the target, and
transmit segmented sonar images to a surface station via underwater acoustic
communications. At the time of writing, the project is performing final technology
tuning and integrated sea experiments.
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24.1 Outline of the Project

The global marine industry represents a multi-billion-dollar-per-year business,
whose sensitive infrastructure may include oil and gas facilities, offshore rigs,
submerged pipes and cables, as well as harbor installations. Such strategic infras-
tructure must be protected against hostile intruders: once an unwanted access event
is detected, surface control units must be promptly and securely alerted. Currently,
these tasks are performed manually, requiring considerable manpower investment
(for example, about 100 people for a single gas rig in Israel), restricting real-time
response capabilities.

In particular, no holistic solution is currently available to secure facilities against
direct diver attacks or against the deployment of submerged mines. While there
exist active acoustic diver detection and autonomous underwater vehicle (AUV)-
based mine detection systems, they often suffer from significant false alarm rates
and require human interaction. The main reason is that most algorithms to identify
acoustic reflections from a target remain suboptimal in the presence of strong
reverberation, without a full characterization of the target’s reflection pattern.

In this project, we design a novel autonomous early detection and identification
system for divers and mines, that combines active acoustic remote detection with
verification via an approaching AUV (see the system’s structure in Fig. 24.1).
Verified detections are communicated acoustically to a control station. We rely on a
single acoustic transceiver, which greatly improves the applicability of our solution
to small platforms, boats and buoys.1

Fig. 24.1 Concept of our solution for the identification of intruding divers and mines

1Visual project overview: https://tinyurl.com/NATO-SPS-ThreatDetect-video.

https://tinyurl.com/NATO-SPS-ThreatDetect-video
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The acoustic detection component processes reflected acoustic signals over time
via a track-before-detect approach, and extracts patterns via dynamic programming.
This method distinguishes a moving target (e.g., a scuba diver) even when its acous-
tic footprint is deeply buried in noise or outweighed by strong static reflections. To
localize the target using a single transceiver, we match its range and bearing with a
model-based reproduction of acoustic propagation under water.

The detection of submerged mines from sonar images is based on a combination
of detection and segmentation algorithms, that offer a good tradeoff between true
positive and false negative detection rates. All the above systems are integrated into
an automatic solution, where an AUV scans the area around some marine infrastruc-
ture through a sonar, and automatically adapts its course to approach detected targets
and scan them more accurately. Relevant sonar segments including detections are
compressed and transmitted acoustically from the AUV to a surface station. Such
communications are robustified against anthropogenic and natural interference via
interference suppression algorithms that leverage the characterization of shipping
noise and other simultaneous acoustic transmissions.

At the current stage of the project, we have developed all required subsystems
and tested them in multiple sea experiments, both in the Mediterranean sea and in
the Red sea. These experiments include detections of real scuba divers from boats
and buoys, and detection of submerged mines from our AUV and other surface
vehicles. The AUV detection, course adaptation and image communication chain
has also been fully integrated. In the following, we provide a high level description
of the system’s components.

24.2 Detection and Localization

24.2.1 Acoustic Detection, Classification and Tracking

Our method to detect scuba divers addresses the limitations of currently existing
solutions. These limitations include the need to setup a rigid array of multiple
receiving elements, the false alarms caused by mistaking marine fauna as scuba
divers, and the use of high-power acoustic transmissions that may harm marine
animals. Instead, we rely on a single transceiver, small enough to be deployed from
any platform, and transmit at lower source levels by leveraging wideband acoustic
signals. A full description of the system is available in [9].

Since our transmission level is low, we accumulate reflections from multiple
acoustic transmissions and arrange them into a time-distance matrix, where each
row contains the reverberation pattern corresponding to one transmission (see, e.g.,
the data in Fig. 24.2a, collected near the Haifa shore, Israel). Detections are then



274 P. Casari et al.

50 100 150 200 250 300

Distance [m]

0

50

100

150

200

250

T
im

e 
[s

]
Algo 5: 1, Width[m] =  1.8604, Num changes =  16

median speed =  -1.2663, STD speed =  6.6251,
Max speed =  13.3803, Min speed =  -13.4918

50 100 150 200 250 300

Distance [m]

0

50

100

150

200

250

T
im

e 
[s

]

Best Path

kcartdetceteD.bxirtamecnatsid-emiT.a

Fig. 24.2 A detected track (b) over a time-distance matrix with reflections from a diver (a)

achieved based on pattern recognition from all reflections (track-before-detect
approach). Specifically, we assume that clutter is random, whereas reflections from
a real target are stationary. We single out the latter from the former through
probabilistic analysis, based on a modified Viterbi algorithm informed with the
maximum speed and orientation change rate that are compatible with diver motion.

To reject static reflections from such objects as rocks, weights, and chains, we
embed a clustering step based on expectation-maximization (EM). This scheme sep-
arates static reflections (whose energy arrives from the same location over time)
from non-static ones, by operating column-wise on the time-distance matrix. The
application of this method to Fig. 24.2a results in detecting the diver trajectory
highlighted in Fig. 24.2b.

24.2.2 Localization Methods

We developed two different localization methods: one aimed at low-complexity
systems with a single receiver, and a second one targeting systems that embed a
vertical array. In the former case, we rely on the diversity of the bathymetry around
a fixed receiver. This induces a different multipath propagation profile depending on
where the source of an acoustic signal: therefore, knowing the bathymetry around
the receiver and the sound speed profile allows us to infer the location of the source
from the multipath distortion.

We proceed as follows. For an arbitrarily dense grid of possible source locations,
we predict the channel impulse response (CIR) that acoustic signals would be
subject to using a numerical acoustic propagation model. Every time we receive
an acoustic signal we estimate the CIR, and correlate it with our CIR database to
extract a set of candidate source locations. We then collect multiple transmissions
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Fig. 24.3 Path detection using a single receiver (a); angle of arrival estimation for different targets
and a diver using a vertical array (b)

and fuse the corresponding source location estimates using a trellis search algorithm.
This yields the most likely source path with a lower complexity than the Viterbi
algorithm. Figure 24.3a shows an accurate trajectory estimate for a moving source
using environmental data from the San Diego bay area, USA. The algorithm
correctly selected a sequence of locations from a grid composed of about 4 million
points.

For localization via a vertical array, we employ wideband acoustic beamforming
helped by side information. We observe that underwater equipment often imposes
mounting constraints that may impede to fully control the shape of an acoustic
array. For systems working at centimeter wavelengths λ, it may be even impossible
to guarantee that the array preserve the λ/2 spacing. We solve these challenges
through a processing chain that involves matched filtering, clustering of match
filtering peaks, elimination of stationary arrivals, and wideband direction of arrival
estimation. The latter is helped by time-difference-of-arrival information in order to
bound the angle of arrival search and remove spatial ambiguity. This system was
tested in a sea experiment involving two divers. The results in Fig. 24.3b show the
output signal recorded by one of the array’s hydrophones, where relevant peaks
are tagged with range and depth estimates. We observe that our scheme correctly
identifies the diver (brown) at about 25 m of depth and 37 m from the array.

24.2.3 Segmentation of Sonar Images from AUVs

We employ a multi-stage chain for the detection of submerged mines from sonar
images. We start with a rough detection of regions of interest (ROIs) within the sonar
image, and then segment the ROI to separate background, highlight, and shadow
regions. We report a detection based on prior knowledge about the target (e.g.,
minimum number of pixels, height above the bottom, and so forth). Specifically, we
use likelihood ratio combining of highlight and shadow identifications. The former
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Fig. 24.4 A region of interest including a target (a), and segmentation results (b)

is based on segmenting a higher moment of the sonar image, whereas the latter is
based on a blind classification using a support vector machine (SVM).

The segmentation of the highlights relies on the assumption that acoustic
reflections from the target have homogeneous characteristics, whereas for shadows
we assume that the distribution of the shadow pixels is the same throughout the
image, hence the shadow’s intensity level in the ROI can be learned from other
sonar image sections. Figure 24.4a shows an example of ROI. A full description of
the segmentation process is available in [3].

We perform fine-grained target detection by clustering the ROI via two strategies.
The first is based on clustering the ROI using an EM algorithm for a mixture of
alpha distributions, which offers sufficient flexibility. For better performance, we
allowed hard decisions to be made during EM iterations: this way, we can exploit
the expected dependencies among the image pixels related to the target. For full
details, we refer the reader to [1]. The above solution is accurate but computationally
demanding. Therefore, we designed a second segmentation strategy based on fuzzy
logic. Here, we manage the inhomogeneity within the sonar image through two
fuzzy terms that reflect the location of the segmented pixels within the image [2].
For both solutions, we designed a de-noising filter that smooths the image before
segmentation. An example for a segmented image using our approach is shown in
Fig. 24.4b.

We tested the above solutions via a specifically designed simulator that generates
sonar images with targets over different types of seabed (e.g., sand ripples, grass,
or rocks). Furthermore, using our own AUV, we collected a database of more than
1000 sonar images, and hand-labeled them for targets. Since these images were
taken from different sea environments (in France, as well as in southern, central,
and northern Israel), the database enables a sufficiently robust statistical exploration
of ROI detection performance.
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24.2.4 Automatic Scan by an AUV

A distinctive feature of our system is a fully automatic behavior without humans in
the loop. In this vein, we have designed a protocol that allows the AUV to change
its predefined course in real time upon detection events. Such capability is essential
to detect submerged mines, which often can be identified as such only after viewing
them from different points of view. An automatic procedure is paramount in this
case, as navigation errors may prevent an operator to successfully steer the AUV
towards the suspected target, and would imply significant delays for surfacing and
re-diving the AUV.

We implement the automatic adaptation of the AUV’s mission by acting on its
backseat driver. For each sonar image collected, the AUV detects and segments
ROIs in real time. It then determines the geographic location of the ROI, and
correspondingly sets a new mission, which includes back-tracking to observe the
object in the ROI from the opposite direction, and returning to the previous location
to resume the original mission. During this last step, the AUV also hovers above the
ROI, so as to profile the target via optical or sub-bottom scans. Finally, the AUV
fuses all collected information, compresses the best ROI image, and sends it to an
operator.

Figure 24.5a shows an example of the above procedure operated by the AUV
in Fig. 24.5b, in southern Israel in June 2019. Blue lines represent the AUV’s pre-
determined mission, whereas the yellow arrows shows the actual position of the
AUV over time. Once it reaches the bottom-right corner of the trajectory, the AUV
drops its pre-defined mission and loops around a suspect location, in real time
without any intervention by an operator.

Fig. 24.5 AUV (a) track record from a sea experiment (b). Yellow arrows show the actual track
of the vehicle. Blue lines show the pre-determined mission track
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24.3 Noise Characterization and Interference Cancellation

As we foresee our system to operate in the proximity of underwater installations
or harbors, we investigate methods to make communications robust against noise
generated by shipping activities as well as co-existing signals, which we expect
to constitute major impediments in our scenarios of interest. To model shipping
noise, we evaluated acoustic recordings from the Ocean Networks Canada (ONC)
database available at [11], which includes a large number of measurements from
hydrophone arrays, some of which are located close to busy shipping routes. As
a starting point for our modeling attempt, we considered the impulsiveness of
shipping noise as also reported in previous work such as [7, 10], and processed
data to fit a Gaussian mixture model via the EM algorithm. Figure 24.6 compares
measured noise and noise according to a two-term Gaussian mixture model trained
with the EM algorithm. We observe that shipping noise could be modelled with a
two-term mixture having a 15 dB higher variance for the impulse noise component.
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Fig. 24.6 QQ-plot of empirical quantiles from a complex baseband noise signal in the 8–16 kHz
band versus theoretical quantiles from a Gaussian mixture random variable
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24.3.1 Interference Cancellation

24.3.1.1 Shipping Noise

The structure inherent to shipping noise can be exploited for noise mitigation or
cancellation. We consider the latter, making use of null-subcarriers in a multicarrier
underwater acoustic communication signal, which enables noise (or interference)
estimation. For this purpose, the fact that the impulse component of the noise is
sparse can be exploited via compressed-sensing based signal recovery [6]. This
can be extended by also considering the noise distribution or by learning a sparse
representation [4]. Using 192 ship noise recordings obtained from the ONC database
and considering 25% of null-subcarriers, we conclude that communication systems
operating from 0.1 to 16 kHz can achieve relative cancellation gains of about 1 to
3 dB [5].

24.3.1.2 Co-signal Interference

Co-existing acoustic transmissions constitute one of the strongest interference
sources for underwater acoustic communications. Such signals can originate from
acoustic systems (e.g., echo sounders for depth measurement, ADCP water current
meters) or from transmissions by nearby modems. When these transmissions
intersect in the same bandwidth of the desired signals, the signal-to-interference
ratio (SIR) may be too low to correctly receive the message. Considering this
challenge, we have designed an interfering cancellation filter that specifically
handles the case of low SIR.

Our algorithm modifies the traditional noise cancellation filter in order to remove
a reference signal from the signal to be cleaned. The solution first detects the strong
interference and finds its analytic form (i.e., its time-frequency pattern). Then, we
employ an adaptive filter to equalize the channel from the interference source to
the receiver. The result is subtracted from the received signal, and is fed back into the
adaptive filter. To discriminate between the two channels (i.e., from the interference
and from the designed source), we lock onto the channel taps of the interferer and
zero-force all other taps. This way, the energy of the desired signal is not effected.
The full details of this approach are available in [8].

We have tested our system in several sea experiments including two interferers
and a common receiver. An example of the performance of our algorithm is provided
in Fig. 24.7, where we show the spectrogram of the received signal before and
after interference cancellation for a sea experiment conducted in Ashdod, Israel. We
observe that the strong interference is almost completely removed from the signal.
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Fig. 24.7 A spectrogram showing two signals before (upper panel) and after (lower panel)
interference cancellation

24.4 Conclusions

The ThreatDetect project targets the protection of sensitive and strategic marine
infrastructures from intruding divers and submerged mines. In this paper, we
reported on the progress of our research activities in the context of diver detection,
threat localization, fully automatic detection of mines by an AUV, as well as noise
and interference cancellation for robust communications. A number of integrated
sea trials demonstrate the feasibility of our solution.
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Chapter 25
BalSAR: A Stratospheric Balloon-Borne
SAR System

Marco Martorella and Elias Aboutanios

Abstract Surveillance systems are continuously employed for both military and
civilian applications, including homeland security and border protection, which are
two main concerns to NATO and in particular to the Science for Peace and Security
(SPS) programme. Several platforms and systems, developed in past years, have
turned into surveillance systems that are currently used in such scenarios. This
paper describes a high-altitude balloon-borne synthetic aperture radar (BALSAR)
system, which is currently under development as part of a NATO funded project
within the SPS programme. Such a system will be able to perform surveillance tasks
by acquiring radar data, forming SAR images and using them to extract valuable
information.

Keywords High-altitude platform · Stratospheric balloon · Airborne
surveillance · Synthetic aperture radar

25.1 Introduction

Military and civilian information gathering is an essential part of maintaining secu-
rity and significant effort and money are spent on systems to enable these functions.
Current technologies, which mainly employ satellites, aircraft (both manned and
unmanned – UAVs), and drones suffer from a number of shortcomings. Space-borne
systems operate from a large distance and, provided careful constellation design, are
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able to cover almost all areas on the surface of the earth. However, space missions
are expensive and their use depends on the presence of a satellite over the designated
area which can only happen at particular times that are determined by the orbit. Also,
they do not offer a rapid and timely response as the ability to repeat measurements
over a given area is constrained by the satellite orbit, which may impose intervals
of several hours or even days between revisits. Airborne systems operate at much
lower altitudes and piloted aircraft missions put the lives of pilots at risk as they
are inherently vulnerable to attacks. Their size, and therefore radar cross section,
and flight altitude limits make them easier to detect and target from the ground or
the air. Moreover, the cost of such aircraft is quite high, justifying the launch of an
intelligent missile against them. While UAVs take the pilot out of the equation, they
still suffer from all of the other problems associated with piloted aircraft including
cost and vulnerability. In fact, all of these systems are not expendable and must be
protected.

High altitude platforms (HAPs) [1] have the potential to complement the above
two systems and address many of their shortcomings. HAPs have been proposed in
military applications for the gathering of surveillance data and are poised to play
a key role in the area of national security. The USA, China, Japan and European
Union have had military HAPs projects. These platforms enjoy a number of unique
advantages with respect to both aircraft and satellites. HAPs operate at altitudes
exceeding 20 km, and include certain aircraft, airships and balloons [1]. Their high
altitude gives them a higher degree of immunity against attack as compared to
aircraft while providing them a wider field of view [2]. On the other hand, they
are a cheaper alternative to traditional satellite systems as their development and
deployment costs are much lower than those of spacecraft. Their comparatively
low altitude, with respect to spacecraft, makes them more versatile and recoverable
meaning that they can be maintained and even upgraded. Also for remote sensing
applications, they do not suffer from long revisit times that are a drawback of
satellite systems.

While some systems employing HAPs exist [1–3] or have been proposed, most
tend to be either airships or UAVs, and are large and very expensive. The Zephyr
[4] is a solar powered UAV that is developed by Airbus. It is described as a High
Altitude Pseudo-satellite (HAPS) as it is designed to hover for an extended period of
time over a designated region. Among the intended uses of the Zephyr, Airbus lists
maritime and border surveillance, environmental surveillance, missile detection,
navigation, and continuous imagery. Lockheed Martin’s ISIS [1] and Raytheons
Radar Aerostat [5] are two US projects developing high altitude airships. All three
systems are manoeuvrable and intended to provide long mission durations (on
the order of days, months or even years at a time). Consequently, they are quite
expensive and require significant infrastructure for deployment. As an example, the
UK Ministry of Defence was reported to have an order for two Zephyr worth USD18
million [1].

Stratospheric balloons have been used for decades for scientific experiments
and remote sensing and both NASA [6] and JAXA [7] conduct high altitude
balloon missions. These free floating balloons are very large and carry payloads
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weighing many hundreds of kilograms or even a few tonnes. Stratospheric balloon
constellations with trajectory control have also been proposed for communications
[8, 9], and scientific missions [10]. Small (sounding) balloons are extremely cheap
even in comparison to the large HAPs discussed above. These are mainly used for
weather sensing [11], education [12, 13] and amateur activities.

We propose a new high-altitude (in excess of 20 km) balloon-borne Synthetic
Aperture Radar (SAR) system that overcomes the shortcomings of existing systems
without compromising performance, such as resolution, signal-to-noise ratio and
hence target detection and recognition. The new system has a number of significant
advantages over the aforementioned solutions. It is very low cost and hence expend-
able, rapidly deployable, has low probability of intercept (LPI) characteristics and is
practically immune to attacks, requiring a very expensive guided missile to intercept
it. There are a number of scenarios where airborne/space-borne radar surveillance
is needed. Such scenarios include border protection, battlefield surveillance and,
in more general terms, critical area surveillance where ground systems cannot be
deployed either because the area is far from any logistic support or because of the
unacceptably high risks that would be involved in deploying the system. In this
paper we describe the proposed architecture and detail various subsystems.

25.2 Proposed Solution

The proposed solution employs a combination of a very light SAR system and a
high altitude balloon platform to provide a balloon-borne SAR (BalSAR) system.
The BalSAR system would provide the means to fly at a very high altitude, 20 km
and above, and therefore operate at a safe distance from the surveillance area. In
addition to the BALSAR system, the project will also produce the support systems
including the flight prediction and mission planning software, launch (balloon
inflation and release) system, telemetry tracking and command (TT&C) system,
and HAP recovery system. A high altitude balloon borne SAR has in fact been
recently reported in [14], which demonstrates the feasibility of the concept. Our
system, however, aims to achieve a number of specific aims including low cost,
rapid deployment and standardization of the bus.

The BALSAR system is shown in Fig. 25.1. It comprises a balloon capable of
lifting a High-altitude Platform (HAP) weighing around 20 kg, a flight termination
system, and a parachute to facilitate the HAP recovery. Capitalizing on the expe-
rience in building the UNSW cubesat UNSW-EC0 [15, 16], which formed part of
the European QB50 constellation [17, 18], the HAP itself is modeled on the cubesat
standard [19, 20]. Platform standardization will enable the use of commercial-off-
the-shelf (COTS) components, directly leading to greater flexibility, as well as lower
costs and reduced risk. Additionally, as COTS components improve being driven by
market competition and pressures, improvements in the HAP will result. Finally a
standard bus will greatly facilitate the opportunities of payloads other than the SAR
system to be carried by the HAP. This enhances the utility of the proposed HAP
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Fig. 25.1 Illustration of the
BALSAR system. Note that
the radome is not drawn in
order to show the antennas

system. Therefore, the standardisation of the HAP is one of the core goals of this
project.

The project involves significant challenges both in the SAR and HAP systems. In
order to deliver a low-cost and rapidly deployable system, the overall size and com-
plexity must be kept low. The proposed BALSAR system rides on the stratospheric
winds and does not include any trajectory control. Therefore, the mission goals are
ensured through an innovative architecture that includes the subsystems and support
systems described in what follows.

25.3 The Flight Subsystem

The flight subsystem consists of the balloon, termination mechanism and parachute.
The balloon is helium-filled and is rated to carry a payload weighing 20 kg up to an
altitude of 30 km. As the balloon’s trajectory is not controlled, a flight termination
subsystem is included in order to terminate the mission in case it diverges signifi-
cantly from the set flight plan. The termination subsystem is positioned between the
parachute and balloon and receives the termination commands from ground control.
Flight termination is achieved by burning a nichrome wire to separate the parachute
and HAP from the balloon. The termination subsystem can also be used if a desired
landing site is specified. The mission is then terminated at the point that results in the
HAP landing at the designated site. Also note that automatic flight monitoring may
be programmed into the on-board computer (OBC) which can then command the
termination mechanism to activate if a pre-specified mission envelope is exceeded.
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The parachute ensures that the HAP descends at a rate that prevents damage if it
is to be recovered. Thus the parachute is located below the termination device and
is sized to provide the desired descent rate, which is typically between 5 and 10 m/s.
During the descent phase of the flight, the parachute automatically opens when the
atmospheric density becomes high enough (typically at altitudes higher than 15 km).

25.4 The HAP Subsystem

The proposed HAP architecture is shown in Fig. 25.2. As alluded to earlier, it is
modelled on a spacecraft bus, and in particular on a cubesat design. Therefore,
the HAP comprises an OBC, an electrical power subsystem (EPS) and associated
batteries, a communications module (comms), inertial measurements units (IMUs),
and various positioning units to provide tracking of the platform. The HAP sub-
system also houses the payload, that is the SAR subsystem. Micro-controller Units
(MCUs) are employed as intermediaries between the OBC and a number of other
subsystems in order to perform specific tasks associated with these subsystems. This
philosophy ensures that critical tasks are handled by their decidated MCUs which
ensure the reliable operation of the HAP. The main subsystems of the proposed HAP
architecture are described below:

Fig. 25.2 Architecture of
the HAP bus showing the data
and power interconnections
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– OBC: the OBC manages the flight, executes the schedule, and monitors the
various subsystems. Upon powering the bus, the OBC will first initialise the
other subsystems and load the flight parameters to the SAR and stabilization
microcontroller units (SAR-MCU and S-MCU respectively). The OBC will
then periodically query the other subsystems to check the health of the HAP.
Deviations from the nominal flight envelope will lead to termination of the
flight. Finally, if requested by ground control, the OBC will gather relevant
information on the HAP subsystems and communicate it to the ground via the
comms subsystem.

– EPS: the HAP carries two electrical power subsystems, one for the bus (EPS-
BUS in Fig. 25.2) and another for the SAR payload (EPS-SAR in Fig. 25.2). Each
EPS includes its own battery pack and is fully controllable allowing various rails
to be switched on and off. The use of a separate EPS for the payload is dictated
by the power requirement of the radar.

– COMMS: the COMMS module operates at UHF in the amateur band. It provides
communications with ground control in order to monitor the HAP health and
track it. It also permits critical commands, such as flight termination to be
uplinked to the HAP. Note that the SAR data is stored onboard and is not
downlinked to the ground during the flight.

– SAR-MCU: This microcontroller interfaces the SAR payload to the HAP bus
and performs two primary functions: firstly, it controls the operation of the radar
by first turning it on at the right point of the flight, instructing it to start the
acquisition and then stopping and turning it off. Secondly, it stores the position
tags for the radar snapshots. To this end, the SAR-MCU receives an interrupt
from the radar every time the latter acquires a snapshot and then fetches the
position data, tags it and stores it in the positioning file.

– PNT-MCU: the position, navigation and timing MCU logs the data from the
PNT subsystem and then services requests for tracking data from the OBC,
SAR-MCU, and ACS-MCU (which drives the antenna stablization system). This
configuration allows the PNT-MCU to sample the high precision navigation
unit at the maximum rate and then accommodate the different rates at which
the various requests are made by each subsystem. The PNT system includes
a GPS receiver as well as IMUs (inertial measurements units) comprising
accelerometers and gyroscopes.

– ACS-MCU: In order to minimize the weight of the HAP, only the antenna arrays
of the radar are stablized. The attitude control and stabilization MCU provides
the interface to the stabilization subsystem. The ACS-MCU is present with the
required relative pointing direction of the antennas with respect to the direction
of motion of the platform. During the acquisition phase, the ACS-MCU will
then use the PNT information that it receives from the PNT-MCU to calculate
the absolution pointing direction which it will then relay to the controller of the
stabilization subsystem.

– SEP-MECH: the separation mechanisms are included primarily to ensure the
safety of the flight and control the risk of the mission. The OBC will continually
monitor the flight parameters and verify that they are within the acceptable
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mission envelope. Should the flight move outside this envelope, the separation
mechanisms are activated to terminate the flight. Two independent mechanisms
are included to provide redundancy. One of these mechanisms, SEP-MECH2, is
an independent system that was mentioned in the previous section. The other,
namely SEP-MECH1, is connected to the OBC and forms part of the HAP bus.
In addition to the PNT system described above, multiple tracking subsystems,
denoted as T1, T2 and T3 in Fig. 25.2, will be used ensure adequate tracking
system redundancy at all stages of the flight.

– SEN-MCU: the sensor suite MCU provides the functionality for various HAP
environmental sensors, such as temperature and pressure, and other flight
information sensors, such as flight dynamics sensors, to be. These are logged
by the SEN-MCU and stored on a dedicated SD card. The MCU can also be
queried by the OBC if the relevant data is required.

In addition to the subsystems detailed above, the HAP provides environmental
protection to the bus and payload. During the flight, the atmospheric temperature
can drop as low as −70◦ and the pressure decreases to approximately 1% of its value
at ground level. Foam insulation, combined with the heat generated by the various
subsystems, will ensure that the internal temperature of the HAP remains above
−20◦. Furthermore, thermal and vacuum testing will be employed prior to the flight
to verify the system performance under the expected environmental conditions.

25.5 The SAR Payload

As the HAP is limited to around 20 kg in total weight, the project requires a
miniaturized SAR system. The SAR system is restricted to a total of 10 kg, with
the electronics weighing around 7 kg and the antennas 3 kg. Furthermore the SAR
draws its power from the HAP, which then places a power consumption requirement
on it. The limits on weight and power consumption are particular challenges for the
SAR design.

25.5.1 Radar Front-End

The radar front-end is made up of a single board in standard ITX format (17×17 cm)
that is stacked and interconnected according to the requirements to other boards
(Embedded Digital processor and power supply subsystem) and an external power
amplifier. The front end implements an X-band direct-conversion Linear-FMCW
radar transceiver architecture. The transmitted waveform is generated by a PLL-
based frequency synthesizer. This approach focuses on a compact, low cost and
low power consumption solution that allows for the generation of large bandwidth
and high chirp rate Linear-FMCW waveforms. The front-end mainly consists of the
following sub-sections:
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– Waveform generation and transmitter: this consists of a PLL based, X-band,
programmable signal generator (phased detector, VCO and loop filter), a RF pre-
amplifier, a splitter for the generation of the OL signal, a RF medium power
amplifier (MPA) and a digital control interface. The generator is locked to the
same low noise reference source that feeds the ADC stages, in order to perform
coherent data processing.

– RF receiver: the receiver includes an input limiter, a RF band-pass filter, a low-
noise amplifier and a quadrature demodulator. The demodulator is fed by OL
signals generated by the aforementioned synthesizer.

– Base-band signal conditioning: down-converted signals are sent to a base-band
signal conditioning stage that employs a programmable attenuator and an active
band-pass filter. This allows to tune the overall gain and adapt the signal to the
input dynamics of the AD converters.

– Power amplifier: the output of the transmitter section is sent to a solid state
GaN based linear high power amplifier (HPA), with a maximum output power
of 40 dBm.

– Power down-conversion subsystem: this is a multiple output down-conversion
subsystem that employs mixed linear and switch-mode topologies in order
to fulfill the power requirements of all the previous described sections. Such
subsystem down-converts the voltage(s) provided from the HAP and converts
them to the rails required by the various SAR subsystems.

The radar front-end specifications are summarized in Table 25.1, and picture of
a test board of the radar front-end is shown Fig. 25.3a.

25.5.2 Power Amplifier

The power amplifier is a COTS device by Keylink Microwave. This model is a
GaN based high power amplifier operating between 9.1 and 10.1 GHz and offers a
wide dynamic Range with 10 W of output power. It has long term reliability and

Table 25.1 Radar front-end
specifications

Parameter Value

Waveform type Linear-FMCW

Frequency range 9.3 to 9.9 GHz

Chirp rate up to 1 THz/s

Output power 40 dBm (max)

TX attenuator 0−30 dB (1 dB step)

Minimum detectable signal −130 dBm

Noise figure 6 dB

IF bandwidth from 10 to 40 MHz

RX attenuators 0−40 dB (0.5 dB step)
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Fig. 25.3 SAR Payload – (a) front-end, (b) power amplifier, (c) embedded digital radar processor

high efficiency and it is ideal for X-Band linear applications. A picture of the same
component used for another system is shown in Fig. 25.3b.

25.5.3 Embedded Digital Radar Processor

The Embedded Digital Radar Processor has been designed around the Trenz
Electronic TEBF0808 carrier board which is a baseboard for the Xilinx Zynq
Ultrascale+ MPSoC modules TE0808 and TE0803. A picture of the developed
system is shown in Fig. 25.3c.

The main sub-systems are:

1. Carrier board
2. System on a Module
3. Acquisition board
4. Mass memory storage

25.6 Mission Support Systems

In order to enable the mission execution, a number of supporting subsystems are
being developed. These include the flight prediction and planning, inflation and
release system, and telemetry tracking and command system. These are described
in what follows.
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25.6.1 Flight Prediction and Planning

Flight prediction and mission planning are important aspects of the system. Given
a launch location, date and time, the flight prediction software uses weather data to
determine the expected flight trajectory. This allows the ground track as well as the
landing site to be determined. Mission planning, however, can require that a number
of waypoints be observed by the balloon. Therefore, when provided with these
waypoints, the mission optimization software uses the mission planning program
to iteratively determine the balloon inflation and flight parameters in order to give
the optimal trajectory that is as close to the desired waypoints as possible.

25.6.2 Inflation and Release System

The balloon will have a pre-launch diameter of approximately 10 m and will display
a large area to any light breeze. Therefore, it needs to be anchored to the ground and
handled properly during inflation. This requires an inflation and release rig that is
being developed as part of the project. The rig is modular to facilitate its transport
to the launch site. It is also easy to set up and is able to provide measurement of the
neck lift of the balloon to ensure the correct inflation is achieved.

25.6.3 Telemetry Tracking and Command System

Although the SAR data will be stored onboard the HAP and will not be downlinked
to the ground during the flight, a TT&C system is being developed to continually
track the HAP and monitor its state. The TT&C system, which operates at UHF
in the amateur band, comprises a mobile ground station that will enable simple
commands to be uplinked to the HAP and health check data to be received from
it. Additionally, the TT&C system receives the position data from the HAP and
updates the estimated flight path and landing position. This permits the mission to
be monitored and decisions to be made on the termination of the flight if required.

25.7 Conclusions

This paper describes a novel balloon-borne synthetic aperture radar that is under
development as part of a NATO funded project. The full system realisation is
predicted to be completed by 2020 and results in terms of SAR imagery should
appear soon after the system completion. The BALSAR system is intended to be
low-cost and rapidly deployable in order to provide enhanced surveillance capability



25 BalSAR: A Stratospheric Balloon-Borne SAR System 293

in hostile environments. Furthermore, the BALSAR system will find applications in
remote sensing and monitoring applications, such as border protection and disaster
monitoring.
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Chapter 26
A Dynamic and Flexible Architecture
Based on UAVS for Border Security
and Safety

Fabrizio Granelli, Claudio Sacchi, Riccardo Bassoli, Reuven Cohen,
and Itzik Ashkenazi

Abstract NATO SPS G5428 DAVOSS project focuses on merging those two
concepts (5G SBA and UAVs) to build a communication and service architecture
capable of providing coverage for monitoring, border security and safety applica-
tions. Indeed, DAVOSS project aims to develop a multi-layer virtualised system
in which all the technologies listed above work together to guarantee efficient and
effective borders and ports surveillance.

Keywords UAVs · Border surveillance · 5G · LoRA

26.1 Introduction

With the advent of 5G, networks are expected to include an un-precedented
functionality: fast deployment. Indeed, 5G requirements include the possibility
of deploying a functional next-generation wireless networks in less than 90 min,
where for LTE this would have required days. Such requirement would require
the usage of a software-based and configurable network architecture as well as
the availability of proper network nodes capable of moving in the territory. The
5G Service Based Architecture defined in 2019 provides an important step forward
on the softwarization of the telco infrastructure by enabling the deployment and
orchestration of Virtual Network Functions on the network infrastructure. On the
other hand, Unmanned Aerial Vehicles have recently gained the attention of the
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Fig. 26.1 Structure of the proposed system to guarantee efficient and effective border control and
security against terrorist threats. There are four layers. The virtual layer dynamically assigns virtual
network functions (VNFs)

communication community as a potential technology to deploy movable and agile
network nodes for fast deployment of network nodes.

NATO SPS G5428 DAVOSS project focuses on merging those two concepts
(5G SBA and UAVs) to build a communication and service architecture capable of
providing coverage for monitoring, border security and safety applications. Indeed,
DAVOSS project aims to develop a multi-layer virtualised system in which all the
technologies listed above work together to guarantee efficient and effective borders
and ports surveillance. Figure 26.1 depicts the proposed network and architecture.
The proposal identifies four main system layers: the one constituted by sensors
(Layer 1), the one composed by UAVs (Layer 2), the one deploying virtualisation
(Layer 3) and the one including micro satellites (Layer 4).

The project is approaching the end of the research activities, leading to the
selection of the technologies to actually deploy and test in the project testbed.
Agreements are being prepared in order to run experiments at the Trento Firemen
(Vigili del Fuoco) training facilities for providing a suitable framework for testing
DAVOSS results.

Next sections of the paper introduce the main research activities in the different
layers of the DAVOSS project architecture.
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26.2 Layer 1 – UAVs and Sensors

Layer 1 of the DAVOSS project consists of a sensor network with a drone-based
mobile gateway. Basically, the drone flies above the sensors and communicates
directly with each of them to collect their data. Therefore, designing an appropriate
path is important for several reasons. First, such a path allows to reduce the energy
consumption of the drone, which is translated to increasing the area it can cover and
minimizing the time needed for collecting urgent information. Second, an efficient
path allows the drone to hover very close to each sensor, which is translated to
increasing the wireless throughput of each sensor and of the whole network.

The project is testing path planning algorithms using the following hardware
components:

• Drone: RE470 Quadcopter equipped with Pixhawk PIX PX4 2.4.8 Flight
Controller and GPS.

• LoRaWAN Gateway: Raspberry Pi-3 with RAK-831 Multi-channel LoRaWAN
Gateway that uses Semtech sx1272 LoRa RF transceiver.

• LoRaWAN Sensors: The sensors combines STM Nucleo L073RZ base board
with Semtech sx1272 LoRa RF transceiver.

The algorithm consists of three stages. The first stage is initial sensors data col-
lection. In this stage, the drone is configured with the GPS coordinates (waypoints)
of each sensor, using the mission planner tool. The drone is then dispatched using
the “Auto” flight mode to collect the data from each LoRaWAN sensor. In this mode,
the drone simply flies from one waypoint to another. In the second stage, after the
drone returns from its mission, its LoRaWAN gateway is connected to a LoRa server
in order to extract the collected sensors data, as well as the metadata related to the
communication with each sensor. In the third stage of the project, our Path Planning
algorithm receives the metadata related to each sensor and computes an optimized
path for the next drone flight.

The proposed algorithm consists of two parts. In the first part, the algorithm
calculates the waypoints that should be traversed. These points are referred to as
key waypoints. To this end, the algorithm takes into consideration the obstacles, as
shown in the example in Fig. 26.2. After determining the key waypoints, the Path
Planning algorithm determines the exact path that traverses all the key waypoints,
while minimizing the length of the route and not entering the obstacle boxes
(Fig. 26.3).

26.3 Layer 2 – UAV Networking

Layer 2 of DAVOSS architecture consists of drones which can communicate either
among each other or through ultra-light vehicles and balloons, which is used for
backhauling. The drones have mechanical parts, which are responsible for flight
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Fig. 26.2 Path planning example in presence of an obstacle

Fig. 26.3 Path planning example (without obstacles)



26 A Dynamic and Flexible Architecture Based on UAVS for Border Security. . . 299

Fig. 26.4 Communication performance for different UAVs network configurations: ad-hoc, cen-
tralized, multi-layer and multi-group

operations and a battery for power supply of carried equipment. Furthermore,
the unmanned aerial vehicles (UAVs) of our system are considered as mobile
base stations (BSs) thus they carry radio equipment (supporting LTE/4G standard
communications to the ground peripherals) and hardware for baseband processing,
called baseband unit (BBU).

Several configurations of the interconnections among UAVs and other platforms
(aerial or terrestrial) are being studied using ns-3 network simulator (see Fig. 26.4).

26.4 Layer 3 - Virtualization

The idea behind DAVOSS’ design of Layer 3 is the virtualization of most of the
network operations in order to avoid loading the battery of the drone and the drone
itself. That becomes fundamental to increase drones’ battery life and capabilities.
A preliminary analysis of this aspect was presented in [1]. This represents a novel
study in the research panorama because it seems the first work considering BBU
impact on mobile BSs.

The mobile BSs collect data from the peripherals and transmit them to Layer
2. Without loss of generality, we considered the drones hovering and active (i.e.
transmitting/receiving data from peripherals). For a correct theoretical analysis,
we decided to use stochastic geometry, which represents the current most reliable
mathematical model for radio access network of existing 4G cellular networks. As
DAVOSS objective is to provide connectivity in complex scenarios and borders
(areas without any existing reliable network infrastructure), we can reasonably
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consider mobile BSs and terrestrial peripherals (belonging to Layer 1) distributed
according to two-dimensional homogeneous Poisson point processes (PPPs) respec-
tively called �bs and �s, with intensity λbs and λm.

A UAV is normally a multirotor helicopter, which should carry either a remote
radio head (RRH) and a BBU or only an RRH. As just mentioned, the flight time
tfl and the operational time top of a mobile BS is limited by its weight, its battery’s
capacity and its transmission power.

The total average power ptot, consumed by a mobile BS, is composed by the
average power consumed during takeoff (pto), flight (pfl), hovering (pho) and landing
(pla). Next, the average power consumption of a UAV-based BS includes the average
transmission ptr and processing power ppr. In general, it has been demonstrated that
the average power consumed during hover can represent an upper bound on the
average power during flight [2]. Next, the average power consumed during takeoff
and landing is approximately equivalent to the power consumed hovering. Then, an
upper bound on total average power, consumed by a mobile BS, can be expressed as

ptot = 4pho + ptr + ppr

Mobile BSs were assumed to be comparable to pico-BSs in terms of power
consumption and coverage [3]. So, reasonable values of power consumption can be
considered 1.9 W for power amplifier, 1 W for radio frequency hardware and 3 W for
BBU. In the analysis we considered the general virtualization of all BBU operations
thus, the deployment of all BBU on the pico-satellites (CubeSats). In this way, we
obtained a sort of lower bound in terms of power consumption, which can give an
upper bound on how much power we can save at the drones via virtualization. That
is because this calculation still neglected the differentiation of power consumption
for the various schemes of BBU’s sub-function virtualization. Moreover, it did not
considered the power consumption required by hardware for backhaul/fronthaul
transmissions, which permit the communications between drones and satellites.
Figure 26.5 depicts the upper bound on the power gain according to the weight
of the drone.

26.5 Layer 4 – Aerial Backhaul (Microsatellites, Blimps)

26.5.1 CUBESAT Link Requirements

The virtualization of BBU network function imposes some requirements in terms of
capacity to the link connecting the two network nodes involved in the RRH-BBU
splitting operations, in our case the LTE RRH installed on board of the UAV and
the BBU mounted on the cubesat rack. Such requirements depend on the splitting
configurations, shown in Fig. 26.6.
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Fig. 26.5 Power gain at the mobile BSs (drones) when BBU is virtualized. Obviously, by
increasing the load of the drone, the impact of the weight of the BBU decreases

The baseline splitting configuration considered in DAVOSS is the Split D of Fig.
26.7, where L2H and L3 are relocated to the cubesat BBU unit, leaving to the RRH
the functions mostly related to PHY-layer management (RF, L1L, L1H, L2H). The
link requirements for the baseline configuration are given as follows:

• link capacity ≥180 Mb/s (achieved with a quasi-zero bit-error-rate,
• say: ≤10−12);
• link delay not exceeding 4 ms.

The aforesaid target value of capacity looks quite ambitious for small cubesats
operating in the usual L and S bands, while the delay may be affordable. In the
following, we shall analyze the transmission techniques and the cubesat equipment
that would allow to reach the expected performance.

26.5.2 CUBESAT-Based RRH-BBU Connection Setup

In Fig. 26.8, the architecture of the virtualized monitoring system exploiting
cubesats is depicted. A broadband sensor (e.g. a 3D scanner) transmits data from
the border area to the drone upon the LTE standard. The data are turbo-encoded by
the LTE UE and transmitted to the drone. The RRH mounted on the drone perform
the demodulation of the encoded data and forward them to the BBU installed on
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Fig. 26.6 Basic requirements of different RRH-BBU splitting configurations

Fig. 26.7 Two possible
Cloud RAN slicing
configurations
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Fig. 26.8 Architecture of the virtualized border monitoring system exploiting the cubesats

cubesat. The BBU performs in real-time the turbo decoding and dispatches the
decoded data to the remote control center in downlink at a convenient rate.

The L2 management considers a HARQ mechanism relying on FEC turbo coding
only, without any ACK/NACK mechanism. Such a choice has been motivated in
order to avoid throughput starvation due to ACK/NACK looping. Such an issue is
not critical in terrestrial links, but it may become serious in case of information
forwarding through satellite links, whose latency is higher.

We target the implementation of the cubesat transceiver for CRAN splitting,
according to the CPRI standard [4]. CPRI is designed for fiber connections, but
we can adapt the specifications to the cubesat connection. The channel coding used
by CPRI is Reed-Solomon (RS) codes. The RRH-BBU satellite transceiver should
be implemented with commercial components.

The mathematical expression linking the sampling rate of the analog front-end
AFE to the net bit-rate achievable by the transmitter is the following:

Rb = SR

fov

γ (26.1)

where SR is the AFE sampling rate expressed in Msamples/sec, fov is the over-
sampling factor, expressed in samples/symbol, and γ is the number of information
bits carried by each symbol. In [5], the MAX19713 component, commercialized
by Maxim Integrated (San Jose, CA) is used for the implementation of a 60 Mb/s
cubesat transceiver. The MAX19713 AFE is capable of supporting a sampling
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rate of 45 MS/s with 12 bits ADC and DAC converters [6]. In order to support
the minimum required data rate of 180 Mb/s, imposing an oversampling rate of 3
samples/symbol – that is needed to guarantee the correct working of ADC and DAC
[5] – the parameter γ should assume values higher than 12 bit/symbol. Clearly, it
is better to consider other AFE components, characterized by higher sample rate.
Having a look to the Texas Instruments’ shelf, we can find the AFE5816 product,
originally designed for ultrasound systems and high-speed data acquisition systems
[7], that is capable of supporting up to 80 MS/sec with 12 bit ADC and DAC. Fixing
again fov = 3, the value of γ decreases to 6.75 bit/symbol that is still quite high, but
much more affordable from the viewpoint of the link budget parameterization.

Thanks to the analytical evaluation of BER at the output of RS decoding shown in
[6], the link budget should provide a link BER < 10−12, in the worst case of longest
BBU-RRH distance. Such values will be confirmed by the simulations, described in
details in the next section.

26.5.3 Preliminary Results

Two SIMULINK-based simulators have been employed in order to simulate the
cubesat orbits and the cubestat link, respectively. Some relevant results are presented
in the following figures, where Fig. 26.9 shows the allowed number of turbo

Fig. 26.9 Number of turbo decoding iterations number allowed in case of Split D of virtual BBU
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Fig. 26.10 Raw BER performance (blue curve and left axis) and BER after RS decoding
(analytical lower bound – orange curve and right axis) vs. cubesat flight time in the worst case
of 350 Km altitude and k0 = 1

iteration allowed by using the Split D architecture, while Fig. 26.10 represent the
corresponding BER.

26.6 Conclusions

This paper presented the ongoing activities to design a flexible border monitoring
architecture based on the usage of aerial platforms (UAVs, blimps, cubesats),
developed in the framework of the NATO SPS G5428 DAVOSS project. Future
activities will be focused on implementing and measuring the actual performance of
the architecture on a real scenario.
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Chapter 27
Nato SPS Cluster Workshop
on Advanced Technologies: Conclusions

Claudio Palestini, Deniz Beten, Ettore Marchesoni, and Marie-Anne Brouillon

Abstract The objective of the Science for Peace and Security (SPS) Programme is
to promote dialogue and practical cooperation between NATO members and partner
nations based on scientific research, technological innovation and knowledge
exchange. As a result, understanding and forecasting evolving trends is paramount
for SPS to ensure the promotion of activities that reflect both the ambition of the
scientific community as well as the real-world security challenges.

27.1 A Multi-domain Workshop

The NATO SPS Cluster Workshop on Advanced Technologies was an opportu-
nity for researchers and co-directors from NATO and partner nations to further
strengthen dialogue, to present their activities, to highlight future trends and
to provide feedback on how SPS can contribute to the scientific and technical
development in the field of security-related advanced technologies.

It was decided to arrange the Workshop in a single open session and to expose the
researchers to several topics, in order to promote as much as possible networking,
generation of new ideas, cross-domain innovation, etc. Sharing information, expe-
riences and ideas was the main motif of the Workshop; recognizing that creativity
and innovation require exposure to different ideas and out-of-the-box thinking, the
SPS Programme tried to push its researchers in uncharted but innovative waters.
Discussions revolved around the projects’ achievements and participants could
appreciate scientific and technological developments while engaging with other
researchers in constructive dialogues and offering observations and suggestions.

In line with the objectives of NATO and the SPS Programme, the projects
developed technologies for the security of communication systems, to enhance
their resilience and to prevent network intrusion or detect attacks. Cutting-edge
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production and synthetization techniques were explored to exploit advanced mate-
rials’ properties in a number of fields, from electromagnetic protection to nuclear
screening. Innovative sensors and detectors were also developed for border security,
situational awareness, monitoring of critical areas and infrastructures, and the
detection of hazardous materials. Finally, unmanned and autonomous systems were
designed to support a number of security missions in multiple environments. Based
on their research efforts and knowledge, participants shared their thoughts on
potential future actions and areas of interest in order to advance the scientific and
technical state-of-the-art.

27.2 Recommendations for Future Developments

A number of recommendations were collected and will be used to shape upcoming
SPS calls for proposals and activities in the field of security-related advanced
technologies. Among these recommendations, the most relevant are related to the
following topics:

Artificial Intelligence (AI) and Machine Learning AI is becoming an area of strate-
gic importance and a game-changer in future societal dynamics, from economic
development to geopolitics and security. Participants in the Workshop highlighted
the implications, opportunities and risks of AI, recalling that many of the current
SPS projects already make use of AI in a number of areas (target recognition, signal
optimization, data mining, object detection and classification, etc.). Looking into
the future, the need for the scientific community to provide advice and solutions
to make AI secure, fair, ethical, and trustworthy was recognized. The importance
of data availability, quality and integrity as critical elements for success was also
recalled. As such, participants recommended to enhance further cooperation in this
domain, with an emphasis on data and information sharing among the scientific
community.

Unmanned Systems and Autonomy Unmanned systems are already on the verge of
the commercial and consumer market. In the Gartner Hype Cycle for Emerging
Technologies 2019,1 technologies like autonomous driving, light cargo delivery
drones and decentralized autonomous organizations are in the “Innovation trigger”
and “Peak of Inflated Expectations” categories, meaning that there is an intense
scientific and media interest at this stage, with their potential mainstream market
adoption expected within the next decade. On the other hand, the use of autonomous
systems, especially in the field of security, raises some questions and doubts,
bringing the need for a profound understanding and general awareness on the

15 Trends Appear on the Gartner Hype Cycle for Emerging Technologies, 2019 – https://
www.gartner.com/smarterwithgartner/5-trends-appear-on-the-gartner-hype-cycle-for-emerging-
technologies-2019/

https://www.gartner.com/smarterwithgartner/5-trends-appear-on-the-gartner-hype-cycle-for-emerging-technologies-2019/
https://www.gartner.com/smarterwithgartner/5-trends-appear-on-the-gartner-hype-cycle-for-emerging-technologies-2019/
https://www.gartner.com/smarterwithgartner/5-trends-appear-on-the-gartner-hype-cycle-for-emerging-technologies-2019/
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full spectrum of opportunities offered and, at the same time, on the risks and
implications of the potential misuse by terrorists and adversaries. To this end, it
was recommended to analyze and continue gathering the scientific community’s
perspectives in these technologies and their security implications, with particular
focus on policy, ethical and legal aspects.

Quantum Technology Application of quantum computing is leading to the develop-
ment of powerful machines capable to solve complex problems which are outside
the realm of today’s computers’ capabilities. In the next couple of decades, this
could lead to the cracking of current cryptographic algorithms,2 making obsolete
all current IT security systems, and to the need for new encryption schemes and
technologies. Accordingly, several SPS projects have tackled the development
of new cryptographic algorithms capable to resist against attacks by quantum
computers (also known as post-quantum cryptography) and have contributed to
international standardization efforts.3 Other projects have developed Quantum Key
Distribution (QKD) systems, i.e. using quantum technology to establish secure links
free from the risk of eavesdropping attacks. The experts recognized the need to
combine the two efforts as a future priority and to bring the two communities
(the quantum physicists and the cryptologists) together in order to promote novel
concepts and breakthrough ideas.

Technology Convergence All projects demonstrated and acknowledged the current
trends of integrating and combining multiple scientific disciplines to form new
and innovative technologies. For example, sensor fusion and communication are
enablers for autonomous systems; similarly, innovative materials are the basis
for more capable sensors. This trend will become even more radical in the near
future, when new opportunities offered by biotechnologies will open unprece-
dented possibilities. In this scenario, cooperation between different scientific areas
should be encouraged through the promotion of large inter-disciplinary projects
(i.e. integration of engineering, biotechnologies, physical sciences, data science,
computation, life sciences, social sciences, etc.) as novel security applications will
necessarily follow this pattern.

27.3 Keeping SPS Abreast of a Developing Scientific
and Security Landscape

This book offers a snapshot on how SPS is currently contributing to the international
scientific community’s efforts in these domains, and a view on how its role may be
shaped in the future.

2How a quantum computer could break 2048-bit RSA encryption in 8 h https://www.
technologyreview.com/s/613596/how-a-quantum-computer-could-break-2048-bit-rsa-
encryption-in-8-hours/
3SPS projects contribute, for example, to the US National Institute of Standards and Technology
(NIST) Post-Quantum Cryptography Standardization Process

https://www.technologyreview.com/s/613596/how-a-quantum-computer-could-break-2048-bit-rsa-encryption-in-8-hours/
https://www.technologyreview.com/s/613596/how-a-quantum-computer-could-break-2048-bit-rsa-encryption-in-8-hours/
https://www.technologyreview.com/s/613596/how-a-quantum-computer-could-break-2048-bit-rsa-encryption-in-8-hours/
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The overall objective of SPS is to promote dialogue and practical coopera-
tion between NATO members and partner nations based on scientific research,
technological innovation and knowledge exchange. As a result, understanding and
forecasting evolving trends is paramount for SPS to ensure the promotion of
activities that reflect both the ambition of the scientific community as well as the
real-world security challenges posed by new and disruptive technologies. Events
like the SPS Cluster Workshop on Advanced Technologies contribute to keeping
the Programme’s activities abreast of an ever developing scientific and security
landscape.

For the Alliance, technological disruption has been the driving force that started
NATO’s involvement in the scientific domain. With scientific progress and the
evolution of security threats, technological disruption is also bound to be part of
NATO’s future. Its involvement in the scientific domain and support to activities
aimed at understanding and preventing emerging security challenges is therefore
essential to the Alliance’s adaptation and modernization.
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Annex I: List of Projects Involved in the Workshop

Communication systems
G5461 Large Scale Collaborative Detection and Location of Threats in the

Electromagnetic Space (SOCRATES)
G5482 Public Safety COmmUNication in ConTExt Related to Terror Attacks

(Counter-Terror)
G5269 Flash Crowds Management via Virtualized Network Resources (FALCON)
G5319 Threat Predict: From Global Social and Technical Big Data to Cyber Threat

Forecast
G5263 Analysis, Design and Implementation of an End-to-End 400 km QKD Link
G5448 Quantum-safe Authenticated Group Key Establishment
G5485 Secure Quantum Communication Undersea Link

Advanced materials
G5215 Engineering Silicon Carbide for Enhanced Border and Port Security (E-SiCure)
G5120 Infrared Transparent Ceramic Windows for High-speed Vehicles
G5140 Advanced Nanotechnologies For Multivariate Sensor Fabrication
G5453 Radiation Hard UV Detectors against Terrorist Threats
G5580 Creation of New Generation Titanium Diboride Composite Armour Material
G5030 Titanium Armour with Gradient Structure: Advanced Technology for Fabrication
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Sensors and detectors
G5267 Maritime Security – Multistatic and Multiband Coherent Radar Fleet for Border

Security (SOLE)
G5465 Noise Imaging Radar Network for Covert Air and Maritime Border Security

(NORMA)
G5248 Compact Eye-Safe Lidar Source for Airborne Laser Scanning (CALIBER)
G4840 Microelectronic 3D Imaging and Neuromorphic Recognition for Autonomous

UAVs
G5437 Wide InTegration of sensor Networks to Enable Smart Surveillance (WITNESS)
G5244 Graphene / Polymer based Sensor
G5351 Nanocomposites Based Photonic Crystal Sensors of Biological and Chemical

Agents
G5373 Hand-held Gamma Detector based on High-Pressure Xenon Gas

Unmanned and autonomous systems
G5176 Agile Tyre Mobility for Severe Terrain Environments
G5293 Autonomous Platform for Securing Marine Infrastructures
G5322 High Altitude Balloon-Borne Radar
G5428 Dynamic Architecture based on UAVs Monitoring for Border Security and Safety
G5568 Mobile Adaptive/Reactive Counter Unmanned Aerial System (MARCUS)∗
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Annex II: Science for Peace and Security (SPS) Grant
Mechanisms

1. SPS Grant Mechanisms

The SPS Programme develops and implements practical cooperation and
enhances dialogue between NATO nations and Partner countries through capacity-
building and security-related science technology and innovation.

All Programme activities contribute towards the Alliance’s strategic objectives,
have a clear link to security and respond to at least one of the SPS Key Priorities as
mentioned below.

The SPS Programme supports collaboration through four established grant
mechanisms:

• Research & Development Multi-Year Project (MYP): With a typical duration
of 2–3 years, the MYP grant mechanism enables scientists from NATO and its
Partner countries to collaborate on applied research and development (R&D) and
capacity building projects that result in new civil science advancements with
practical application in the security and defence fields. It provides equipment,
training and support to young scientists.

• Advanced Research Workshop (ARW): With a duration of 2–5 days, the ARW
grant mechanism allows for advanced-level discussions among scientists and
experts from different countries in order to identify direction for future actions to
address security challenges.

• Advanced Study Institute (ASI): With a duration of at least 7 working days,
the ASI grant mechanism offers high-level tutorial courses organized to convey
the latest developments in science and innovation to an advanced (PhD level)
audience.

• Advanced Training Course (ATC): With a duration of 5–7 working days, the
ATC grant mechanism enables specialists in NATO member countries to share
their security-related expertise with trainees from NATO’s Partner countries.

Each activity is led by project directors from at least one NATO country and one
Partner country.

2. SPS Key Priorities

SPS Key Priorities are based on NATO’s Strategic Concept as agreed by Allies in
Lisbon in November 2010 and the Strategic Objectives of NATO’s Partner Relations
as agreed in Berlin in April 2011, without any indication of priority ranking.

All SPS activities funded under the SPS Programme must address the SPS Key
Priorities listed below and must have a clear link to security and to NATO’s strategic
objectives.
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1. Facilitate mutually beneficial cooperation on issues of common interest,
including international efforts to meet emerging security challenges

(a) Counter-Terrorism

(i) Methods for the protection of critical infrastructure, supplies and
personnel;

(ii) Human factors in the defence against terrorism;
(iii) Detection technologies against the terrorist threat for explosive devices

and other illicit activities;
(iv) Risk management, best practices and technologies in response to

terrorism.

(b) Energy Security

(i) Innovative energy solutions for the military; battlefield energy solutions;
renewable energy solutions with military applications;

(ii) Energy infrastructure security;
(iii) Maritime aspects of energy security;
(iv) Technological aspects of energy security.

(c) Cyber Defence

(i) Critical infrastructure protection, including sharing of best practices,
capacity building and policies;

(ii) Support in developing cyber defence capabilities, including new tech-
nologies and support to the construction of information technology
infrastructure;

(iii) Cyber defence situation awareness.

(d) Defence against Chemical, Biological, Radiological, and Nuclear
(CBRN) Agents

(i) Methods and technology regarding the protection against, diagnosing
effects, detection, decontamination, destruction, disposal and contain-
ment of CBRN agents;

(ii) Risk management and recovery strategies and technologies;
(iii) Medical countermeasures against CBRN agents.

(e) Environmental Security

(i) Security issues arising from key environmental and resource con-
straints, including health risks, climate change, water scarcity and
increasing energy needs, which have the potential to significantly affect
NATO’s planning and operations;

(ii) Disaster forecast and prevention of natural catastrophes;
(iii) Defence-related environmental issues.

2. Enhance support for NATO-led operations and missions

(i) Provision of civilian support through SPS Key Priorities;
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(ii) Provision of access to information through internet connectivity as in the
SILK-Afghanistan Programme;

(iii) Cultural and social aspects in military operations and missions;
(iv) Enhancing cooperation with other international actors.

3. Enhance awareness of security developments including through early warn-
ing, with a view to preventing crises

(a) Security-related Advanced Technology

(i) Emerging technologies including nanotechnology, optical technology,
micro satellites, metallurgy and the development of Unmanned Aerial
Vehicle (UAV) platforms.

(b) Border and Port Security

(i) Border and port security technology;
(ii) Cross-border communication systems and data fusion;

(iii) Expert advice and assessments of border security needs and best
practice.

(c) Mine and Unexploded Ordnance Detection and Clearance

(i) Development and provision of advanced technologies, methodologies
and best practice;

(ii) Solutions to counter improvised explosive devices (IED).

(d) Human and Social Aspects of Security related to NATO’s strategic
objectives

4. Any related project clearly linked to a threat to security not otherwise
defined in these priorities mayalso be considered for funding under the SPS
Programme.
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