
Chapter 7
Site Characterization
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Abstract A necessary first step in qualifying a specific site for CO2 storage and for
quantifying its relevant properties is a proper site characterization. Site characteri-
zation provides the ultimate input data for reservoir modeling and for all the predic-
tions concerning the storage complex and its surroundings. It also provides baseline
information for monitoring the behavior of injected CO2. It also incorporates input
from laboratory experiments described in Chap. 6. This chapter gives an overview of
site characterization procedures with respect to geological storage of CO2, by starting
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from regulatory requirements and guidelines and proceeding to specific methodolo-
gies for assessing the sites properties in terms of CO2 geological storage.

7.1 Background

A necessary first step in qualifying a specific site for CO2 storage and for quantifying
its relevant properties, is a proper site characterization. Site characterization provides
the input data for reservoir modeling and for all the predictions concerning the storage
complex, as well as baseline information for monitoring the behavior of the injected
CO2. Site characterization models can be divided into static models, describing the
existing geological conditions and fluid properties, and dynamic models where the
dynamic behavior of fluid flow, stress field and the like are addressed by means of a
dynamic reservoir simulations, by using the static model as the input data.

For site evaluation of the large scale structures, i.e. the caprock and the reservoir
stratigraphy, their petrophysical and fluid properties must all be characterized.
There is a range of relevant data sources that cover measurement scales from
seismic data at the scale of kilometers to thin sections at the scale of microns, each
capturing specific features and the heterogeneity of the reservoir. Site characteri-
zation methodologies are well known from a number of other geological and
geo-engineering applications. In addition, geological storage of CO2 poses some
specific requirements in terms of site’s suitability.

In the European perspective, detailed instructions on what should be addressed in a
CO2 storage project have been outlined in the EU directive for CCS (EU 2009). There,
the procedure is divided in the steps of (i) data collection, (ii) building the
3-dimensional static model and (iii) characterization of the storage dynamic behavior,
sensitivity characterization and risk assessment. In terms of data collection it is defined
that sufficient data should be collected to construct a static model for the storage site,
including the caprock, the surrounding area and the hydraulically connected areas. The
data should cover at least geology and geophysics; hydrogeology; reservoir engineer-
ing; geochemistry; geomechanics; seismicity; presence and conditions of possible
leakage pathways. The 3-dimensional geological model should characterize the storage
complex in terms of the EU directive EU (2009) which includes: (a) geological
structure of the physical trap; (b) geomechanical, geochemical and flow properties of
the reservoir overburden (caprock seals, porous and permeable horizons) and sur-
rounding formations; (c) fracture system characterization and presence of any
human-made pathways; (d) areal and vertical extent of the storage complex; (e) pore
space volume (including porosity distribution); (f) baseline fluid distribution; (g) other
relevant characteristics. The third step, step for characterization of the storage dynamic
behavior, sensitivity characterization and risk assessment is defined that it shall be
based on dynamic modeling of CO2 injection into the storage formation, using the
above geological model. The directives also state what phenomena needs to be mod-
eled. Dynamic modeling is discussed elsewhere in this book (Chap. 4 in particular).
Here we will only exemplify the construction of the structural geological model as well
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as give examples of data that is needed for the modeling. DNV (2010) has given
guidelines for site selection and quantification of sites and projects for CO2 storage,
largely referring to the above EU directives. They also point out that the specific data
required to address the requirements may depend on the site and that the developer
should therefore be given discretion to select techniques necessary to be used to obtain
the information and meet the objectives set.

In the US perspective, NETL (2013) in their recommendations for Best Practices
for Site screening, Site selection and Initial Characterization for Storage of CO2 in
Deep Geologic Formations divide the steps of characterizing a potential CO2

storage site as discussed below. The first ones of these steps are not actual site
characterization but will nevertheless provide relevant information for site char-
acterization, and are therefore included here.

According to NETL (2013) site screening is a stage where regional geological data
is evaluated and analyzed in terms of (i) Injection formation: identifying regional and
sub-regional formations that have suitable characteristics for storage; (ii) Adequate
depth: it is ensured that formations have regional depth sufficient so that CO2 remains
in supercritical state; (iii) Confining zone; ensuring that there is adequate confining
zone with sufficient lateral extent to avoid vertical migration of the CO2 and
(iv) Prospective storage resources: calculating the prospective storage resources to see
that the reservoirs have sufficient pore volumes and can tolerate the pressure changes
to accommodate the planned injection volumes. Table 7.1 summarizes in shortened
form the NETL guidelines for Site Screening in terms of the regional geological data
(excluding the regional and social aspects of site screening that are also discussed in
the original report). Some of the issues identified are specific to the conditions in the
US but can still be used as reference framework for other locations as well.

Next step, the site selection, is a stage to further evaluate the previously selected areas
and develop a shorter list of sites that can be taken further to initial site characterization.
The analyses related to geological data at this stage are summarized in Table 7.2. Initial
characterization in turn is a stage after site selection stage. The subsurface data analysis
is expanded to integrate the elements of the baseline data analysis, including geological,
geochemical, geomechanical, hydrogeologic and flux data. Table 7.3 summarizes the
issues to be addressed at this stage, in terms of the geoscientific data. Site
Characterization then builds on the previous studies to develop a more detail charac-
terization of the site. This could include additional drilling and testing of wells, to
analyze geochemical and geomechanical properties, including stimulation testing to
analyze injectivity, possible additional seismic surveys and brine injection tests to study
the interference and pressure responses. At this stage continuity of the injection zones
and confining zones needs to be established and potential leakage issues identified.
NETL (2013) does not go into the details of this actual site characterization phase.

In the following sections we will describe some important site characterizations
methods, in terms of geological storage of CO2. We do not attempt to give a full
account of all the site characterization techniques, partly as many of these methods
are known from a number of different geoscientific and geoengineering applica-
tions. We also want to refer to a book specifically focusing on site characterization
in the context of geological storage of CO2 by Surdam (2013). The methods
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Table 7.2 NETL guidelines for site selection in terms of geoscientific aspects (shortened from
NETL 2013)

Element Guidelines for site selection—geoscientific aspects

Injection zone
(reservoir)

Define injection zones based on public and acquired regional well
data. Analysis should include at minimum the development of a
regional stratigraphic column identifying potential storage types and
injection and confining zone(s), potential USDWs (underground
sources of drinking water); structure and isopach maps of injection
and confining zone(s); regional cross-sections; regional tectonic maps,
reservoir dip, and analog well data such as lithology, porosity,
permeability, pressure, temperature, and dynamic formation
evaluation data (DST, well test, production/injection data)

Confining system Establish the areal extent, thickness, lithology, porosity, permeability,
capillary pressure data, and other factors that might affect integrity of
the confining system with confining zone(s). Perform a faulting and
folding analysis based on tectonic history and analogs. Utilize existing
well bore, core, outcrop and regional analog data to identify and map
confining zone(s) tops, bases and thicknesses

(continued)

Table 7.1 NETL guidelines for site screening in terms of geological factors (shortened from
NETL 2013)

Element Guidelines for site screening—geoscientific aspects

Injection formation Identify formation types for potential injection. Utilize readily
accessible data from public sources or from private firms. Data should
include regional lithology maps, injection zone data (thickness,
porosity, permeability), structural maps, information about structure
closure and features that might compartmentalize the reservoir such as
stratigraphic pinch outs, regional type logs, offset logs, petrophysical
data, and regional seismicity maps

Adequate depth Assessment of minimum depth of the injection zone to protect
drinking water resources. In addition depths of at least 800 m
generally indicate CO2 will be in a supercritical state and may be more
cost-effectively stored. Shallow depths (<800 m) may add to the risk
profile because CO2 could be in gas phase and the injection zone may
be closer to drinking water sources

Confining system Injection zones should be overlain by confining system comprised of
one or more thick and impermeable zones of sufficient lateral extent.
Confining systems can be identified from the same types of
information used to identify injection formations. Wells that penetrate
potential confining systems should be identified (sources e.g. oil and
gas regulatory agencies). Faulting and folding information that may
impact confinement integrity should be mapped along with potential
communication pathways. Confining system integrity may be
validated by presence of nearby hydrocarbon accumulations

Prospective storage
resources

Candidate CO2 formations should contain enough prospective storage
resources beneath a robust confining system. Prospective storage
resources (and injectivity if permeability data is available) should be
estimated at the sub-regional scale utilizing existing data (e.g. state
geological surveys) to populate basic numerical models.
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Table 7.2 (continued)

Element Guidelines for site selection—geoscientific aspects

Trapping
mechanisms

There are several mechanisms that effectively “trap” injected CO2,
including physical barriers, as well as physical and geochemical
processes. Evaluation of trapping mechanism should be based on the
local well, outcrop and any available regional reservoir analyses
including analogs in similar formations

Potential injectivity Utilize collected data and analyses to estimate potential
permeability-thickness of target injection zone and identify boundary
conditions that will affect injection estimates; assess well stimulation
and completion scenarios to achieve target injection rates

Evaluate existing
seismic

Existing regional seismic data could be used to validate the regional
stratigraphic and structural framework. All available seismic attribute
data should be integrated with the injection zone, structure, confining
system and capacity evaluations. If existing seismic data is not
available, it is recommended that a project developer wait to acquire
data during the initial characterization stage—unless regional geology
warrants information earlier in process

Prospective storage
resources

Prospective storage volumes should be calculated utilizing acquired
data, reporting resource volume ranges (low/medium/high) with
identification of uncertainties in calculations. The reservoir evaluation
should be used in calculation of prospective storage with all
parameters and sources defined, such as “efficiency” calculations.
Calculations should be reported assuming a maximum storage
pressure and either an open or a closed system for brine displacement
as endpoints. For more details for methods of calculation see NETL
(2013)

Table 7.3 NETL guidelines for initial site characterization in terms of geoscientific aspects (after
NETL 2013)

Element Guidelines for initial characterization—geoscientific aspects

Geological Develop site specific geologic baseline of qualified site(s) including type
log/stratigraphic column; detailed correlation of reservoir architecture
including injection intervals within the injection zone and potential
confining zones within confining system; detailed structural maps;
interpreted depositional model and facies distribution; porosity maps for
potential injection intervals and zones; and porosity/permeability log
transforms. This evaluation should be updated as additional information is
acquired (seismic and well data). During initial characterization any
additional data from a new well tests should also be integrated into
previous analyses

Geochemical Develop baseline of groundwater in all overlying aquifers using fluid and
fluid level data collected in shallow aquifer formations in offset wells. If
available, collect rock and fluid property data (composition, geochemistry,
pH, conductivity, mineralogy) from the injection zone to model formation
fluid-CO2- rock reactions in the injection zone and at confining zone
interfaces

(continued)
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discussed is Sects. 7.2–7.5 also have a special emphasis on some of the methods
developed within the EU FP7 MUSTANG (www.co2mustang.eu) project that has
been the starting point of this book. There is also focus on what can be defined as
characterizing the dynamic properties of the site in terms of CO2 transport and
trapping (Sects. 7.3–7.5). In terms of building up the geological models and
assigning their properties we refer to the number of example sites studied in the
previously mentioned MUSTANG project and some of the related Deliverables
(Erlström et al. 2010, 2011). A comprehensive site characterization for one of these
sites, a research scale CO2 injection site at Heletz, Israel, is summarized in Niemi
et al. (2016), including demonstrating the use of old data from oil investigations and
new data specifically collected for the purpose of CO2 injection studies. Section 8.6
of this book that describes the Frio, USA CO2 injection experiment also gives a
good example of the relevant site characterization in the injection experiment scale.
Other examples of thorough site characterization work can be seen in e.g. the US
Regional Partnership Studies on CO2 storage.

7.2 Geological Characterization

Katriona Edlmann, Christopher Ian McDermott and Christopher Juhlin

Geological characterization or construction of the static model of a CO2 storage site
uses data sets, such as cores, wireline logs, seismic and production data along with
insight from outcrop analogues to characterise the geological architecture of the
storage complex. The input data sources, in decreasing scale are:

Table 7.3 (continued)

Element Guidelines for initial characterization—geoscientific aspects

Geomechanical Develop baselines for injection rates and pressures utilizing drilling data on
formation strength and modeling. Analyze advanced logging suites from
offset wells and characterization wells (if any exist) to identify faults and
fractures. Analyze new or existing core to determine the existing stress
state and assess the impact of changes in pore pressure on stress

Hydrogeological Determine fluid compositions and injection zone flow units from new or
offset well data, fluid samples, and hydrologic and other tests; integrate
into dynamic injection zone models and compare to the existing
hydrological model. Conduct multi-well tests where possible. Injection
zone fluids and hydraulic tests should be further investigated during the
site characterization phase and fluid samples should be collected if a new
well is drilled or an existing well(s) is further tested

Flux baselines Plan a monitoring system to establish baseline readings of near surface,
ground level, and shallow subsurface fluxes. Baseline monitoring should
be conducted during initial characterization and conducted for at least a
year to account for changes in flux reading due to seasonal changes.
Nearby urban, industrial or agricultural expansions and developments may
require re-establishing a baseline prior to injection

314 A. Niemi et al.

http://www.co2mustang.eu
http://dx.doi.org/10.1007/978-94-024-0996-3_8


1. Seismic data to determine the large scale 3D geometry of the site, combined
with an understanding of the geological depositional environment, tectonic
history and stratigraphy.

2. Geomechanical facies analysis where different tectonic settings exert different
depositional process controls within the tectonic basin, which in turn influence
CO2 storage site suitability in terms of basin architecture, caprock architecture,
reservoir quality, stress state, mechanical characteristics, fractures, burial depth,
geothermal gradient, risk of orogenic modification, structural stability and
preservation potential.

3. Wireline log data to provide information on the geology and stratigraphy,
including reservoir and caprock thickness and distribution along with reservoir
scale measurements of the petrophysical properties.

4. Production data to provide information on initial reservoir fluids and pressure, as
well as possible flow barriers.

5. Core data to provide more detailed petrophysical information.

7.2.1 Large Scale Geology

It is necessary to characterise the geology of the storage complex at both local and
regional scales. The local scale geological characterisation concentrates on geom-
etry of the storage formation along with the caprock and overburden extent and
structural compartmentalisation. The regional scale geology will identify basin wide
CO2 migration patterns and enable the bulk residual and solubility storage potential
to be calculated.

7.2.1.1 Seismic Data

The primary data source for large scale geological characterization is seismic data.
Acquiring such data, in its simplest form, involves a surface source generating
seismic waves which propagate downwards and are reflected in the subsurface at
geological boundaries. The reflections propagate upwards and are recorded on
surface sensors as a function of time. Large amounts of data are normally acquired
and processed. The processed data provide structural images of the subsurface
where different reflections generally correspond to different subsurface lithologies.
These processed images can be displayed in 2D or 3D, depending upon the
acquisition geometries of the sources and receivers, and as a function of time or
depth. If displayed as a function of depth, then the seismic velocity of the media
needs to be estimated. This can be done by analyzing the data itself to provide a
general estimate of the velocity function for the data set. However, it is also useful
to have borehole logs and borehole seismic data to increase the accuracy of the
estimated velocity function for the surface seismic data. Ideally, a 3D depth
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converted image should be used for interpretation. In addition to the image, seismic
attributes can be determined from the data which can aid in the interpretation.
Examples of such attributes are reflection strength, changes in amplitude with offset
(AVO) and instantaneous frequency (for further details see Sect. 8.2.2).

The amplitude of a reflected wave depends on the contrast in velocity and
density at the boundary of the two media. Normally if the velocity increases the
density will also increase, but there are also exceptions. It is the product of the
velocity (v) and density (q) which controls the reflection amplitude and this product
is known as the impedance (Z). For waves that impinge on a boundary between two
media at right angles the reflection coefficient is usually defined as:

R ¼ ðZ2 � Z1Þ
ðZ2 þ Z1Þ ð7:2:1Þ

where Z2 is impedance in the medium below the boundary and Z1 is the impedance
in the medium above the boundary. With this definition, reflections from interfaces
in which the impedances increase below it will have a positive reflection coefficient
and reflections for which the impedance decreases below it will have a negative
one. This can be used to identify material boundaries. Hard limestones and tight
sandstones, for example, generally have high impedances while soft shales and
highly porous sandstones have low impedance. Coal layers have generally very low
impedance.

An important consideration when interpreting seismic data is the data resolution,
both in the vertical and horizontal directions. The reflection coefficient defined
above assumes the recorded reflection waveform is from a single interface.
However, if the layer is thin, the reflection at the base of the layer will interfere with
the reflection off the top of the layer (Fig. 7.1). This interference may either
decrease or increase the apparent reflection strength of the layer and it becomes
difficult or impossible to separate the reflected signal from the top and bottom of the
layer. When the two cannot be separated the vertical resolution limit of the data has
been reached, this being governed by the velocity of the media and the frequency of
the seismic waves propagating through it. This limit is generally defined as one
quarter of the wavelength (k) of the signals in the data. The wavelength is
dependent upon the velocity of the media and the frequency (f ) of the signal so the
vertical resolution limit (kR) will be:

kR ¼ m
4f

: ð7:2:2Þ

The greater the frequency of the generated seismic waves the better the reso-
lution. For a typical seismic survey the velocity of the media may average 3000 m/s
and signal frequencies of 50 Hz may be generated. The resolution would then be
15 m. That is, layers thinner than 15 m cannot be resolved. Note that they will be
detected by the seismic method, but one will not be able to quantitatively measure
their thickness. The horizontal resolution also needs to be considered when
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interpreting seismic data. Horizontal resolution will generally decrease as a function
of depth due to spherical spreading of the wave fronts. In general, the horizontal
resolution will be less than the vertical resolution.

There are many examples of how seismic data have been used to characterize
CO2 injection sites of different scales. Both depleted gas fields (e.g. Urosevic et al.
2010) and small scale saline aquifer sites (e.g. Alcalde et al. 2013; Doughty et al.
2008; Juhlin et al. 2007) have been characterized. In the Decatur project in Illinois,
USA a relatively large 3D seismic survey was performed prior to injection of about
1 million tons of CO2. For depleted oil and gas fields there will often exist previous
seismic data, but of older vintage. Therefore it may be necessary to acquire new
data, both for characterization and as baseline for future monitoring. For saline
aquifer injection sites there will generally be limited previous seismic data avail-
able, especially if there are no overlying producing petroleum accumulations. In
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Fig. 7.1 Example of how reflections from interfaces close to one another interfere with one
another. Panel 1 shows the velocity as a function of depth, panel 2 shows it as a function of time,
panel 3 shows the reflection coefficient as a function of time assuming that the density is constant,
panel 4 shows the resulting seismic response for a wavelet that has a dominant frequency of
30 Hz. Note how the reflections from the top, at the bottom of the high velocity layer at about
1250 m depth interfere with one another, producing a composite reflection
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most of these cases it will be necessary to acquire new 3D seismic data in order to
properly characterize the site.

In spite of the resolution limits, a great deal of information about the subsurface
structure can be gained from a seismic survey. The information content can be
increased by combining the seismic data with borehole data and information on
regional geology. Sedimentary processes in any given depositional environment
will have a characteristic distribution of sediment types, termed facies, which can be
utilized to provide input data for the large scale geology. These facies can often be
identified in the seismic data. Combining the seismic data with an understanding of
the depositional environment and regional geology can provide a more detailed
picture of the subsurface geology.

7.2.1.2 Depositional Environments and Facies Analysis

Different tectonic settings (Fig. 7.2) exert different depositional process controls
within the tectonic basin. These in turn will influence the suitability of the CO2

storage in terms of basin and caprock architecture, reservoir quality, stress state,
mechanical characteristics, fracturing, burial depth, geothermal gradient, risk of
orogenic modification, structural stability and preservation potential (Hallam 1981).
The different tectonic settings include (i) extensional tectonics resulting in oceanic
basins, passive continental margin basins and terrestrial rift basins; (ii) convergent
tectonics resulting in trench basins, forearc basins, back arc basins and foreland
basins and the (iii) wrench tectonics creating strike slip basins. Geological sedi-
mentary deposits are not randomly formed, but control is exerted by the influence of
tectonics over the depositional and structural processes. This leads to the formation
of layers of strata which can be grouped together according to their engineering
characteristics. By examining the typical characteristics of the geomechanical facies
within the different tectonic settings, it is possible to compare and contrast the
different tectonic settings to appraise global CO2 storage opportunities and predict
which tectonic settings will be the most suitable for CO2 storage (Edlmann et al.
2014).

Using the geomechanical facies approach, inputs crucial to the primary CO2

storage requirements of storage volume and storage security can be evaluated and
graded as (i) good, (ii) moderate and (iii) poor, based on an assessment of their net
contribution towards providing ideal CO2 storage conditions. Work by Edlmann
et al. (2014) show that foreland basins and passive continental margin basins are
more likely to be suitable basins for CO2 storage than other tectonic settings and
should therefore be prioritized for investigation. Strike-slip basins, terrestrial rift
basins and back arc basins are also suitable for CO2 storage with oceanic basins and
fore-arc basins being moderately suitable and trench basins unsuitable tectonic
settings for CO2 storage. The geomechanical facies approach is discussed in more
detail in Chap. 9.
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7.2.1.3 Wireline Logs

Wireline logs are continuous instrument measurements of the downhole formation
where the physical properties of the formation rocks can be inferred from the
instrument response. The direct wireline instruments include borehole imaging,
electrical resistivity, acoustic response, natural radioactivity, radioactivity response,
electrical potential, neutron magnetic resonance and calliper response. These allow
the inference of lithology, bulk density, porosity, permeability, fluids type and

Fig. 7.2 Schematic of the basin types formed under the three primary tectonic settings
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saturation, stress state, fracture network and mechanical strength. Wireline logs
provide a continuous recording of parameters with depth and as such they are very
useful for geological characterisation. They provide stratigraphic information
through the reservoir and facilitate well to well correlations that can cover the whole
field, where intervals of different wells are matched for similarity or characteristic
log responses to lithological markers. The wireline logs are also used to provide a
geological check to the seismic interpretation. Below some examples are given of
what information can be obtained from wireline logs in terms of geological
characterization.

To differentiate between the porous and permeable reservoir rocks and the
non-permeable clays and shales and to indicate the shaliness of the rocks, the
Spontaneous Potential (SP) log and the natural Gamma Ray (GR) are used. The
Spontaneous Potential (SP) log shows the electrical potential (voltage) produced by
the formation and drilling fluids along with the shales. The natural Gamma Ray
(GR) in turn indicates the natural radioactivity of the formation, most of which is
within shales as radioactive elements tend to concentrate in clays and shales.

The LithoDensity log measures the density and the photoelectric absorption index
of a formation. The density log primarily responds to porosity and pore fluid and
secondarily to the rock matrix (lithology) properties, the photoelectric absorption
primarily responds to the rock matrix properties and secondarily to the porosity and
pore fluid. From these a clear indication of the likely lithology can be obtained.

The neutron, density and sonic logs can be used to determine lithology through
the use of crossplots, where various combination of logs respond to lithology. The
neutron-density crossplot allows the identification of sandstone, limestone and
dolomite. The sonic-density crossplot is particularly useful to identify evaporates.
The sonic-neutron and the density-photoelectric crossplots are also useful at facili-
tating the identification of sandstone, limestone and dolomite (Schlumberger 1991).

7.2.2 Reservoir Petrophysics from Well Log-Scale
Observations

Commonly determined petrophysical parameters from logging tools include:
Shale Content: There are primarily two logs that are used in shale identification:

1. The Spontaneous potential (SP) log which measures the difference between
electrical potential of a movable electrode in the borehole and the electrical
potential of a fixed surface electrode indicates the presence of shales, where
shales usually show a straight line on the SP log trace and porous formations
will deviated from this shale baseline.

2. The gamma ray log (GR) which records the natural radioactivity of the for-
mation which depends on the concentration of potassium, thorium and uranium,
which tend to concentrate in clays and shales.
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Rock Porosity: Rock porosity can be obtained from the sonic, density and
neutron logs.

1. The sonic log is a recording versus depth of the time taken for a sound wave to
traverse 1 ft of formation known as the interval transit time which is a function
of lithology and porosity.

2. The density log response is determined by the electron density of the formation
which is related to true bulk density which depends on the density of the rock
matrix, porosity and fluid density.

3. The neutron log reflects primarily the amount of hydrogen in the formation
which is due to the fact that neutrons loose most energy when they collide with a
hydrogen nucleus.

Lithology Determination: the measurements of the neutron, density and sonic
logs depend not only on porosity but also on the formation lithology and crossplots
can be used to demonstrate how various combinations of logs respond to lithology.

Stratigraphic Determination: All logs will reflect sedimentary features; how-
ever their vertical resolution is not sufficient to detect thin beds. The dip meter tool
is designed to provide detailed downhole information and enhances resolution of
strata based on micro resistivity measurements.

Fracture Determination: The array sonic tool can be used to identify fracture
zones, where high signal strength at the receiver suggests a competent rock. The
calliper tool which measures the borehole shape can also identify breakout or
fractured areas within the formation.

Elastic Constants: Dynamic elastic constants can be determined from the
measurement of elastic wave velocities from the sonic logging tools.

7.2.3 Reservoir Petrophysics—Core-to-Pore Scale
Observations

The physics of deposition and the wide range of geological environments lead to a
vast range in geological heterogeneities at different scales of investigation. Within
the reservoir analysis there are three primary scales to consider:

• The pore scale, which considers the grain and pore size distribution and shape
and is at the micron to millimetre scale, where the laminae scale geological
structures are dominant.

• The core scale, where the geological structure of the rock becomes apparent.
This is the centimetre scale and depositional bedding structures are dominant
and the heterogeneity of the system has increased.

• The reservoir/log scale, where heterogeneities are on the meter to kilometre scale.

These different scales of measurement can, to a certain extent, be addressed by
tying scales of data to each other as a calibration. For example, high resolution core
data can be used to refine wireline data.
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There is a wide range of core analysis that provide petrophysical input data.
Typically, a rotary coring bit is used to recover the core, which is hollow in the
centre, called the core barrel, where the core is stored and retrieved. The process of
coring is expensive and normally only performed through the reservoir interval.
Side wall cores of around 1 in. (note; 1 in. = 2.54 cm) in diameter can also be
obtained directly from the reservoir.

Any core plug samples are likely to be fully saturated with the drilling fluids.
The coring process will also damage the rock, which is not always discernible and
there will be a stress release during retrieval which in extreme circumstance may
mean the rock is no longer representative of the in situ rock properties. Damage will
occur through stress, pore pressure and temperature release and exposure to
non-native fluids. This will have an impact on the petrophysical measurements to be
performed on the cores. Ideally experiments should recreate the in situ stress
conditions, but this is not practically possible and must be considered during
analysis, paying attention to the importance of a particular damage mechanism to
the rock property being measured, for example a mechanism that changes the
structure of the pore fill material will have a great impact on permeability and less
so on the mechanical property of the rock.

Routine core analysis procedure involves initial core gamma logging to provide
a tie between core depth and logging depth. Then the core plugs are taken and
porosity, permeability and saturation are measured. The core is then sliced and core
photographs are taken in both white and ultra violet light for both documentation
and core description. For more complex reservoir measurement, Special Core
Analysis can be undertaken which provides capillary pressure, relative perme-
ability, electrical properties, wettability and nuclear magnetic resonance. In addition
rock mechanical testing, miscible gas and chemical flooding and further detailed
thin section petrography can be conducted to provide as much information as
possible about the rocks.

7.3 Dynamic Characterization—Hydraulic, Tracer
and Thermal Properties

Jesus Carrera, Alexandru Tatomir, Iulia Ghergut, Martin Sauter
and Jacob Bensabat

This section deals with field tests performed to characterize the hydrodynamic
properties of the aquifer prior to actual injection. The most important parameters for
the purpose of CO2 storage are permeability, porosity and geomechanical proper-
ties. Permeability of the aquifer controls the injection pressure, the rate at which
CO2 will dissolve into the native brine, and the regional pressure buildup.
Permeability of the caprock, together with entry pressure, controls the efficacy of
the caprock in containing the injected CO2. It also controls the migration of brine to
overlying water bodies. Porosity determines the storage capacity of the aquifer.
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Geomechanical properties control the maximum sustainable injection pressure
(rock strength) and the associated deformation (Young’s modulus and Poisson
ratio). In addition to these parameters, it is also necessary to characterize retention
properties, which control capillary trapping and, reactive surface, which controls the
rate of chemical reactions.

The evaluation of these properties at the core scale has been described in Chap. 6.
However, as discussed in Chap. 5, core scale parameters are rarely the representative
ones at the field scale. Heterogeneity, notably fractures or high permeability chan-
nels cause small scale (laboratory) parameters to be different from those effective at
the field scale. Evaluating these requires field tests. The types of field tests that can
and are being used for characterizing CO2 storage sites include:

1. Hydraulic tests
2. Tracer tests, using both conservative and reactive tracers
3. Thermal tests
4. High pressure injection tests
5. CO2 injection tests.

The first three of these are described in the following sections while the fourth
and fifth type of test are discussed in Sects. 7.4 and 7.5.

7.3.1 Hydraulic Tests

Jesus Carrera and Alexandru Tatomir

For almost a century, hydraulic tests have successfully been relied upon for diag-
nosing aquifer characteristics based on the evaluation of aquifer response data.
These tests are commonly performed by pumping or injecting water out of a well
while measuring the changes in water level (drawdown) in this well or, if present, in
nearby observation wells. The drawdown can be analyzed using various models to
obtain estimates of the aquifer parameters, which characterize the transmissive and
storage characteristics of the aquifer and the flow system boundaries (Fig. 7.3).

7.3.1.1 Conventional Pumping Tests

The conventional pumping test is performed by pumping an ideally constant flow
rate from a fully penetrating well. Hydraulic parameters are determined by
matching the measured time-drawdown curves with known type curves of appro-
priate models or solutions to the groundwater flow equation. The solutions for the
type curves require simplifying assumptions such as homogeneity and infinite areal
extent. Water is assumed to be released instantaneously from storage with decline
of hydraulic head.
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The simplest and most widely used analytical solution to well hydraulics is the
one of Theis (1935), which yields the aquifer response to constant pumping from a
fully penetrating well in a confined aquifer (Fig. 7.3). The influence of pumping
extends radially from the well with time, according to:

s ¼ Q
4pT

Z1
u

e�y

y
dy ¼ Q

4pT
W uð Þ ð7:3:1Þ

where s is drawdown, Q is pumping rate, S is storage coefficient, T is transmis-
sivity, u ¼ Sr2

�
4Tt; and W(u), implicitly defined by Eq. (7.3.1) is called “well

function”.
A relevant and enlightening approximation to the well function was proposed by

Jacob and Cooper (1946):

s ¼ 2:3Q
4pT

log
2:25Tt
Sr2

� �
¼ 2:3Q

2pT
log

R
r

� �
¼ 2:3Q

4pT
log

t
t0

� �
ð7:3:2Þ

where R is the radius of influence R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:25Tt=S

p
and t0 ¼ Sr2

�
2:25T is the

response time.
Equation 7.3.2 shows two essential properties of the aquifer response to

pumping (or injection) (Fig. 7.4). First, when drawdown is plotted versus log t, it
tends to display a straight line whose slope m is inversely proportional to trans-
missivity and whose intercept is t0. From these, transmissivity and storativity can be
obtained as:

T ¼ 2:3Q
4pm

¼ 0:183
Q
m

ð7:3:3Þ

S ¼ 2:25Tt0
r2

ð7:3:4Þ
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Fig. 7.3 Hydraulic tests are performed by pumping (or injecting) a flow rate Q from a well, and
measuring the resulting drawdowns. (s) Parameters are obtained by fitting a model to
measurements, which is frequently done graphically using log–log or semi-log graphs
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The second interesting property of Eq. (7.3.2) is that drawdown will also plot as
a straight line, with slope equal to 2.3Q/2pT, when plotted versus log r. That is,
pumping causes a cone of depression that is displaced downwards (i.e. its pressure
drops) as time evolves, but whose shape does not change with time. The cone is
always centered at the well and its external radius evolves with R. As we shall see,
this property (unchanged shape) remains true even in heterogeneous aquifers.

Data can be represented in several ways to obtain the maximum information
from the drawdown (pressure buildup, in the case of injection) data. The traditional
method consists of plotting drawdown versus time, both in logarithmic scale (Log-
log plot, Fig. 7.3). Ideally, data should be identical to Theis solution; allowing
superposition and estimation of T and S from the shift in the vertical and horizontal
axes, respectively. Perhaps the simplest representation consists of plotting draw-
down versus logarithm of time (semi-log plot). In this case, data should tend to form
a straight line for large times if flow is radial (Cooper–Jacob approximation).
Transmissivity can be obtained from the slope of this line, whilst the storage
coefficient results from its intersection with the log t axis.

The fact that drawdown versus log(t) tends to a straight line under radial flow
conditions, prompted Chow (1952) to propose using the derivative of drawdown
with respect to log time @s=@ ln t ¼ t@s=@t as an interpretation method. The concept
was generalized by Bourdet and his colleagues (Bourdet et al. 1983, 1989). They
analyzed the behaviour of the log-derivative for a large number of classical models
of flow around a pumping well. Doing so, they showed that the joint use of the
drawdown and its log-derivative can be highly informative and developed the
concept of diagnostic plots. A diagnostic plot (Bourdet et al. 1983) is a simulta-
neous plot of the drawdown and the logarithmic derivative of the drawdown as a
function of time in log–log or semi-log scales (Fig. 7.5). This plot is used to
facilitate the identification of the conceptual model best suited to interpret the data.
Detailed explanations on the method are provided by Bourdet et al. (1983) and
Renard et al. (2009). We will discuss them in some detail later. Prior to that, it is
convenient to discuss recovery tests.

log(t)

2 25R . Tt / S=

2 3 2. Q / Tπ
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Fig. 7.4 Under radial flow conditions, drawdowns tend to plot as a straight line when plotted
either versus log (t), which allows defining the response time t0, or versus log(r), which allows
defining the radius of influence, R. As time grows, so does the cone of depression, but its shape
does not change
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7.3.1.2 Recovery Tests: Theis and Agarwal Methods

Recovery refers to the return of pressure to its natural state. Strictly speaking, it is a
“passive” test. However, data collected during recovery may be more informative
about the properties of the aquifer than those collected during pumping (or injec-
tion). Most aquifer test theory is based on the assumption that the pumping (or
injection) rate is constant, which is rarely true. Pumping rate is variable, especially
during the early portion of the test, which is often the most informative about
aquifer properties. As such early time may not be very reliable. Instead, recovery
only requires turning the pump off, which makes these data more reliable.

Solutions to recovery can be obtained in several ways. They generally rely on
superposition. The traditional Theis recovery method (Horner method in the pet-
roleum literature) consists of superimposing the head response to pumping and to
an injection that starts at the end of pumping (Fig. 7.6). A simple illustration of the
concept can be obtained using Jacob approximation (Eq. 7.3.2), which leads to

sR ¼ sPðtÞ � sPðt � tPÞ ¼ 2:3Q
4pT

log
t
t0

� �
� log

t � tP
t0

� �� �
¼ 2:3Q

4pT
log

t
t � tP

� �
ð7:3:5Þ

where sR and sP are the recovery and pumping drawdowns, respectively. This
equation, points that recovery data will also tend to a straight line when plotted
versus log t=t � tPð Þ. This leads to Theis recovery method that consists of deriving
transmissivity from such slope using Eq. (7.3.3). This estimate of transmissivity is
quite robust (Willmann et al. 2007). Notice that this approach ignores the estimation
of storativity, which indeed reflects that late time recovery is not sensitive to
storativity.
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Fig. 7.5 Diagnostic plots include drawdown and derivative graphs. Both log–log (left) and semi
log (right) graphs are useful. In the pure radial flow case, the derivative tends to a constant (m/2.3).
The 2.3 factor reflects that derivatives are taken with respect to ln(t), while the slope m is obtained
from the semi-log graph, where the logarithm is decimal
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This limitation can be overcome using Agarwal method, which is a somewhat
more sophisticated version of recovery that consists of computing head recovery (i.e.,
drawdown at the end of pumping minus drawdown during recovery, often termed
Agarwal’s drawdown) from the fact that drawdown during recovery is directly sPðtÞ
minus sPðt � tPÞ. Using Eq. (7.3.2) to approximate all terms involved, yields:

sA ¼ sPðtPÞ � sRðtÞ ¼ sPðtPÞ � sPðtÞ � sPðt � tPÞð Þ ¼ 2:3Q
4pT

log
tP t � tPð Þ

t0 � t
� �

ð7:3:6Þ

Notice that this solution is identical to the one of Eq. (7.3.2), except that time is
changed by Agarwal’s time tA ¼ tP t � tPð Þ=t. Therefore, Agarwal’s drawdown
should be very similar to the one caused by a constant pumping rate, provided that
tA is used instead of t. As it turns out, the solution is approximately valid well
beyond the Cooper–Jacob solution used here. The only limitations are that pumping
should be constant for some time prior to the stop in pumping and that, obviously,
Agarwal’s time is bound by pumping duration. In fact, the solution is not valid for
times close to tP. It is clear that Agarwal’s should be the method of choice, as it only
requires careful monitoring of recovery.

7.3.1.3 Effect of Heterogeneity

Heterogeneity is arguably the most ubiquitous feature of natural media. As such,
heterogeneity must be acknowledged when dealing with permeable media (recall
extensive discussion in Chap. 5). In the hydraulic testing context, two extreme

t 

sA 

+Q +Q -Q 

t tP tP 

Pumping 

Recovery

sP(t)
sR 

sP(tP)

Fig. 7.6 Superposition to obtain recovery plots. Theis recovery method consists of plotting sR
versus tp(t � tP), which results from Eq. (7.3.5). Agarwal method consists of plotting sP(tP)� SR
versus tP3(t � tP)=t, which should yield a graph very similar to that obtained with a constant
pumping rate, see Eq. (7.3.6) and makes it a very attractive method
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attitudes can be adopted: trying to identify heterogeneity (see, e.g., Yeh et al. 2000;
Alcolea et al. 2006) or seeking effective parameters.

The former requires many observation points and several pumping wells, which
can be realistic in CO2 storage project. The latter has been the focus of much
research and numerous methods have been developed. All these methods yield
similar results (Sánchez-Vila et al. 1995), but no one is generally accepted as best.

An important result from this type of work is the finding that the equivalent
transmissivity can be larger than the geometric average of point T values, whenever
high T values are well connected (Sánchez-Vila et al. 1996). This is expected to be
the rule, rather than the exception (think of fractured media, sedimentary materials,
with coarse sediments paleochannels, etc.). An explanation for this “scale effect” is
given in Fig. 7.7. Most wells will not intersect the most conductive fractures this
yielding relatively small transmissivities. If many wells were available and com-
puted their geometric average, TG (the traditional effective transmissivity for 2D
flow), it would be concluded that the aquifer transmissivity is small. In reality,
fluids would flow through the fractures. Therefore, one should expect Teq to be
larger than TG. In fact, Knudby and Carrera (2005) use the ratio Teq=TG to define
connectivity. The question is whether one can estimate equivalent transmissivity
from field data, which is addressed below.

The value of transmissivity one obtains from a pump test depends on whether the
test is interpreted using Theis, Jacob or Thiem method. That is, the resulting
transmissivity is as much a property of the real medium as of the adopted model.
The question is whether one can draw any general conclusion from such inter-
pretation. This question was addressed by Meier et al. (1998), who simulated
pumping tests in heterogeneous media by imposing a constant flow rate at one
mode and observing drawdown at all other nodes (Fig. 7.8). They then interpreted
the drawdown curves at all nodes using Jacob’s methods. They found:

Fracture 
network 

Wells

log (t/r2) 

s 

Fig. 7.7 Large scale transmissivity is controlled by preferential flow paths (long, permeable, well
connected fractures). The probability of intersecting these fractures is low. So that transmissivity
derived from injectivity or short term tests tends to be much smaller. Large scale transmissivity
may be derived from the slope of long term tests, which is the same regardless of whether the
pumping or observation wells are located in high or low permeability areas. Local features are
reflected in the early portion of the drawdown curve
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1. The resulting estimated transmissivities were identical at every mode. That is, T
estimated with Jacob’s method is independent of the location of the observation
point.

2. The estimated transmissivity is identical to the equivalent transmissivity for
parallel or radial flow.

3. Estimated storage coefficient reflects not only the actual storage coefficient,
which was assumed constant, but also the degree of connection (high T)
between the pumping well and the observation point.

In summary, conventional tests interpreted using Jacob method will yield highly
reliable values of effective transmissivity for radial distances given by R in
Eq. (7.3.2) or Fig. 7.4. Therefore, returning to Fig. 7.7, the important point is to
make the test long enough to make sure that the fracture network is effectively
tested. Unfortunately, the value obtained for storage coefficient is much less reli-
able, as it reflects the connectivity between pumping and observation well.

(c)

(b)

(a)Fast response = High T 
connec on (= Small Sapp) 

Slow response Low T 
connec on (= Large Sapp)

Fig. 7.8 Simulations of Meier et al. (1998) to show the effect of heterogeneity on pumping tests
interpretation. a Transmissivity field; b local region around the pumping well with a few
observation points; c semi-log drawdown plots. Note that all curves display the same late time slope
(i.e., yield the same T), but response times (t0) are highly variable (i.e., yield equally variable S)
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7.3.1.4 Perturbations to the Conventional Case

Up to here, we have analyzed the basic Theis case. In practice, a number of pertur-
bations affect this basic theory: wellbore storage may not be negligible; flow may not
be radial (e.g., because of fractures or leakage from the caprock), storage may not be
released instantaneously; test response may be affected by the presence of boundaries,
etc. In the following, and for the purpose of illustration, we discuss these effects.

Wellbore Storage: Theis (1935) neglected the volume of water stored in the
well. This assumption may not be valid if the diameter of the well is large (i.e., if
the volume of water stored in the well is large compared to the volume of water
pumped during the observation interval). Under these conditions, at the beginning
of the test, pumped water comes mostly from the well, rather than from the for-
mation. Therefore, drawdown at the well equals Sw = Qt/Aw, where Aw is the open
area of the well. That is, the well acts as a deposit, which implies that drawdowns
will plot as a straight line in arithmetic scale, and both drawdowns and their
logarithmic derivative will also plot as a straight line with slope equal to 1 in the
log-log plot (Fig. 7.9). Eventually, the drawdown becomes large enough to drive
water towards the pumping well, so that Theis solution becomes valid again.

Boundary Effects: Theis (1935) assumed the aquifer to be infinite. Real aquifers
are not. The drawdown cone will eventually reach some boundary. This is especially
relevant for deep formations which may be compartmentalized (i.e., separated by
no-flow boundaries) or intersected by permeable faults connecting the aquifer to
another more permeable water body (effectively becoming a prescribed head
boundary). The effect of these boundaries can be easily approximated using image
wells. An image well is a virtual well located symmetrically to the pumping well with
respect to the boundary. If water is injected at the image well with the same flow rate
as the pumpingwell, drawdowns along the boundary caused by the pumping well will
be compensated by head buildups caused by the image well. As a result, the boundary
will indeed act as a zero drawdown boundary. Elsewhere within the aquifer, obser-
vation wells will first notice the effect of the pumping well, with a response analogous
to that displayed in Fig. 7.3. Eventually, they will also notice the effect of injection at
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Fig. 7.9 Illustration of well bore storage effects. Well bore storage affects the shape of the
response curves while Qt is comparable to AwSw—during this period, both drawdown and
derivative plots display a straight line with slope equal to 1, in log–log scale. In semi-log scale, the
drawdown curve displays a concave shape, while the derivative curve displays a maximum
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the image well, which will cause the drawdown to become constant. Therefore,
drawdown plots (Fig. 7.10, top) are characterized by a constant drawdown (the
logarithmic derivative goes down as a straight line in the log–log plot).

If the image well is pumped with the same flow rate as the pumping well, flux
across the boundary will be compensated by superposition. As a result the boundary
effectively acts as a no-flow boundary. In this case, observation wells will also first
notice the effect of the pumping well, but the image well, which is also pumping, will
cause the drawdown to increase its rate. In fact, by superimposing the solutions to
pumping and image wells, it is easy to demonstrate that drawdown plots (Fig. 7.10,
bottom) are characterized by a sudden duplication in the slope of the drawdown
curve in the semi-log plot or by a step increase the logarithmic derivative. In fact,
distance to the image well can be derived from the time at which the effect of the
boundary becomes noticeable, using it in the equation for R in Eq. 7.3.2.

More complex configurations of boundaries can be reproduced with several
image wells. A case of special importance for CO2 storage is the one of a close
aquifer (i.e., full compartmentalization). In this case, by the time the effect of
pumping has reached the whole aquifer, the compartment starts acting as a deposit.
That is, drawdowns will tend to grow linearly with time, similar to what was
described in the wellbore storage case. The slope will now be equal to Q/(A�S),
where A is now the area of the compartment.

Leaky Aquifers: Theis (1935) assumed the aquifer to be confined by perfectly
impervious confining layers. In reality, Confining layers over- and underlying an
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Fig. 7.10 Illustration of boundary effects. A linear prescribed head boundary (e.g., a high
transmissivity fault connected to a constant head water body) can be identified by a zero derivative
(drawdown becomes constant). If that fault does not allow flow-through, the derivative is
multiplied by a factor of 2
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aquifer are never completely impermeable, they are somewhat “leaky”. When a
well in a leaky aquifer is pumped, water is withdrawn not only from the aquifer, but
also from the over- and underlying layers, thereby creating a hydraulic gradient also
in the aquitard. The flow is usually assumed to be vertical in the aquitard and
horizontal in the aquifer (Kruseman and De Ridder 1994).

Leaky aquifers are especially relevant for CO2 storage, because it is leakage
across the caprock what will cause pressure buildup in the aquifer to be bounded.
The effect of leakage is a slowdown in the rate of head drop, so that the derivative is
also reduced (similar to the fixed head boundary, Fig. 7.10, but depending on the
aquifer beyond the confining layer, drawdowns may eventually increase). The
traditional solution for the leaky aquifer is that of Hantush and Jacob (1955), who
neglected aquitard storage. The full solution was derived by Neuman and
Witherspoon (1969).

7.3.1.5 Flow Dimensions

Everything discussed up to here, except the leaky aquifer case, was based on the
assumption that flow is radial towards the pumping well (or at least that flow is two
dimensional). In reality flow needs not be 2D (see Fig. 7.11). Flow will be 1D along
a vertical fracture intersecting the well or 3D when pumping from a short interval in
a very thick aquifer. Since the extent of the drawdown cone grows as t1/2, its volume
will grow as td/2. Therefore, the logarithmic derivative will tend to become straight
with a slope equal to 1 − d/2 in log–log plot. That is, if flow is 1D, the logarithmic
derivative will tend to display a 0.5 slope. If flow is 3D, this slope will be −0.5.
Alternatively the dimension can be derived from this slope m, as d = 2 � (1 − m)
(recall that this is the slope of the logarithmic derivative in log–log scale, not to
confuse with the drawdown slope in semi-log scale).

d=2 

1/2 

1/4 

-1/2 

-1/4 

Radial flow 
(d=2)

Spherical 
flow (d=3)

Linear flow 
(d=1)

Linear flow 
(d=1)

Log (t)

Lo
g 

(d
er

iv
a

ve
)

LOG-LOG 
DERIVATIVE PLOT

Fig. 7.11 Flow dimension effects
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The surprising observation is that the resulting dimension is often non-integer.
A body of literature has been developed to address this issue. The fact that the
volume of the drawdown cone increases with a non-integer dimension may reflect a
fractal connectivity pattern, which is not surprising in fractured media.

7.3.2 Tracer Methods for Characterization of the CO2

Storage Sites

Alexandru Tatomir, Iulia Ghergut and Martin Sauter

Tracer testing can be defined as the injection into the hydro-geological system of one
or more tracers, which usually are chemical compounds, but which can also be
energy/temperature, viruses, DNA, etc. Tracer methods are commonly used to study
the flow, transport and reactions of fluids and components in regions which are
difficult to access andmay extend over awide range of length scales, like in the case of
CO2 storage reservoirs. Tracer methods are suited both for site characterization before
CO2 injection and for monitoring and verification purposes during and after CO2

injection. The theoretical background of the tracermethods is well developed from the
fields of hydrogeology and petroleum engineering.However, for geological storage of
CO2, new challenges arise due to the complex phase behaviour and the range of
trapping mechanisms (i.e. structural, residual, solubility and mineral trapping).

The CO2 storage reservoirs, as well as other technology-relevant geo-reservoirs
in the realm of energy production (such as geological formations potentially suit-
able for spent-radionuclide disposal, gas storage or geothermal energy utilization)
contain several fluid and solid phases, as well as mobile and immobile-fluid regions.
The nature of utilization of the reservoir, the volumes and interfacial areas of the
fluid phases and/or fluid regions, and the processes occurring within the phases are
the factors which determine the lifetime of the reservoir. The lifetime of a
geo-reservoir subject to a particular utilization can be subdivided and categorized
into a hydraulic lifetime, a geomechanical, a hydrogeochemical, and a thermal
lifetime. Figure 7.12 schematically illustrates the potential uses of tracer tests to
answer fundamental questions related to each lifetime category and the comple-
mentarity that exists between the tracer test types. The tracer tests can be performed
as single-well injection withdrawal (SWIW), or simply push–pull, tests, or in
inter-well configurations. SWIW involves the injection and abstraction of tracer in
one well, whereas inter-well testing requires two or multiple wells.

The concept of reservoir lifetime, transferred from the field of geothermal
reservoirs, refers to an integral description of the reservoir properties and their
change with time due to natural or anthropogenic factors, such as management by
wells or CO2 injection. The key parameters controlling the storage performance are
the fluid flow pathways, the reservoir boundaries and hydrogeomechanical integ-
rity, the storage capacity of the reservoir, the heat exchange areas (if existing) and
fluid-rock and fluid-fluid interface areas. In designing and dimensioning tracer tests,
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one has to consider that not every test design and any tracer species can be equally
sensitive with regard to every fluid transport parameter. Therefore, when referring
to tracer sensitivity and applicability range a certain complementarity exists
between (Fig. 7.12):

1. Single-well and inter-well methods,
2. Equilibrium and non-equilibrium (kinetic exchange processes),
3. Volume (e.g. fluid phase saturation) and area parameters (e.g. fluid-fluid inter-

faces, fluid-rock interfaces).

7.3.2.1 Chemical Tracer Types

There is a wide spectrum of tracer applications, capturing various underlying
processes and physico-chemical and biological properties, as illustrated in
Table 7.4. Depending on their physicochemical and chemical behaviour, tracers can

Thermal 

Hydraulic

Hydrogeomechanic

Hydrogeochemic

Inter-well connectivity

Fluid residence time 

Fluid-fluid interface area

Fluid-rock interface area

Inter-well tracer tests

Single-well tracer 
push-pull tests

Heat interface area

Structural trapping

Solubility trapping

Residual trapping

Mineral trapping

Flow pathways, flow boundaries, 
hydrogeomechanical integrity

Fluid residence time 

Fluid-fluid interface area

Fluid-rock interface area

Inter-well tracer tests

Single-well tracer 
push-pull tests

Heat interface area

Reservoir Lifetime  Tracer test target parameters Tracer test type
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Fig. 7.12 Overview of reservoir lifetime categories (upper left) and CO2 trapping mechanism
(lower left), the target parameters which can be determined by the tracer tests (middle), and the
respective tracer methods suitable for measuring them (right)
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principally be differentiated in conservative and non-conservative tracers.
Conservative tracers that are physically and chemically inert and are classically
applied for tracking connectivity and pathways for flow, for analyzing travel times,
groundwater drift, and flow velocities, for determining recharge and discharge as
well as for estimating hydromechanical reservoir properties such as dispersivity and
porosity. In contrast, non-conservative tracers experience physico-chemical pro-
cesses or chemical reactions during their transport. Therefore, they can provide
information on physicochemical reservoir properties and the water chemistry
(Schaffer 2013; Ptak et al. 2004; Divine and McDonnell 2005).

Table 7.4 gives an overview of the entire range of tracer types, their application
and target parameters (e.g., porosity, dispersivity, interfacial area, residual satura-
tion, etc.), the underlying process (e.g., adsorption on interface, hydrolysis), while
providing examples of tracer compounds (e.g., perfluorocarbons, esters, etc.) and
their most relevant properties (e.g., neutral molecules, water soluble, etc.).

7.3.2.2 Mathematical Models for Characterization of CO2 Reservoirs

The mathematical models describing the fate of tracers and CO2 injected into a
geological formation are constructed on the equations of reactive single-phase and
multi-phase flow and transport in porous and fractured media (Bear 1988). The
single-phase formulations are mainly relevant for the site characterization stage
while the multi-phase formulations apply more for the monitoring stage.

The mass balance equation for phase a in a multiphase flow porous media
system can be expressed as (see also Chap. 3 for more elaborate development and
definition of terms):

@ /qaSað Þ
@t

þr � qavað Þ � qaqa ¼ 0 ð7:3:7Þ

For accounting for dissolved component transport the mass balance equation is
written:

@
P

a /qaSaC
j
a

� �
@t

�
X
a

r � qavaC
j
a þ/qaD

j
arCj

a

� 	�
X
a

qaq
j
a ¼ 0 ð7:3:8Þ

where Cj
a is the concentration of the dissolved component k in the fluid-phase a.

The mathematical models in Eqs. 7.3.7 and 7.3.8 can be reduced to a single-phase
flow system by considering Sa equal to 1.

The source term qja contains contributions from intra-phase a (where a can be
wetting, w, or non-wetting, n) reactions and from partitioning between different
phases. Generally, intra-phase reaction rates need to be multiplied by porosity and
saturation to get the correct balance terms. Partitioning between phases can be at
equilibrium or kinetic.
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The Darcy velocity expressing the momentum conservation for fluid phase a is
written:

va ¼ � ka
la

rpa � qagð Þ ð7:3:9Þ

The key parameter porosity / is essentially a scaling factor in the storage term
(time variable), while the size of fluid phase interface densities, aab (e.g., between
CO2 and brine) and fluid-solid interface densities, aaS (Fig. 7.13) are coefficient
factors in several of their reaction and solute exchange flux terms.

7.3.2.3 Target Parameters of Tracer Tests

The first of these parameters, / is vital to any CCS project, in that it determines the
storage capacity of the target formation and CO2 plume spreading velocity under
given injection rates. The importance of the second parameter aab, the specific
interfacial areas between fluid phases or between CO2 and rock, may vary depending

(a) (c) (e)

(f)(b) (d)

Fig. 7.13 Symbolic representations of fluid-rock (a–d) and fluid–fluid (e–f) interface-area density
in porous media a a low specific contact surface area with the same bulk porosity as b high specific
contact surface area; c fractured porous media: fracture-matrix fluid-rock interface area with low
specific contact surface area and d high specific contact surface area, and the same bulk porosity;
e wetting (blue)–non-wetting interface-area, f upscaled REV phase saturations, interface-area and
exchange between phases (after Tatomir et al. 2015)
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on geological, hydrogeochemical and geotechnical details of the intended CCS site
operation and fluid conditioning before injection. Fluid-rock interfacial area (density)
aaS (the specific interfacial area between fluid phase a and solid phase S) is a lumped
averaged parameter, usually expressed in area per bulk reservoir volume, which
relates to the effects of fracture spacing, length and aperture (Fig. 7.13). The mineral
surface reactive area (aaS) is a key parameter for the mineral trapping (e.g., Xu et al.
2005; Luo et al. 2012). Term aab (the specific interfacial area between the two fluid
phases a and b, e.g., water and gas) in turn, as determined in the characterization
phase, can indicate the presence of a residual phase, such as oil or gas.

Apart from parameters /, aab and aaS the governing equations also contain,
among their main variables, fluid phase saturations Sa as well as temperature T.
These can also be treated as target parameters if, over the scale of a particular field
experiment, they can be assumed to remain approximately constant.

Prominent examples aimed at determining the residual non-wetting phase sat-
uration are the described in Tomich et al. (1973) for the residual oil saturation by
means of single-well reactive-partitioning-tracer push–pull tests, and in Zhang et al.
(2011) and Rasmusson et al. (2014) for the determination of CO2 saturation using a
combination of single-well hydraulic, thermal and partitioning-tracer push–pull
tests. The determination of reservoir temperature by means of thermosensitive
tracers is discussed in e.g. Nottebohm et al. (2012).

7.3.2.4 Tracer Tests for CO2 Site Characterization

Historically, the tracers applied for site characterization have been well described in
the field of hydrogeology (e.g., Leibundgut et al. 2009; Divine and McDonnell
2005). The use of liquid-phase conservative tracers, and the use of tracer diffusion,
sorption or equilibrium-partitioning is based on well-established principles, models
and application methods (Maloszewski and Zuber 1985, 1993; McCallum et al.
2005; Zuber and Motyka 1994; Carrera et al. 1998; Haggerty et al. 2001; Vulava
et al. 2002), and shall not be further detailed here. Examples of tracer uses for site
characterization is given in Table 7.5. Similarly, a synoptic view on the class of
tracers termed “thermal tracers” used for reservoir thermal characterization is given
in Table 7.6.

Generally, inter-well tracer tests are used to determine fluid residence time
distributions (RTD). The statistical moments of RTDs provide important infor-
mation about the reservoir (Ghergut et al. 2011), as follows:

1. The 0th-order RTD moment can tell something about reservoir boundaries.
2. The 1st-order RTD moment, or mean residence time (MRT) represents a

measure of reservoir size (the reservoir volume that can be used for fluid
storage).

3. The higher-order RTD moments provide information about reservoir hetero-
geneity. Traditionally, the 2nd-order moment is associated with flow-path dis-
persion (from hydrodynamic up to reservoir scale). From RTD analysis also a
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Table 7.5 Examples of tracer uses for site characterization

Target parameter Suitable
method

Suitable tracer
species

Limitations Application
examples

Transport-effective
porosity

Inter-well
tests;
single-well
inter-layer
circulation

(Liquid-phase only)
physico-chemically
conservative,
non-sorptive

Inter-well tracings
cannot be conducted
on a large scale at
CCS candidate sites;
tests remain limited
to small-scale, pilot
research projects;
heterogeneity cannot
be captured at
reservoir scale

Deep saline
aquifers in the
N-German
Sedimentary
Basin
(Horstberg, Gr.
Schönebeck);
geothermal:
Kocabas (2005);
oilfield: Kocabas
and Maier (2013)

Fluid-rock interface
area, fissure density

Inter-well
tests;
single-well
tests

(Liquid-phase only)
physico-chemically
conservative, with
contrast in sorption
and/or diffusion;
heat as a
conservative fluid
tracer

Parameter interplay;
geological
heterogeneity;
geological
uncertainty;
parameter inversion
requires the accurate
knowledge of
partitioning/sorption/
diffusion coefficients
independently of the
field test

KTB pilot hole
(heat and solute
tracers); Bruchsal
(attempted with
heat as a tracer)
(Behrens et al.
2014; Ghergut
et al. 2013)

Relative saturation,
fluid-fluid interface
area (where
applicable, in
multi-phase
systems)

Inter-well
tests;
single-well
tests

Partitioning tracers NAPL detection
in the subsurface:
Istok et al.
(2002),
Fagerlund
(2007), LaForce
et al. (2014)

Table 7.6 Summary of different meanings for thermal tracers and thermal characterization,
single-well tests (SWT), inter-well tests (IWT)

Target information Suitable
method

Suitable tracer
species

Limitations Application
examples

Site
characterization:
in situ
measurement of
thermal parameters
(as an alternative to
petrophysical
laboratory
techniques), for
single-continuum
descriptions

SWT Heat as a
conservative fluid
tracer (fluid
temperature signals)

May be disturbed by
the presence of
fractures/fissures

Kocabas (2005),
Freifeld et al.
(2008),
Oberdorfer (2014)

(continued)
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so-called flow-storage repartition (FSR) can be derived, which is sometimes
interpreted as representing reservoir shape (cf. Shook and Forsmann 2005;
Shook et al. 2004; Behrens et al. 2010).

Complementarily, single-well tracer push–pull tests are used to quantify pro-
cesses other than advection-dispersion. Typically, they are used to quantify

Table 7.6 (continued)

Target information Suitable
method

Suitable tracer
species

Limitations Application
examples

Site
characterization, cf.
Table 7.1
(transport-effective
porosity,
dispersivity), for
single-continuum
descriptions

IWT
SWT

Heat as a
conservative fluid
tracer (fluid
temperature signals)

Pulse size limitation;
not applicable on a
large scale

Aquifer
characterization:
Anderson (2005),
Read et al. (2013);
theoretical studies
of heat transport
in porous media,
esp. on the
incongruence
between heat
dispersivity and
solute
dispersivity:
Vandenbohede
et al. (2009);
thermal
interference tests:
Kocabas (2005),
Oberdorfer et al.
(2013)

Local
characterization of
single fractures;
fissure aperture,
fissure density in
fissured media

SWT Heat as a
conservative fluid
tracer (fluid
temperature signals)

Requires continuous
temperature recording
downhole (ideally,
DTS)

Pruess and
Doughty (2010),
Jung and Pruess
(2012), Maier
et al. (2012),
Maier and
Kocabas (2013)

Tracking thermal
fronts in
single-continuum
media

IWT
SWT

“Thermo-sensitive”
tracers

pH and/or other
non-predictable
influences on tracer
reaction rates

Nottebohm et al.
(2012), Maier
et al. (2014),
Schaffer et al.
(2015)

Tracking thermal
fronts in fissured
media

IWT “Thermo-sensitive”
tracers

Inversion methods are
only developed for
single-continuum
descriptions; inversion
not always unique for
highly-heterogeneous,
fissured/fractured
media

Plummer et al.
(2010), Juliusson
and Horne (2010)
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exchange of some extensive quantity (mass, energy) between fluid and solid/fluid
phases by processes like matrix diffusion or sorption/partitioning, the rate or
amount of which depends on phase saturations and/or phase interface densities.
Flow-field reversal during the ‘pull’ phase is supposed to largely compensate the
effects of flow-path heterogeneity during the ‘push’ phase (excepting the hydro-
dynamic dispersion level), and, under certain conditions, to enhance the effects of
tracer exchange processes at phase interfaces. In terms of determining different
parameters in Eqs. 7.3.7–7.3.10 from different tracer tests, the following can be
summarized:

• Porosity / can only be measured reliably by means of inter-well
conservative-tracer tests and it closely relates to tracer residence times.

• Rock-fluid and fluid-fluid interface area densities aaS, aab can be determined
preferable by inter-well or alternatively by single-well tests using tracer pairs
with contrasting properties in terms of: (a) sorption: is a process occurring at the
fluid-rock interfaces, therefore, tracer testing using tracer components of con-
trasting sorption properties generate distinct breakthrough curves, implicitly
offering a good sensitivity with respect to aaS, but rather poor sensitivity to Sa;
(b) rock matrix diffusion (for fluid-rock interfaces in fractured media): such
tracer pair have a good sensitivity to aaS, but rather poor sensitivity to Sa;
(c) ‘intra-particle diffusion’ (for fluid-rock interfaces in unconsolidated porous
media): these tracers have a good sensitivity with regard to Sa, but rather poor
sensitivity to aaS; (d) liquid-gas equilibrium partitioning (for liquid-gas inter-
faces): this pair of tracers have good sensitivity to Sa, but rather poor sensitivity
to aab; (e) liquid-gas interface reactivity, with dichotomic partitioning of reac-
tion products (for liquid-gas interfaces), as proposed by Schaffer et al. (2013):
these tracers have a good sensitivity to both aab and Sa.

Use of tracers for CO2 monitoring is discussed in Chap. 8 and for the specific use
of characterizing site’s capacity for CO2 residual and dissolution trapping in Sect. 7.4.

7.3.3 Characterization of the Thermal Properties

Jacob Bensabat

In the context of CO2 storage, it is important to be able to predict pressure and
temperature conditions of the injected CO2 along the CO2 injection tubing and at
the well bottom. This requires the ability to simulate the injection of the CO2 in the
borehole, from the wellhead to the well bottom. The temperature and pressure of the
CO2 at the well bottom will depend (i) on the pressure and temperature conditions
of the CO2 at the wellhead, which are determined by the operator of the injection,
(ii) on the pressure losses along the injection tube and (iii) the heat transfer between
the injected CO2 and its surrounding environment. As the temperature of the
injected CO2 will be different from the temperature of its environment along the
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borehole, there will be heat exchange, which depends on the configuration of the
well and on the thermal properties of the geological materials surrounding the well.

Pressure losses are calculated from the CO2 properties and from the character-
istics of the injection tube. For small scale CO2 injection experiments, these can be
regarded as of secondary importance due to the very low viscosity of the CO2 and
to the generally small injection flow rates (less than 20 tons/h). This process is
governed by the Joule–Thompson coefficient, which for CO2 is presented in
Fig. 7.14.

Thermal exchange between the injected CO2 and its surrounding environment
will depend on the well configuration, on the casing and cement properties and on
the thermal properties of the surrounding formation and its temperature. This
process of heat transfer can be defined as radial heat transfer and the rate of heat
flow per unit length of well can be expressed following Hasan and Kabir (2002):

Q ¼ �2proUoðTf � TÞ ð7:3:10Þ

where Uo is the overall heat transfer coefficient, between the CO2 inside the
injection tube and the formation. ro denotes the radial distance between the injection
tube and the formation, T and Tf are the wellbore and the formation temperatures.
Simulations of the CO2 injection in the wellbore indicate that the temperature of the

Fig. 7.14 Joule–Thompson coefficient for CO2 (generated with REFPROP 9; NIST 2010)
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CO2 at the well bottom is highly dependent on the heat transfer by radiation
between the flowing CO2 and its environment, described by the heat transfer
coefficient.

There are many possibilities of well configuration and as an example we shall
consider a well configuration similar to the wells drilled in the frame of the
MUSTANG project at Heletz site in Israel (for details see Niemi et al. 2016).

These type of wells are divided in three vertical sections:

1. The upper section between ground surface and a depth of *300 m. This
section includes the geological formation, cement, the outer casing (135/8 in.
diameter), cement, the middle casing (95/8 in.), cement, inner casing (7 in.
diameter), fluid, and the injection tube (23/8 in. diameter).

2. The middle section between the depth of 300 m and a depth of 1200 m. This
section includes the geological formation, cement, a 95/8 in. diameter casing,
cement, the 7 in. diameter casing, fluid and the 23/8 in. diameter injection tube.

3. The lower section between the depth of 1200 m and to the well bottom at
1650 m. This section includes the formation, cement, the 7 in. casing, fluid and
the injection tube.

There may be many alternative well configurations than the above one. The
overall heat transfer coefficient represents the resistance to heat flow from the
tubing to the formation and convective heat flow in the annulus (which may pos-
sibly be filled with water in the lower part or air in the upper part). Without loss of
generality, we present an expression for this coefficient for lower, and simpler, part
of the casing. Developing an expression for the other parts is straightforward.

1
Uo

¼ rto
rtihto

þ rto
lnðrtortiÞ
ktubing

þ lnðrtorciÞ
kannulus

þ lnðrcorciÞ
kca sin g

þ lnðrwbrco
Þ

kcement
þ lnðrf1rwb Þ

kformation

" #
ð7:3:11Þ

where rti and rto denote the inner and outer radii of the injection tube, rci and rco
denote the inner and outer diameters of the casing, rwb is the wellbore diameter, rf1
is a radial distance in the formation at which the field temperature is not affected by
the injection and rwb is the wellbore radius. ktubing, kannulus, kca sin g, kcement and
kformation denote the thermal conductivities of the tubing, the fluid filling the
annulus, the casing, the cement and the formation, respectively. hto denotes the rate
of heat transfer between the flowing CO2 and the inside of the injection tubing wall.
We assume that the radial heat transfer adjusts instantaneously (quasi-steady state
conditions) and we neglect convective processes in the annulus. These assumptions
allow us to determine a lumped coefficient, responsible for the heat exchange
between the formation and the injection tubing. All of the parameters but two in
above formula can be determined. These are thermal conductivity of the formation
kformation and the thermal radius of influence of the well, rf1, or the radial distance
from the well at which no thermal effect resulting from the injection of the CO2 is
felt.

7 Site Characterization 345



The key missing information above is therefore the thermal conductivity of the
various formation layers. We present below an experimental sequence aimed at
determining these data in situ and suggest the following procedure:

1. If logs are available, so it is possible to have a lithological description of the well
section and to construct a discrete division of the well lithological profile with
homogeneous geological properties (of homogeneous thermal conductivity for
each unit).

2. Measure the temperature along the well, from well head to well bottom.
Depending on the well completion, this could be performed in two ways: 1)
using distributed temperature sensing (DTS) if that is included in the well
completion (see Sect. 8.4) using a temperature probe and attached to a winch for
vertical up-and-down scanning of the borehole.

3. Inject cold water, or water with a substantially lower temperature than the one
along the well in the formation. Use formation water previously abstracted, in
order to prevent any unwanted chemical reaction between formation water and
the injected one (such as swelling of clay particles, oxidation and others).

4. Wait until static conditions have been reached, and there is no flow in the
tubing.

5. Measure the temperature recovery in the well until the full return to the initial
temperature.

6. If there is information available allowing splitting of the well lithology into a
series of quasi-homogeneous sections, start from this division and further refine
it by analyzing the rate of the thermal recovery along the well. Areas of high
thermal conductivity would recover faster than other areas of lower thermal
conductivity. If there is no lithological information, use only the temperature
time series.

7. Since there is no flow in the well, the temperature recovery in the tubing can be
expressed by the following heat balance equation.

@T
@t

¼ kw
qwCpw

@2T
@z2

þU0ðzÞ TðzÞ � Tf ðzÞ
� �

; z 2 zb; zt½ � ð7:3:12Þ

UðzÞ �
XN�1

i¼1

HiðzÞ � Hiþ 1ðzÞð ÞUoi ð7:3:13Þ

The heat balance equation above has known initial and boundary conditions of
temperature, i.e.

TðztÞ ¼ Tt ð7:3:14Þ
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TðzbÞ ¼ Tb ð7:3:15Þ

Tðt ¼ 0; zÞ ¼ T0ðzÞ ð7:3:16Þ

where HiðzÞ is a Heaviside type function, defined as:

HiðzÞ ¼ 0 if z � zi
1 if z� zi



: ð7:3:17Þ

N is the number of vertical lithological partitions. TðzÞ is the temperature of the
water in the tubing and Tf ðzÞ is the temperature in the formation, which is equal to
the initial temperature profile. The heat balance equation (7.3.12) together with the
initial and boundary conditions (7.3.14–7.3.16) can be solved analytically or
numerically.

In the case of the thermal test the overall heat transfer coefficient is simpler, as
there is no flow in the tubing and reduces to:

1
Uo

¼ rto
lnðrtortiÞ
ktubing

þ lnðrtorciÞ
kannulus

þ lnðrcorciÞ
kca sin g

þ lnðrwbrco
Þ

kcement
þ lnðrf1rwb Þ

kformation

" #
: ð7:3:18Þ

The determination of the parameter Uo for each vertical partition can be obtained
via an inverse procedure, i.e., minimizing the least squares of the errors between
measured and simulated temperature over a range of time intervals and vertical
sections.

We first divide the time interval that is required for the tubing to return to the
initial temperature distribution in Nt equally spaced intervals of size Dt.

The identification procedure can be formally expressed as the following
least-squares problem:

FðUoÞ ¼ min
Xi¼Nt

i¼1

Xp¼N

p¼1

Tði; pÞ � TsðUoðpÞ; i; pÞ½ �2 ð7:3:19Þ

where Tði; pÞ is the measured temperature, characteristic of the vertical section p at
time t0 þ iDt. TsðUoðpÞ; i; pÞ is the simulated temperature, which depends on the
value of the overall heat transfer coefficient at the same time and vertical section.
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7.4 CO2 Injection Tests as a Characterization Method

Fritjof Fagerlund and Auli Niemi

CO2 injections can be used to obtain knowledge about formation parameters which
are directly related to the behaviour and fate of the injected CO2. These include
parameters which govern (i) the two-phase flow of a CO2-rich and an aqueous
phase, (ii) parameters governing CO2 trapping in the formation and (iii) interactions
between CO2 and formation fluids and rock. Carefully monitored CO2 injections
have been performed in research projects including sites such as Frio (e.g. Hovorka
et al. 2006), Otway (e.g. Paterson et al. 2013a, b, 2014) and Ketzin (e.g.
Würdemann et al. 2010) and are underway at sites such as Heletz, Israel (Niemi
et al. 2016) and Hontomin. Here the objectives typically have been related to
gaining fundamental knowledge about geological CO2 storage and the fate of the
injected CO2, or the development of field methods. Small-scale CO2 injections can
be useful both at pilot test sites and at sites under consideration for large-scale
geological storage, to obtain better knowledge about site-specific properties related
to site performance, such as field-scale CO2 trapping or effective storage capacity.

Trapping of injected CO2 by processes additional to the accumulation under a
structural trap improves the storage security and is essential at many potential
storage sites. Due to e.g. heterogeneity at different scales and the resulting pref-
erential flow paths, these processes may differ in both magnitude and timing at the
field scale as compared to laboratory investigations on rock cores or theoretical
analyses. Field investigations concerning the trapping processes are therefore
essential to understand the effective in situ trapping. In following sections, we will
present examples field tests designed to study residual phase CO2 trapping and
dissolution trapping in situ. First the field-scale nature of the trapping processes and
available measurements will briefly be discussed.

7.4.1 Field-Scale Residual and Dissolution Trapping

Residual phase trapping is a pore-scale process which occurs as small blobs and
ganglia of the free-phase CO2 (the non-wetting phase) are snapped off and become
immobilized. However, due to heterogeneity in capillary properties of the medium,
the non-wetting phase is also trapped at capillary barriers, thus forming small-scale
structural traps.

At the field scale, the total residual phase trapping depends on (i) the amount of
residual trapping that occurs per unit volume swept by the free-phase CO2 (including
both the pore-scale trapping and trapping at capillary barriers), and (ii) the sweep
efficiency of the free-phase CO2 plume (Hesse et al. 2009). Much uncertainty
remains in quantifying both these parameters in relevant CO2 storage formations.
For poor sweep efficiencies when the CO2 moves as a thin pancake under the cap
rock ceiling, the CO2 can move very large distances before it becomes immobilized,
thereby increasing the risk of reaching a spill point (Hesse et al. 2009).
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The pore-scale residual trapping in the aquifer volume swept the free-phase CO2

depends on the local maximum CO2 saturation (Sgmax) and the local initial gas sat-
uration at the start of imbibition (Sgi), and such a dependence can be described by a
trappingmodel (Land 1968). For a comparison of the effect of using different trapping
models on CO2 trapping, the reader is referred to Rasmusson et al. (2016). Thus,
locally, the final residual saturation Sgrf after imbibition of the aqueous phase is a
function of the maximum possible residual saturation, Sgrmax, and the initial CO2

saturation at the start of imbibition, Sgi. Sgrmax is a material property which influences
the capacity for residual trapping in a formation. Characterization methods aimed at
determining this property have therefore been developed for e.g. the CO2 injection
experiments at Otway (Zhang et al. 2011; Paterson et al. 2013a, b, 2014; LaForce et al.
2014), and the planned experiments at Heletz (Rasmusson et al. 2014).

Heterogeneity is also critical for the residual trapping of CO2 (e.g. Green et al.
2009; Flett et al. 2007; Hovorka et al. 2004) as it can strongly affect the sweep
efficiency and thereby the saturation history. However, the net effect of heterogeneity
on residual trapping appears to be dependent both on the nature of the heterogeneities
and the general direction of movement of the CO2 plume, as it can be different for
vertical and horizontal migration (see e.g. Tian et al. 2016). Furthermore, it has been
suggested that the strategy for CO2 injection has a large impact on the sweep efficiency
and subsequent residual trapping (e.g. Qi et al. 2009, Rasmusson et al. 2016). Qi et al.
(2009) suggested that water should be co-injected with the CO2 at a ratio which
produces such mobility ratio between the two fluids that the sweep is maximized.

Dissolution of CO2 to the aqueous phase can improve storage security as heavier
CO2-rich water sinks and thereby produces a vertical convective mixing which
further enhances the dissolution process (e.g. Ennis-King and Paterson 2005; Riaz
et al. 2006). Enhanced CO2 dissolution by convective mixing is, however, a process
that has mainly been studied using theoretical analyses and numerical modeling; e.g.
Ennis-King and Paterson (2005), Riaz et al. (2006), Pau et al. (2010), and in anal-
ogous laboratory experiments (e.g. Kneafsey and Pruess 2010; Neufeld et al. 2010).
There is therefore a strong need to measure and demonstrate this process in the field
and characterize the key field-scale properties influencing the long-term significance
of CO2 dissolution at given storage sites. While long term experiments are needed
particularly to observe convective mixing, much can be learned about the dissolution
process and the interaction between the aqueous and CO2-rich phases including the
immobile (residual) water and CO2 (Paterson et al. 2013a, b; Fagerlund et al. 2013a).

7.4.2 Field Measurements Related to Two-Phase
Flow and Trapping

Measurements of fluid saturations as well as the parameters affecting two-phase
flow and trapping of CO2 are highly challenging at the depth of typical storage
formations (>800 m). Measurements are restricted to inside or in the direct vicinity
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of boreholes, which are typically scarce due to the difficulties and costs associated
with drilling at such depths. Surface geophysical measurements can generally not
be used to visualize the two-phase flow and trapping at the typical depths to the
required detail. To characterize the related aquifer properties one has to rely on the
measurements available in deep wells. A strategy to characterize CO2 trapping has
therefore been to combine the information from several types of measurements
which are influenced by the CO2 trapping and to use inverse modeling to infer the
trapping properties (Zhang et al. 2011).

In a characterization experiment involving CO2 injection, a test sequence can be
employed where the same measurements and tests are repeated both without CO2 in
the formation (before CO2 injection) and with CO2 in the formation (after CO2

injection) (e.g. Paterson et al. 2013a, b). Measurements which can be included in
such test sequence include:

Pressure or hydraulic test: Water is injected at a given rate (or pressure) and the
pressure (or flow rate) in the injection well and other available wells is monitored
using pressure sensors in the wells. The pressure signal is affected by the relative
permeability to the aqueous phase, which is a function of fluid saturation. When
performed with CO2 at residual saturation the test gives information about the
residually trapped saturation. To avoid dissolution and a change in saturation during
the test, water saturated with dissolved CO2 can be injected when creating the
residually trapped zone (Zhang et al. 2011).

Thermal test: The concept of a thermal test for CO2 saturation characterization
has been described by Freifeld et al. (2008), and such test was applied at Ketzin
(Giese et al. 2009) and Otway (Paterson et al. 2013a, b). The formation is heated
from a borehole using a resistance heater and subsequently allowed to cool, while the
temperature is measured using a fibre-optic distributed temperature sensor (DTS—
more information given in Sect. 8.4 Well instrumentation). The dissipation of heat
and thus the temperature signal is influenced by the effective thermal conductivity,
which, in turn, is a function of fluid saturation since supercritical CO2 has signifi-
cantly smaller thermal diffusivity and specific heat capacity as compared to brine at
typical reservoir pressures and temperatures. The sensitivity of this test is related to
porosity since for a lower porosity the influence of the fluid in the pore space
becomes smaller. A thermal test can penetrate in the order of 1–2 m into the for-
mation depending on the applied heat and the rock properties (Zhang et al. 2011).

Pulsed Neutron Capture Tool (RST): This well-logging technique is sensitive to
hydrogen index and thus also to the saturation distribution of CO2 and brine near
the borehole. It was successfully used to measure CO2 saturation in the direct
vicinity of boreholes at Frio (Doughty et al. 2008) and Otway (Paterson et al.
2013a, b). A limitation of the method is however that the penetration depth is only
in the order of 0.20 m.

Tracers: Tracers are potentially very useful for the characterization of deep CO2-
brine systems, since the tracers can bring out information from aquifer volumes
which are difficult to access with any other technique. However, much testing
remains to be done employing tracers and interpreting the tracer response in these
systems. Partitioning tracers, which are injected with the aqueous phase and
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retarded due to partitioning into an immobile fluid phase such as residual CO2,

provide information about the amount of immobile fluid present. This technique has
been used to detect non-aqueous phase liquid (NAPL) pollutants (e.g. Istok et al.
2002) and also in single-well push–pull tests to infer residual CO2 saturation
(Paterson et al. 2013a, b). Paterson et al. (2013a, b) used the noble gas tracers Kr
and He which were injected with water and produced different breakthrough signals
as the water was pulled back to the well due to the different partitioning behaviour
(Henry’s constants) of the two tracers. The differences in partitioning and com-
parison to the case of no partitioning (no immobile fluid phase present or a con-
servative tracer) were used to calculate the residual CO2 saturation. Reactive
partitioning tracers which form daughter products in connection with the parti-
tioning have been used to measure residual oil saturation (Tomich et al. 1973). In
the push–pull tests at Otway (Paterson et al. 2013a, b) a similar reactive tracer
technique was also employed, but with organic tracers more adapted to the parti-
tioning between brine and supercritical CO2, as described in more detail by Myers
et al. (2012). Furthermore, new reactive tracers—kinetic interface sensitive (KIS)
tracers—aimed at quantifying the interface between two immiscible phases are
being developed (Schaffer et al. 2013) and can also be used in the characterization
of a CO2-brine system. Tracer techniques can be employed in both single-well
push–pull tests and two-well (or multi-well) inter-well tests. Partitioning inter-well
tracer tests (PITTs) have been used for measurement of residual oil saturation (e.g.
Du and Guan 2005; Tang 2005) with applications in petroleum industry, and have
also been used for contamination characterization measuring NAPL saturations
(e.g. Nelson et al. 1999; Jin et al. 1995; Mariner et al. 1999). PITTs are also planned
at the Heletz site to measure residual CO2 saturation in a dipole test (Fagerlund
et al. 2013a). In these dipole field tests, tracers are also planned to be used to
measure the (short-term) dissolution of mobile and immobile (residual) CO2. As
described in more detail by Fagerlund et al. (2013a), the idea is that a tracer with
extreme affinity for the CO2 phase is injected with the CO2. As the CO2 dissolves
into the formation brine, this tracer (which has negligible aqueous solubility) is
enriched in the CO2 phase. Thus, when the injected CO2 breaks through to the
withdrawal well, it carries information about the amount of mobile supercritical
CO2 which has been dissolved during its migration between the two wells. The
dissolution of immobile CO2 can further be quantified by measuring the CO2

concentration in the extracted brine. Numerical modeling indicates that tracer
techniques potentially can be used to identify the point in time when conditions of
residually trapped CO2 have been established, which can be critical in characteri-
zation experiments aimed at quantifying the residual CO2 trapping. This indicator
tracer method has been outlined to more detail by Rasmusson et al. (2014).
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7.4.3 Single-Well Push–Pull Test for Quantification
of Residual Trapping

This section describes the basic concept of a push–pull field test to quantify residual
trapping of CO2 and is mainly based on the test performed at Otway (Paterson et al.
2013a, b; Zhang et al. 2011) and the planned experiments at Heletz (Rasmusson
et al. 2014).

Before residual trapping can be quantified, a zone of residually trapped CO2

must be created in the storage formation. The creation of such zone and verification
that the CO2 phase has become immobile by residual trapping may not be trivial.
Two alternatives have been proposed. As illustrated in Fig. 7.15, the first alternative
is to inject CO2 saturated water following the injection of free-phase CO2. The CO2

phase is pushed away by the injected brine, but does not dissolve because the brine
is already saturated with CO2. This option was chosen in the field tests at Otway
(Paterson et al. 2013a, b). A technical challenge, as experienced in these experi-
ments, can be the mixing of CO2 into the brine injection and achieving brine just
saturated with CO2 (but not over saturated) at the reservoir pressure and temper-
ature. Following injection of CO2, a second alternative for creation of the zone of
residual trapping (Alternative 2 in Fig. 7.15) is to withdraw formation fluids until
the remaining CO2 phase is immobilized by residual trapping. This method has the
drawback that it may be difficult to know when the free-phase CO2 has become
immobile, and thus, to know when to stop withdrawing fluids (Zhang et al. 2011).
Too much withdrawal will result in dissolution of the residually trapped CO2 and

Alternative 1 Alternative 2

CO2 saturated
brineinjection

Zone of residual
trapping

Fluid 
withdrawal

CO2 injection

Fig. 7.15 Alternatives for creating a zone of residually trapped CO2 in a push–pull field test
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may bias the quantification of residual trapping. A possible solution to this issue has
been proposed by Rasmusson et al. (2014) who suggest the use of a conservative
indicator tracer which according to modeling results can indicate the time when
residual trapping has been achieved.

Both alternatives for creating the zone of residual trapping may be affected by
buoyancy flow of the CO2 phase and geological heterogeneity leading to prefer-
ential flow patterns in the formation. Particularly for high permeability, buoyancy
flow towards the storage formation ceiling can be significant compared to the
pressure driven flow through the well. Thereby a “pancake” of higher saturation
free-phase CO2 will form under the formation ceiling, under the caprock, the sat-
uration distribution becomes uneven in the vertical direction and residual trapping
occurs at later times in the top part which is refilled from below, and where the flow
along the ceiling is slow.

Geological heterogeneity can influence the flow of both the CO2 and brine
phases. The CO2 phase may preferentially move in high-permeability,
low-entry-pressure channels or formation volumes, thereby affecting the sweep
efficiency of the free-phase CO2 and also the effective amount of residual trapping
over the sampled volume. Potential bias in the residual trapping quantification both
in terms of effects on sweep efficiency and fluid saturation history must therefore be
considered in the test evaluation.

The strategy to quantify the residual trapping in the Otway field test (Paterson
et al. 2013a, b; Zhang et al. 2011) was to include reference tests before the creation
of the zone of residual saturation so that the same tests and measurements could be
performed both with and without residually trapped CO2 present in the formation.
This method reduces some effects of heterogeneity on the test results since the same
heterogeneity is seen by the measurements before and after introducing the CO2.
A schematic example of such test sequence is shown in Fig. 7.16, which includes
(1) reference tests without CO2 in the formation, (2) the creation of the zone of
residual trapping, and (3) characterization tests with residual CO2 present. Other
tests than the hydraulic, thermal and tracer tests shown here (such as RST logging
or cross-hole geophysical measurements) can also be added to the test sequence.

The responses in hydraulic, thermal and tracer tests with and without residual
CO2 in the formation all carry information about the residual trapping.

Tracer Tracer

Alterna ve 1
or
Alterna ve 2

Fig. 7.16 Schematic example of a test sequence for a push–pull field test to characterize residual
CO2 trapping (Rasmusson et al. 2014)
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Fig. 7.17 Simulated response for different values of residual trapping (Sgr) in a temperature,
b pressure (in both the injection well and an additional observation well) and c tracer BTCs for the
noble gases Kr and Xe. From Rasmusson et al. (2014)
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A process-based model can be used to jointly interpret the information of different
measurements and estimate the residual trapping under uncertainty in different
model parameters using inverse modeling techniques.

Examples of modeled responses in temperature, pressure and tracer break-
through curves for different values of residual CO2 trapping are shown in Fig. 7.17.
This example comes from the design modeling for push–pull field tests at the Heletz
site (Rasmusson et al. 2014), which is based on the field tests and modeling strategy
developed for the Otway site (Zhang et al. 2011), and roughly follows the sche-
matic test sequence presented in Fig. 7.16. As can be seen in Fig. 7.17, the
responses in the measurements differ for different values of residual trapping (Sgr),
however the sensitivities to Sgr vary in magnitude and change with time. A clear
pressure increase which is sensitive to Sgr is for example seen when CO2 saturated
water is injected to create the zone of residual trapping roughly between 31 and
37 days (Fig. 7.17b) as well as in the following hydraulic test (water injection)
during the characterization phase.

A prerequisite to successful estimation of the residual trapping is that the sen-
sitivities to Sgr of the available measurements are large enough. However, because
the measurement responses also depend on other uncertain parameters, the corre-
lations between Sgr and these parameters need to be investigated and reduced.
A systematic sensitivity and uncertainty analysis is essential with this approach and
can also identify additional data needs to constrain the estimates of trapping. As
shown by Zhang et al. (2011), combining several data sets and different data types
reduces estimation uncertainties and improves the estimates of Sgr.

7.4.4 Two-Well Test for Quantification of Residual
Trapping and Dissolution

This section describes the concept of a two-well field test to quantify residual
trapping of CO2 and dissolution. It is mainly based on simulation studies by
Fagerlund et al. (2013a, b) aimed at exploring two-well field methods planned for
the Heletz field site to characterize CO2 residual trapping and dissolution under
influence of geological heterogeneity.

In single-well push–pull experiments, fluids are pushed out and pulled back
through the same flow channels, which can reduce the influence of geological
heterogeneity. In inter-well tests, the flow and transport is affected by the hetero-
geneity between the wells and typically the transport also goes through a larger
aquifer volume than in a push–pull test. Combining single-well push–pull tests with
inter-well tests can therefore provide information about the effect of geological
heterogeneity on the flow and trapping processes of injected CO2. Both passive and
actively pumping observation wells can be considered for monitoring of the CO2

migration from the injection well. In this example we consider an active withdrawal
well. This option has the advantages that (i) the flow field to some extent can be
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controlled by withdrawal of fluids, (ii) a zone of residual trapping between the wells
can be established, and (iii) formation fluids and tracers can be measured as they are
withdrawn from the observation well. The withdrawal of both formation brine and
free-phase CO2 which has migrated through the formation allows analysis of fluid
compositions carrying information about the interphase mass transfer in the for-
mation. Furthermore, tracers in both the aqueous and CO2-rich phases can be
analysed.

This example (based on Fagerlund et al. 2013a, b) will be limited to (i) a
hydraulic test aimed at measuring residual trapping of CO2 in the region between
the two wells, and (ii) a tracer in the CO2-rich phase which together with analyses
of the withdrawn fluid compositions can be used for quantification of effective rates
of CO2 dissolution in the formation. Other tests as described above can, of course,
be added to the test sequence, adding information and reducing uncertainty in the
estimates as described above. The hydraulic test is repeated before and after CO2

injection and the difference in the pressure response can thus be used to infer the
reduction in aqueous phase permeability due to presence of residually trapped CO2.

The tracer technique involves injection of a tracer with very small aqueous
solubility with the CO2. Thereby, as CO2 dissolves into formation brine, the tracer
is enriched and if tracer dissolution is negligible, the enrichment is directly pro-
portional to the CO2 dissolution. When free-phase CO2 arrives at the withdrawal
well, the tracer concentration in the CO2 rich phase carries information about the
amount of dissolution of mobile free-phase CO2 which has occurred during its flow
between the wells.

A schematic test sequence for the two-well test is shown in Fig. 7.18. The upper
half of the figure shows the injection well activity and the lower part shows the
withdrawal (abstraction) well. A reference hydraulic test is included before the
injection of CO2, and the hydraulic test is then repeated at the stage when most of
the free-phase (supercritical—sc) CO2 in the formation has been immobilized by
residual trapping. To draw fluids and tracers, and to control the flow field,

Injec on
well (I)

Abstrac on
well (A)

Abstrac on of brine, sc CO2 and tracers

Qout

me (days)

CO2 +
tracers

ref.
hyd.
test

2nd

hydraulic
test

no or li le
mobile sc
CO2 le

a b c d

Qin

0 1 2 3 11.3 X X+1

Fig. 7.18 Proposed two-well injection-withdrawal sequence. Time zero is the start of the
reference hydraulic test. From Fagerlund et al. (2013a)

356 A. Niemi et al.



continuous withdrawal from the second well is maintained throughout the test
sequence. Residual trapping and dissolution occurs as the CO2 migrates through the
formation between the two wells, and after a period of fluid withdrawal most of the
free-phase CO2 will be residually trapped. The concept is illustrated schematically
in Fig. 7.19. The aim of this two well test is to quantify the residual trapping that
occurs under influence of geological heterogeneity and potential preferential flow
paths that exist at the field site.

To identify the conditions of residual trapping in the formation, the point in time
when very little mobile free-phase CO2 remains needs to be identified, and this time
can of course be different dependent on the formation properties and test config-
uration. Design simulations for the planned experiments at Heletz indicate that the
conditions of residual trapping can be identified by measuring the flux of CO2 to the
withdrawal well. An example from this is shown in Fig. 7.19, where a clear change
in the rate of supercritical (and total) CO2 extraction can be seen at approximately
70 days after start of the test sequence. This change in flux rate corresponds to
achieving the state of residual trapping as illustrated schematically in Fig. 7.20.

(a) (b)

Well IWell A

Fig. 7.19 Two-well CO2 injection experiment at free-phase CO2 breakthrough to the withdrawal
well (a) and at residual state of free-phase CO2 (b). From Fagerlund et al. (2013a)

Fig. 7.20 Flux of CO2 to the
withdrawal well. From
Fagerlund et al. (2013a)
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The inter-well distance chosen for the test together with the rate of pumping has
a large effect on the time required to reach a state of residual trapping (Fagerlund
et al. 2013a).

Similar to the push–pull experiments discussed above, simulations of the
two-well experiment test sequence have shown that the pressure response in the
hydraulic test is highly sensitive to the residual trapping as a result of reduced
permeability to the aqueous phase in the presence of trapped CO2. An example is
given in Fig. 7.21 which shows the simulated difference in the maximum pressure
during the reference hydraulic test and the hydraulic test at residual trapping con-
ditions in the injection well (Fig. 7.21a), and similarly, the difference between
minimum pressures in the withdrawal (abstraction) well (from Fagerlund et al.
2013a). While the total pressure change depends also on the permeability (not
shown here), the sensitivity to different amounts of residual trapping is clear both in
the injection and withdrawal wells. Both wells can thus contribute to the estimation
of the residual trapping between the wells.

Measurement of the concentration of CO2 in the withdrawn brine allows analysis
of the amount of dissolution that occurs in the formation. For the test configuration
with active withdrawal of fluids Fagerlund et al. (2013a) found a strong correlation
between the rate of CO2 abstraction and the effective rate of CO2 dissolution in the
formation. As shown in Fig. 7.22, the correlation was linear for a wide range of
different simulation scenarios producing different groundwater flow fields and
effective total dissolution in the formation. From these modeling studies it was
therefore concluded that for the stable flow field maintained using continuous
withdrawal of fluids, the total rate of CO2 dissolution in the formation could be
inferred from measurements of abstracted CO2.

Simulations of the negligible-solubility tracer (NST) test have shown that the
enrichment of the tracer in the abstracted free-phase CO2 is directly correlated to the
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Fig. 7.21 a Simulated difference between the maximum pressure during the reference hydraulic
test and the hydraulic test with residually trapped CO2 in the injection well for different amounts of
residual trapping. b Similarly, difference in minimum pressures in the abstraction well. From
Fagerlund et al. (2013a)
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Fig. 7.22 Relationship between rate of CO2 abstraction and the effective total rate of dissolution
in the formation for a range of simulation scenarios producing different flow fields and dissolution
rates. From Fagerlund et al. (2013a)

Fig. 7.23 Relationship between dissolution rate of mobile free-phase CO2 and rate of tracer
enrichment in the abstracted free-phase CO2. From Fagerlund et al. (2013a)
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simulated dissolution of the mobile free-phase CO2 in the formation. This is
illustrated in Fig. 7.23 which shows the dissolution of mobile CO2 as a function of
the tracer enrichment rate defined as the amount rate of tracer abstraction above the
original injected concentration in the simulation study by Fagerlund et al. (2013a).
Combining information about the total dissolution of CO2 with dissolution of
mobile CO2, also the dissolution of residually trapped CO2 can be estimated and the
dissolution of trapped and mobile CO2 can be separated.

In the aforementioned study, this tracer method was explored by numerical
simulation for a small CO2 injection (1000 tonnes of CO2) and a relatively short test
period. This test is too short to detect a convective dissolution process. However,
with a long enough test period and favourable conditions (high permeability) to get
onset of convective mixing, this type of tracer could potentially be used also to
quantify the rate of dissolution during convective mixing.

The simulation studies of two-well CO2 injection experiments show that these
tests have the potential to quantify both residual trapping and dissolution of CO2 at
the field scale. Two-well tests will sample a larger reservoir volume and are likely
to be more influenced by geological heterogeneity as compared to single-well push–
pull tests such those of Paterson et al. (2013a, b).

The experiences from field tests such as Frio (Doughty et al. 2008; see also
Sect. 8.6) and Otway (Paterson et al. 2013a, b; Zhang et al. 2011; Myers et al. 2012)
have shown that well-instrumented small scale CO2 injections have the potential to
provide valuable information about the CO2 migration and fate in a storage for-
mation. Given the challenges to access and monitor the flow and transport processes
in kilometre-deep reservoirs, the collection of multiple different data set and data
types appear to be a vital strategy to understand the fate of the injected CO2 and
constrain estimates of CO2 migration and trapping properties. A key to the inter-
pretation of the different data sets and data types is a carefully constructed
process-based model including the flow and transport processes of interest. With
such model the different data can be jointly interpreted, different hypotheses can be
tested and inverse modeling techniques can be used to estimate model parameters
and related uncertainties.

7.5 Geomechanical Characterization

Francois H. Cornet and Victor Vilarrasa

Geomechanical characterization is an important part of any CO2 geological storage
project as understanding the stress field and the geomechanical strength of the
formation rocks is necessary in order to anticipate possible damage to formation
rocks and/or induced seismicity.

The drilling of boreholes is an essential part of the characterization program that
must be conducted before undertaking any significant large scale operation within a
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geological formation. Boreholes provide knowledge of the geometry of the various
structural elements involved as well as samples for laboratory testing.

Analysis of geomechanical properties from core samples is discussed in Chap. 6.
Samples are, however, often perturbed by the sampling process and they typically
provide a sample of the intact rock only. Boreholes provide means of comparing
results from laboratory tests to in situ field observations. In addition, boreholes
provide the opportunity for conducting in situ measurements all along the borehole
length of interest and this is very useful for ascertaining the representativity and
variability of point observations associated with laboratory tests on samples. We
concentrate here on the geomechanical characterization that may be conducted in
boreholes, either as stand-alone measurements, or in combination with results from
laboratory measurements and other logs.

The section starts with the identification of geomaterials and the characterization
of fracture fields and faults. We then discuss the determination of elastic properties
and strength characteristics of the various geomaterials. We follow up with a brief
review of techniques used for the evaluation of regional stress field from in situ tests
in boreholes, with special consideration for the specific needs of underground CO2

sequestration. Next, we proceed to discuss how in situ stress measurements may
help validate hypotheses on the rheological properties of geomaterials. We finally
conclude with a discussion of observed scale effects in rock geomechanical prop-
erties and introduce a new, still to be tested, procedure that could be used to
characterize the geomechanical characteristics of the CO2 storage formation and the
caprock. Please note that the theoretical development of the expressions for the
geomechanical relationships is given in Sect. 3.6.

7.5.1 Geomaterials, Fracture Fields and Faults

7.5.1.1 Geomaterials

We define a geomaterial as the continuous material equivalent to the various
materials that fill up volumes of rocks over which mechanical properties are con-
sidered as being uniform and may be characterized by those of a Representative
Elementary Volume (REV) (e.g. Cornet 2015, Chap. 1). Geomaterials are porous
and often multiphase, i.e. the pore space is filled by one or more liquids as well as
by gas. The solid phase itself may be very heterogeneous at scales smaller than that
of the REV. The characterization of geomaterials involves the determination of their
mineral composition (including clay content) and various fluids content, their
porosity, their density, their electrical conductivity, among other properties. This is
the domain of petrophysics and various logging techniques have been developed for
determining relevant parameters from in situ observations (see also Sect. 7.2.2). We
will hereafter assume that porosity, density, clay content are known for the various
geomaterials intersected by boreholes.
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7.5.1.2 Fracture Fields and Faults

In addition to geomaterials, great attention must be given to fracture fields and
faults. Fractures may be defined as sub-planar structures with one dimension being
orders of magnitude smaller than those in the two other directions. It is recognized
that some characteristics of fractures (such as roughness, spacing, radius,
thickness/aperture) have fractal dimensions and therefore cannot be apprehended
with the concept of Representative Elementary Volume (e.g., Brown and Scholtz
1985; Schmittbuhl et al. 1995; Bonnet et al. 2001).

If fractures are large enough to completely intersect a characterization borehole,
they are generally identified explicitly both because fractures are weakness planes
and exhibit hydraulic properties that strongly differ from those of the surrounding
geomaterial. In contrast, smaller fractures are not taken into account explicitly, but
only implicitly, through specific characteristics of the equivalent geomaterial. The
orientation of fractures (strike and dip, or dip and dip direction) is determined
through examination of borehole wall images. These borehole wall images may be
obtained either from ultrasonic televiewer logs or from electrical imaging logs.
Values for dip and dip-direction are plotted on a Schmitt stereographic projection so
as to identify fracture sets. Fracture sets are characterized by their mean direction
(two angles) and associated standard deviation, where the dispersion of data may be
characterized by a normal (Gaussian) Probability Density Function (e.g., Goodman
1989, Chap. 1; Einstein and Baker 1983; Dershowitz et al. 1998).

It should be pointed out that faults are not big fractures, but are generally made
up of a fault core (gouge) surrounded by two highly fractured zones (e.g., Sibson,
1977; Sulem et al. 2004; Micarelli et al. 2006). Faults are commonly longer than
100 m and may reach thousands of kilometers. Faults that are longer than a few
kilometers generally involve many branches (e.g., Manighetti et al. 2001; Davis
et al. 2005). Faults are ususally assimilated either to a single geomaterial with
specific material properties or to a multimaterial system that may be characterized
by combining borehole and laboratory observations (Sulem 2007; Lockner et al.
2009). The large scale geometry of faults is often identified by seismic profiles (see
Sect. 7.2 and discussion hereafter).

7.5.2 Dynamic Elastic Properties of Geomaterials
and Their Spatial Variations

Traditionally, elastic characteristics of geomaterials are measured both in the lab-
oratory by testing specimens prepared from cores and in the field by sonic logs
(e.g., Paillet and White 1982), and sometimes by vertical or oblique seismic profiles
(VSP).

Simple sonic logs involve the recording of P and S waves (i.e. the compression
and shear waves, respectively) at two different sensors situated about 30–50 cm
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from each other and at about 2–3 m away from the source. However, specific
equipment may involve multiple sources and multiple sensors for sampling different
distances between source and receivers. Further, whilst the simplest equipment
involves only arrival times detection, more sophisticated equipment delivers the
complete recording of signals for time durations long enough to cover the arrivals
of Stoneley waves after the P and S waves. Stoneley waves correspond to tube
waves; they are very sensitive to fractures and faults and their attenuation is used
sometimes as a means for measuring the hydraulic characteristics of fractures
(Hardin et al. 1987; Winkler et al. 1989). Sources used in simple sonic logs generate
essentially P waves, and the observed S waves are generated by reflections and/or
refractions through surfaces of discontinuity. More elaborated sonic tools have been
developed and operate two sources in perpendicular directions so as to generate S
waves (dipole sources).

Seismic profiles involve vibratory sources located on ground surface and three
component sensors that are coupled to the borehole casing, or directly to the rock in
open-hole sections, at regular depth intervals along the borehole Sonic logs and
seismic profiles involve the measurement of both P wave and S wave velocities and
correspond to dynamic measurements that depend on the frequency of the excita-
tion (from ten to twenty kiloHertz for sonic logs, and a few tens of Hertz for seismic
profiles). Elastic parameters derived from these observations, which involve strains
in the order of 10−6 or smaller, are generally referred to as dynamic properties.
Sonic logs are much easier to run (and also much less costly) than seismic profiles
as well as much more commonly used.

For isotropic materials, the shear modulus G and the Poisson’s ratio m are given
by

G ¼ .BVS2 ð7:5:1Þ

v ¼ 1� 2ðVS=VPÞ2
h i

=2 1� ðVS=VPÞ2
h i

ð7:5:2Þ

where VP and VS are the P and S wave velocities, respectively, and .B is the
geomaterial mean density.

Given the frequency of sonic logs (1–2 104 Hz), the wave lengths of the signals
are in the range of a few tens of centimeters, so sonic logs may detect the presence
of single fractures. For vertical or oblique seismic profiles, however, the frequency
of the signal implies much longer wave lengths (in the range of a few hundred
meters). Hence, for seismic profiles, a large number of fractures are included within
one wave length and the measured velocity is generally much slower than that
measured with sonic logs.

Elastic properties of fractures and microfissures may be characterized by a
normal and a shear stiffness (e.g., Cornet 2015, Chap. 10). When these structures
are randomly oriented in a material loaded under triaxial stress conditions, the
equivalent material becomes stiffer in the maximum principal stress direction than
in the minimum principal stress direction. This is also true for microcracks, and
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extensive work has been done to discuss the effect of stress on microfractured rocks
when they are modeled as equivalent anisotropic elastic solids (e.g., Nur 1971;
Johnson and Rasolofosaon 1996; Zatsepin and Crampin 1997; Prioul et al. 2007).
Randomly microfissured rock under triaxial stress loading conditions usually
exhibits an orthorhombic (3 axes of symmetry) anisotropic behavior which implies
9 elastic constants. As a consequence, the velocity of shear waves depends on the
relative orientation of their polarization direction with respect to that of the principal
stress direction. Hence, the propagation of shear waves in an orthotropic material
leads to the splitting into fast and slow shear waves. This phenomenon is known as
shear wave splitting, or as the birefringence of shear waves.

Because VSP’s involve much longer wave lengths than sonic logs do, they are
dependent not only on the density of the microcracks, but also on that of the natural
fractures. Experience has shown that the identification of fast and slow shear waves
in VSP’s may be used for identifying principal stress directions (e.g., Gaucher et al.
1998).

Borehole Seismic profiles are well suited for identifying major faults, not only
through the associated local variation in wave velocity but mostly because faults are
strong reflectors of both P and S waves (e.g., Place et al. 2011). VSP’s have
revealed also very useful for identifying limits between the various geomaterials
through the reflected waves generated by the corresponding material interfaces and
the various arrivals of refracted waves.

7.5.2.1 Strength Characterization

Laboratory measurements of elastic parameters involve the measurement of dis-
placements generated by the application of external loads on specially prepared
specimens loaded under uniaxial or triaxial compression conditions. The constant
loading rates used for laboratory testing varies commonly between 10−4 and
10−6 % per second so that laboratory measurements are often referred to as
quasi-static measurements. They always yield much lower elastic moduli than do
dynamic measurements, unless the minimum principal stress is very high (larger
than 100 MPa). This demonstrates that rocks are not linearly elastic and the
dependence on time implies some viscosity for the geomaterial behavior. The fact
that the discrepancy between quasi-static and dynamic properties decreases as the
minimum principal stress applied on the rock becomes larger suggests that the main
source of the discrepancy is linked to the mechanical behavior of the discontinuities
(micro-fissures and fractures). Micro-fissures and fractures also control the
“strength” of these materials, i.e., the stress conditions at which failure develops.
Hence, many investigations have been conducted for evaluating whether the dif-
ference between dynamic and quasi-static measurements may be combined with the
value of the dynamic Young’s modulus together with other parameters like the clay
content for evaluating the “strength” of the rock. Here the concept of strength refers
to the Coulomb failure criterion.
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This practice has been developed in the oil industry for the design of drilling
operations in sedimentary rocks in order to avoid borehole collapse. An extensive
review of these various empirical relationships has been proposed by Chang et al.
(2006) for estimating the Unconfined Compressive Strength (UCS) and the intrinsic
friction angle implied by the Coulomb failure criterion for sandstones, shales,
limestones and dolomite.

However, it should be kept in mind that these empirical relationships are meant
to prevent the collapse of boreholes during drilling. They do not provide “strength”
data for the safe design of long term CO2 sequestration schemes. We recommend
performing laboratory and field tests to determine the strength site specifically.

7.5.3 Regional Stress Field Evaluation

A crucial part of the design of a CO2 sequestration project is the identification of the
maximum fluid pressure that may be reached during the various injection phases.
This is required first so as not to create any hydraulic fracture within the reservoir
and second, to avoid leaks through the caprock. Another important issue is the
control of induced seismicity. This implies understanding fluid diffusion not only
within the aquifer but also in the overlying and underlying geological formations.

These various design considerations require a sound understanding of the re-
gional stress field in the caprock, the aquifer, and the underlying geological for-
mation. An efficient microseismic monitoring, during and after all main injection
phases, is required to detect any possible induced seismicity, with particular
attention to the growth direction of the microseismic cloud. Here, we only discuss
the determination of the regional stress field, i.e., the identification of principal
stress directions together with the magnitude of principal stress components for the
caprock, the aquifer and the underlying geological formations. These may be
evaluated through various techniques that we discuss below.

7.5.3.1 Stress Evaluation from Sonic Logs

The drilling of a borehole in a stressed geological material results in local stress
concentrations around the borehole up to distances equal to about 4–5 times the
borehole radius (e.g., Cornet 2015). If one of the principal stress components is
parallel to the borehole axis (often this is the vertical direction, so that the corre-
sponding principal stress magnitude is called rV ), then the two other principal stress
directions are normal to the borehole axis and are referred to as rH and rh, with the
convention rH [ rh. For such geometry, the tangential stress component, rhh at the
borehole wall is
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rhh ¼ ðrH þ rhÞ � 2ðrH � rhÞ cos h; ð7:5:3Þ

where h is the angular coordinate defined with respect to the rH direction. rhh

varies from ð�rH þ 3rhÞ in the maximum horizontal principal stress direction to
ð�rh þ 3rHÞ in the minimum principal stress direction. As pointed out above, the
elastic constants of a geomaterial depend on the stress field, and the directions of
axes of symmetry of the elastic anisotropy correspond to those of the principal
stress components, if the rock is isotropic when it is completely unloaded.

This property used in sonic logs conducted with dipole sources for identifying
both the directions and the magnitudes of the far-field principal stress components
(Lei et al. 2012). Preliminary results from field tests showed good agreement with
results from hydraulic tests. However, it should be pointed out that, currently, such
measurements are not routinely conducted.

7.5.3.2 Stress Evaluation from Borehole Wall Images
(Borehole Breakouts Orientations)

As shown by Eq. (7.5.3), the tangential stress component at the borehole wall
varies with the angular coordinate of the point under consideration and takes a
particularly simple form in terms of horizontal principal stress magnitudes for
vertical boreholes, when the vertical direction is also a principal stress direction. It
reaches its maximum value for h = p/2 and h = 3p/2, i.e., in the direction of the
minimum horizontal principal stress.

The magnitudes of the far-field principal stress components, i.e., away from the
wellbore, increase with depth, and when the tangential stress, at the wellbore wall,
reaches the compressive strength of the material, failure occurs.

Hence, when borehole wall images are available (preferentially ultrasonic
borehole images, but also electrical borehole images), zones of borehole failure
(called borehole breakouts) caused by too large far-field stress magnitudes can be
observed at two symmetrical locations. These locations are aligned with the min-
imum principal stress direction (e.g., Zoback et al. 2003).

Because the compressive strength of shales is much lower than that of lime-
stones and sandstones, borehole breakouts are first detected in these soft formations.
Some attempts have been made to extract from the width of borehole breakout the
principal stress magnitudes. It should be pointed out, however, that for some
materials, like shale or clay, the compressive strength depends on many factors
including the composition of the drilling mud. Furthermore, the drill string
assembly usually includes, at some distance above the cutting tool, so called
reamers that keep the borehole at the required shape so that borehole diameters may
not depend solely on far field stress magnitudes. Hence it is considered that
borehole breakouts are very reliable markers of the principal stress directions, but
not of the principal stress magnitudes.
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7.5.3.3 Stress Evaluation from Hydraulic Tests in Boreholes
(HF and HTPF)

The most robust method for determining in situ stresses from boreholes is by
hydraulic tests, with inflatable straddle packers that isolate portions of a borehole
(see Fig. 7.24) (Haimson and Cornet 2003). Like borehole breakouts, the method is
based on Eq. (7.5.3) that shows that the minimum tangential stress at the borehole
wall is in the direction of the far field maximum stress direction, when the borehole
is parallel to a principal stress direction. When water pressure Pw is applied to the
borehole wall, it generates at all points of the borehole wall a negative tangential
stress component equal in magnitude to the applied pressure (compressions are
reckoned positive). When the tangential stress reaches the tensile strength of the
rock, rT, a tensile rupture occurs in the direction of the maximum horizontal
principal stress (Fig. 7.24)

rhh ¼ �rH þ 3rh � Pw ¼ rT : ð7:5:4Þ

On the right panel of the figure it can be seen that, when a fluid is injected at a
constant flow rate in between the two inflatable packers, the pressure first rises
linearly. Then a peak is reached (breakdown pressure) that is classically considered to
correspond to the initiation of hydraulic fracturing. However recent work has shown
that the fracture initiates below the packers, for an interval pressure lower than the
breakdown pressure. Hence the pressure to be considered for the initiation of fracture
is that of the packer when the record of interval pressure versus time gets non-linear.

Fig. 7.24 Stress measurement by hydraulic fracturing. Left principle of the method; right typical
pressure-time record
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The fracture initiation pressure and the shut-in pressure may be used to deter-
mine both the maximum and the minimum principal stress magnitudes. For HTPF
tests (hydraulic testing on pre-existing fractures), the straddle packer is set up on a
portion of the borehole where a single pre-existing fracture exists. Then, a slow
injection of fluid into the fracture leads to its mechanical opening and the shut-in
pressure observed at the end of testing yields a direct measurement of the normal
stress applied to the fracture away from the well bore.

Combinations of HF (hydraulic fracturing) and of HTPF yield redundant mea-
surements that help constraining efficiently all the components of the stress field
away from the borehole.

7.5.4 Vertical Stress Profiles and the Characterization
of the Rheology of Geomaterials

The magnitude of all principal stress components generally increases linearly with
depth when stress measurements are conducted in homogeneous formations like
granite. But when measurements are conducted in sedimentary formations, which
are relevant for geological storage of CO2, the measured stress magnitudes are
found to depend very strongly on the nature of the materials. In particular, it is well
recognized that the magnitude of the differential stress (rH − rh) is much smaller
in soft materials, such as shale and evaporites, than in relatively stiff materials like
sandstone or limesone (e.g., Cornet and Röckel 2012).

Some attempts have been made at determining the elastic parameters of these
formations through numerical modeling (Gunzburger and Magnenet 2014). Such
modeling assumes an elastic behavior for the material over millions of years.
However, the very fact that dynamic, quasi-static and static elastic measurements
may differ markedly, as discussed in Sect. 7.5.2, clearly demonstrates that the
hypothesis of a constant value for the elastic parameters independent of time is not
valid (Gunzburger 2010).

Various attempts are presently undertaken at evaluating this time dependency
(e.g., Sone and Zoback 2014; Cornet 2015), and it is hoped that such approaches
will develop further so as to produce reliable values for time scales ranging from
thousands to tens of thousands years.

7.5.5 Scale Effects of the Mechanical Properties

As discussed above, mechanical properties of rocks are usually inferred from core
samples at the laboratory. These values may not be representative at the field scale
because of the existence of fissures, vugs, joints or fractures, which are more
deformable than the intact rock that usually constitute core samples. This is
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illustrated by the dependence of the Young’s modulus on the scale of measurement
(Fig. 7.25). Figure 7.25 displays three case studies [a cavern excavation in Estany
Gento, Spain (Ledesma et al. 1996), a gallery excavation in Hebei, China (Zhang
et al. 2006) and CO2 injection at Weyburn, Canada (Verdon et al. 2011)] in which
the Young’s modulus is measured at the laboratory from core samples (intact rock),
on a rock surface in the field with a flat jack test (meter scale on a variety of rock
conditions) and inferred from back-analysis of convergence measurements in
underground excavations or microseismicity measurements induced by CO2

injection (field scale). The results show that field scale values of Young’s modulus
are much smaller than those obtained from core samples or field tests, typically
performed in competent rock. The lower Young’s modulus values suggest that
rocks become softer for increasing scale. This reflects the fact that discontinuities,
which are much more deformable than intact rock, play a major role in the
mechanical behavior of the rock mass. Nevertheless, for the case of Hebei,
hydraulic jack tests were performed on rock surfaces of varying quality, yielding a
wide range of Young’s modulus. Therefore, the resulting Young’s modulus from
the back-analysis of the convergence measurements of a gallery excavation gave an
average value representative of the whole rock mass.

The Weyburn case study is a relevant example of scale effects on the mechanical
properties in CO2 storage. Verdon et al. (2011) presented the induced seismicity
recorded in the Weyburn CO2 Storage and Monitoring Project and built up a
representative geomechanical model of the CO2 injection. The model simulates the
changes in the effective stress field induced by CO2 injection and predicts the
generation of microseismic events. As microseismic activity is directly linked with
induced effective stress changes, it can be used to constrain geomechanical models.
The first numerical model they performed used material properties based on lab-
oratory core measurements and did not yield a good match with microseismic
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Fig. 7.25 Values of Young’s modulus as a function of scale. Three case studies of mechanical
properties determination at different scales are included. The rock results softer in back-analysis
than in core samples measurements and field tests because of the presence of an increasing number
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(gneiss) (Ledesma et al. 1996), Hebei, China (andesite) (Zhang et al. 2006) and Weyburn, Canada
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observations. They found that an alternative model reducing the stiffness by one
order of magnitude with respect to the laboratory measurements gives a good
correlation with the observed microseismic events.

These examples illustrate that the large-scale geomechanical properties are dif-
ficult to quantify (Rutqvist 2012). To address this difficulty, Vilarrasa et al. (2013)
have proposed a field test to characterize the macroscopic mechanical properties of
the rock layers involved in CO2 storage in deep geological formations. It should be
pointed out that this test has not yet been implemented in the field and is therefore
taken here as a conceptual example to characterize the hydromechanical properties
rather than an example of how to do a field test. The proposed hydromechanical
characterization test consists in injecting water at high pressure, while monitoring
fluid pressure, rock deformation and induced microseismicity (Fig. 7.26). The
overpressure (several MPa) is proportional to the flow rate, which may become high
if the aquifer transmissivity is high. The injected water can be obtained from surface
sources, e.g., rivers or lakes. However, aquifer brine must be used if geochemical
alteration is not desired. In this case, brine should be pumped and stored at the
surface prior to the injection test and leave enough time to recover pre-pumping
pressure levels in the aquifer.

The instrumentation for the hydromechanical characterization test consists of
equipment to measure fluid pressure, vertical displacement and microseismicity.
Fluid pressure and vertical displacement measurements are taken in the injection
and observation wells, both in the aquifer and the caprock (Fig. 7.26). Fluid
pressure should be measured using pressure transducers located between two
packers to isolate an interval of the well that must be in hydraulic contact with the
rock. Temperature measurements, which can be made with a fiber-optic (see
Sect. 8.4), can be also useful to account for thermal effects if the injected water is
not in thermal equilibrium with the storage formation. Vertical displacements in
deep boreholes are not easy to measure. Alternatively, strain measurements with

Fig. 7.26 Schematic representation of the hydromechanical characterization test by Vilarrasa
et al. (2013). A sufficiently high water flow rate capable of reaching the maximum sustainable
injection pressure is injected for several hours. Fluid pressure and displacements or strains should
be monitored in the aquifer and caprock in as many places as possible (preferably in both the
injection and the observation well(s), but at least in one well)
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fiber-optic can be used. However, it is still difficult to say what deformation is being
measured because the measuring equipment will be embedded in the cement
between the casing and the rock, which are of different stiffness, and thus deform
differently. To detect and locate microseismic events of magnitudes as low as −2,
an array of geophones should be placed in the observation well at depth. The
distribution of the geophones should be carefully designed to permit distinguishing
induced microseismicity from background noise and locating hypocenters with high
accuracy (<100 m) (IEAGHG 2013). Additionally, a network of seismographs in
surface can complement the microseismicity measurements and help to localize the
events..

During the test, overpressure should be progressively increased until the elastic
limit is reached and microseismicity is triggered. The initial induced microseis-
micity still occurs in the elastic domain and can be related to the Kaiser effect
(Cornet 2012, 2016). Induced microseismic events may take place both in the
aquifer and the caprock. Since microseisms are associated with shear slip, which
opens up fractures and enhances their transmissivity, microseismicity will be
benificial if it occurs within the aquifer. Microseismicity should, however, be
avoided in the caprock as it may jeopardize caprock integrity. Thus, overpressure
should be immediately decreased if microseismic events are induced in the caprock
to avoid compromizing the caprock sealing capacity. The onset of microseismicity
in the caprock can be used as an indicator of the overpressure that must not be
exceeded during the operational stage of CO2 injection.

The characterization of the hydromechanical properties of the aquifer and the
caprock is done from pressure and displacement or strain measurements in both
rock formations. The hydraulic properties, i.e., aquifer transmissivity and storage
coefficient, can be estimated from the interpretation of fluid pressure evolution
(Cooper and Jacob 1946). The mechanical properties, i.e., Young’s modulus and
Poisson ratio, of the aquifer and the caprock can be estimated by introducing field
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Fig. 7.27 Original (dashed lines) and deformed (continuous lines) form of the aquifer and the
whole caprock when injecting a fluid in the aquifer. The uplift at the top of the aquifer generates
compression in the lower part of the caprock close to the injection well and extension far away
from it. However, extension appears in the upper part of the caprock close to the well and
compression far away from it. While the pore volume decreases where the caprock is compressed,
it increases where the caprock extends. Fluid pressure in the caprock is inversely proportional to
the volumetric strain change. Thus, fluid pressure increases where the pore volume decreases and
decreases where the pore volume increases
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measurements in dimensionless plots developed by Vilarrasa et al. (2013). These
plots include curves for overpressure and vertical displacement as a function of the
volumetric strain term obtained from a dimensional analysis of the hydromechan-
ical equations.

The reason for measuring fluid pressure in the caprock lies in the coupled
hydromechanical effect that occurs during injection. When injecting a fluid in an
aquifer, fluid pressure increases, changing the effective stress field. This produces
an expansion of the aquifer. Vertical displacement presents a shape similar to that of
fluid overpressure at the top of the aquifer, which decreases logarithmically with
distance. As a result, the caprock is also deformed (Fig. 7.27). The vertical dis-
placement does, however, become smoother at the top of the caprock, because the
caprock acts as a spring, dissipating the deformation of the aquifer. But the pressure
buildup propagation from the aquifer into the caprock is orders of magnitude slower
than that of the aquifer due to the permeability contrast between the two formations.
This means that the overpressure caused by injection only affects the first meters of
the lower part of the whole caprock. However, fluid pressure changes occur in the
whole caprock due to volumetric strain variations caused by caprock deformation
(Fig. 7.27).

The uplift at the top of the aquifer generates compression in the lower part of the
caprock close to the injection well, so fluid pressure increases. Extension appears at
the top of the caprock close to the well, which increases the pore volume and thus
fluid pressure decreases. This leads to a reverse-water level fluctuation, which is
well-documented in confined aquifers. When fluid is pumped, hydraulic heads in
adjacent aquitards rise after pumping starts (Rodrigues 1983; Hsieh 1996; Kim and
Parizek 1997). This phenomenon is known as “reverse-water level fluctuation” or
“Noordbergum effect”, because it was observed for the first time in the village of
Noordbergum, the Netherlands (Verruijt 1969). Since in CO2 sequestration a fluid
is injected, an opposite response to that observed in Noordbergum occurs, i.e., fluid
pressure drops in the upper part of caprock in the vicinity of the injection well
(Vilarrasa et al. 2010). The contrary occurs far away from the injection well, i.e.,
extension at the lower part of the caprock and compression at its top. These effects
are, however, small compared to those close to the well.
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