
Chapter 6
Laboratory Experiments
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Abstract The hydro-thermo-mechanical and chemical properties of reservoir rocks
and the surrounding sealing units are important data for assessing the performance
of a CO2 storage. Laboratory measurements on rock samples are the first method to
assess these properties and evaluate the reservoir injectivity and storage potential.
Beyond standard techniques, this chapter also presents state of the art laboratory
experiments capable of reproducing the in situ conditions during CO2 injection. In
addition, these methods are also used to investigate the coupling between the
hydro-thermo-mechanical and chemical properties.

6.1 Introduction

The hydro-thermo-mechanical and chemical properties of reservoir rocks and the
surrounding sealing units are crucial data for assessing the performance of a CO2

storage. Laboratory measurements on rock samples are the first method to assess
these properties and evaluate the reservoir injectivity and storage potential. Then
laboratory experiments reproducing the conditions of CO2 injection can be per-
formed for characterizing the mechanisms of alteration of these properties and for
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determining the input parameters for predictive modeling. This chapter presents a
panel of methods and procedures of laboratory testing of rock and fluid samples that
can be applied during the exploration phase when boreholes are drilled and core
samples retrieved.

The properties of the geomaterials forming the storage system—the reservoir
and the caprock—prior to the CO2 injection are usually determined in the labora-
tory using samples cored while drilling the wells or samples taken from quarries or
other cored sites considered to be similar. Also, the changes of these properties,
triggered by the injection of CO2, can be assessed by laboratory experiments
reproducing the dynamic processes taking place during the different stages of the
storage and by studying geological systems that have been exposed to natural CO2

flooding. The well cement annulus that plays a key role in the storage confinement
is also an important component of the storage system.

The methods applied for measuring the properties of the storage system within
the framework of CO2 sequestration projects are to a large extent similar to those
routinely performed in oil and gas industry during the exploration of hydrocarbon
reservoirs. For instance, the characterization of the reservoir rock involves standard
investigations including petrographic characterization as well as the measurement
of hydrodynamic and mechanical properties. Basic properties such as porosity,
thermal conductivity, permeability and most of the mechanical properties require a
set of specific measurement tools that are relatively simple and similarly imple-
mented in many academic and industrial research institutes. Standard laboratory
measurements are also employed to determine fluid properties such as viscosity and
solubility for mixtures involving several components and phases. Conversely, the
evaluation of properties such as relative permeability (for parameterizing the flow
of two or several fluid phases) and mineral reactivity requires more complex
experimental protocols. They involve several steps and often rely on empirical
model and on the knowledge of some other properties related to the pore structure,
rock composition and fluid composition. Nevertheless these measurements follow
procedures that are quite well established and widely used, albeit each team may
operate alternative protocols.

Beside these basic measurements, CO2 underground storage triggered additional
challenges and promoted the development of new laboratory tools. Research
activities related to the injection of CO2 in reservoir, and consequently the devel-
opment of specific laboratory tools and protocols, were first initiated in the frame of
the development of enhanced oil and gas recovery using CO2. The specificity of
CO2 underground storage compared to standard oil and gas industrial activities is
twofold. First CO2 storage involves filling geological reservoirs with a fluid that is
potentially chemically aggressive and may cause strong and often irreversible
alterations of the storage system hydrodynamic and mechanical properties. Second,
the steric, thermic and dynamic effects, including buoyancy forces, caused by the
massive injection of supercritical CO2 (scCO2) may alter the mechanical properties
of the reservoir and cause confinement failure. Thus, the characterization of the
mechanical and chemical mechanisms that can alter the properties of the confine-
ment is a critical issue for CO2 underground storage. Specifically, the development
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of fractures in the well cement and in the caprock layers, and the potentially induced
chemical alteration processes in case of leakage of CO2-rich brine and scCO2-brine
mixtures, must be investigated in detail using laboratory experiments because it is
impractical to be determined at field scale.

Laboratory experiments reproducing the complex dynamic of the storage system
have been developed mainly during the last decade. The main objective of these
experiments is to investigate the coupled thermo-hydro-mechanical and chemical
(THMC) mechanisms that are involved during the injection of the CO2 into the
reservoir. New experimental rigs allowing the simulation of the temperature,
pressure, fluid composition and fluid flow conditions while measuring the effects on
the change in the petrophysical, hydrodynamic and mechanical properties have
been designed and constructed, for instance within the frame of the MUSTANG
project. These tools have been used not only to explore the behavior of the reservoir
when invaded by scCO2 or CO2—enriched brine, but also (1) to simulate leakages
through fractured caprocks or damaged well cement annulus, (2) to study the
efficiency of the injection of remediation fluids (healing reagents) and (3) to
measure the hydro-mechanical coupling parameters during caprock fracturing.

The following sections will give an overview of the different laboratory tech-
niques and experiments that are essential not only for parameterizing the models,
but also to characterize the outcomes of complex processes that could not be easily
studied at depth in the course of field tests. Yet, it is important to keep in mind that
property measurements and mass transfer experiments performed in the laboratory
used samples of some cubic centimeters in volume and therefore the representa-
tiveness of the results relies on the quality of the sample. The representativeness of
the sample hinges on two main factors: the spatial heterogeneity of the studied
geological unit and the care taken during sampling in order to minimize the
alteration of the properties. The pertinent choice of the samples as well as the
number of samples and measurements needed to characterize a property or a pro-
cess is a critical step of the experimental protocol.

6.2 Measuring Hydrodynamical Properties

CO2 storage in geological formations involves numerous processes at a broad range
of scales. For example, at large scale and far from the injection well, fluid pressure
buildup will be sensitive to large scale permeability (Birkholzer et al. 2012),
whereas, at local scale, the CO2 and brine relative permeability will control the
dynamic of the system (Juanes et al. 2006). With time, CO2 will partially dissolve
into the water. This dissolution will be controlled by hydrodynamic parameters;
initially by molecular diffusion and then accelerated by dispersion (Hidalgo and
Carrera 2009; Riaz et al. 2006). Consequently, it is essential to evaluate all the
hydrodynamical properties of the reservoir to model (1) the CO2 dissolution rate
into the water; (2) the CO2 plume localization and (3) the fraction of CO2 in water
depending on the structural characteristics of the storage system and on the dynamic
conditions enforced by the CO2 injection.
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These measurements are quite similar to those routinely performed for evaluating
oil and gas reservoirs and specifically to assess the performance of enhanced oil
recovery using CO2. For instance, the theoretical aspects related to measurements of
porosity, absolute permeability, electrical properties (used to evaluate tortuosity and
formation factor), thermal and chemical diffusion, fluid saturation, interfacial ten-
sion, wettability, capillary pressure and relative permeability have been described in
detail in several books (Dandekar 2013; Sahimi 2011; Pinder and Gray 2008). In this
section we will presents briefly the objectives and methods for measuring the hy-
drodynamic properties of the reservoir rocks, the caprocks and the cements and then
focus on their use in the frame of CO2 underground storage where these properties
may evolve with time due to chemical reactions. For instance mineral dissolution
and precipitation can strongly modify pore connectivity and consequently (relative)
permeability, but also the diffusivity, the reactive surface area and virtually all the
properties of the material (Guarracino et al. 2014; Gouze and Luquot 2011; Luquot
and Gouze 2009; Navarre-Sitchler et al. 2009; Noiriel et al. 2009).

6.2.1 Porosity and Structural Parameters

6.2.1.1 Porosity and Tortuosity

Porosity denotes the volume fraction of void in a rock. Usually there are inter-
connected pores and isolated pores. The former designates the fraction of the
porosity in which fluid(s) can flow if a pressure gradient is applied. The value of
connected porosity / and its geometrical properties are of primary interest for
characterizing hydrodynamic processes. Connected porosity is routinely measured
using gas (helium or nitrogen) porosimeter. This is a fast and cheap method where
the Boyle’s law ðp1V1 ¼ p2V2Þ is used to determine the porosity from pressurizing
at pressure p1 a tank of known volume V1 containing a rock core of known total
volume VT , then opening this tank to a second tank of known volume V2 and
measuring p2. The connected porosity is:

/ ¼ V�1
T 1� V1 þ p2V2ð Þ= p2 � p1ð Þð Þ½ � ð6:2:1Þ

Another standard method for investigating the porosity and the pore structure is
mercury intrusion porosimetry (MIP) which provides precious information on the
distribution of the pore access (Giesche 2006). This method consists of injecting
mercury (i.e. a non-wetting liquid) at increasing pressure into a rock core. This
corresponds to a drainage experiment (see Sect. 6.2.3). The porosity is known from
the total volume injected fluid while the size of the pore access (pore throat) is
inferred from the pressure p needed to force the liquid into capillaries-like throats of
radius r against the surface tension force using the Young-Laplace equation
rðpÞ ¼ 2cCosa=p, where c is the interfacial tension and a the contact angle
between the rock and the air. MIP is an invasive method and the sample cannot be
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used for other purposes after measurement, but it is a unique method for deter-
mining throat diameter ranging over five orders of magnitude from few nanometers
to hundreds of micrometers.

In addition to the value of the porosity, the geometry of the pore network (pores
and throats) controls the flow of single or multi-phase fluids. There are several
(complementary) approaches for measuring the average geometrical properties of
the pore space. The most studied ones are certainly the tortuosity factor and the
specific surface.

Tortuosity is a key parameter for characterizing macroscopically flow and
transport properties in rocks. There are many models for tortuosity estimation based
on the underlying physical process involved. The geometrical tortuosity sG denotes
the sample-averaged ratio of the length of the mean trajectory between two points to
the lineal distance between these two points. The mean trajectory is the curve that
lies at equal distance to the pore walls. Tortuosity is clearly related to the degree of
connection of the pore network such as the permeability is and thus a lot of research
work has been devoted to relate permeability to porosity and tortuosity (see Rashid
et al. 2015 for a critical review of these models). Albeit the definition of sG is
simple, measuring the geometrical tortuosity of porous media requires defining first
the geometrical skeleton of the pore space and consequently requires 3D imaging of
rock samples.

Other definitions of the tortuosity can be useful. For instance electrical tortuosity
(Sect. 6.2.1) and diffusional tortuosity (Sect. 6.3.1) denote the factor needed to
relate the effective diffusion (of electrical potential or a solute respectively) to the
diffusion that would be measured for a porosity of 1, i.e. in the fluid phase without
rock. The widely used terming of electrical and diffusional tortuosity may be
confusing; generally speaking they are geometrical factors which denote the
average tortuosity of the displacement of electrons or tracers respectively. In simple
structures such as bundles or networks of tubes displaying smooth changes in
diameter, the electrical and diffusional tortuosity factors denotes the sample-scale
geometrical tortuosity of diffusion paths. However, in more complex structures such
as in carbonate reservoirs or even more in tight rocks such as forming the reservoir
caprocks (tight carbonates, marl and claystones) the diffusional (or electrical) tor-
tuosity factors encompasses constrictivity effects that are usually impossible to
measure independently.

6.2.1.2 Electrical Tortuosity

Electrical conductivity re of a water-saturated rock of known porosity / is widely
used to infer tortuosity using the generalized Archie’s law:

ro=re ¼ /�m ð6:2:2Þ

where ro denotes the conductivity of the water or the brine filling the connected
porosity of the rock and m is a constant that depends on the geometry of the pores.
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The ratio ro=re is called the formation factor (F) because it typifies a given
reservoir formation. Values of F are generally lower than about 100 for reservoir
rocks while the formation factor values of caprocks are very high and denote the
complexity and the high tortuosity of the claystone, tight carbonate and marl.
Rashid et al. (2015) reported values ranging from 23 to 2565 with an average value
of 313.

If the rock contains a low fraction (i.e. less than around 15 %) of nonconductive
phases such as oil or CO2, the porosity (/) in the Archie’s law denotes the fraction
of the pore saturated with the brine. Thus the electrical conductivity is a method for
measuring residual oil or gas saturation but requires knowing the value of m mea-
sured at brine saturation. The exponent m, called the cementation exponent,
increases as the connectedness of the pore network decreases. For reservoir rocks,
the value of m ranges from 1.5 to 2.5 for sandstones but can reach values as large as
5 for carbonates (Glover 2009). While / and m are characteristic properties of the
rock explicitly given by Eq. 6.2, electrical conductivity measurements are habitu-
ally performed to extract the electrical tortuosity s factor. Various models have been
proposed in the literature to link the electrical tortuosity with the formation factor,
e.g. F ¼ sn=/, (Clennell 1997), but the usual definition of the electrical tortuosity
assumes n = 1 and therefore s is explicitly obtained from the electrical conductivity
measurement of the water saturated sample. Accordingly, the tortuosity s is
ubiquitously related to the porosity: s ¼ /ð1�mÞ.

Electrical conductivity measurements are quite easy to implement and there is a
huge amount of literature discussing the technical and methodological aspects of
this technique. The fundamental step is the measure of the sample conductivity
using the Ohm’s law, re ¼ I=ðSDVÞðL=SÞ by imposing a difference of potential
DV between the two edges of a sample of section S and length L and measuring the
current density I. Yet, there are two main limitations. First, the presence of sig-
nificant fractions of clay mineral triggers non-negligible surface conductivity (rs)
mechanisms at the pore-rock interface. In this case Archie’s law must be modified,
re ¼ rs þ r0=F and it is necessary to perform the measurements at different values
of r0 for evaluating F. The second difficulty is the possible alteration of the rock
sample by the brine used for the measurements specifically in carbonates and
clay-rich sandstones. In any case it is recommended to use solutions that are in
thermodynamic equilibrium with the rock-forming mineral to minimize fluid-rock
reactions.

It is worth noticing that there are several different types of notation for the
relation between the formation factor and the porosity. For instance it is often
proposed the following relationship F ¼ a=/m, where m is the cementation factor
and a is named cementation intercept, lithology factor or sometimes improperly
designated as the tortuosity factor. But this approach is not valid because this would
indicate that F ¼ a for / ¼ 1 or in other words that r0 ¼ are whereas by definition
r0 ¼ re in the absence of solid.
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6.2.1.3 Specific Surface

The pore-mineral interface area is a critical property of reservoir rock for modeling
chemical reactions such as dissolution reactions triggered by the acidification of the
brine during CO2 storage. Knowing the geometry of the pore surface is also useful
for modeling relative permeability, capillary pressure and wettability mechanisms
(see Sect. 6.2.3). The gas sorption method is often used for evaluating the area of
the surface of the pores connected to the sample boundaries. A given mass of inert
gas is injected in a sample and the amount of gas adsorbed is measured by volu-
metric, mass-flux or the most often pressure methods at one or several temperatures
(isotherms). The raw data are processed following the BET method (Brunauer et al.
1938) in order to extract the specific surface area, i.e. surface area per unit mass.
The interface between the pore and the solid phases can be also evaluated by
processing microscopic images of thin sections or X-ray 3D microtomographic
images (see Sect. 6.2.1). In both cases the calculated surface area is controlled by
the optical resolution of the imaging technique and a fraction of the surface
roughness is not resolved while BET method probes the solid surface area with a
nanometer scale resolution.

6.2.1.4 Properties Extracted from X-Ray Micro-tomography
Techniques

Since a decade X-ray micro-tomography (XRMT) has become a highly regarded
mean for assessing pore structure geometry. Form the 3D X-ray absorption images
the first step is to produce binary images where the solid and the void phases are
identified. From these binary images many parameters, such as the connected and
unconnected porosity, the surface to volume ratio and the geometrical tortuosity of
the connected porosity can be extracted easily (Nikolaidis and Pitas 2001). Other
morphological descriptors of the pore structure such as proposed in Torquato
(2002) can be implemented for measuring the distribution of some characteristic of
the pore size. For instance Lu and Torquato (1993) discussed the calculation and the
use the chord-length distribution and the free-path distribution functions and of
their momentum for macroscopically characterizing the microstructures in relation
with transport problems.

XRMT images are often used to extract the porosity skeleton (Fig. 6.1). The
skeleton denotes the one-dimensional reduction, centered inside the porosity body,
of the connected porosity that keeps some relevant geometrical and topological
features of the pore properties (Siddiqi and Pizer 2008; Lee et al. 1994). It is a
powerful tool for analyzing large microtomography images of porous media (e.g.
Lindquist and Venkatarangan 1999). The skeleton can be defined in tip voxels
having exactly one neighbor, regular voxels having exactly two neighbors and node
voxels having more than two neighbors. Tip, regular and node voxels are usually
associated with porosity dead-ends, throats and pores respectively. More generally
the fraction of each of these types of skeleton voxels is an interesting indicator of
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the overall complexity of the pore space structure. For instance, Luquot et al. (2014)
used this method for identifying and characterizing the change of the porosity
geometry triggered by the injection of CO2-rich brine into reservoir rock samples.
While the skeleton is obtained the radius of the largest inscribed spheres centered at
each voxel forming the skeleton can be computed using for instance the Euclidean
distance transform algorithm introduced by Meijster et al. (2002). This enables to
derive the pore size distribution in the sample and detect the preferential flow paths.

More evolved data processing can be applied to evaluate the pore size distri-
bution and the connectivity as well as the thermal and chemical diffusion coefficient
and the diffusional tortuosity by solving the Laplace equation using for example
random walk methods (Dentz et al. 2012; Sen 2004). More computation-demanding
simulations, using for instance Finite Volume or Lattice Boltzmann methods (e.g.
Gharbi 2014; Pan et al. 2001; Succi 2001) can be performed using the XRMT
binarized images in order to calculate the permeability by solving the Navier-Stokes
equation (e.g. Gharbi 2014), the hydrodynamic dispersion (e.g. Gjetvaj et al. 2015)
and the elastic mechanical properties (e.g. Wojtacki et al. 2015). However, the
investigated volume is inversely proportional to the complexity of the mathematical
problem to be solved due to computation limitations. For example the determina-
tion of the diffusional tortuosity can be typically performed on images containing
many thousands of pores, while permeability calculation is limited to sub-volumes
of few hundreds of pores and mechanical properties to sub-volumes of few tens of
pores. For comparison, electrical conductivity measurements, permeability mea-
surements and mechanical tests performed in the laboratory on typical 1–2 inch
diameter cores sample give properties averaged over 105–107 pores.

Moreover it is worth noticing that the representativeness of the results is highly
dependent on the imaging quality and resolution and even more importantly on the
accuracy of the image binarization or segmentation (e.g. Schlüter et al. 2014).
Nevertheless the possibilities offered by both the imaging equipment and the
numerical processing of data are continuously improved and the so called numerical

Fig. 6.1 Left Connected porosity of a 2563 voxel sample of Fontainebleau sandstone (voxel side
size 5.06 µm) and right the corresponding skeleton
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core analysis is now widely used, specifically because it is a non-invasive technique.
Because of this remarkable advantage, XRMT can be used to monitor the changes of
these properties with time in the course of dynamic experiments involving the
displacement of immiscible phases or chemical rock alteration. For instance XRMT
imaging has been successfully used to measure the phase saturation during imbi-
bition and drainage experiments performed for evaluating relative permeability
(Silin et al. 2011; Perrin and Benson 2010). The direct imaging of the spatial dis-
tribution of the phases (ex: CO2 and brine) during such experiment is a powerful tool
for understanding, for instance, hysteresis mechanisms or to tackle experimental bias
such as induced by the finite size of the sample when performing imbibition and
drainage experiments. Similarly, XRMT has been used intensively for measuring the
change of porosity and other hydrodynamic properties caused by the dissolution and
the precipitation of minerals linked to by the chemical disequilibrium triggered by
the CO2 injection (see Sect. 6.4).

6.2.2 Hydrodynamical Properties for Single Fluid Flow

6.2.2.1 Permeability

Intrinsic (or absolute) permeability is a fundamental property which is needed for
parametrizing reservoir models. The widely use technique for determining perme-
ability from core samples is steady state flow tests using aqueous liquids or gas.
When using an incompressible liquid such as water, the fluid is injected using a
constant flow rate Q [m3 s−1] through the sample and the pressure drop DP [Pa]
between the inlet and the outlet of the sample is measured. Permeability k [m2] is
evaluated from applying Darcy’s law:

k ¼ ð4lQLÞ=ðpd2DPÞ ð6:2:3Þ

where L and d denote the length and the diameter of the core sample and is l the
viscosity [Pa s]. Note that l depends on the pressure, temperature and the com-
position of the fluid. Water permeability is generally an accurate method, specifi-
cally when performing the measurement for different flow rate. Doing so allows
verifying that the applied flow rates are in the range where Darcy’s law is valid by
checking the linear relation between k and DP. However the use of water can trigger
chemical reactions with the rock-forming mineral and consequently alter the esti-
mated value of k (Al-Bulushi et al. 2012) and makes the measurement a destructive
one. Therefore it is recommended to use water previously thermodynamically
equilibrated with the rock-forming minerals. Some permeameters allows the
application of axial and radial confining pressures to reproduce the mechanical
constrains at depth.
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Conversely, constant pressure injection while measuring the flow rate, for
instance using a mass flow meter, is performed when using gas (usually nitrogen or
helium). The advantages of gas permeametry are that gas does not alter the rock and
the measurements are easy and fast. Nevertheless, the relation between the mea-
sured values of Q and k cannot be modeled by Darcy’s law but require models that
take into account the low density and the compressibility of the gas. The standard
approach for processing the measured values of DP and Q in order to evaluate
k involves the following steps (Jones and Roszelle 1978):

• Measure Q for four or five different values of the inlet and outlet gas pressures
(Pin and Pout);

• Evaluate the so called gas permeability kG using for instance the Scheidegger’s
law (Wu et al. 1998; Scheidegger 1974): kG ¼ ð8lQLPoutÞ=ðpd2ðP2

in � P2
outÞÞ.

The value of kG depends on the pressure and to lesser extent to the type of gas
used;

• Calculate the mean gas pressure Pav in the core for each measurement and plot
the gas permeability against the inverse of the mean gas pressure in order to
evaluate the coefficient b of the relation kG ¼ kð1þðb=PavÞÞ that is known as
the Klinkenberg’s correction for the pressure-dependent slip effect of the gas at
the pore-solid interface (Klinkenberg 1941). The value of the intrinsic perme-
ability is obtained by evaluating the value of kG at the origin: k = kG when
(1/Pav) ! 0, i.e. extrapolating the measurement for an infinite pressure for
which gases behave as a liquid.

The accuracy of the method depends strongly on the effective linearity of the
measured values of the couple kG and 1=Pav. Often the values are very badly
aligned which indicates that the law (Scheidegger’s law) used to evaluate kG is not
appropriate or highlight large inaccuracy of the measurements (Bloomfield and
Williams 1995). This technique can be used for rocks with permeability ranging
from about 0.1 mD to 10 D.

Similar values of permeability can be measured using the so called
probe-permeameter or micro-permeameter. This technique consists in measuring
the pressure decay while forcing a flow of gas through a small injection tip pressed
and sealed against the surface of a rock sample. By construction the method is
applied to unconfined samples and the measured value may different from the value
at the reservoir pressure specifically for claystones. Yet, this is a fast and simple
method that can be used directly on the field to evaluate the permeability of cores
(Halvorsen and Hurst 1990).

Measuring the low values of permeability of the tight rocks (i.e. permeability
smaller than 0.1 mD down to about 10−5 mD) forming the reservoir caprocks is not
a routine task. Such measurement cannot be performed using steady-state gas flow
techniques because the duration required to reach steady state is too long.
Non-steady-state gas flow techniques applied to cores confined at reservoir pressure
can be used. The method consists in monitoring at both edge of the sample, the
pressure change caused by a pressure pulse, a pressure increment or an oscillating
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pressure perturbation applied at on edge of the sample using a piston pump. The
permeability as well as the storativity is calculated using models that require a
precise knowledge of the sample size and porosity (Metwally and Sondergeld 2011;
Fischer 1992). For extremely low permeability rocks, i.e. ranging from 10−5 to
10−6 mD, transient gas flow techniques can be applied to crushed-rock and consists
in monitoring the pressure decay following a pressure pulse into a closed container
containing crushed-rock particles of size less than 1 mm (Cui et al. 2009).

6.2.2.2 Diffusivity

Diffusion is a ubiquitous mechanism. Mass transfer by diffusion is the dominant
process in low permeability materials such as claystones and cements, but is also
essential in reservoir where advection is very low (i.e. for low value of the Peclet
number, see Sect. 6.4.1), for instance far from the injection well.

The effective diffusion coefficient or diffusivity coefficient is routinely measured
at laboratory scale using specific diffusion cell, such as displayed in Fig. 6.2a,
where the rock sample is sandwiched between two reservoirs, one of them con-
taining the solute tracer while the other one contains tracer-free water (Tinker
1969). As diffusion is a slow process, the thickness of sample is usually small (few
centimeters) in order to make the measurement tractable. Even though, diffusion
measurement in tight rocks requires monitoring the tracer concentration for several
tens of days. Whereas the principle is simple its set up is not straightforward
specifically for permeable media (reservoir rocks) for which avoiding advection due
to pressure gradient or buoyancy effects is challenging. Measuring the effective
diffusion in claystone or other tight rocks displaying very low pore size porosity
requires some great care as well. For instance, tracer molecule or ion of different
sizes can probe different portions of the porosity and ion exclusion phenomenon

Fig. 6.2 a Diffusion cell apparatus for steady-state diffusion measurement. b Concentration
versus time in the outlet reservoir displaying the linear increase of concentration occurring when
the mass flux of tracer is steady state

6 Laboratory Experiments 259



can occurs. For example, such a phenomenon prevents chlorine and iodine anion
from having access to the same porosity as a water tracer like tritiated water
(HTO) or deuterium oxide (HDO). Furthermore, the intensity of the exclusion
mechanism usually depends on the ionic strength of the water saturating the pores
(Van Loon et al. 2003).

The simple way for measuring the breakthrough curve in the outlet reservoir is to
install electrodes that measure cation or anion concentration. Nevertheless, the use
of specific tracers (e.g. organic or radioactive) or mixture of tracer may exclude the
use of an in situ monitoring probe and therefore implies sampling the outlet
reservoir fluid. The calculation of the effective diffusion coefficient De is based on
Fick’s second law assuming one-dimensional transport geometry:

/
@C
@t

¼ De
@2C
@x2

ð6:2:4Þ

where C is the tracer concentration [mol m−3], t the time [s] and De the effective
diffusion coefficient [m2 s−1]. Usually the measurements are performed with the
initial condition C(0 � x � L, t = 0) = 0, where L denotes the sample of length.

Using reservoirs of large volume allows assuming that there is a finite interval of
time during which the concentration boundary can be considered as constant C
(x = 0, t > 0) = Ci with Ci the initial tracer concentration in the inlet reservoir and
C(x = L, t > 0) = 0 if there is no tracer in the outlet reservoir initially, while the flux
of tracer U is constant U ¼ �De@C=@x ¼ DeCi=L (Crank 1975; van Brakel and
Heertjes 1974). For this period of time, the concentration of tracer in the outlet
reservoir, Co, increases linearly with time CoðtÞ ¼ DeCiSt=VoL (Fig. 6.2b), where
Vo denotes the outlet reservoir volume and S the surface of the sample in contact
with the reservoir. Accordingly, the effective diffusion coefficient is given by:

De ¼ VoL
CiS

@CoðtÞ
@t

ð6:2:5Þ

Analytical solutions of the complete transient diffusion problem (Eq. 6.2.4),
including the change of concentration in the reservoir and the change in the
reservoir volume if samplings are performed, can be obtained in the Laplace
domain and then numerically inversed in order to be fitted to the experimental data.
In this case both the porosity and the effective diffusion coefficient can be evaluated.
Also it is worth noticing that the formal equivalence between the Fick’s law and the
Ohm’s law (Sect. 6.2.1) allows the evaluation of the value of De from knowledge of
the electrical tortuosity: De ¼ /D0=s, where D0 denotes the molecular diffusion of
the tracer in water (e.g. Garrouch et al. 2001).
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6.2.2.3 Dispersion

Evaluating the coefficient of dispersion of the Fickian advection-dispersion equa-
tion (see Chap. 3) is not straight forward because this coefficient is strongly
dependent on the measurement scale. Considering samples of characteristic size and
time the tracer need to cross a rock sample of few centimeters long for usual flow
rates (<1 md−1), the asymptotic dispersion is usually not reached and therefore is
not possible to determine the Fickian dispersion coefficient (Gjetvaj et al. 2015;
Cortis and Berkowitz 2004; Levy and Berkowitz 2003; Berkowitz et al. 2000). Still,
dispersion mechanisms can be studied by performing tracer tests that are similar to
those used for diffusivity (Sect. 6.2.2) but applying a constant flow rate at one edge
of the sample. While the steady state flow in sample is reached, a pulse of tracer is
injected as close as possible to the sample inlet. The main technical issues are (i) the
injection of a pulse of tracer of very short duration while minimizing the flow
perturbation, (ii) avoiding spurious dispersion before the tracer enter the sample and
(iii) assuring a homogeneous concentration at the sample inlet surface. Thus the
volume of the traced fluid to be injected must be small and the concentration of the
tracer sufficiently high to allows the measurement of the effluent tracer concen-
tration over, at least, 3 orders of magnitude in concentration, but sufficiently low to
avoid density effects (Tenchine and Gouze 2005). Furthermore, the tracer must not
interact with the rock-forming minerals, i.e. avoiding sorption and chemical reac-
tions such as dissolution and precipitation. For these reasons fluorescent dies are
often used because their low reactivity and because optical techniques using high
sensitivity sensors allows measuring a large range of tracer concentration values
down to values as low as 10−10 mol of tracer per mole of water.

There are two methods to perform tracer tests. The standard method, named
flow-through tracer test, consists in injecting the tracer at one side of the core and
measure the breakthrough curve at the opposite side of the core. However, it can be
useful to perform push-pull experiments in order to better characterize the long-time
behavior of the dispersion mechanisms and compare the reversible part of the
dispersion due to the hydrodynamic spreading of the tracer to the irreversible part of
the tracer dispersion triggered by diffusion (Gouze et al. 2008).

The equipment displayed in Fig. 6.3 is designed to allow both flow-through and
push-pull experiments without any change in the circuit when changing experiment
type. Water is pumped into the circuit with two piston pumps, passes through tracer
injection point, sample core and out of the system. Arrows indicate the direction of
flow for different experiment stages. Blue arrows indicate flow direction in the
branches of the circuit where flow direction is always the same, green arrows
indicate flow direction during a flow-through experiment and during the pull phase
of push-pull experiment, while red arrows indicate flow direction during push phase
of push-pull experiment. The TELOG sensor (ICARE Lab. Montpellier) is a high
resolution optical for measuring fluorescent dye implementing pulsed light sources
and a high sensitivity photomultiplier for measuring tracer concentration from 10−6

to 10−10 mol of tracer per mole of water.
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For flow-through experiment configuration the water arrives at the top of the
sample. The given volume of tracer is injected with a micro syringe to precisely
dose the tracer volume and control the duration of the injection. Then, the solute
passes through the sample and the outlet concentration is measured by the TELOG
sensor. For the push phase of a push-pull experiment, flow direction valve is placed
in position to direct flow at the bottom of cell. There is another injection point just

Fig. 6.3 Top Schematic diagram of the tracer test equipment layout with arrows indicating flow
direction. Blue arrows-permanent flow direction; green arrows-flow direction for flow through
experiments and the-pull phase of push-pull experiments; red arrows-flow direction during the
push phase of push-pull experiments. Bottom Example of breakthrough curves (concentration
versus time) measured during a passive tracer dispersion experiments in carbonate cores of
diameter 90 mm and length 557 mm for different flow rates. Details of the experiments are given
in Gouze et al. (2009)
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between the TELOG and sample. Tracer is push for a period of time depending on
flow rate, permeability and length of sample in order to investigate as much as
possible of the porous media without any tracer leaving from the sample at the other
side. At the end of push period the control valve is switched and the water starts to
flow from the top of the sample like during flow through experiment. In order to
emphasize dispersion due to diffusion a resting time (no flow) between the push
phase and the pull phase can be done.

Usually, the measured breakthrough curves (BTC), i.e. the tracer concentration
in the effluent versus time, display strongly asymmetric shapes with long tails (i.e.,
for times larger than the time corresponding to the advective peak arrival ta) that
appears to decrease more or less as a power law of time Cðt � taÞ� t�b, and
indicates an apparently infinite variance. These are characteristics of non Fickian
dispersion and the interpretation of these data must be done in the framework of
non-Fickian models. Non-Fickian dispersion properties, their origin and their
relation to the geological heterogeneity are the source of debates. Authors have
explored different approaches for better modeling pre-asymptotic processes that
result from (long-range) spatial correlation of geological structures and conse-
quently of fluid velocities. Often these models leads to non-local in time transport
equations that are solved using random walk approaches such as Continuous Time
Random Walk (Berkowitz et al. 2000) or Time Domain Random Walk (Russian
et al. 2016). The results of dispersion experiments are useful for parametrizing the
models presented in Chap. 5, such as based on the Multirate Mass Transfer,
Continuous Time Random Walk or Fractional Advection-Dispersion Equations
approaches.

6.2.3 Measuring Capillary Pressure and Relative
Permeability for scCO2-Brine Systems

The objective of this section is to present the methods for measuring the relative
permeability versus saturation data that are required for applying the extended or
generalized Darcy law to biphasic flow (see Chap. 3 and Sect. 5.5). Two and three
non-miscible phases flow in porous rocks involves complex mechanisms (e.g.
Sahimi 2011) and thus measuring relative permeability requires demanding labo-
ratory and data processing works.

In the following we will assume that the porosity of rock is saturated with a

mixture of two immiscible fluids: CO2 and brine. The relative permeability kðrÞi ðSiÞ
is a dimensionless measure of the effective permeability of phase i (i = C for CO2

or b for brine) for a saturation ðSiÞ and is defined as kðrÞi ðSiÞ ¼ kðeÞi ðSiÞ=k� where

kðeÞi ðSiÞ denotes the effective permeability of phase i and k� the reference perme-
ability (in m2). The choice of reference permeability is not critical as soon as it is

consistent with the model in which the values of kðrÞi will be implemented, but often
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the intrinsic permeability is used or alternatively the CO2 permeability measured at
irreducible brine saturation. Similarly, relative permeability of CO2 and brine are

usually expressed as the function of the brine saturation kðrÞi ðSbÞ.
The (relative) displacement of CO2 or brine is controlled by a range of physical

and chemical factors that yield viscous forces and capillary forces. Their respective
control on the hydrodynamics of the fluid pair is scaled by the capillary number
Ca ¼ lm=r, where l, m and r denote the average dynamic viscosity [Pa s], the
average fluid velocity [m s−1] and the surface or interfacial tension between the two
fluid phases in [N m−1 or Pa m]. Usually, capillary forces dominate in natural
reservoir flow (Hilfer and Øren 1996; Ca < 10−8). However, in the vicinity of the
injection well the value of Ca increases as v increases.

6.2.3.1 Wettability and Capillary Pressure

Capillary forces arise from the interactions between the fluid pair and the
rock-forming minerals in contact with the fluids. When two fluid phases are present,
the wettability denotes the contact angle hfs of the fluid f with the solid phase
s. Wettability results from surface tension due to attractive forces between the fluid
molecules and the solid surface while cohesive forces takes place within each of the
fluid phase and create an interfacial tension r. If hfs < 90° for a given fluid phase
and a given solid phase, then this fluid preferentially covers the solid phase and it is
named the wetting fluid. Like for interfacial tension, wettability depends on pres-
sure and temperature. Under typical reservoir conditions most of the rock-forming
minerals such as quartz, feldspar, calcite, dolomite and clay minerals are brine wet
and the CO2 as a gas or a supercritical phase is the non-wetting fluid. Examples of
CO2 wettability values for reservoir and seal rocks as well as discussions of the
potential wettability alteration due to the flushing of rocks by CO2 are given in
Iglauer et al. (2015), Chiquet et al. (2007), Zhu et al. (2011) and Wang et al. (2012).

When one of the fluid pair displaces the other one, capillary forces triggers
differential pressure between them that is named the capillary pressure Pc (in Pa). Pc

is defined as the pressure difference between the non-wetting phase and the wetting
phase. At equilibrium, i.e. without any external forces such as an advective fluid
flow, the Young–Laplace equation gives the capillary pressure as the function of the
interfacial tension r, the wetting angle h of the brine on the surface of the capillary
and the curvature radii of the respective fluids. In a capillary of the radius r the
Young–Laplace equation is written Pc ¼ ð2rCoshfsÞ=r. These parameters are
defined at pore scale, but macroscopic equivalent values are needed for describing
multiphase flow in porous media. At macroscopic scale Pc is primarily controlled
by the extension of the interface area between the fluid pair and the solid and thus
depends on both the fraction of each of the phase saturating the pore space and the
porosity topology. Evidently pores in rocks are not capillary-shaped and pore and
throat diameters are (highly) variable. From the seminal works of Leverett (1941)
and Bear (1972) there have been many different derivations of the capillary pressure
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in porous media using geometrical and, or, thermodynamic considerations (see for
example Hassanizadeh and Gray 1993). These model are useful for instance to
evaluate the pore size distribution from capillary pressure measurements such as
mentioned in Sect. 6.2.1.

Sample scale capillary pressure curves are typically measured by performing
drainage experiments which consists in forcing the displacement of a wetting fluid
by a non-wetting fluid, using centrifuge methods or mercury (Hg) injection
porosimetry (MIP). For the later, the pressure needed to inject Hg in the vacuumed

sample gives the Hg/air capillary pressure PðHg=aÞ
c versus the (cumulative) volume

of Hg injected at room temperature. These data can be extrapolated to CO2/brine

capillary pressure PðC=bÞ
c at relevant temperature (and pressure) using the relation

given by Washburn (1921):

PðC=bÞ
c

PðHg=aÞ
c

¼ rðC=bÞ cos hðC=bÞ

rðHg=aÞ cos hðHg=aÞ ð6:2:6Þ

The values of the interfacial tension can be found in the literature for the given
fluid, pressure and temperature (rðC=bÞ ≅ 3 � 10−2 N m−1 in reservoir conditions
and rðHg=aÞ ≅ 0.5 N m−1 at room temperature; e.g. Georgiadis et al. 2010), but
values of the contact angle for the system CO2/brine/rock under consideration are
often not known and usually it is assumed that hðC=bÞ ¼ hðHg=aÞ (Hingerl et al. 2016;
Krevor et al. 2012; Pentland et al. 2011). The capillary pressurePc

(C/b) versus brine
saturation Sb data are commonly fitted using the Brooks-Corey model (Brooks and
Corey 1964):

PðC=bÞ
c ¼ PðC=bÞ

min
1� Sð0Þb

Sb � Sð0Þb

 !1=A

ð6:2:7Þ

where PðC=bÞ
min , Sb and Sð0Þb denote the minimum pressure needed for the CO2 to

penetrate the sample, the actual brine saturation and the residual brine saturation,

respectively. Sð0Þb is also often termed critical brine saturation or irreducible brine
saturation, and denotes the maximum brine saturation at which the brine remains
immobile while the sample is flushed with CO2. In Eq. 6.2.7 A is a fitting (positive)

parameter named the pore size distribution index. PðC=bÞ
min can be regarded as a fitting

parameter or can be evaluated from drainage experiment such as described below.

Note that Eq. 6.2.7 denotes a simple monotonic decreasing function PðC=bÞ
c Sbð Þ and

consequently it is sometimes impossible to fit experimental data with the
Brooks-Corey equation (e.g. see an example in Krevor et al. 2012).

Drainage experiments using brine and CO2, as well as imbibition experiments

(flushing CO2 with brine) can be performed in order to measure the PðC=bÞ
c versus
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Sb. These experiments are also used to measure relative permeability kðrÞi versus Si
(i = CO2 or brine) as it will be explained in the next section (Sect. 6.2.3).

Figure 6.4a displays a typical capillary pressure curve PðC=bÞ
c versus Sb. Starting

from fully brine saturated rock sample, the primary process (noted D) is the forced
drainage of the brine by the CO2 which ends when only residual brine saturation

Sð0Þb is reached and gives the maximum capillary pressure. The second stage (noted
SI) displays the spontaneous imbibition where the brine invades the rock due to

capillary forces until PðC=bÞ
c = 0, then the third process (noted I) is the forced

imbibition for which the brine displaces the CO2. Eventually the brine saturation

reaches an asymptotic value corresponding to the residual CO2 saturation Sð0ÞC .

6.2.3.2 Experimental Evaluation of the CO2 and Brine Relative
Permeability

Several methods have been proposed for the calculation of relative permeability
from capillary pressure data, stating from the seminal works of Purcell (1949), then
discussed for instance in Li and Horne (2002). Most of these models relate directly
on the evaluation of the pore size distribution derived that can be derived from MIP
(Brooks and Corey 1966) or centrifuge experiments (Pinter and Bodi 2012). The
calculation of relative permeability from capillary pressure versus saturation data
have been largely used to unsaturated flow of water in soil applications using
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Fig. 6.4 a Schematic representation of capillary pressure versus brine saturation. Label D, SI and
I denotes the forced drainage, spontaneous imbibition and forced imbibition stage respectively.
b Schematic representation of relative permeability curves for CO2 and brine versus brine
saturation for a given value of the capillary number and wettability. Plain arrows indicate the
expected change of the shape of relative permeability curves when the value of the capillary
number increases. Lower wettability will tend to shift the curves toward lower values of the brine
saturation
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models relating capillary pressure to saturation such as proposed by Brooks and
Corey (1964), Durner (1994), Kosugi (1996), Seki (2007) and van Genuchten
(1980). Applications to the flow of oil and brine in reservoir rocks are discussed in
Honarpour et al. (1986) and a review of these methods can be found in Li and
Horne (2006). The op. cit. authors concluded that these methods give acceptable
results for drainage but are less accurate for imbibition.

Specific experiments using the brine and CO2 at pressure and temperature of the
targeted reservoir are often preferred to extrapolations from mercury injection or
centrifuge methods using brine and air at room conditions. The basic procedure for
measuring relative permeability is to perform imbibition (displacing CO2 with
brine) and drainage (displacing brine with CO2) experiments or injecting mixture of
CO2 and brine into a rock sample. The effective permeability must be measured
over the largest-as-possible range of fluid saturations in order to construct the
relative permeability curves. Fluid displacement experiments, i.e. drainage or im-
bibition performed at different intrusion pressure, are named transient methods
(Berg et al. 2013; Johnson et al. 1959) while simultaneous injection of the two
phases at given fractions are named steady state flow methods (Virnovsky et al.
1995; Dake 1978).

As already mentioned, the transient flow of two immiscible fluids depends on the
sample-scale capillary pressure (and consequently on the geometry of the pore
network), on the wettability of the fluids for this given rock sample, and on the
interfacial tension between the CO2 and the brine. These complex mechanisms
together with the thermodynamic properties of the fluids hinder the measurement
procedure. Hereafter are listed some major issues related to the experimental
appraisal of relative permeability. Wettability depends on the brine composition
(e.g. some solute components can act as surfactants) and furthermore both wetta-
bility and interfacial tension depend on temperature (e.g. Hamouda et al. 2008).
Thus, it is recommended to perform the measurements at temperature close to that
of the reservoir using brine of composition corresponding to the thermodynamically
equilibrated reservoir brine. For CO2 underground storage applications, the CO2 is
in supercritical state and furthermore the brine and the CO2 must be thermody-
namically equilibrated under experimental pressure and temperature conditions
prior to be pumped into the sample in order to avoid drying of the residual brine
saturation, specifically for drainage experiments. This implies that a fraction of CO2

dissolves in the brine and creates an acidic fluid that can promote the dissolution of
minerals such as carbonates (see Sect. 6.4.4). Also, relative permeability experi-
ments usually start from cleaned cores and a specific attention must be played to the
cleaning protocol which may alter the wettability of the surface of some minerals.
Furthermore, capillary effects occurring at the sample edges where the fluid(s) are
injected and produced can hamper the measurement if not treated properly using
adapted experimental techniques and data processing (Huang and Honarpour 1998).
These mechanisms are named capillary end-effects and can be the source of high
uncertainty in the results if not recognized and corrected appropriately. Finally it is
important to mention that hysteresis mechanisms triggered by the existence of
residual phase fraction and multiple metastable configurations of the (pore-scale)
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distribution of the phases depending on the saturation history (Cueto-Felgueroso
and Juanes 2016; Moebius and Or 2012; Morrow 1970; Haines 1930) may require
performing both drainage and imbibition measurements at different flow rates (e.g.
Pini and Benson 2013). Finally, it is recommended to apply a differential pressure
much smaller than the average operating pressure in order to minimize errors on the
volume calculations of the CO2 which is a compressible fluid at the pressure and
temperature of the reservoirs. All together these different issues make the mea-
surement of relative permeability challenging and induce the use sophisticated
equipment, experimental protocols and data processing. Therefore, the procedures
are noticeably variable from one research center to another with specific technical
and theoretical adaptations to improve the measurement accuracy for the different
types of rocks and reservoir conditions. For example the multiple-core method
known also as the Penn State method, consists in sandwiching the rock sample with
two other rock samples to reduce capillary end-effects at the inlet and outlet of the
central sample during steady state experiments where two fluid phases are pumped
through the sample at constant flow rates. In any case, relative permeability ex-
periments are time-consuming, e.g. from several hours for high permeability rocks
to weeks for the low permeability rocks.

The unsteady state method inherits from capillary pressure measurements and is
the most used method for measuring relative permeability because it is usually
noticeably faster than the steady state method. For CO2 storage applications the
optimal experimental protocol includes a drainage stage followed by an imbibition
stage. The core sample is initially saturated with brine under vacuum, then brine is
injected at different pressure in order to measure the intrinsic permeability k using
Darcy law. Subsequently, CO2 is pumped at constant flow rate or at constant
pressure while the pressure drop across the sample or the total flow rate as well as
the fraction of CO2 and brine produced are monitored. Note that applying constant
pressure minimizes the source of error due to the compressibility of the CO2 phase.
CO2 is injected until the fraction of brine produced at the sample outlet is zero and

allows evaluating Sð0Þb the residual brine saturation and keCðSð0Þb Þ the effective per-
meability of CO2 at the residual brine saturation. Then a similar procedure is
applied but with the injection of the brine. When the fraction of CO2 produced at
the outlet reach zero one obtains the value of the permeability of the brine at the

residual CO2 saturation kðeÞC ðSð0Þb Þ. The residual saturation of CO2, Sð0Þb is an
important parameter because pore scale residual trapping of CO2 (as micrometer-
sized bubbles hold by capillary forces in the rock pores) is a key mechanism for
prevents the CO2 from leaking back to the surface.

The value of the flow rate must be set according to the objective of the study. For
CO2 storage application it is important to obtain relative permeability curves for
conditions corresponding to low value of Ca in order to model the hydrodynamics
of the reservoir far from the injection location (usually Ca < 10−8). However high
flow rates are usually preferred for minimizing the impact of capillary end-effects
that may take place at the sample edges that are in contact with the single phase
fluid. Yet high flow rate may trigger the displacement of fine particles that may be
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present into the pores and consequently compromise the measurement. To deter-
mine the appropriate flow rate it is recommended to perform few preliminary
experiments at increasing values of the flow rate in order to determine when cap-
illary end-effects are negligible while keeping in the range of value that are rep-
resentative of the targeted reservoir. Together with the complexity of the data
processing that will be discussed below, the main disadvantage of unsteady state
methods, where a fluid displaces another fluid of distinctly different thermodynamic
properties, is that this configuration can promote flow localization (fingering)
mechanisms caused by the interplay of gravity and viscosity segregation effects and
the porosity heterogeneities. Thus, the phase with the higher mobility (i.e. the CO2)
may bypass regions of low permeability. In this case the measured relative per-
meability will not be representative of the entire sample (Chang et al. 1997) and
furthermore not representative of the reservoir because these localization mecha-
nisms are also amplified by the finite-size nature of the sample.

In the course of drainage-imbibition experiments capillary pressure in the sample
is space and time distributed and there are several methods (often named data
reduction methods) used to process the experimentally measured time-resolved data
(i.e. the flow rate, the cumulative injected volume, the phase fraction produced and
the pressure drop DP) and evaluate the effective and relative permeability values
versus saturation. For high flow rate experiments the most used processing methods
are those proposed by Welge (1952), Johnson et al. (1959) and Jones and Roszelle
(1978). These methods are built from assumption-based simplifications of the
Buckley-Leverett model of two phases displacement; the main assumption being to
neglect capillary pressure effects. Eliminating inaccuracies caused by the capillary
end-effect, specifically for low flow rate experiments, has been investigated by
several authors (e.g. Ramakrishnan and Cappiello 1991; Virnovsky et al. 1995). As
a general description, these methods need an evaluation the phase saturation at the
edge of the sample using empirical relationships requiring the calculation of the
fractional flow that is defined as the derivative of the produced flow rate of the
drained phase by the flow rate of the injected phase. Then the relative permeability
is expressed as the function of fractional flow, the viscosity and other
model-specific parameters through iterative (or history matching) methods using
trial-and-error simulations (e.g. Zhang et al. 2012). The derivation of these different
models is complex and several softwares and graphical methods have been
developed to assist the processing of the experimental data, most of them being
specifically adapted to a given experimental protocol developed by a given research
center. While unsteady state method is fast relative to the steady sate method, it is
often practically impossible to perform measurement for the low end of the brine
saturation values.

Conversely, the steady state method requires more complex equipment and more
importantly involves longer experimental durations, but allows simple data pro-
cessing and often produce more reproducible and potentially accurate results. The
principle of the steady state method is to measure the effective or relative perme-
ability of the two fluids at different saturation values when the capillary pressure
along the sample is negligible, i.e. the fraction CO2 and brine is the same along the
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sample. The duration of the experiment is typically ten times longer than for the
high flow rate unsteady state experiments and makes this method restricted to high
permeability rocks. The first steps of the experiment are similar to those described
for the unsteady state method for drainage: the core sample is saturated with brine
under vacuum, and then brine is injected to measure the intrinsic permeability k.
Next, brine and CO2 are co-injected starting from low value of the CO2/brine ratio.
It is usually required to pump a volume of mixture corresponding to 4–6 times the
sample pore volume before steady state is reached, i.e. when the phase fraction of
the produced mixture and the pressure drop are constant. This procedure is repeated
for increasing the CO2/brine ratio until 100 % CO2 is injected and the value of the
residual brine saturation and the permeability of the CO2 at residual brine saturation

kðeÞC ðSð0Þb Þ are measured. Note that some rocks displays fast growing capillary
pressure when the brine saturation decreases and thus it is difficult to avoid satu-
ration gradient along the sample when injecting the highest CO2/brine ratios
because high pressure is needed to overpass the high interfacial tension between
CO2 and brine and the low viscosity of the CO2; this is an open issue discussed for
instance in Levine et al. (2014), Pini and Benson (2013) and Krevor et al. (2012).
The same procedure can be repeated but with decreasing the CO2/brine ratio to
simulate an imbibition process, until 100 % brine is injected and the value of the
residual CO2 saturation and the permeability of the brine at residual CO2 saturation

kðeÞC ðSð0Þb Þ are measured.
Albeit the difficulties of measuring the relative permeability of CO2 at residual

brine saturation mentioned above, the processing of the experimental data is quite
simple because of the steady state nature of the biphasic flow in the rock. Indeed at
steady state the saturation of each phase and the capillary pressure are constant
along the core and the pressure drop for each of the phase equal the total pressure
drop DP. Thus, the relative permeability of phase i (i = CO2 or brine) at each

saturation stage is given by the generalized Darcy’s law: kðrÞi ffi ðliLQiÞ=ðkADPÞ
where L and A are the length and the edges surface of the sample and li and
integration of the heterogeneityQi denotes the viscosity and the flow rate (in
m3 s−1) of the phase i. Capillary end effects steady state methods can be as sig-
nificant as for the unsteady state method, (Kamath et al. 1995), but can be handled
using adequate experimental protocol such as proposed by Pini and Benson (2013).
Some results comparison between these two methods for CO2-brine systems are
given in Mathias et al. (2013) and Burnside and Naylor (2014). Figure 6.4b dis-

plays a typical relative permeability curve kðrÞi versus Sb where the effects of cap-
illary number Ca and wettability are outlined.

For both steady and unsteady state methods, X-ray attenuation can be used to
determine the distribution of the phase within the core sample. Usually X-ray
absorbents, such as NaBr, are added to the brine to increase the contrast between the
phases. It is specifically useful for verifying that no gradient of saturation exits
along the sample for steady state experiments and for determining the amplitude of
the capillary pressure end-effects (Berg et al. 2013). Imagery methods are
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specifically helpful for obtaining relative permeability data in low-permeability
rocks (Zhang et al. 2014) where the effect of capillary pressure are dominant due to
tightness of the pores and throats and the capillary end-effect significant (Akin and
Kovscek 1999). X-ray tomography, which allows a 3D characterization of the phase
distribution, is also a very promising technique to help processing both the unsteady
state and the steady state permeability experiments, giving crucial information on
the displacement of the front and properties of the interfaces between the phases,
but also to study the CO2 trapping mechanisms as the function of the properties of
the pore network (Andrew et al. 2014; Hingerl et al. 2016; Iglauer et al. 2011;
Krevor et al. 2012; Rahman et al. 2016).

Once the experimental values of CO2 and brine relative permeability versus
brine saturation are obtained, heuristic models are usually employed to interpret the
relative permeability curves and extrapolate them to brine saturation values not
achievable experimentally. Several models have been proposed starting from the
simple formulation proposed by Corey (1954) where the two fitting parameters are
the exponents n and m of the following power law equations:

kðrÞb ¼ kð0Þb S�b
� �n ð6:2:8Þ

and

kðrÞC ¼ kð0ÞC 1� S�b
� �m ð6:2:9Þ

with S�b is the normalized water saturation defined as

S�b ¼ Sb � Sð0Þb

� �
= 1� Sð0Þb � Sð0ÞC

� �
ð6:2:10Þ

Other models with higher degree of freedom are often required to model the data.
For examples the exponential models proposed by Chierici (1984) involves two
fitting parameters per phase while the more recent LET model (Lomeland et al.
2005; Ebeltoft et al. 2014) involves three fitting parameters per phase (Ii, Li and Ei):

kðrÞb ¼ kð0Þb S�b
� �Lb

S�b
� �Lb þEb 1� S�b

� �Tb ð6:2:11Þ

kðrÞC ¼ kð0ÞC 1� S�b
� �LC

1� S�b
� �LC þEb S�b

� �TC ð6:2:12Þ

A comparative analysis of the performance and associated uncertainty of these
models using steady state relative permeability measurements can be found in
Moghadasi et al. (2015).
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6.3 Experiments for Solid Matrix Mechanical Properties

This section summaries state-of-the-art experimental techniques for solid matrix
mechanical testing, followed by a discussion on implications and remaining issues
for mechanical properties within the context of CO2 storage. The experimental
equipment and conventional methods to determine static elastic moduli, dynamic
elastic moduli and strength parameters will be only briefly outlined as they have
been described in several publications (e.g. Jaeger et al. 2007) and used for decades.

Experimental measurements of rock mechanical properties determine the elastic
moduli and strength parameters. The elastic moduli define the rocks ability to resist
and recover from deformations produced by applied stress. These are primarily
represented by the modulus of elasticity (E) which is a measure of the stiffness of
the sample, i.e. the samples resistance against being compressed by a uniaxial stress
and Poisson’s ratio (m) which is a measure of the lateral expansion relative to
longitudinal contraction. The strength parameters define the rocks resistance to
deformation, defining how well cemented the rock is. They are primarily repre-
sented by the uniaxial compressive strength, triaxial stress factor, cohesion and
angle of internal friction. The uniaxial compressive strength (Co) is the maximum
stress the rock sample can withstand. If shear failure occurs the greatest shearing
stress always occurs on the planes that contain the r2 axis which means in practice
fractures generally form at an angle between 45° and 30° to the principal axes. With
reference to Mohr-Coulombs work, the shearing stress can be related to the concept
of internal friction, which suggests that at failure the relationship between the
magnitude of shear stress (s) and normal stress (rn) is:

sj j ¼ Soþ lrnj ð6:3:1Þ

where So is the inherent shear stress of the rock, termed cohesion and µ is the
coefficient of internal friction. The angle of internal friction (u) is related to the
coefficient of internal friction l by:

Tanu ¼ l ð6:3:2Þ

The triaxial stress factor (k) is expressed in terms of the principal stresses (r1 and
r3) which generated the normal and shear stresses (rn and s) at failure and is
directly related to the angle of internal friction (u) by:

k ¼ ð1þ SinuÞ=ð1� SinuÞ ð6:3:3Þ

The same basic test facility is used for both elastic deformation and strength
parameter determination. The samples are loaded into a pressure vessel and axial
stress is transferred to the ends of the rock sample via hardened steel platens within
a pressure vessel held within a servo controlled stiff testing machine. Radial stress
(confining pressure) is transmitted to the rock sample via oil retained in the annular
space between a rubber sleeve surrounding the sample and the body of the pressure
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vessel and applied through hydraulic fluids generated by a servo controlled pressure
intensifier. Strain gauges applied to the surface of the rock sample allow axial and
radial strain changes during testing to be recorded. For conventional rock
mechanical testing the Hoek-Franklin triaxial cell is used which allows a stress state
of r1 > r2 = r3 to be realized (Hoek and Franklin 1968). The true in-situ stress
state of r1 > r2 > r3 cannot be achieved in a Hoek cell, however the true triaxial
pressure vessel, (Smart et al. 1999) has an array of 24 trapped tubes where selective
pressurisation of the tubes enables differential radial stresses to be generated, while
axial stresses are applied as conventionally, through steel plates.

6.3.1 Static Elastic Moduli Testing

Samples are loaded hydrostatically (the axial and radial confining stress are the
same) in increasing increments, once each hydrostatic stress level is reached the
axial stress is increased and decreased by approximately 3 kN to induce vertical and
horizontal strain. The axial (ra) and radial (rr) strains are measured by the strain
gauges. The modulus of elasticity (E), is calculated as the ratio of the change in
axial stress (ra) to the change in axial strain (ea) and Poisson’s ratio (m) is calculated
from the ratio of the accompanying change in radial strain (er) to the change in axial
strain (ea).

The velocity of elastic waves in a rock is a function of its density and elasticity,
therefore the mechanical parameters of modulus of elasticity (E), Poisson’s ratio (m),
shear modulus (G), bulk modulus (K) and compressibility (Cb) can also be deter-
mined if the bulk density (qb) of the rock is known. Elastic properties derived from
acoustic measurements are known as dynamic elastic moduli. There is a wide range
of experimental evidences to show that static and dynamic moduli of rocks are
different, (Fjar et al. 1992). In general the static elastic modulus for dry rocks is less
that the dynamic modulus. The most common reason for the described is ascribed to
the presence of microcracks.

6.3.2 Strength Parameter Testing

A basic compressive strength test involves loading a sample to failure at a constant
value of confining pressure. This results in a single pair of maximum and minimum
principle stresses and the determination of stress at failure, i.e. the uniaxial com-
pressive strength. This straightforward test does not facilitate the determination of
any other strength parameters which require the construction of a Mohr’s failure
envelope, generated from several Mohr’s circles determined on the same sample at
different confining pressures. The uniaxial compressive strength (UCS) can be
calculated by dividing the load at failure by the cross sectional area of the sample.
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From the multi-failure axial stress/confining stress results, a linear function is fitted
to the data, which can be expressed in terms of the principle stress as follows
(Fig. 6.5):

ra ¼ UCSþ rrk ð6:3:4Þ

where ra is the axial stress, rr the radial (confining) stress, UCS the uniaxial
compressive stress and k the triaxial stress factor. Cohesion (So) is calculated from:

So ¼ UCS=ð2
ffiffiffiffiffi
kÞ

p
ð6:3:5Þ

and the angle of internal friction (u) is calculated from Eq. 6.3.3.
Along with conventional rock mechanical testing procedures, there are a number

of further mechanical tests that enhance our understanding of the mechanical
properties of storage reservoir and cap rocks:

• Acoustic emission (AE) describes the sound waves produced when a material
undergoes stress as a result of an external force. Acoustic emission sensors
detect stress waves motion that cause a local dynamic material displacement and
convert this displacement to an electrical signal. Acoustic emissions can be used
to detect plastic deformation indicator and crack propagation rate.

• Dynamic rock mechanical properties low and ultra-low (static) frequency ex-
periments can be conducted to increase accuracy of the dynamic moduli mea-
surements. This is because both P-wave and S-wave velocities increase as
frequency increases from low frequency to ultrasonic frequencies. Ultrasonic
data can overestimate velocities at lower frequencies, changing Young’s mod-
ulus (less so for Poisson’s Ratio).

• Compressibility is a measure of the relative volume change of a fluid or solid as
a response to a stress change. The compression measurement procedure requires
the servo hydraulic controlled stiff compression rig to have a double acting
attenuator, with an integral displacement transducer (LVDT) incorporated in the
actuator providing an electrical signal proportional to the piston rod displace-
ment, this facilitates the determination of the sample compressibility.
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6.3.3 Implications and Remaining Issues for CCS

All the experimental methods described above will provide mechanical property
input data for the reservoir model, however they are snapshot measurements and it
is important to remember that the CO2 injection and storage system is a dynamic
system that changes over time. As injected CO2 changes the in-situ stress state,
temperature, fluid density and formation water pH the fluid/rock/chemical inter-
actions instigate changes in the porous network and in turn the elastic and strength
properties of the rocks. It is important to understand how these mechanical prop-
erties evolve over time within the storage system.

6.3.3.1 Rock Mechanical Changes on Exposure to CO2

Reservoir rock will not fail due to fluid flow alone, but as a result of stresses acting
in the near well bore area. These stresses are caused by the pressure difference
between the formation fluids and wellbore, fluid frictional forces, the reservoir
stress state, thermal stresses and changing chemistry. When the magnitude of the
combined forces exceeds the strength of the formation, the rock will fail. The key to
wellbore stability is that the stresses acting on the rock surrounding the wellbore
must not exceed the strength of the rock. There are a number of wellbore stability
(sanding) predictors that require the rock mechanical input data of uniaxial com-
pressive strength, dynamic shear modulus, poisons ratio, bulk modulus, modulus of
elasticity, cohesion and angle of internal friction, Table 6.1.

Although the required rock strength and required mechanical input data can be
experimentally determined before injection by the testing methods described above,
they do not take account of the changing nature of the mechanical parameters as
CO2 injection progresses and the fluid/rock/chemical interactions instigate changes
in the porous network and in turn the elastic and strength properties of the rocks. An
empirical relationship must be developed between the reservoir and cap rock and its
change in mechanical properties due to CO2 exposure over time under in-situ
conditions. There is no single downhole tool that can directly measure the rock

Table 6.1 Inputs in stability prediction models

Wellbore stability prediction
model

Calculation—required mechanical inputs

Stein and Hilchie (1972) Dynamic shear modulus

Stein et al. (1974) Dynamic shear modulus

Tixier et al. (1975) Poisson’s ratio, shear modulus and bulk modulus

Coates and Denoo (1980) Poisson’s ratio, modulus of elasticity, shear modulus and
bulk modulus

Risnes et al. (1982) Cohesion and angle of internal friction

Morita et al. (1987) Poisson’s ratio, modulus of elasticity

Weingarten and Perkins (1992) Cohesion and angle of internal friction

Sarda et al. (1993) Effective stress, uniaxial compressive strength
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elastic and strength properties of the in-situ reservoir rocks and fewer to capture the
changing in mechanical properties with CO2 injection.

Mechanical properties can be determined by the following downhole methods:

• Deformability tests that apply load to the rock surface exposed on the borehole
wall and measure the resulting deformation. This can derive static mechanical
properties, but this is limited to the modulus of elasticity and can only be
conducted before cement casing.

• Acoustic travel times and bulk density from downhole logging, can be applied
to empirical relationships relating compressional wave velocity, shear wave
velocity and bulk density to the dynamic elastic parameters of modulus of
elasticity, Poisson’s ratio, bulk compressibility and shear modulus.

• Application of empirical correlations of porosity, composition and texture to
calculate mechanical properties, (Edlmann et al. 1998).

• Indirect measurements contributing to the understanding of the mechanical nature
of the reservoir such as borehole integrity from the calliper log, lithology deter-
mination and fracture identification from core, logging and wellbore imagery.

In addition to poor down-hole measurement of the mechanical properties there is
little understanding of how the changes in fluid and matrix properties with the
injection of CO2 will impact on these measurements and these issues need
addresses.

6.3.3.2 Remaining Mechanical Issues for Underground CO2 Storage

There are limited studies into the effect of CO2 injection on the mechanical prop-
erties of reservoir and caprock and the important highlights of these investigations
are:

• Oikawa et al. (2008) conducted tri-axial experiments using Berea sandstone
under simulated geological storage conditions and found the Modulus of
Elasticity and Poisson’s ratio to be suppressed slightly in the presence of CO2.

• To undertake rock physics modeling of CO2 bearing rocks the fluid substitution
model is normally used to predict rock modulus change with a change in pore
fluids, Hossain (2012), centered on Gassman’s equation (Gassman 1951) input
parameters are the effective bulk modulus of the rock matrix the shear modulus
of the CO2 bearing rock and the porosity. However these are input as static
values and the impact of how the CO2 bearing fluid may change these properties
are not included but may have an important influence over time.

• The thermal, hydrodynamic and chemical process described in Chaps. 3 and 4
will contribute to altering the mechanical properties of the reservoir and cap
rock during the CO2 injection and storage process. Understanding the dynamic
relationship between CO2 exposure and mechanical properties influenced by
mineralogy, grain size, porosity, cement depositional environment, etc. is a
crucial area of research.
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6.4 Fluid-Rock Interactions and Properties Changes

This section gives an overview of the experimental techniques used for investi-
gating the mass transfers between the water-CO2 mixture flowing in the pore space
and the rock-forming minerals. Standard techniques using static or flooded reactors
(batch reactor) dedicated to measure mineral solubility values and speciation will
be only briefly outlined because they have been described in several publications
and used for decades for applications ranging for instance from subsurface pollu-
tion, ore-deposit studies and hydrothermal processes (Sect. 6.4.2). Conversely we
will focus on specific equipment dedicated to reproduce both the hydrodynamic and
thermodynamic conditions expected during CO2 storage operations (Sect. 6.4.3).
More specifically, this type of a laboratory apparatus is designed to reproduce the
pressure, temperature, fluid flow and chemical conditions. Accordingly, this kind of
equipment, which is also used for studying other dynamic reactive geological
settings, such as hydrothermal systems, are often called flow-through rock (or
reaction-percolation) experimental bench or for specific application to CO2 geo-
logical storage: CO2 sequestration evaluation flow system. In the following we will
use the acronym FTS (flow-through system) for simplification.

The experimental protocols attached to FTS aim at measuring the chemical
fluxes and the changes of the rock properties, i.e. the change of the petrophysical,
hydrodynamical and mechanical characteristics induced by the alteration of the
solid fraction of the porous or fractured geomaterial under consideration. Some
companies propose this type of equipment derived from those used in oil-industry
for simulating multiphase flow or testing enhanced oil recovery techniques, the
injection of scCO2 being one of these techniques. Yet, experimental tools fully
dedicated to study CO2 underground storage are often designed and operated by
academic research centers for specific objectives and therefore might display dif-
ferent technical characteristics. Nevertheless, the concepts are similar and we will
outline the general technological characteristics and illustrate the use of these tools
for studying mass transfer processes occurring into the reservoir during CO2

injection, but also for studying scenarios of leakage into fractured caproks and well
cement annulus (Sect. 6.4.4).

The rationale (Sect. 6.4.1) for developing specific equipment and performing such
experiments coupling flow and reaction emerges from the complexity of the
thermo-hydro-chemical mechanisms controlling the alteration of the rocks in the
context of the forced injection of potentially highly reactive water-CO2 mixture into
potentially heterogeneous geomaterials. As a consequence modeling such mecha-
nisms at reservoir scale is still challenging and requires not only a pertinent param-
eterization of the continuum approach-based modeling codes, but also to determine
the validity of the underlying concepts and the accuracy of the numerical tools.
Uncertainties concern essentially the integration of the heterogeneity into the
macroscopic models (Chap. 5), the verification of the validity of the hypothesis used
to derive the continuum approach formulation (Chap. 3) and the measurement of the
effective parameters, such as the reactive surface area for example.
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6.4.1 Rationale

The injection of CO2 into deep reservoirs leads to large chemical disequilibrium and
consequently can cause noticeable mass exchanges by mineral dissolution and
precipitation that in turn may change strongly and often irreversibly the hydrody-
namical and mechanical properties of the reservoirs. This is particularly important
in the vicinity of the injection well where both the disequilibrium between the
pore-fluid enriched in CO2 and the rock-forming minerals and the fluid velocity (i.e.
the renewing of the reactants) are large. Well cement and caprock can also
encounter dissolution and precipitation in case of leakages through fractures either
induced by overloading pressure during injection or reactivated by tectonic events.

In such conditions some of the usual assumptions supporting the validity of the
macroscopic or continuum scale mass conservation equations may not be satisfied.
For instance, the full mixing assumption, implying that the concentration is
homogeneous at the scale of the support volume, used to derive the continuum scale
advection-dispersion-reaction equation that model solute transport in porous media
(see Chap. 3) may be invalid. For these dynamic systems displaying
far-from-equilibrium conditions, not only pore scale concentration gradients may
take place but mass fluxes controlling the return to equilibrium are non-linearly
related to local concentration. Self-organized dissolution features, that tend to
noticeably increase the hydrodynamic and mechanical properties heterogeneity, are
expected. In other words, CO2 injection in deep reservoir can trigger conditions in
the reservoir, caprock and well cement for which the continuum scale (at which the
pore scale structure and mass transfer mechanisms are averaged) approach may not
preserve some aspects of the dynamics at the micro-scale. Yet the system will
ubiquitously tends to return to equilibrium and therefore a very large range of
conditions of flow, solute transport and dissolution-precipitation reactions are
expected along the flow path from the injection well to the far field. Figure 6.6
illustrates typical trends of the Peclet (Pek) and Damköhler (Dak) numbers as the
function of the distance to the injection point. These two parameters are classically
used to evaluate the hydrodynamic and hydrochemical conditions respectively. The
Peclet (Pek) number for a support volume of characteristic distance k is conven-
tionally written

Pek ¼ Vk=D ð6:4:1Þ

where V [m s−1] is the average velocity and D [m2 s−1] denotes the dispersion or
the diffusion coefficient depending on the studied scale. The Damköhler number
(Dak) denotes the ratio of the characteristic time of the reactant renewing process at
the reactive surface of the mineral to the characteristic time of reaction. Different
formulations can be found in the literature depending on whether the renewing of
the reactant is controlled by diffusion or advection, i.e. depending on the value of
Pe. Here we propose a generalized definition of the Damköhler number:
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Dak ¼ jk=V 1þPe�1� � ð6:4:2Þ

where j is the effective reaction kinetic velocity [s−1]. The expression of j is
generally derived from the Transition State Theory (see Sect. 6.4.2). Figure 6.6
shows that a large range of conditions combining different values of Pek and Dak
can be expected. Close to the injection, large flow rate acts to maintain the system
far from equilibrium whereas thermodynamical equilibrium is reached at a certain
distance from the injection. Between these two extremes situations mass transfers
locally dominated by diffusion, dispersion, advection or kinetically controlled
reactions may occur. Similarly, a large range of hydrodynamic and hydro chemical
conditions can be expected in fractures crossing caprock layers or well cement
annulus depending on the differential pressure acting at the fracture boundaries and
on the aperture.

A large number of experimental and theoretical studies, not specifically applied
to CO2 storage, has been devoted to study the influence of dissolution processes on
the physical and chemical properties of porous media (e.g. Noiriel et al. 2004;
Hoefner and Fogler 1988; Rege and Fogler 1987; Schechter and Gidley 1969). For
instance, leading mechanisms such as pore coalescence (Schechter and Gidley
1969) and the formation of highly conductive flow channels (Carroll et al. 2013;
Golfier et al. 2002; Renard et al. 1998; Daccord et al. 1993) involve particularly
complex feedback effects. Yet, as a matter of fact the large number of studies related
to CO2 storage has boosted the construction of experimental apparatus specifically
designed for using brine and CO2 mixture for a large range of pressure and tem-
perature. An overview of the equipment and studies is proposed in Sects. 6.4.2 and
6.4.3.

Fig. 6.6 Peclet (Pek) and Damköhler (Dak) numbers as the function of the distance (r) from the
injection point. Because the fluid velocity is proportional to the inverse of the distance in radially
divergent flow, Pek / 1=r. Conversely, the Da values may display more complex ternds as the
function of r. Here we assume for matter of illustration that j decreases exponentially with the
distance to the injection (k / e�ar) but in reality the expression of jðrÞ is the result of complex
coupling between the hydrodynamic transport and the multi-component reactions. Nevertheless it
is expected that jðrÞ is a monotonic decreasing function of r because the system tends to
equilibrium (i.e. j = 0) far from the injection
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6.4.2 Batch Experiments

This section outlines the batch experiments undertaken to investigate the rock—
CO2 fluid interactions, the theory of which has been presented in Chap. 3. A brief
summary of batch reactor and reaction kinetic theory is presented followed by
descriptions of experimental batch equipment and analysis techniques used for
instance within the MUSTANG project to characterize the fluid–rock interactions
processes.

6.4.2.1 Batch Reactors

A batch reactor is a heated vessel where reactants are placed and reactions are
allowed to proceed for a given time. It is designed for recurrent sampling of the
fluid for analysis. The concentration and temperature are assumed to be uniform
(sometimes the vessel is equipped with a stirrer) and all elements spend the same
time in the reactor to ensure the same residence time. From a thermodynamic
standpoint, a batch reactor represents a closed system. The system will tend to
thermodynamic equilibrium with time. Batch reactors are typically used to study
reaction kinetics under controlled conditions. It can be used to find reaction rate
constants, activation energy and to determine the order of the reactions.

6.4.2.2 Rate Law Basics

For nearly all forward reactions, the rate is proportional to the product of the
concentrations of the reactants, each raised to some power. For the general reaction:

aAþ bB $ cCþ dD ð6:4:3Þ

The instantaneous sample-averaged mass-transfer rate R [mol m−3 s−1] can be
modeled using the transition state theory (Lasaga 1998):

R ¼ rð1� IÞ�m ð6:4:4Þ

where r is the effective rate constant and I the saturation index, I ¼ IAP=Keq, with
IAP the Ion Activity Product and Keq the equilibrium constant. The higher the
r value is, the faster the reaction proceeds. The effective rate is usually defined as
the product of the intrinsic kinetic constant r′ [mol m−2 s−1] that denotes the net
flux of the reactant, by the reactive surface area r [m2 m−3]. For CO2 storage
conditions, values of r′ determined from batch experiments for different dissolution
and precipitation reactions can be found in Pokrovsky et al. (2009) and references
herein.
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Two types of analysis are usually involved for determining the rate law for a
given reaction:

• Integral method—A reaction rate is assumed and the initial ratios of concen-
tration are known. If the final molar concentrations are plotted against time and
the data fits a straight line, then the assumption of second order kinetics is true
and the rate constant may be calculated from the slope of the line.

• Differential method—A reaction rate order is assumed, concentration versus
time data from the batch experiments are plotted and tangents drawn at various
points. The slopes of these tangents are the rate of reaction at these
concentrations.

Chemical reactions are often classified according to their kinetics order:

• Zero order—the reaction rate is independent of the reactant concentration val-
ues. A change in temperature is the only factor that can change the rate of a zero
order reaction.

• First order in the reactant—The reaction rate is proportional to the concentration
of one reactant, e.g. radioactive decay.

• Second order in the reactant—the reaction rate is proportional to the product of
the concentration of two reactants, or to the square of the concentration of a
single reactant. Many dissolution and precipitation reactions are second order
reactions.

6.4.2.3 Equipment Overview

Different batch reactor systems have been designed to investigate a wide variety of
rock-CO2-brine interactions under a large range of in-situ pressure and temperature
conditions up to 20 MPa and 200 °C respectively. The experiments involve brine
and/or CO2 and powdered (to provide the maximum surface area for reaction)
single minerals or multi-mineral rock, rock chips or rock samples. Similar exper-
iments can be performed to study the reactions with well cement materials.

The reactor itself can be as simple as a tube (stainless steel, titanium or hastelloy)
equipped at one end by a CO2 inlet with close off valve and at the other end a 60
micron filter and a pressure release valve set at a given pressure. The tube is
wrapped by a heating tape with a thermostat. More sophisticated types of reactor are
often used to improve the sampling or the control of the fluid composition. For
instance a reaction vessel within a pressure vessel such as presented in Fig. 6.7 can
be used perform single phase experiment (only CO2-rich brine and rock) and allow
the sampling of the brine in the course of the experiment without modifying the
pressure.
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6.4.2.4 Analysis Techniques

There are a number of analytical techniques for measuring the fluids, gases and rock
chemistry. The fluid analysis is divided into fluid element and gas composition
analysis:

Element Concentrations

Major elements are routinely measured using ICP-AES (inductively Coupled Plasma
Atomic Emission Spectrometry). A plasma source is used to dissociate the sample
into its constituent atoms or ions exciting them to a higher energy level. They return
to their ground state by emitting photons of a characteristic wavelength depending
on the element present. The light is recorded by an optical spectrometer which when
calibrated against standards provides a quantitative analysis of the sample.

Minor and trace elements are measured with ICP-MS (Inductively Coupled Plasma
Mass Spectrometry). A plasma source is used in the same way as the ICP-AES,
however the emitted ions are extracted through a series of cones into a mass spec-
trometer, usually a quadrupole. The ions are separated on the basis of their mass-to-
charge ratio and a detector receives an ion signal proportional to the concentration.

Titration method is also often used, for example to measure the alkalinity and the
chlorine content. Chemical equilibrium is a function of the concentrations of the
fluids in equilibrium. The equilibrium constant value can be determined if any one
of these concentrations can be measured. The concentration of the fluid in question
is measured for a series of solutions with known analytical concentrations of the
reactants. Titration is performed with one or more reactants in the titration vessel
and one or more reactants in the burette. Knowing the analytical concentrations of
reactants initially in the reaction vessel and in the burette, all analytical concen-
trations can be derived as a function of the volume (or mass) of titrant added.

Fig. 6.7 High temperature, high pressure brine and CO2 batch equipment. Left ICARE Lab stirred
and non-stirred reactors. Right Reactor equipped with deformable titanium jacket
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Gas Compositions

In situ Raman analysis: A spectroscopic technique based on inelastic scattering of
monochromatic light, usually from a laser source. Inelastic scattering means the
frequency of photons changes on interaction with a sample and the frequency of the
re-emitted photons are shifted in comparison with the original monochromatic
frequency called the Raman Effect. Which when calibrated against standards pro-
vides a quantitative analysis of the sample.

Infra-red analysis: Infrared spectroscopy exploits the fact that molecules absorb
specific frequencies that are characteristic of their structure. These absorptions are
resonant frequencies, i.e. the frequency of the absorbed radiation matches the
transition energy of the bond or group that vibrates. The exact frequency at which a
given vibration occurs is determined by the strengths of the bonds involved and the
mass of the component atoms

Gas chromatography: Gas chromatography is a method of separating the com-
ponents of a solution and measuring their relative quantities. A sample is rapidly
heated and vaporized to separate the components by distributing the sample
between two phases: a stationary phase and a mobile phase. The mobile phase is a
chemically inert gas that serves to carry the molecules of the sample through a
heated column. Sample components are separated based on their boiling points and
relative affinity for the stationary phase, which is most often a viscous liquid
(wax) within the column. The higher a component’s affinity for the stationary
phase, the slower it comes off the column. The components are then detected and
represented as peaks on a chromatogram.

6.4.2.5 Rock Mineralogy Analysis

The rock mineral analysis can be undertaken on powdered samples or using thin
sections of solid samples. Whole rock analysis is not actually a complete analysis of
the rock, but describes a specific method of ore preparation followed by analysis for
eleven common rock-forming elements. The procedure involves a lithium borate
fusion process on a small portion of pulverized solid material. The values for the
rock-forming elements are then expressed as their more common oxide compound.

Powder is used also for X ray diffraction (XRD) for identifying mineral types.
XRD is based on Bragg’s Law, where the atomic faces of crystals cause an incident
beam of X-ray beams to interfere with one another as the leave that crystal at certain
angles of incidence (h):

nk ¼ 2d sin h ð6:4:5Þ

where d is the distance between atomic layers and (k) is the wavelength of the
incident X-ray beam and n in an integer. XRD measurements are based on
observing the scattered intensity of an X-ray beam hitting a sample as a function of
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incident and scattered angle, polarization, and wavelength or energy. X-ray Powder
diffraction facilitates qualitative identification of minerals in all rock types, measure
the average spacing between layers of atoms, determine the orientation of a single
crystal and determine the crystal structure.

X-ray fluorescence (element quantification): X-ray fluorescence (XRF) is when a
sample is exposed to X-rays of high energy. As the X-ray (or photon) strikes an
atom (or a molecule) in the sample, energy is absorbed by the atom. If the energy is
high enough, a core electron is ejected out of its atomic orbital. An electron from an
outer shell then drops into the unoccupied orbital, to fill the hole left behind. This
transition gives off an X-ray of fixed, characteristic energy that can be detected by a
fluorescence detector. The energy needed to eject a core electron is characteristic of
each element, and so is the energy emitted by the transition.

Thin sections are used for microscopy observation, specifically using electronic
microscopes. Scanning Electron Microscopy (chemical observation and structural
properties): A tungsten filament source produces a stable and high current electron
beam. When the electron beam interacts with the sample, the electrons lose energy
by repeated random scattering and absorption within a teardrop-shaped volume of
the specimen known as the interaction volume. The size of the interaction volume
depends on the electron’s landing energy, the atomic number of the specimen and
the specimen’s density. EDS (energy dispersive) X-ray analysis: The PGT Spirit
EDS X-ray analysis system allows qualitative and quantitative mineral analysis as
well as X-ray imaging of samples. The number and energy of the X-rays emitted
from a specimen are measured by an energy-dispersive spectrometer. As the energy
of the X-rays are characteristics of the difference in energy between the two shells,
and of the atomic structure of the element from which they were emitted, this allows
the elemental composition of the specimen to be measured.

6.4.3 Flow-Through Experiments

A flow-through experiment consists in injecting a fluid at a controlled flow rate
through a sample of permeable rock, usually of cylindrical shape, called a core. The
fluid can be a single phase fluid, such as liquid water containing dissolved ions and
gases or a mixture of phases. The permeable sample can be a core of porous
reservoir rock or a core containing natural fractures or fractures made artificially to
mimic natural hydraulic discontinuities. The main goal of these dynamic experi-
ments involving reactive fluids is to determine the time-elapsed change of the
sample properties at macroscopic scale (i.e. core scale) such as permeability and
porosity and to measure effective reaction rates in dynamic conditions. Moreover,
these experiments can be associated with X-ray microtomography in order to
observe directly the spatial distribution of the mass transfers with a resolution of
some microns. The cores are usually imaged before and after the experiment. X-ray
non-absorbent confinement cells can also be used to perform recurrent imaging and
tackle simultaneously the changes of the pore structure and the absolute
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displacement of the different phases in the porosity. Nevertheless, the use of this
technique is presently limited by several factors such as the duration of the
experiment, the possibility of working at elevated pressure and temperature and the
duration of the scan (largely dependent on the X-ray source flux and the sample
size) during which it must be assumed that mass transfers are negligible. In any
case, the sample size must be decided in order to fit the field of view of the camera;
higher is the targeted resolution, smaller is the core diameter. In most of the cases
core diameter (D) ranges from few millimeters to few centimeters and the geo-
metrical resolution ranges from 0.5 to 20 microns depending on the applied imaging
techniques.

The duration of the experiments typically ranges from some hours to weeks. For
example, the alteration of a carbonate rich reservoir core flowed by a CO2-saturated
brine at 50–90 °C can be studied in few days, while the same conditions applied to
the study of sandstones or fractured cements and claystones may require weeks.

6.4.3.1 FTS Equipment

As a general rule, the system includes motorized pumps equipped with displace-
ment encoders which allow an accurate control of the inflow rate, a confinement cell
were the sample is installed, heated and pressurized and a back pressure system
allowing to control the outlet pressure while allowing the fluid to be withdrawn
from the circuit and sampled for chemical analysis. A schematic representation of a
flow-through apparatus is given in Fig. 6.8.

Fig. 6.8 Schematic representation of the ICARE Lab CO2 sequestration evaluation flow system
(model ICARE 1, design R. Leprovost, U. Montpellier)
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A standard circuit requires up to 20 valves, most of them being usually
electro-pneumatic valves (EPV); their opening and closing being mastered by the
computer program which also control the pump flow rate.

The back pressure system is probably the most critical part of the FTS and
different techniques can be used as it will be explained below. The second critical
issue for reproducing the range of reservoir conditions is the flow rate. Modern
computer controlled piston pump can deliver flow for a large range of values, but
the main issue is often the capability of controlling the very low flow rates required
to mimic in situ condition in small sized samples. Delivering low flow rate
implicates the use of pumps having small pistons and high-technology motors and
position encoders. Going down to flow rate of less than about 10−11 m3 s−1

(*10−3 mL min−1) requires specialized equipment using high-end pumps and a
precise control of the temperature.

Others issues to be considered when designing such experimental bench for
temperature up to 150 °C include the corrosive nature of the fluid (usually low pH
brines) and the need of accurate temperature control and adapted circuit geometry
when mixtures of scCO2-water (or brine) are involved. Usually corrosion resistant
alloys such as Hastelloy- C276 are used at least for the most exposed parts such as
the pumps, the valves, and the pressure sensor membranes. The use of accurate and
well calibrated pressure sensors is also required in order to obtain accurate values of
the permeability over 2 or possibly 3 orders of magnitude. For some applications it
is beneficial to set the pressure gradient instead of the flow rate. In this case the flow
rate is measured from the displacement of the pump piston or counting the motor
axe rotation using optical or electronic encoders.

Inlet Pumps: A combination of two piston pumps is required to obtain a constant
flow rate for injection volumes larger that the volume of one pump. In this con-
figuration, one of them pumps the liquid through the sample, while the other one
refills from and external fluid tank. This procedure is controlled by a micropro-
cessor installed in the pump electronic control card or directly by a computer. The
objective of these experiments being to inject brines and CO2 through the sample
for a large and controlled range of partial pressure values, the question of mixing
the CO2 with the brine is a central issue. Two cases can be distinguished.

If the objective is to pump brine in which the partial pressure is lower than the
total pressure, then the pumped fluid is a single phase. In this case the issue is to
dissolve CO2 into the brine in order to obtain a given constant CO2 partial pressure
whatever the total pressure is. Two main techniques can be applied. First the CO2-
brine mixture can be prepared in a tank by pressurizing the volume of brine required
for the entire experiment with CO2 at a pressure corresponding to the targeted CO2

partial pressure. For values larger than the pressure of commercial CO2 bottles
(about 6 Mpa), the use of a pressure booster withdrawing and compressing liquid
CO2 from a bottle equipped with a plunger is necessary. This mixture will be used
to refill the piston pumps. An alternative solution consists in adding to the FTS a
piston pump refilled with liquid CO2. The mixture will be obtained by running the
brine and CO2 pumps at the flow rates corresponding to the fraction of CO2 needed
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to obtain the desired CO2 partial pressure. As the volume of CO2 to pump is only
few percent of the volume of brine, the pump dedicated to the liquid CO2 must have
a minimal flow rate about two orders of magnitude smaller than the minimum flow
rate needed for the experiment. This is the limiting factor of this technique (the
minimum flow rate is here conditioned by the CO2 pump characteristics) which
conversely allows changing easily the CO2 partial pressure in the course of the
experiment.

For experiments requiring the injection of scCO2-brine mixture, i.e. the injection
of a biphasic fluid, an additional supercritical CO2 pump is required. Such pump
consists in a cooled pressure booster that pumps liquid CO2 from a
plunger-equipped bottle and a heating system allowing the pressurized liquid CO2

to reach the supercritical phase. Note that the differential density between liquid and
supercritical CO2 must be taken into account for calculating the effective flow rate.
The use of scCO2 in FTS will be discussed in more detail below.

Back Pressure: Back pressure is necessary to reproduce the conditions at depth. It
is also required for avoiding degassing of the CO2 in the circuit; the total pressure
must be higher or equal to the partial pressure of CO2 to perform single phase
experiments. Mainly three techniques can be used to control the total pressure of the
outlet circuit. All of them produce pressure fluctuations but with distinctly different
amplitudes and frequencies. As the objective is to maintain a pressure as constant as
possible, all the different systems described below must be associate with a pressure
damper that usually consists in a cylinder with a free mobile piston separating the
flowing fluid from a volume of pressured gas. If the pressure fluctuations are small,
then the free-piston cylinder can be replaced by a membrane.

The simpler one consists in using constant pressure valves. However this type of
low-cost tools may be not sufficient for maintaining a sufficiently constant pressure
at low and high flow rates. These valves are also temperature sensitive. As a result,
large amplitude, low frequency pressure fluctuations are expected. Moreover
freezing of the valve can occur when large amount of supercritical or liquid CO2

have to be released by the valve. Micro-particles, for instance produced by the rock
dissolution, may prevent the full closing of the valve and therefore may jeopardize
irreversibly the experiment.

The second system that was experienced in the frame of the MUSTANG project
is the use of a combination of two EPV in series, separated by a tube of limited
volume, that alternatively open and close in order to deliver a flow rate that adapts
to the pressure at the outlet of the sample while keeping it in a constant range of few
tenths of MPa. Using a pressure damper containing 1 L of pressured gas is usually
sufficient to obtain fluctuations of less than 0.1 MPa. This system is efficient and
relatively cheap, but the valves are aging very fast because of their frequent acti-
vation (usually several hundred of operation for a standard experiment).

The third system consists in using back pressure piston pumps; ideally two
piston pumps acting similarly to the dual injection pumps described above. These
pumps will be programmed to maintain the desired pressure by continuously
adapting the pistons displacement. Yet, the use of a single piston pump can be
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preferred for decreasing costs. In this case, a pressure damper containing about 1L
of pressurized gas will allow pressure fluctuation to be less than 0.1 Mpa.

Sampling: sampling for cations analysis can be performed after degassing at the
outlet of the circuit. However it is often necessary to sample the pressurized brine
mixture or brine-CO2 mixture, for evaluating the remaining CO2 partial pressure,
for instance. High pressure syringe with a screw-moving piston can be used.
A simple technique for evaluating the CO2 partial pressure is to equip the syringe
with a micrometric screw gauge and a pressure sensor (or manometer) and measure
the volume of gas released from the adiabatic decompression of the sample. The
partial pressure (PCO2) is:

PCO2ðP; T; sÞ ¼ Pe � Pd � Vdg=R� T � VL � mCO2ðP; T ; sÞ ð6:4:6Þ

where Pe and Pd denotes the pressure of the experiment and the pressure after
decompression, Vdg and V denotes the volume of gas after decompression and the
volume of the fluid sampled, R is the gas constant, T is the temperature and mCO2 is
solubility of CO2 (Duan et al. 2006; Sun and Dubessy 2010).

Core Sample Holder: There are several designs of sample holder, named also
confinement cell. Several providers propose standard designs such as Hassler type or
Hoek type core holders adapted to different core sample sizes. Research laboratories
are also developing core holders/confinement cells, usually to fit non-standard
sample size. Whereas these different types of cells differ from each other in terms of
technical details impacting mainly the protocol for the sample installation, the
principle is similar for all the sample holder types. The cylinder of rock is installed
into a flexible tube (or jacket) that can be made of different substance such as silicon,
Teflon or vulcanized materials and then positioned in between two flow diffusers
such as displayed in Fig. 6.8. This configuration allows applying an external pres-
sure on the jacket ensuring that the fluid will not flow around de sample but is
distributed equally over the sample diameter. This applied pressure is also used to
reproduce de confinement pressure at depth (radial confinement pressure). Axial
pressure mimicking the effect of the overburden along the sample axis can also be
setup (Fig. 6.8). The axial and radial pressure can be operated by external piston
pumps, gas tanks or made proportional to the inlet flow pressure using a pressure
multiplier such as shown in Fig. 6.8. This later solution has two advantages; first it is
unexpansive compared to the purchase of piston pumps and second it ensures that
the confinement pressure increase (or alternatively decrease) proportionally to the
fluid pressure during the operation of pressure loading (or unloading) at the
beginning and end of the experiment, avoiding deviatoric stresses that may damage
the sample irreversibly. In general it is sufficient to apply axial and radial pressures of
about 110–115 % of the pore pressure for ensuring both a total sealing of the
sample-jacket interface and reproduce natural pressure configurations.

Control of the Composition of the Inlet Fluid: Controlling the composition of the
inlet fluid (brine) is important to reproduce the natural conditions. The ionic content
can be set easily, but controlling the partial pressure of the gas requires some
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attention. This aspect, often disregarded in flow-through experiments, is important
for example to reproduce anoxic conditions such as almost always the case in
reservoirs, or even impose partial pressure of secondary gases such as methane of
hydrogen to reproduce reducing conditions. A specific device has been developed
in the frame of the MUSTANG project in order to make a controlled precondi-
tioning of the brine, before being mixed with the CO2. This device, called ICARE
Lab Fluid Preconditioner, permits removing or adding dissolved gases or tracers in
the fluid and keeping this volume of fluid (up to 5 L) under a pressure of 0.8 MPa
during the duration of the experiment. The piston pumps will be refilled from this
pressurized tank.

Use of scCO2: The conceptual design made by the different functional parts of a
flow-through bench presented above (synthetized by the schema given in Fig. 6.8)
is designed primarily to single phase flow experiments for which the partial pres-
sure of CO2 can be set from zero up to the minimum value of the pressure in the
circuit, i.e. the pressure set by the back pressure system. However, one may want to
simulate the flow of pure scCO2 or mixture of scCO2 and CO2-saturated brine. In
this case one must install a scCO2 pump that is made of three components. The
central part of the pump is a pressure booster that withdraws liquid CO2 from a CO2

bottle equipped with a plunger. To ensure a perfect functioning, the booster pump is
cooled down to few Celsius (generally 4 or 5 °C) by a cooling system. On the high
pressure side of the pressure booster the CO2 is heated to the desired temperature
(above 32 °C) to produce scCO2. In order to avoid any scCO2 trapping in the circuit
and ensure a perfect mixing the scCO2 must be injected as close as possible to the
sample through a diffuser.

6.4.3.2 Measurements and Data Analysis

The two main measurements allowed by flow-through experiment are the moni-
toring of the pressure drop in the sample and the recurrent sampling and compo-
sition analysis of the outlet fluid. The fluid analyses are performed using the
different methods presented in Sect. 6.4.2.4. The pressure drop is measured by a
differential pressure sensor recording the pressure difference DPðtÞ between the
inlet and the outlet of the sample. Permeability k(t) is obtained from the differential
pressure using the Darcy law (Eq. 6.2.3) for porous media.

In case of fractured low permeability rocks (usually <10−19 m2 for cements and
claystones), the permeability and fracture aperture ahðtÞ are estimated using the
cubic law approximation:

ahðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12lQL
wDPðtÞ

3

s
ð6:4:7Þ
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and

kðtÞ ¼ a2hðtÞ
12

ð6:4:8Þ

where w is the width of the fracture.
The time-resolved porosity of the sample cannot be measured directly, but in

certain cases the change of porosity (@/=@t) can be evaluated from the fluid
composition. The simple case is when the only chemical process is the dissolution
of a single mineral. Let assume that the rock sample is made of Magnesium-rich
calcite CaaMgbCO3, where and a and b denotes the fraction of Ca and Mg
respectively in the calcite. The volume of dissolved calcite VðtÞ is:

VðtÞ ¼ tQ
Zt0¼t

t0¼0

aDCCaðt0Þ þ bDCMgðt0Þdt0 ð6:4:9Þ

where t is the calcite molar volume and DCCa and DCMg denotes the difference of
calcium and magnesium concentration respectively between the outlet and the inlet
fluids. The sample-scale porosity change of porosity is given by:

@u ðtÞ
@t

¼ 1
Vs

@ VðtÞ
@t

ð6:4:10Þ

where Vs is the total sample volume (i.e. Vs ¼ p LD2=4). To evaluate the
time-resolve porosity /ðtÞ one must integrate Eq. (6.4.10) which requires the
knowledge of the value the porosity at a given time t, usually at t = 0. This can be
achieved by non-invasive laboratory measurement using a gas porosimeter for
example, or calculated from the analyses of XMT images.

When the dissolution process involves several minerals sharing the same cations
or when both dissolution and precipitation occurs simultaneously, the mass balance
(Eq. 6.4.9) is much difficult to calculate. However this can be completed if both the
composition of the involved minerals and the stoichiometry of the reactions are
known. Accurate chemical analysis of the rock sample combining different tech-
niques such as chemical imaging using electronic microscopy, X-ray diffraction and
bulk analysis may provide the necessary data. Then, if the value ViðtÞ for all the
dissolved and precipitated minerals i can be calculated, then the change of porosity
(@/=@t) is obtained by Eq. (6.4.10) where the second member @ VðtÞ=@t is replaced
by the sum

P
i @V=@t.
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6.4.4 Examples of Experimental Studies of Fluid-Rock
Interactions

6.4.4.1 Experimental Investigation into the Sealing Capacity
of Naturally Fractured Shale Caprocks Under scCO2 Flow

A high pressure and temperature CO2 flow rig was designed and built to investigate
the sealing properties of naturally fractured caprocks under in-situ conditions and
supercritical CO2 and gaseous CO2 flow (Edlmann et al. 2013; McCraw et al.
2016). One unfractured (sample B-c) and two naturally fractured caprock 38 mm
diameter core samples (Samples B-a and B-b) were obtained from the North Sea
East Brae field at a depth of circa 4 km, Fig. 6.9.

In addition to the flow results, petrophysical and mineralogical data was col-
lected from the caprock matrix and fracture surface before and after exposure to
CO2. Porosity is around 17 %, the mean pore radius around 900 nM and X-Ray
Diffraction (XRD) investigations of both the caprock matrix and fracture fill
material show that quartz (43 %) and illite (
25 %) are the primary minerals that
make up the Kimmeridge clay caprock, with minor chlorite (8 %) and kaolinite
(8 %).

Fig. 6.9 Images of the three
core samples of caprock from
East Brae
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The flow experiments were run in 4 phases:

• Phase 1—Increasing to in-situ scCO2 conditions
• Phase 2—Maintaining in-situ scCO2 conditions
• Phase 3—Maintaining in-situ gaseous CO2 conditions
• Phase 4—Re-run of the increasing upstream CO2 fluid pressure and lock in

under supercritical and gaseous conditions to investigate wettability changes
after CO2 exposure along the fracture face

The results of Phase 1, 2 and 3 for samples B-a and B-b are presented as
confining pressure (in MPa, MegaPascal), upstream pressure (MPa) and down-
stream pressure (MPa) on the primary axis and temperature (°C) on the secondary
axis all against time (Figs. 6.10 and 6.11). There was no detectable flow of CO2

(downstream pressure) measured across both fractured samples, even with a pres-
sure differential across the fractured of 43 and 51 MPa, for samples B-a and B-b
respectively, which equates to a pressure gradient of 866 and 942 MPa/m. As soon
as the fluid pressure, confining pressure and temperature were dropped to gaseous
CO2 conditions of 20 MPa confining pressure, 5 MPa upstream pressure (the same

Fig. 6.10 Results of the fractured caprock sample B-a, plotted as confining pressure (MPa),
upstream pressure (MPa), downstream pressure (MPa) and temperature (°C),with time

Fig. 6.11 Results of the fractured caprock sample B-b, plotted as confining pressure (MPa),
upstream pressure (MPa), downstream pressure (MPa) and temperature (°C), with time
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15 MPa pressure difference as with the supercritical lock in) and 20 °C tempera-
ture, the downstream pressure immediately and steadily increased over the 30 days
towards that of the upstream pressure. This introduces the possibility that for these
particular naturally occurring fractures gaseous CO2 does flow across the fracture,
whereas there was no supercritical CO2 flow across the fracture, even when the
fracture aperture is held under the same differential pressure.

During phase 4, the re-run after gas phase CO2 exposure to the fracture, the same
pattern of pressure (flow) across the fracture was observed during the second run as
was seen during the first run, Figs. 6.12 and 6.13. There was no flow measured
under increasing scCO2 flow even with pressure differentials of 37 and 42 MPa for
samples B-a and B-b respectively. This was also under conditions of fluctuating
fracture aperture linked directly to a fluctuating difference in pressure between the
upstream fluid and confining pressure. There was little or no detectable flow of
scCO2 measured across both fractured samples under scCO2 lock over 30 days.
However under gaseous CO2 lock in (with the fracture aperture held under the same
pressure difference between the upstream fluid pressure and confining pressure as it

Fig. 6.12 Results of the second flow run on fractured caprock sample B-a, plotted as confining
pressure (MPa), upstream pressure (MPa), downstream pressure (MPa) and temperature (°C),with
time, to investigate any wettability effects after CO2 exposure along the fracture face

Fig. 6.13 Results of the second flow run on fractured caprock sample B-b, plotted as confining
pressure (MPa), upstream pressure (MPa), downstream pressure (MPa) and temperature (°C), with
time, to investigate any wettability effects after CO2 exposure along the fracture face
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was under supercritical conditions), the same pattern of immediate and increasing
downstream pressure towards that of the upstream pressure was observed.

This indicates that under these experimental conditions and timescales, the
wettability (and in turn capillary entry pressures) of these natural fractures was not
influenced by exposure to gaseous CO2.

Table 6.2 presents the average mineral weight percent of the caprock matrix
material and fracture material before and after the CO2 flow experiments on sample
B-a from SEM energy dispersive X-ray elemental analysis. It can be ascertained
that although there was a slight reduction in Silicon (2 %) and corresponding
increase in Aluminum (2 %) after exposure to CO2 as cation exchange occurs.
However it is not significant enough to cause fracture/matrix pore network opening
or closing that would influence the CO2 flow through the duration of the
experiment.

This lack of any chemical reactivity is borne out by comparing the sample
dimensions before and after the experiment, the confining pressure data logs also
corroborate the lack of any volume changes within the samples at equilibrium
during experimentation.

The conclusions we can draw from the experimental work undertaken so far on
the sealing capability of naturally fractured shale caprocks to supercritical CO2 flow
are that:

• Supercritical CO2 did not flow through these particular tight natural caprock
fractures under supercritical reservoir conditions.

• When the temperature and fluid pressure were reduced to below the critical
point, CO2 in its gas phase did flow through the tight natural caprock fractures
(even with a constant pressure difference between the confining pressure and the
upstream fluid pressure of 15 MPa under both supercritical and gaseous
conditions).

• This contradicts the expected flow profile of a supercritical fluid having
enhanced flow properties.

• The contradictory experimental observations are linked to the complex interplay
between the fluid conductivity response of the CO2 phase to the fracture
properties, the influence of stress on the fracture aperture, the chemical inter-
action between the rock minerals and the CO2 fluid, the fluid pressure
influencing the fracture permeability, the influence of CO2 phase on the capil-
lary entry pressure and the relationship between CO2 phase on the wettability,
interfacial tension and contact angle.

Table 6.2 Average mineral weight percentages for sample B-a matrix and fracture before and
after CO2 exposure

wt% Al wt% Si wt% Ca wt% Mg wt% Fe

Sample B-a matrix before CO2 exposure 7.45 37.30 0.51 0.54 0.68

Sample B-a matrix after CO2 exposure 9.51 35.24 0.47 0.61 0.83

Sample B-a fracture before CO2 exposure 8.21 35.86 0.55 0.51 1.17

Sample B-a fracture after CO2 exposure 10.40 32.65 1.07 1.33 0.99
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• To facilitate the observed result of gaseous CO2 flow and inhibited supercritical
CO2 flow it is likely that the interplay between normal stress and pore pressure
controlling fracture aperture and the density of CO2 being inversely proportional
to permeability were the dominant influencing factors.

• Calculations indicate that there is a large decrease in hydraulic conductivity as
the aperture size reduces, indicating that it is aperture size that is the dominant
controlling factor in fracture flow of CO2. It is possible that there is a critical
threshold of fracture aperture size which controls CO2 flow along the fracture.
Above the critical aperture size scCO2 and gaseous CO2 will flow, on or near the
critical fracture aperture size we see gaseous flow but not scCO2 flow and below
the critical aperture size we would see little or no gas or scCO2 flow along the
fracture and flow would become matrix dominated.

• This has significant implications for the planning of CO2 storage projects in the
North Sea basin, in that the CO2 should be stored at pressures and temperatures
(depth) comfortably above the CO2 critical point.

6.4.4.2 Experimental Investigation of the Role of Local
Heterogeneities on Reactive Transport

Understanding the fundamental processes governing the fluids-rocks interactions is
a crucial stake to model, for various temporal and spatial scales, the transport and
the storage of CO2. One of the major difficulties is the identification and the
hierarchical organization of the involved imbricated physical and chemical mech-
anisms. Consequently, an essential step is to perform experiments in controlled
conditions for which results can be analyzed from pore-scale to the scale of the
samples.

Several percolation experiments of acid fluid (CO2-rich brines) through different
type of rock samples reproducing in situ conditions (T < 200 °C, P < 20 MPa) will
be present here to enlighten the use of experimental results for characterizing the
role of heterogeneities on transport and reactions processes (dissolution, precipi-
tation, redox reactions). All the flow-through experiments presented here have been
performed using the ICARE Lab CO2 sequestration evaluation flow system pre-
sented in Sect. 6.4.3 and described in more details in Luquot and Gouze (2009).

The different analytical techniques mentioned in this chapter have been used in
order to characterize the mineral rock composition, the pore structure and geometry,
the connectivity of the core before and after each percolation experiment. Besides
the classical analytical methods, SEM (Scanning Electron Microscope), Raman
spectrometry, Mossbauer, Ionic probe, TEM (Transmission Electron Microscope),
have been used as well as X-ray Microtomography images (XMT). As explained in
Sect. 6.2.1, one can extract key parameters such as the total porosity, the effective
porosity, the pore size distribution, the pore/rock interface surface, the tortuosity,
the effective diffusion coefficient, the permeability and other morphological and
geometrical parameters such as capillary pressure and pore surface curvature, by
processing the 3D micro-tomographic images.
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The methodology and experimental approach previously mentioned have been
first applied to characterize the different dissolution patterns that occurred during
CO2-rich brine injection through limestone core samples (from Paris Basin). Various
flow-through experiments have been performed using a same Peclet number but
changing the Damköhler number. All the experiments have been done under CO2

storage conditions (T = 100 °C, P = 12 MPa, 2.5 < PCO2 < 10 MPa). Various
dissolution patterns have been described during the different dissolution experiments
depending of the Da number. These dissolution features have been correlated to the
flow conditions and initial chemical fluid properties: from localized wormhole for-
mation (PCO2 = 10 MPa) to homogeneous dissolution (PCO2 = 2.5 MPa). The main
results of these set of experiments were published in Gouze and Luquot (2011) and
Luquot and Gouze (2009). In particular, the authors demonstrated that porosity,
permeability and reactive surface area changes due to dissolution reaction are con-
trolled by initial chemical conditions of the injected fluid and initial parameters
(Fig. 6.14). A memory effect has been observed in the variation of all these
parameters with time. A phenomenological relationship between porosity and per-
meability (Fig. 6.15) and reactive surface area have been proposed and later vali-
dated by others authors.

Gouze and Luquot (2011) showed that permeability changes during dissolution
process are controlled by tortuosity changes in case of heterogeneous dissolution
(wormhole localization formation) and to the hydraulic pore diameter in case of
homogeneous dissolution (Fig. 6.15).

Fig. 6.14 a Log-permeability versus log-porosity for the dissolution experiments D1 (circles), D2
(squares) and D3 (diamonds). Inset Focus on the experiment D2 data for t > te. For t > t*, data
deviate progressively from the power law model. b Exponent n versus Da(0) for experiment D1
(circles), D2 (squares) and D3 (diamonds). The range of Da(t) for each of the experiment is
reported (horizontal lines) as well as the overlapping between experiments D1–D2 and D2–D3
(from Luquot and Gouze 2009)
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Others experiments have been performed using different types of limestones
confirming that the initial rock structure strongly controls the dissolution pattern
and specifically the development of preferential paths and thus controls the
permeability-porosity relationship (Fig. 6.14). Furthermore, experiment with lower
CO2 partial pressure using limestone samples characterized by smaller pores have
be run in order to try observing homogeneous dissolution processes, but here again
the formation of preferential flow path was observed (Fig. 6.16).

From these results on can propose a phenomenological relationship between
tortuosity change Ds and PCO2 and speculated that the porosity–permeability trend
is mainly controlled by the change in the effective hydraulic diameter during dis-
solution with low PCO2 (Fig. 6.17). These results cast doubt on the use of the Peclet
and Damköhler numbers to predict dissolution pattern independently on other
information on the structural properties and the heterogeneity of the rock (Luquot
et al. 2014).

Andreani et al. (2009) and Luquot et al. (2012) studied sandstone core samples
coming from potential CO2 storage reservoir in Australia and dunite samples
coming from San Carlos, Arizona, respectively. The interesting point of these two
different rocks is the complex mineralogy and the large range of chemical processes
that can occur in contact with CO2-rich brine.

The sandstone rock was coming from de Pretty Hill Formation from Otway
Basin and was mainly composed of quartz and feldspar and almost 10 % of Fe-rich
chamosite (chlorite) and Laumontite (Ca-rich zeolite). Two interesting processes
were observed during CO2-rich brine percolation through this sandstone: the first
one was the feldspar alteration into kaolinite which induces a permeability decrease
which was described for the first time. The second key result of this study was the
redox reaction characterized between CO2 and iron-rich chamosite mineral. The
results show that a fraction of CO2 was stored as reduced carbon (graphite) using

Fig. 6.15 a Sample-scale averaged porosity versus permeability for experiments D1, D2 and D3.
b Values of exponent a (indicator of hydraulic radius increase) and b (indicator of tortuosity
increase), with n ¼ aþ b, for experiments D1, D2 and D3 (from Gouze and Luquot 2011)
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Fig. 6.16 Representation of the nodes of the main components of the skeleton, i.e., parts of the
skeleton coinciding with connected components of the void space that were exposed to dissolution
at macroscopic scale. The color map corresponds to the radius of the largest sphere centered at
each node inscribed inside the void space (brightest points correspond to largest radii, logarithmic
scale in voxel unit), from Luquot et al. (2014)

298 P. Gouze et al.



realistic conditions for CO2 geological storage (Fig. 6.18). This study allows
highlighting the role of local mineral heterogeneity on chemical reactions. As
observed in Fig. 6.18, the redox reaction occurred very locally closed to chamosite
dissolution features.

The study of CO2-rich brine reaction with dunite was performed at very low flow
rates and high temperature and pressure conditions. The rock sample was almost
composed of olivine so in this case the initial rock was not characterized by an
initial mineral heterogeneity. Nevertheless, various reactions can take place after
olivine dissolution triggerd by the CO2-enriched water: mainly serpentine precip-
itation (olivine hydration mechanism), carbonate precipitation (mainly Mg, Fe,
Ca-carbonates), iron oxide precipitations, hydrogen production. In this study,
Andreani et al. (2009) observed the localization of the different reactions depending
of the local transport conditions. In zones were transport was controlled by
advection, i.e. where the reactant renewal was high, olivine dissolution rate,
hydration reactions and iron oxide precipitation were observed. Conversely, car-
bonate precipitation was observed were the reactant transport was controlled by
diffusion such as in dead-end structures (Fig. 6.19). These results clearly indicate
that local transport conditions controlled the product of the chemical reaction and
that the assumption of full mixing discussed in Sect. 6.4.1 is hardly valid in such
highly reactive system involving high CO2 concentration fluids.

More recently, Luquot et al. (2016) confirmed the role of local chemical/
mineralogical heterogeneity on reactive processes but also the importance of the
local transport conditions. They performed CO2, sulfate-rich brine percolation
experiments at different injection flow rates through sandstone core rock samples
coming from Heletz formation in Israel (MUSTANG test site). Experiments were
performed under in situ Heletz storage conditions (60 °C and 15 MPa). The authors

Fig. 6.17 Left figure Change of the exponent n of the permeability–porosity relationship versus
PCO2 . Right figure Tortuosity versus PCO2 . In black, the results for experiments P1, P2, P3, and P4
are presented and in red the results for experiments G&L-D1, G&L-D2, and G&LD3 from Luquot
and Gouze (2009) and Gouze and Luquot (2011). The blue curve represents the equation
Ds ¼ y0 þA expðB� PCO2 Þ, with y0 ¼ �7:83, A ¼ �33:14 and B ¼ 0:37 (from Luquot et al.
2014)
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observed that different reaction processes took place depending on the transport
conditions. First, they concluded that dolomite and ankerite dissolution (the two
main minerals displaying fast kinetics) was controlled the hydrodynamic transport
of the reactants; second, they observed that dissolution processes were rather
homogeneous at high flow rates whereas the dissolution pattern appears to be more
localized (wormhole-like) for the lowest flow rate injection experiments; third,
permeability increases during all experiments, regardless of flow rate and brine
type, but at high flow rates, some particles were apparently dragged through the
samples, causing sporadic decreases in permeability due to local pore clogging.
Furthermore it was observed that the precipitation of the secondary minerals
(kaolinite, muscovite and smectite) as well as the dissolution of K-feldspar was
larger at low flow rate injection than at high flow rate. The authors attributed this
behavior to dissolution/precipitation localization mechanisms in the immobile
zones where local chemical micro-environments may subsist.

Fig. 6.18 TEM image of the chlorite fibers and precipitated magnesite surrounded by amorphous
and poorly crystallized carbon. On the left Chemical analysis associated with the TEM image,
a magnetite chemical analysis, b carbon chemical analysis and c chamosite chemical analysis.
Raman spectra of precipitated carbon near chlorite compared with epoxy-resin spectra and
disordered carbon spectra (from Luquot et al. 2012)
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The conclusions we can draw from this set of experimental results are:

• For the duration of the experiments, the changes in porosity, permeability and
reactive surface area values caused by the dissolution reactions are controlled by
the composition of the injected fluid but also by the initial properties of the rock;
a memory effect of the initial heterogeneity of the samples has been observed in
the variation of all these parameters with time.

• These experiments are quite unique for evaluating the permeability-porosity
relationship associated with the dissolution process, while permeability-porosity
relationships are generally obtained from cross-plotting permeability and
porosity values measured on sets of sampled rock, i.e. not considering the
dynamic of the process.

• One can speculate that the porosity–permeability relationship can be para-
metrized at first order by the effective hydraulic diameter and tortuosity changes
triggered by the rock-forming mineral dissolution. Porosity–permeability rela-
tionship associated with precipitation mechanisms is presently not settled.

• The type of reactions experimented here cannot be modeled easily by a con-
tinuum approach. Local chemical environments triggering strong local con-
centration gradients at pore scale triggered by the heterogeneity of the velocity
field and consequently the spatial variability of the local values of the Pe and Da
numbers.

Fig. 6.19 TEM images of the main reaction textures (a–c) observed in the samples after the
experiment end. For each reaction texture, a sketch diagram shows the main type of hydrodynamic
zone in which the texture is observed and the corresponding reactants and products identified. This
illustrates the variability of transport-reaction processes controlled by the structural heterogeneity
of the sample (from Andreani et al. 2009)
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